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Abstract

Floating offshore wind technology has high potential due to the renewable energy goals and the
vast deep water ocean areas, however, still faces several challenges until achieving commercial
market uptake. Floating concepts have to gain economic competitiveness and deal with more
complex coupled system dynamics and greater uncertainties. This makes modeling, simula-
tion, and reliability-based design optimization indispensable. However, reliability assessment
and design optimization of floating wind turbines has not yet been coupled. - This is precisely
the focus of this thesis. The overall aim is to derive guidelines for reliability-based design
optimization of floating wind turbine support structures, taking target safety levels and failure
mechanisms from existing standards into account and applying them in such novel concepts.
To achieve this, reliability methods applied in the offshore and marine renewable energy indus-
try are reviewed, classified, and investigated with respect to suitable procedures for reliability
assessment of offshore wind turbine systems. Addressing the aspect of floating wind, the large
diversity of existing floating support structures is assessed, focusing on their suitability for off-
shore wind farm deployment. Based on this, a reference floating wind turbine system is defined,
for which an aero-hydro-servo-elastic coupled model of dynamics is developed and verified.
Additionally, a holistic framework for automated simulation and optimization is developed and
applied to different design optimization tasks: based on global limit states, addressing inno-
vative design solutions or the future trend towards larger MW-class wind turbines, and finally
including reliability criteria. The developed model, framework, and approaches - especially the
concept for combining floating wind turbine design optimization with reliability assessment in
a computationally and time-efficient manner - are of high value for both research and industry.
The knowledge and outcomes of this thesis offer a broad range of future applications and pave

the way towards economic and reliable floating support structure designs.
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Chapter 1
Introduction to the thesis

With the end of 2018, the first renewable energy directive from 2009 (European Parliament
& Council of the European Union|2009), which set the target of a minimum share of 20% of
renewable energy in the European energy demand by 2020, was revised and replaced. The new
European goals - now for 2030 - are to reach at least 32% share of renewable energy (European
Parliament & Council of the European Union|2018)). A large contributor to energy generation
from renewable sources is offshore wind. Its worldwide technical potential exceeds the current
electricity demand by a factor of more than 18 (IEA|[2019).

Depending on the location, water depth, and seabed conditions, different offshore wind
turbine systems are required: bottom-fixed solutions - such as monopiles, jackets, tripods,
gravity-based structures, or suction buckets - are limited to shallow and intermediate water
depths, while for deeper water sites, floating platforms - such as spar-buoys, semi-submersibles,
or tension leg platforms - are required to support offshore wind turbines (Arapogianni et al.
2013). The current trend in the offshore wind industry is towards larger wind turbines of
higher performance classes, larger distances of wind farms to the shore, and sites with deeper
water depths, implying as well the growing interest in floating offshore wind turbine (FOWT)
systems (WindEurope|201956). Furthermore, shallow water zones and areas of intermediate
water depth, such as the coastal offshore sites in German waters, are, however, an exception.
The majority of the world oceans exhibits great water depths (James & Ros|2015] Mast et al.
2015], |Govindji et al|[2014). Thus, to exploit these sites for energy generation from offshore
wind turbines, floating systems need to be utilized.

1.1 Potential of floating offshore wind technology

With floating support structures for offshore wind turbines, more offshore wind resources can
be captured and used for power generation, as around 60% to 80% of the ocean areas (James
& Ros|[2015) Mast et al.[2015, (Govindji et al.|2014, |Bossler2014) cannot be exploited with
bottom-fixed structures, which are limited to water depths of up to around 50 m (Arapogianni
et al.[2013). The floating offshore wind technology is no longer in its infancy. Over the last
decade, the technology readiness level of FOWT systems has significantly increased so that



“floating offshore wind is coming of age”, as WindEurope states in its floating offshore wind

vision statement (WindEurope|[2017, p.4). The large number of research studies, research

projects, scaled model tests, prototype developments, and full scale model test phases paved

the way towards this current status. Around 40 floating foundation concepts exist and are under
development (Q FWE|2020, [Power Technology|2019, James & Ros|2015,|Mast et al.[2015). A

few selected milestones are (Lofken|[2019))

the Hywind spar-buoy floating system, with a 2.3 MW demonstrator deployed in 2009,
the subsequent Hywind Scotland pilot park of five 6 MW turbines operating since 2017,
and another wind farm Hywind Tampen with eleven 8 MW turbines planned for 2022;

the WindFloat semi-submersible floating system by Principle Power, with three 2 MW
demonstrators since 2011 and twelve large projects planned for the upcoming years with
turbines of up to 8.4 MW;

the Damping Pool® (Floatgen) barge floating system by Ideol, with a2 MW and a 3 MW
demonstrator since 2018 and further large projects with, for example, 6.2 MW wind

turbines planned for the future; and

the TetraSpar spar, semi-submersible, or tension leg platform floating system by Stiesdal

A/S, with a demonstrator supporting a 3.6 MW wind turbine planned for 2020.

Apart from the benefit of deploying high potential deep water sites for wind energy utiliza-

tion and being no longer limited to water depths up to around 50 m when employing floating

offshore wind technology, there are further advantages over bottom-fixed offshore wind turbine

support structures. (Landbg|20174, Arapogianni et al.[2013)

As FOWT systems are moored to the seabed, the design of the support structure is less
dependent upon the specific site conditions (soil characteristics and water depth), which
can vary within a large offshore wind farm. Hence, one and the same floater design can
be utilized for all turbines within a farm. Furthermore, when extending the application to
different sites and resulting environmental conditions, as well as to other wind turbines,

standardization of the floating support structure design is also possible.

Significant cost reduction and process acceleration, compared to bottom-fixed offshore
wind turbine systems, can be achieved with the floating technology for the installation.
Most of the FOWT systems can be fully assembled in the port. This way, high costs
for special heavy-lift vessels, required to mount the turbine offshore on a bottom-fixed
support structure, can be cut and - in addition - the highly weather dependent installation
lead time shortened. The tow out of the fully-assembled FOWT happens with common

tug boats, which are again much cheaper than special installation vessels.

This aspect regarding transport and installation method is not only favorable to time and
cost, but also paves the way for the floating technology towards larger MW-class wind

turbines, which - based on the current rapid development trend - will be soon no longer

2



practicable, both economically and feasibly, for offshore installation on bottom-fixed

support structures.

1.2 Challenges towards next generation floating offshore wind tur-

bines

Despite the great amount of FOWT projects, most of them are under development and currently
the Hywind Scotland pilot park is the one and only operational floating wind farm (Power Tech-
nology|2019) - apart from the first prototype floating wind farm within the Fukushima Float-
ing Offshore Wind Farm Demonstration Project FORWARD, in which three different FOWTs
connected to the same floating substation were tested for a limited operating life (James & Ros
2015, Main(e) International Consulting LLC |2013)). More floating wind projects are planned,
as already mentioned in Section However, the large diversity in existing floater concepts
slows down the development and maturing processes of FOWTs and, for further speed-up of
the market uptake of floating wind farms, significant cost-reductions are still required.

Thus, design optimization, focusing on cost reduction while ensuring optimum system
performance and reliable operation, plays a key role in achieving the goal of gaining economic
competitiveness to allow commercial market uptake. However, the development of such an

optimized FOWT system is highly challenging.

* The complexity of FOWT systems, with their coupled motions, aero-hydro-servo-elastic
dynamics, as well as non-linear system behavior and components (such as mooring
lines), makes modeling and simulation indispensable. To ensure realistic representation
of the real system behavior by means of engineering models, the correct implementation

of the multi-physics into the codes has to be verified and validated.

* Dimensioning and detailed assessment of FOWTs imply iterative steps for design opti-
mization, as well as load calculations and system performance analyses in various en-
vironmental conditions. To cope with the large number of simulations to be performed
during the design process, automation of simulation executions and optimization proce-

dures are required.

* Floating wind energy applications are governed by a number of uncertainties relevant to
the design process and operational management of assets. Risk and reliability analysis
methods can allow for systematic assessment of these uncertainties. Thus, integrating
reliability analyses into design optimization procedures of FOWT systems is not only
highly relevant for considering prevailing uncertainties, but also benefits the economic
efficiency. Furthermore, reliability-based design optimization is a very promising ap-
proach in optimizing systems when classification and standardization are not yet fully
available. However, the level of difficulty of design optimization already increases when
including the reliability aspect, but becomes even more challenging when dealing with

the highly complex system of FOWTs, which has not yet been applied.



Apart from these challenges towards reliable and cost-efficient FOWT systems, current
trends in the offshore wind industry, as well as emerging technological innovations amplify the
demands on and relevance of such automated system simulation and optimization approaches,

in particular:

* the trend towards larger MW-class offshore wind turbines implies as well the need for
bigger support structures. These are commonly derived from existing structures through
upscaling and subsequent optimization. This, however, further increases the number
of design steps and, hence, emphasizes the need for a holistic automated optimization
approach, which is in addition highly flexible in terms of application and specific opti-

mization problem.

* the design process of FOWT systems is not solely based on reliability- and cost-driven
design optimization, but also has to take further related aspects - such as manufacturing,
handling, transport, and installation - into account. Thus, recent technological inno-
vations with respect to structural realization approaches, manufacturing limitations, or
installation concepts have to be considered when specifying such a FOWT design opti-

mization problem.

1.3 Aim and objectives

In this context and based on the potential (Section[I.1)) of, but still prevailing challenges (Sec-
tion[I.2) for the floating offshore wind technology, this research thesis aims to derive guidelines
for reliability-based design optimization of FOWT support structures. It takes into account tar-
get safety levels and failure mechanisms from existing standards and applies them in such novel
concepts.

To achieve this overall aim, the following research objectives are defined:

1. review and classify reliability methods applied in the offshore and marine renewable
energy industry and derive from these methods suitable procedures and potential future

approaches for reliability assessment applications to offshore wind turbine systems;

2. assess the large diversity of existing FOWT support structures with respect to their suit-

ability for offshore wind farm deployment and future development trends;

3. develop a verified aero-hydro-servo-elastic coupled numerical model of dynamics for
FOWTs, as well as a holistic framework for automated simulation and optimization of
FOWT systems;

4. apply the developed model and framework to different design optimization tasks on a
FOWT system;

5. develop a proven concept for coupling design optimization with reliability assessment of

FOWT systems in a computationally and time-efficient manner.



1.4 Thesis structure

The single research objectives, defined in Section [I.3] form the research steps. Based on this,
a general overview of the thesis structure is presented in Figure[I.T]and outlined in some more

detail in the following.

Literature review

Reliability-based methods (Chapter 2) |[FOWT systems (Chapter 3)
o Classification of reliability methods # FOWT support structures
# Reliability-based methods for risk analysis and ¢ Classification and assessment of existing concepts
their application in the offshore wind industry with respect to their benefits and drawbacks
® Discussion on challenges and existing trends e Elaboration of promising design solutions
Modeling, automated simulation, and optimization of floating wind turbines (Chapter 4)
Numerical model of dynamics for FOWTs Framework for FOWT design and optimization
o Aero-hydro-servo-elastic coupled model of ® Application for design load case simulations
dynamics # Definition of optimization problem and

o Verification through code-to-code comparison nvestigation of different optimizers

Design optimization tasks (Chapter 5)

® Design optimization of a FOWT support structure based on global limit states

o Comprehensive fully integrated optimization approach for designing an innovative FOWT support
structure

& Direct optimization approach for designing a larger MW-class FOWT support structure

Reliability-based design optimization of a FOWT support structure (Chapter 6)
Reliability-based design optimization problem Optimization process realization
o Design variables, objectives, and constraints o Reliability analysis based on quadratic regression,

o Limit state functions and target safety levels response surfaces, and Monte Carlo simulation

e Interpolation approach for application within the
iterative optimization algorithm

e Stochastic variables as uncertainties

e Reliability criteria

Outlook (Chapter 8)

Figure 1.1: Flowchart of the thesis structure.

As the topic on reliability-based design optimization of FOWT support structures has two
components, a two-tired literature review is performed at the beginning of the research. Thus,
in Chapter 2] first, risk and reliability methods applied in the offshore and marine renewable
energy industry are reviewed and classified. The quite broad differentiation between qualita-
tive and quantitative methods, as well as some which could belong to both groups depending
on the way in which they are used, is further differentiated, based on the most common theories
applied specifically within the offshore wind industry. Furthermore, the capabilities and limita-
tions of these methods are investigated and current trends, as well as potential future techniques

- further developed and advanced - are pointed out.



The second literature review is on FOWT systems. Hence, in Chapter |3} at first different
floating support structures are classified and assessed with respect to their suitability for off-
shore wind farm deployment. For a meaningful valuation, a survey is conducted to examine
the capacities of selected floater types, grouped into ten categories, with respect to ten specified
criteria focusing on wind farm deployment. By this means, a multi-criteria decision analysis is
carried out, using the technique for order preference by similarity to ideal solution. With the
individual scores of the different systems, considering the weighting of each criterion, suitable
concepts are identified and potential hybrid designs, combining advantages of different solu-
tions, are suggested. Based on the outcomes of the survey and subsequent decision making,
a reference spar-buoy floating wind turbine system is defined, which serves as basis for the
consecutive research steps.

This reference FOWT system is used in Chapter 4] for developing a numerical model of dy-
namics, which uses the modeling language Modelica®, represents the aero-hydro-servo-elastic
couplings, and is highly flexible with respect to the modeled wind turbine system and con-
ditions, as well as its application options. To ensure the correct implementation of the multi-
physics, the developed engineering model is verified through code-to-code comparison. Having
substantiated the capability of the developed model for fully-coupled aero-hydro-servo-elastic
simulations of FOWT systems, the complex development process of engineering systems, im-
plying advanced optimizations and iterative simulations, is further addressed. Thus, a holistic
simulation and optimization framework is developed, by which means iterative simulations
within the wind turbine design process and detailed assessment can be managed and executed
in an automated and high-performance manner. The developed framework is very flexible and
multifunctional. Its structure allows the use of highly sophisticated optimization tools, so that
various optimization tasks, as well as multi-objective problems, can be addressed. However,
in addition to optimizations, the developed framework can also be employed for automated
execution of simulations, which is for example very useful for dealing with the large number
of design load cases recommended by standards.

Based on the developed and verified FOWT system model and the framework for automated
simulation and optimization, various design optimization tasks are addressed and performed in

Chapter [5] These comprise

* an approach for optimizing a floating concept, utilizing global limit states. The reference
FOWT support structure is modified during the optimization regarding its geometrical di-
mensions and ballasting. The optimization criteria stability, mean and dynamic displace-
ments, as well as tower top acceleration are used for formulating the objective functions.
The optimization is carried out for one design load case, which is most critical for the
considered criteria, and utilizes a multi-objective genetic algorithm. In post-processing
analyses, the convergence of the optimization is examined, the optimum design solution
selected, and the overall performance of the optimized FOWT system approved. This

approach deals as basis for more advanced design optimization tasks.



* an alternative, fully integrated optimization approach to find innovative floater designs.
Three cylindrical sections with individual diameters and heights, as well as the ballast
filling height are the modifiable design variables of the optimization problem. Con-
straints regarding the geometry, ballast, draft, and system performance are specified.
The optimization objective to minimize the floater structural material shall represent the
overall goal of cost reduction. Pre-processing system simulations are performed to se-
lect a critical design load case, which is used within the iterative optimization algorithm.
The applied methodology enables to explore alternative structural realization approaches,
which frees the design from previous stringent limitations on the structure and dimen-

sions. This way, more innovative cost-efficient floater designs can be captured.

* a direct optimization approach, by which means a FOWT support structure for a larger
wind turbine is obtained through an automated optimization procedure, based on a smaller
existing system. Only a few initial adaptions in the model are required for taking the dif-
ferent wind turbine geometry and weight into account. Afterwards the larger support
structure - appropriate to support the larger MW-class wind turbine and meet the speci-
fied optimization objectives of hydrodynamic system behavior - can be obtained through
automated optimization of the existing reference design without the intermediate step of

upscaling and, hence, with a reduced number of design steps.

Finally, in Chapter[6] an integrated framework for reliability-based design optimization of
FOWTs is developed, which combines concepts of optimization with reliability-based design
and advanced modeling and requires reasonable computational effort and time expenditure. In
pre-processing, the reliability-based optimization problem - in detail the environmental con-
ditions, limit states, and uncertainties, as well as design variables, objectives, constraints, and
reliability criteria - are specified. The realization of the reliability-based optimization process
happens through quadratic regression, response surface, and Monte Carlo simulation. Fur-
thermore, several response surfaces for various system geometries in the optimization design
space are generated ahead of the execution of the optimization process. These are finally used
by means of an interpolation approach for the reliability calculation integrated in the iterative
design optimization. The developed methodology proves the feasibility of coupling FOWT
design optimization with reliability assessment in an efficient manner.

The presented research content, developed methodologies, applied approaches, and ob-
tained results are recapitulatory discussed in Chapter 7]

Chapter [8] finally, summarizes the research work, elaborates on the contributions of the
thesis to knowledge, research, as well as industry, addresses possible future work, and draws

conclusions.

1.5 Publications in connection with the research thesis

Throughout the research, the following papers are submitted and already published or under

review in scientific journals at the time of writing:
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* Leimeister, M. & Kolios, A. (2018), ‘A review of reliability-based methods for risk anal-
ysis and their application in the offshore wind industry’, Renewable and Sustainable
Energy Reviews 91, 1065-1076. doi: http://dx.doi.org/10.1016/j.rser.2018.
04.004.

* Leimeister, M., Kolios, A. & Collu, M. (2018), ‘Critical review of floating support struc-
tures for offshore wind farm deployment’, Journal of Physics: Conference Series 1104,
012007. doi: http://dx.doi.org/10.1088/1742-6596/1104/1/012007.

* Leimeister, M., Kolios, A. & Collu, M. (2020a), ‘Development and verification of an
aero-hydro-servo-elastic coupled model of dynamics for FOWT, based on the MoWiT
library’, Energies 13(8), 1974. doi: http://dx.doi.org/10.3390/en13081974.

* Leimeister, M. (2019), Python-Modelica framework for automated simulation and opti-
mization, in ‘Proceedings of the 13th International Modelica Conference, Regensburg,
Germany, March 4-6, 2019’°, Linkdping Electronic Conference Proceedings, Linkdping
University Electronic Press, Linkoping, Sweden, pp. 51-58. doi: http://dx.doi.
org/10.3384/ecp1915751.

» Leimeister, M., Kolios, A. & Collu, M. (2020b), ‘Development of a framework for wind

turbine design and optimization’, Energy Reports (in review).

* Leimeister, M., Kolios, A., Collu, M. & Thomas, P. (2020), ‘Design optimization of the
OC3 phase IV floating spar-buoy, based on global limit states’, Ocean Engineering 202,
107186. doi: http://dx.doi.org/10.1016/j.oceaneng.2020.107186.

* Leimeister, M., Collu, M. & Kolios, A. (2020), ‘A fully integrated optimization frame-
work for designing a complex geometry offshore wind turbine spar-type floating support
structure’, Wind Energy Science Discussions (in review). doi: http://dx.doi.org/
10.5194/wes-2020-93.

* Leimeister, M., Kolios, A., Collu, M. & Thomas, P. (2019), Larger MW-class floater de-
signs without upscaling?: a direct optimization approach, in ‘Proceedings of the ASME
38th International Conference on Ocean, Offshore and Arctic Engineering, Glasgow,
Scotland, UK, June 9-14, 2019’, American Society of Mechanical Engineers, New York,
NY, USA, pp. OMAE2019-95210. doi: http://dx.doi.org/10.1115/0MAE2019-
95210,

* Leimeister, M. & Kolios, A. (2020), ‘Reliability-based design optimization of a spar-type
floating offshore wind turbine support structure’, Reliability Engineering and System

Safety (in review).

At the beginning of each chapter, it is indicated in a footnote on which publications the
chapter is based.
In addition to the paper publications in scientific journals, parts of the research work are

presented at scientific conferences, listed in Appendix [Al
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Chapter 2

Review of reliability-based methods
for risk analysis and their application
in the offshore wind industry

Offshore wind turbines are exposed to severe environmental conditions. Occurring failures
could have environmental impacts, but definitely would lead to considerable financial losses.
This is not only due to the lost production output because of the failure, but is especially
amplified by the limited accessibility of offshore assets, located some distance from the coast
and sometimes even in quite remote areas. Transport of offshore engineers and work on the
asset can only be performed in acceptably safe sea states and at medium wind speeds. These
prescribed working weather windows sometimes imply quite long delays, until the asset can
operate in normal mode again. This moves the point of focus towards risk management and
reliability assessment of offshore wind turbines.

According to the British standard BS ISO 31000, risk is the “effect of uncertainty on ob-
jectives ... [and] is often expressed in terms of a combination of the consequences of an event
(including changes in circumstances) and the associated likelihood ... of occurrence” (BSI
20104, p. 1). The latter can be influenced by the level of reliability. Reliability itself is de-
fined, based on BS 4778 (BSI||1991), as “the ability of a component or a system to perform its
required function without failure during a specified time interval” (DNV GL 20150, p. 13), but
“can also be denoted as a probability or as a success ratio” (O’Connor et al.|[2002, p. xxvi).
Several different techniques for obtaining qualitative or quantitative measures of reliability ex-
ist; however, not every method is suitable to be applied to the assessment of offshore energy
systems. Some may be more useful than others, and some have to be adjusted or combined to
obtain valuable results.

In this chapter reliability methods used in the offshore and marine renewable energy in-

dustry are classified and analyzed with respect to their applicability to offshore wind turbine

Note: This chapter is based on the publication by |Leimeister & Kolios| (2018).



systems, their benefits and limitations, as well as the elaboration of existing trends and further
approaches required to overcome those limits still remaining. The chapter is structured in such
a way that first a classification of common reliability methods is given in Section After
this general overview, qualitative and quantitative reliability assessment procedures, specifi-
cally applied within the offshore wind and marine renewable energy industry, are presented
and categorized (Sections [2.2] and [2.3). This is based on a systematic literature review, which
primarily uses the specific words “reliability” and “offshore”, focuses on the latest research
work done, preferably from 2010 onwards, and aims to concentrate on offshore wind turbines;
however, some examples of other offshore industries and structures are also included due to
the still low information density on offshore renewable energy devices. In total, more than
100 papers are reviewed and further information is taken from recent conferences, as well as
industrial experiences. Section [2.4] points out how offshore wind turbine systems challenge
common reliability assessment methods, in which way and how far the presented techniques
are already able to cope with this, as well as which limits are still existing and which theories

will potentially develop further.

2.1 Classification of reliability methods

Reliability analyses (RAs) can be performed for different systems and components, such as
mechanical, electronic, or software, as well as at various stages of the engineering process,
for example design or manufacture (O’Connor et al.|2002). Due to the broad application of
reliability, attempts at categorization are being made. Stapelberg|(2009) for example focuses on
reliability in engineering design and distinguishes between reliability prediction, assessment,
and evaluation, depending on the design stage conceptual, preliminary/schematic, or detailed,
respectively. Furthermore, two different levels at which reliability can be applied are defined:
component and system level. These already introduce the bottom-up and top-down approaches,
which can be found in some reliability methods as well.

Considering the different reliability methods themselves, there are two main categories
into which they can be grouped: qualitative methods and quantitative methods, depending on
the availability and quality of data (Stapelberg|2009). However, a comparison of different
literature, such as the books by |(O’Connor et al.| (2002)) or Rausand & Hgyland| (2004)), shows
some discrepancies in the assignment of certain reliability methods and indicates the need
for a third intermediate category for such semi-quantitative reliability methods. The methods
covered in the following, as well as the chosen categorization, are visualized in the form of a
Venn diagram, presented in Figure The abbreviations used are explained in the following
sections.

Furthermore, it has to be noted that some of the presented methods are rather risk as-
sessment tools than reliability methods. However, these risk assessment techniques are still
included, as the awareness of the existing risks is the decisive basis for RAs. In the following,
it is just stated whether the tool is strictly speaking used for risk or reliability. A detailed list of
risk assessment methods can be found in BS EN 31010 (BSI[20105).
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Figure 2.1: Venn diagram for the classification of the presented reliability methods.

2.1.1 Qualitative reliability methods

Missing or insufficient data does not allow for quantitative assessment of reliability. Never-
theless, relations within the system, covering hazards, failure causes, events, failure modes,
faults, effects, and consequences, can be shown and this way an estimate of reliability, failure
probability, and consequence can still be obtained by using qualitative methods.

Before performing any qualitative RA, first the system structure and functions have to be
identified and classified (Rausand & Hgyland|[2004). On this basis, a qualitative reliability
assessment can be carried out. Some of the most common methods are briefly explained in
the following, grouped into sheet-based (Section 2.1.1.1), table-based (Section [2.1.1.2)), and
diagrammatic (Section[2.1.1.3)) techniques.

2.1.1.1 Sheet-based qualitative reliability methods

Typical sheet-based qualitative methods are checklists; they are used to assist engineers (Rau-
sand & Hgyland|2004) in determining and examining influencing factors and, thus, identifying
risks for design operation, maintainability, reliability, safety, and availability. Thus, for each
stage there are different question sets, on which basis the contributing parameters can be stud-
ied. (Stapelberg/2009)

2.1.1.2 Table-based qualitative reliability methods

The table-based qualitative methods focus either on hazards or failure modes (FMs).
The aim of hazard identification (HAZID) analysis is to determine potential hazards, as
well as their causes and consequences. This risk identification method should be applied as

early as possible, so that changes and adaptions, which may avoid the hazard or at least reduce
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the effects to the system, can be integrated in the early system design. A typical HAZID work-
sheet starts by naming the investigated component or area, followed by the potential incident.
Then, the potential causes and consequences are determined and the severity of the latter is
categorized. Finally, recommendations for corrections or precautions are given. (Stapelberg
2009)

A hazard and operability (HAZOP) study, another risk assessment tool, is also used for the
identification of hazards, their potential causes and effects; however, this analysis rather focuses
on deviations from the normal operation mode as initiating event. Special guide words, such
as NO or NOT, MORE, LESS, LATE, or BEFORE, are used for describing these deviations.
The HAZOP procedure itself could either start with the guide word or the considered element.
A HAZOP worksheet contains, besides the guide word and element, the explicit meaning of
the deviation, the potential causes and consequences, already existing safeguards, as well as
recommended necessary actions and further comments. (BSI[2001)

More adaptable tools for identifying risks are the what-if analysis or structured what-if
technique (SWIFT). The SWIFT starts with collecting potential hazards and uses in addition
a checklist, containing typical errors and failures that could also make up hazards. The haz-
ards are then organized in a worksheet, comprising the hazard itself, mentioned in the column
headed What-if?, its potential causes and effects, as well as presenting safeguards and giving
recommendations, similarly to HAZID and HAZOP. (DNV|2002)

Not only focusing on hazards, the failure mode and effects analysis (FMEA) aims to iden-
tify FMs in the system function or equipment, their potential impacts and causes, as well as
determining existing controls and precautions. Thus, while being originally a risk assessment
tool, FMEA can also be used for RA. Three different types of FMEA exist: concept/func-
tional FMEA, design/interface FMEA, and detailed/updated FMEA, implying that FMEA can
be used throughout the entire life cycle of an asset. (Rausand & Hgyland|2004)

2.1.1.3 Diagrammatic qualitative reliability methods

Qualitative reliability methods in the form of a diagram can be structured from the top down
or the bottom up. Such a top-down approach is used in the cause and effect diagram, which
is also called the fish-bone diagram due to its shape. The top event, a failure or incident,
makes up the head of the fish on the right side. Different cause categories, containing several
specific factors, are then added in form of fish-bones to the diagram, allowing a structured risk
assessment. (Rausand & Hgyland|2004)

The same deductive (top-down) approach is used in the fault tree analysis (FTA), strictly
speaking a risk assessment tool, which is visualized in a fault tree diagram (FTD). The tip of
the tree is the incident or failure which is then broken down into immediate, intermediate, and
basic causes. The relationship between causes and the top event are represented by logical
gates, such as AND and OR. (Rausand & Hgyland|2004)

An event tree analysis (ETA), also a risk assessment technique, is performed in the opposite

direction, meaning from the bottom up. Such an inductive approach uses the incident or failure
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as the starting point for identifying all potential event sequences which may result from the
initial event. The different levels in the corresponding event tree diagram (ETD) can directly
represent safeguards and the two branches of that part of the tree are the options for the success
or failure of this safety barrier. (Stapelberg|2009)

A combination of risk assessment methods FTA and ETA is given in the bow-tie analysis
(BTA). The corresponding bow-tie diagram (BTD) has the failure or incident in the middle,
which is then broken down to the left into its causes, representing the FTA, and to the right
into its consequences, such as in the ETA. In both directions safety barriers can be included,
safeguards for control and precaution in the FTA part, and safety functions for mitigation in the
ETA part. (McLeod 2015)

Besides those linear diagrammatic methods, the strengths, weaknesses, opportunities, and
threats (SWOT) technique analyses influence factors and identifies risks in two dimensions.
Based on the shape of a compass rose or four-quadrant format, the internal factors i.e. strengths
and weaknesses are in the north, while the external factors i.e. opportunities and threats are in
the south. In the east-west direction, the factors are distributed such that the positive factors lie

in the west and the negative ones in the east. (Pritchard|2015])

2.1.2 Semi-quantitative reliability methods

Some of the qualitative reliability methods can be extended with some quantitative approximate
measures and thus also be used for quantitative reliability assessment. These tools can again
be grouped into table-based (Section [2.1.2.T)) and diagrammatic (Section [2.1.2.2)) methods, as

presented in the following.

2.1.2.1 Table-based semi-quantitative reliability methods

In Section FMEA is already introduced as a qualitative risk assessment methods,
which however can also be used for RA. If this is combined with a criticality analysis, a
semi-quantitative reliability method, the so-called failure mode effects and criticality analy-
sis (FMECA), is obtained. The additional parameters are three rating values: for the severity
of the effects, the occurrence of the FM, and the detectability of the failure cause. Different
tables with recommendations for rating these parameters and assigning a ranking number to
them do exist but can also be defined individually. Having determined the severity, occurrence,
and detection ratings, the risk priority number (RPN) is computed as a product of these three
rating values. This can finally be used to rank the criticality of risks and FMs. As for the
FMEA, the worksheet for the FMECA can also either be focused on the component/equipment
or on the requirement/function. Furthermore, it is possible to distinguish between product and
process FMEA, depending on the items or system under consideration (Rausand & Hgyland
2004). (BSI2006)
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2.1.2.2 Diagrammatic semi-quantitative reliability methods

The tree-shaped risk assessment techniques FTA, ETA, and BTA, mentioned in Section[2.1.1.3],
can also be used for a quantitative assessment of reliability if probability values are added to the
branches. These numbers indicate the occurrence probability of a causal event, in the case of
a FTA, and the conditional probability of a safety function being functional or not, in an ETA,
respectively. Multiplication of all probability values along one cause or consequence path
yields the total probability of this happening. This calculation can be performed in measures
for either failure or success; the latter directly represents the reliability value, while in the first
case the reliability has to be computed as complementary to the failure probability. (Rausand
& Hgyland 2004)

Comparable to FTDs and cause and effect diagrams, however, more general are the Bayesian
belief networks (BBNs). Similar to the FTA, a BBN uses the top-down approach, starting with
the initiating event and breaking this down into different causes or cause categories. Arrows
indicate the relationships between the undesired event and the causes, which could result in a
quite complex network (Rausand & Hgyland[2004). By assigning probabilities to the contribut-
ing factors, BBNs can not only be used for risk identification, but also for quantitative reliability
assessment. With the help of the Bayes theorem, existing data can be inter- or extrapolated, but
also newly available information can be incorporated in the BBN and the reliability estimation
updated (Stapelberg|2009).

An alternative way of presenting an FTD or ETD is a reliability block diagram (RBD),
which is - as the name already suggests - a reliability assessment tool. The different components
are more or less aligned on one common line with the input on the left end and the output on
the right end. This way, systems with a flow can also be represented very well. Instead of the
AND and OR gates, used in FTDs and ETDs, parallel and series connections are incorporated
in the RBD to describe the relationships of the single components, as well as to represent
dependencies. If the probabilities of each event or system function, illustrated by the blocks in
the diagram, are known, the system reliability can be computed based on the algebraic rules

for parallel and series systems. (Stapelberg|2009)

2.1.3 Quantitative reliability methods

For a detailed assessment of the reliability, including ranking of risks, as well as the prioriti-
zation of where to focus on and, thus, integrate corrections or precautions, quantitative meth-
ods are needed. Typical techniques for quantitative reliability assessment are presented in the
following, grouped into analytical (Section [2.1.3.T)), stochastic (Section[2.1.3.2), and some so-

phisticated (Section methods.

2.1.3.1 Analytical quantitative reliability methods

Analytical approaches for quantitative reliability assessment are based on load-strength inter-

ference. The difference between the resistance of the system and the acting load is known as
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performance or also called limit state function (LSF). Some guidelines, e.g. DNV-OS-C101
(DNV GL|2015b) and DNVGL-CG-0128 (DNV GL|2015a)), provide definitions of limit states
(LSs) and analytical expressions for certain failure criteria. Some of the parameters used in
these expressions are uncertain and, thus, have to be represented by stochastic or random vari-
ables. The performance function is used to show the area of failure, which is the case for
negative results. For evaluating the reliability, the LSF has to be solved, which can be done in
different ways. (O’Connor et al.[2002)

As the computation of the reliability, based on the condition that the LSF must be positive,
could be very complex, the first order reliability method (FORM) or second order reliability
method (SORM) are often used for simplifying the analytical expression by applying a first or
second order Taylor expansion (Sundararajan||1995). Based on FORM, an iterative approach
for determining the reliability index (RI) is given by Hasofer and Lind (HL). The cumulative
distribution function relates the RI to the probability of failure (PoF); the latter is just comple-
mentary to the reliability (Tichy||1993)).

2.1.3.2 Stochastic quantitative reliability methods

As in the analytical quantitative methods, described in Section [2.1.3.1] the stochastic Monte
Carlo simulation (MCS) reliability assessment technique is based on the equation for the LSF.
In the MCS, several cases are simulated, in which the uncertain variables are randomly sam-
pled based on the defined probability distribution functions and corresponding key parameters,
such as mean value and variance. Using direct MCS, conditional expectation, or importance
sampling reduction methods (ISRMs) (Ayyub|2014)), the reliability or PoF can be estimated
based on the results of the iterated simulation calculation. (Stapelberg|2009)

Unlike in the previous techniques, surrogate modeling methods, such as kriging, or stochas-
tic response surface methods (SRSMs) only use an approximated LSF instead of the real one.
While SRSM just uses some sample points for interpolating and approximating the response
surface, surrogate modeling methods meet all initial data points and are therefore a more ac-
curate method for approximating the LSF, which is then solved for the PoF and reliability by
means of FORM, SORM, or MCS. Besides the advantage of SRSMs to reduce the computa-
tional effort for solving the iterations, obtained by simplification of the simulation expressions,
SRSMs can also link input and output variables (Chopra et al.|[2013). (Mahadevan|2013))

2.1.3.3 Sophisticated quantitative reliability methods

Even more sophisticated system conditions can be handled with quantitative reliability meth-
ods. Multi-attribute decision making (MADM), also called multi-criteria decision analysis
(MCDA), can support selecting the best option when having multiple criteria within an anal-
ysis process, whereas fuzzy set theory (FST) can deal with incomplete information or fuzzy
data. Both tools can also be combined in the case of several alternatives being vague in nature.
(Lazakis & Olcer2016)
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Finally, dynamic systems can be approached using Markov analysis (MA). This diagram-
matic risk and reliability assessment method allows the inclusion of transitions between differ-
ent states. (O’ Connor et al.|[2002))

2.2 Qualitative approaches for reliability analyses of offshore wind

turbine systems

The qualitative reliability assessment methods, applied to offshore and marine energy devices,
which are presented in this section are categorized, based on the classification given in Sec-
tion 2.1] into FM analyses (Section[2.2.T)), tree and diagrammatic analyses (Section[2.2.2), and
hazard analyses (Section [2.2.3). The techniques and their grouping are shown in Figure 2.2]

SWOT Probabilistic Analysis
HL
Cause and Effect Diagrams 222 PoF
SORM
Concept of LSs
Checklists RI
FORM
SRSM
Mcs  Kriging
MA
ISRM
Threat Matrix
What-If Analysis
2.2.1
SWIFT MADM/MCDA

Figure 2.2: Venn diagram for the presented qualitative reliability methods.

2.2.1 Failure mode analyses

FM analyses are already frequently applied to offshore wind turbines and used in both qualita-

tive and quantitative ways, but also in other variations.

2.2.1.1 FMMA, FMEA, and FMECA

An entire RA of the 5 MW wind turbine REpower 5SM (Hanke|2004)) is performed by [Bharatb-
hai (2015). This consists of a failure mode and maintenance analysis (FMMA) for determining
the system components that require focused monitoring, a semi-quantitative FMEA including
a criticality rating indicating the risk, based on the two factors of probability and consequence,
and an FMECA for identifying those system components which are very prone to failures.
Failure mode identification, based on FMEA, FMECA, as well as FTA, is performed by

Luengo & Kolios|(2015) to analyze different end of life scenarios for offshore wind turbines.
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2.2.1.2 Quantitative FMEA

Similarly to the work of[Bharatbhai/ (2015), mentioned in Section[2.2.1.1] [Arabian-Hoseynabadi
et al.|(2010) deal with FMEA for wind turbines; however, they focus on a quantitative FMEA.
The three factors (severity, occurrence, and detectability) of a traditional FMECA are adhered
to, but the rating scales are modified and adapted to a wind turbine system. Furthermore, the
software Relex Reliability Studio 2007 V2 (PTC|2011) is also adjusted and the component
FMEA is chosen to be the most suitable type of FMEA for performing a reliability assess-
ment of a wind turbine. Finally, the benefits of an FMEA, especially for offshore wind turbine
systems but also for further improvements towards higher economic efficiency and competi-
tiveness of wind energy, are pointed out.

Shafiee & Dinmohammadi (2014), as well as |[Kahrobaee & Asgarpoor (2011)), elaborate
the limitations of a traditional FMEA or FMECA when being applied to the assessment of a
wind turbine or wind farm, especially offshore. The RPN, used for prioritization, has very
little informative value when comparing different wind turbine types and is also difficult to
be determined accurately due to deficient failure data. Furthermore, economic aspects, which
are becoming more relevant offshore, are not considered in the standard approaches. Thus, a
modified FMEA, or by |Kahrobaee & Asgarpoor| (2011) called risk-based FMEA, is proposed
which includes both qualitative and quantitative measures. In addition, the cost priority number
(CPN) is computed based on the PoF, the cost consequences of a failure, and the detectability.
This economic measure is more tangible than the abstract and poor RPN and allows a better

and more realistic comparison of different wind turbine systems with respect to criticality.

2.2.1.3 Correlation-FMEA

When dealing with complex systems, such as a FOWT, FMEA could be extremely extensive
due to the amount of FMs and the prioritization could become more difficult as many RPNs
could have the same order of magnitude. Furthermore, if some FMs are correlated, a direct
isolated analysis of each single FM would be more difficult but also less accurate. Thus, | Kang
et al.| (2017) and Bai et al.[|(2012)) propose a correlation-FMEA for the risk assessment of off-
shore assets. While Kang et al.| (2017)) applies just the traditional FMECA and uses these FMs
with the highest RPN, Bai et al.|(2012) modifies the FMECA and determines the RPN based on
the ALARP (as low as reasonably practicable) principle, which is also mentioned by |Onoufriou
& Forbes|(2001) as a common approach for defining target safety levels. In both procedures by
Kang et al.[(2017)) and Bai et al.|(2012), the correlation of different FMs is then incorporated
by means of the reliability index vector (RIV) method. The RIV contains the reliability indices
and correlation coefficients of the FMs. The final ranking of these correlated FMs happens
through the probability network evaluation technique (PNET) and the most crucial FMs can be

determined in this way.
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2.2.1.4 Threat matrix and FMECA

A preparatory action for an effective FMECA is described by Baker| (2014): the threat matrix.
This is meant to be used to estimate the operational expenditure early in the design stage, to
identify the most critical components with respect to reliability and maintainability, as well as
to be able to optimize the design with respect to cost-efficiency. Using the example of a wave
or tidal energy system, a threat matrix is set up by collecting all potential threats or FMs and
corresponding failure mechanisms, which are listed on the x-axis, while the y-axis contains all
components obtained by a system breakdown. Within the matrix it is marked which threats
could occur to which component. This can be used afterwards as a basis for an FMECA in

which the possibility of a failure mechanism is supplemented by the probability measure.

2.2.2 Tree and graphical analyses

Just like FM analyses, tree and diagrammatic reliability methods are applied in many cases for
the assessment of offshore energy devices; however, these methods are rarely used separately

but rather in combination with other tools or in a modified version.

2.22.1 FTA, ETA, and BBN

Several techniques are integrated in a complete risk analysis for collision impact on offshore
wind turbines, performed by Dai et al.| (2013)). First, the causes or sequence of events are
determined based on FTA or ETA, respectively. Secondly, data for frequencies and probabilities
are required. At this stage it is emphasized that in the offshore renewable energy industry
sufficient data are often missing; however, existing data from other similar industries, such as
offshore oil and gas, with already long-lasting experiences can be taken as a basis. In the third
step, potential risk influencing factors (RIFs) affecting event or barrier failure probabilities need
to be estimated. With these RIFs, complex BBNs can be created, on which basis the RIFs can
be ranked. Finally, the probabilities of undesired events are computed based on the RIFs. For
further evaluation of the risk, the consequences and their severity have to be analyzed and then
both proactive and reactive actions can be proposed and ranked according to their importance

and degree of necessity.

2.2.2.2 Dynamic FTA

A qualitative RA with additional quantitative assessments for complex systems with dynamic
characteristics, such as FOWTs, is presented by [Zhang et al.| (2016). System grading for deal-
ing with the complex composition of the asset is performed in two respects: focused on the
system function and based on the structure. For the qualitative assessment of the FMs, depen-
dencies, sequences, and redundancies are taken into account by adapting the traditional FTA
to a dynamic FTA, which uses special dynamic logic gates. The quantitative analysis, based

on the dynamic FTDs, requires failure rates data, which, however, are not or just insufficiently
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available for such a floating wind turbine system. Based on databases for onshore wind tur-
bines and offshore energy assets, which is covered in more detail in Section[2.3.6.1] the failure
rates for a floating wind turbine are approximated by the inclusion of marine environmental

influences.

2.2.2.3 BTA

The combination of FTA and ETA, in the form of a BTA, is used by |Mokhtari et al.[|(2011) for
the assessment of offshore terminals and ports. In the first step, the risk factors are determined
by means of HAZID. However, due to vague and imprecise data for failure rates and event
occurrences, FST, using the fuzzy analytical hierarchy process method with triangular fuzzy
numbers, is applied for prioritizing these identified risk factors. The highest ranked risk factors
are then assessed via BTA.

Adjusted BTAs for quantitative and dynamic reliability assessment can be found in lit-
erature (Song et al.| 2016, |Abimbola et al.|[2014} |Khakzad et al.[[2013} [Ferdous et al.|2012).
The quantitative aspect is covered by FST or evidence theory for dealing with uncertain and
vague data, and is applied after the creation of the BTD based on expert knowledge as input
for the event probabilities (Ferdous et al.|[2012)). With such a quantitative BTA, the likeli-
hood of consequences can be set in relation to failure rates of system components and safety
barriers (Abimbola et al.|[2014). But in order to include dynamics, dependencies, and com-
mon causes (Khakzad et al.|2013) as well, or also update the probability estimates based on
newly available data (Abimbola et al.[2014}, Ferdous et al.|2012]), Bayesian updating approaches
(Abimbola et al.|2014, |[Ferdous et al.|2012) and BBNs (Song et al.|2016), which could also be
object-oriented (Khakzad et al.|2013)), are also used.

2.2.3 Hazard analyses

Contrary to FM, tree, and diagrammatic analyses, hazard analysis techniques are more rarely
found to be applied for the reliability assessment of offshore and marine renewable energy
assets. HAZID is mentioned once by Mokhtari et al.| (2011) for identifying the risk factors
of an offshore system. HAZID is more likely to be used preparatory to an FMEA, compared
to HAZOP, as the latter requires that the entire design is already fixed and everything is in
place. Thus, these two hazard analysis tools are more suitable for reviewing the final design
(NOPSEMA|2017) or within integrity management for scheduling inspection and maintenance,
based on the determined hazards (Nwofor|2010).

2.3 Quantitative approaches for reliability analyses of offshore

wind turbine systems

The quantitative reliability assessment methods, applied to offshore and marine energy devices,
which are presented in this section are categorized, based on the classification given in Sec-
tion [2.1] into analytical methods (Section [2.3.1)), stochastic methods (Section [2.3.2)), Bayesian
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approaches (Section[2.3.3), reliability-based design optimization methods (Section[2.3.4)), mul-
tivariate analyses (Section [2.3.5)), and data foundations (Section 2.3.6). The techniques and
their grouping are shown in Figure 2.3]

Quantitative

SWOT Probabilistic Analysis

Method of Moments

Cause and Effect Diagrams PoF

Concept of LSs
Checklists BTA
SRSM
HAZID
Kriging
HAZOP
PDMP
FMEA LHS

Databases

What-If Analysis Statistical Modelling

2.3.6

SWIFT MADM/MCDA

Figure 2.3: Venn diagram for the presented quantitative reliability methods.

2.3.1 Analytical methods

The analytical quantitative reliability methods, found to be used for the assessment of offshore
wind turbines, are mainly based on performance functions and focus on the determination of
the RI.

2.3.1.1 Concept of LSs

LSFs, RI, and PoF are mentioned frequently as a basis for assessing the reliability of whole
offshore systems or single components (Olle/2016, [Yeter et al.|2016, Kim & Lee/2015] [Kolios|
let al.[2015], Rendén-Conde & Heredia-Zavonil [2013] [Carswell et al]2013|, [Kolios, Collu &
Brennan/[2010, [Lu et al.|2010, [Kolios & Brennan/2009)). Furthermore, the hazard rate function
is used by [Zitrou et al.| (2016) for developing an availability growth model, which accounts
already in the early design stage for innovations and later changes.

In the IRPWind-project (Olle|2016)), safety factors are used for creating the equations for

the LSFs in a study into the reliability of support structures for offshore wind turbines, focus-

ing on degradation due to operational and environmental impact. The benefits of partial safety
factors - thus, the LS method - are also emphasized by [Kolios & Brennan| (2009) by point-
ing out the applicability of this reliability-based design concept to novel offshore structures,

where existing standards may only be used to a limited extend, as well as the upside of having

optimization possibilities and other advantages over global safety factor approaches.
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2.3.1.2 Analytical probabilistic analyses

FORM and/or SORM are frequently applied for the reliability assessment of different assets,
such as FOWTs (Kolios et al.|2015|, [Kolios, Collu & Brennan|2010), mooring lines for a float-
ing device (Rendon-Conde & Heredia-Zavoni|2015)), offshore support structures (Yeter et al.
2016, [Kim & Lee|[2015)), or the welded tubular joints of an offshore structure (Dong et al.
2012). |[Kolios, Collu & Brennan| (2010) emphasize the capability of these indirect methods to
estimate joint probability density functions, as well as their advantage over MCS regarding the
computational effort. A direct comparison by Kang et al.|(2016) of the results from FORM and
SORM with these obtained by MCS is satisfactory. Furthermore, Rendon-Conde & Heredia-
Zavoni| (2015) apply FORM to show how the reliability is affected by uncertainties in system
parameters. Finally, Kolios et al.|(2015) indicate the HL. method as an example for FORM and
point out the higher accuracy of SORM, which can also handle non-linear LSFs.

Different methods, however, related to FORM and SORM - as they are also based on
derivatives of the LSF - are the first order second moment approach (Carswell et al.|[2013))
and the method of moments (Lu et al.|2010); the latter is used for estimating the reliability
sensitivity. The computational efficiency of the moment-based reliability assessment and its
applicability to systems with several FMs is underlined by |[Lu et al.| (2010). Furthermore,
Llado| (2015) mentions the advanced mean value method as a tool for reliability assessment

and reliability-based design optimization.

2.3.2 Stochastic methods

Besides the above mentioned analytical quantitative reliability methods (Section[2.3.T]), stochas-
tic techniques, such as MCS, importance sampling method (ISM), or SRSM, are also applied
for the reliability assessment of offshore wind turbine systems.

2.3.2.1 MCS

Scheu et al.| (2017), [Kolios et al.|(2015)), [LIado|(2015)), Yang et al.|(2015)), Lee et al.|(2014)), and
Kolios, Collu & Brennan| (2010) all refer to MCS as a method for assessing system reliability.
One reason for using this method is the demanding approximation of the PoF, as stated by
Kolios et al.| (2015)), especially when complex systems such as FOWTs are considered. How-
ever, [Kolios, Collu & Brennan| (2010) also point out the corresponding disadvantage of MCS,
which often comes with high computational effort. The number of iterations is lower for Latin
hypercube sampling (LHS) (Lee et al.|[2014)), while uncertainties can still be accounted for in
the design (Yang et al.[2015]).

A specific category within MCS is ISM, which only samples a selected region of inter-
est. Thus, Thons et al.[(2010) first identify the converged design point based on an adaptive
response surface (RS) algorithm, which is introduced in Section [2.3.2.2] and then carry out
the RA with the help of an importance sampling (IS) Monte Carlo scheme to determine the
PoFs. Due to the preceding RS-based approach, this IS algorithm only requires the LSs and

21



corresponding uncertainties as input. Similarly, IS follows the surrogate modeling within the
stochastic simulation by [Taflanidis et al.|(2013)) to quantify the importance of uncertain param-

eters.

2.3.2.2 SRSM

RAs of offshore (wind turbine) support structures are also conducted by means of SRSM, as
for example by Kim & Lee| (2015) for obtaining the RI. A special approach in this reliability
assessment has to be mentioned: due to the time-consuming analysis of systems with dynamic
characteristics - as prevailing in the environmental conditions of an offshore wind turbine sup-
port structure - the dynamic response is approximated by applying a peak response factor for
the dynamic amplification to the static response.

Similarly to |[Kim & Lee|(2015)), [Thons et al.|(2010) examine the reliability of an offshore
wind turbine support structure. An adaptive RS algorithm is proposed for obtaining the de-
sign point, which is later used for the RA based on IS, covered in Section First, an
experimental design is created, which is used for finite element computations. Afterwards, a
regression analysis is performed and the design point is determined. This is an iterative process
until the design points converge.

Response surface method (RSM) and regression analysis are also used by [Zhang & Lam
(2015)), while |Yang et al.| (2015)) apply the kriging RSM for building an approximate model
including uncertainties and|Taflanidis et al.|(2013)) use moving least squares RS approximations

within the surrogate modeling approach for obtaining higher computational efficiency.

2.3.3 Bayesian inference

The system reliability can be investigated in more detail by means of the Bayesian approach.
This combines and processes expert knowledge, providing prior distributions, and test data,
representing sample distributions (Walter et al.[2017). Bayesian inference can also be used for
dealing with uncertainties or conflicts in the prior probability distributions (Walter & Coolen
2016\ [Troffaes et al.[2014, Walter & Augustin|2009).

2.3.3.1 Bayesian updating

Garbatov & Soares| (2002) use the Bayesian approach for updating the reliability and the re-
sulting maintenance schedule of a floating offshore structure. However, not all parameters
are updated after each inspection - only those which are very prone to uncertainties. [Nielsen
& Sgrensen| (2011) also make use of previous experiences, inspections, and Bayesian pre-
posterior decision theory in order to optimize maintenance planning.

A non-parametric Bayesian updating approach is presented by Ramirez & Sgrensen| (201 1)
for the reliability assessment of a support structure for an offshore wind turbine. For integrat-
ing uncertainties in the RA, a polynomial chaos expansion approximation, based on Hermite
polynomials and Gaussian variable, is applied. Furthermore, discrete semi- or non-conjugated

updating is recommended for multi-parametric updating.
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2.3.3.2 Survival signature

A kind of Bayesian inference can also be obtained by combining the survival signature, which
is equal to the system signature if only one type of component exists, with non-parametric
predictive inference (NPI). NPI does not provide exact probabilities, but a lower and upper
bound for the survival probability function. (Walter et al.|[2017)

The survival signature can also be used within optimization models for more efficient op-

portunistic condition-based maintenance strategies (Shafiee et al.[2015).

2.3.4 Reliability-based design optimization

Several quantitative reliability methods are used together in reliability-based design optimiza-
tion (RBDO) processes. The structure of RBDO is always quite similar. However, three dif-
ferent approaches for the design optimization of offshore wind turbine support structures are

presented in the following.

2.3.4.1 RBDO vs. deterministic design optimization

The comparison of RBDO and deterministic design optimization (DDO) is shown by Lee et al.
(2014). The optimization procedures aim at reducing the mass of the structure by taking re-
liability into account. For both approaches, first, design loads are determined by conducting
a dynamic response analysis with a finite element model. The DDO, based on progressive
quadratic RSM optimizes the mass and fulfills the LS requirements; however, the reliability
of the structure is not necessarily ensured. In contrast, RBDO yields an optimized design and
achieves the target reliability at the same time. In the RBDO procedure, the mean values of
the random design variables are processed. The boundary conditions for the computations are
given by the LSFs and required reliability. The iterative calculation procedure consists of an
inner loop for the reliability and structural analyses, applying LHS, and the outer optimization
process, including RA and using a micro genetic algorithm. With this RBDO procedure, a

reliable and cost-effective design is aimed to be obtained.

2.3.4.2 Dynamic RBDO

A dynamic RBDO is elaborated by [Yang et al.| (2015). Due to the integrated dynamics, these
RBDO processes have a quite high computational effort. Commonly, deterministic techniques
are used in optimization procedures; however, these do not account for uncertainties, for which
probabilistic methods are required. The proposed dynamic RBDO process also starts with a fi-
nite element model of the considered structure. With the focus on the inclusion of uncertainties
in the RBDO approach and the reduction of computational effort, an approximate metamodel
is created by means of kriging RSM or LHS, based on the generated finite element model. This
approximate model is used within the iterative optimization process, incorporating uncertain-

ties and focusing on the weight of the structure. For comparative purposes, MCS is used to
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estimate the reliability of the resulting optimum design. This shows higher reliability values
than are obtained by DDO.

2.3.4.3 Integrated RBDO

For the realization of RBDO, an integrated algorithms system is presented by Karadeniz et al.
(2009). This integrated RBDO algorithm consists itself of three interacting numerical algo-
rithms for structural analysis, RA, and the optimization process. By means of the structural
analysis, which is based on a finite element model and performed with a stochastic analysis
program for offshore structures, the LSF, as well as the cost or weight and their gradients, are
computed as function of the design variables. LSF and its gradient, as well as the probabilistic
data, are given as input to the RA algorithm. Using FORM, the RI is determined iteratively
and for the converged value also the gradient is calculated. These parameters, together with
the cost/weight function and its gradient from the structural analysis, are integrated into the
optimization process, using sequential quadratic programming. The iterative loop computes
the objective function - thus, cost/weight - based on the provided design variables, proves the
requirements for reliability, and is iterated until convergence, and, thus, the optimized design
is achieved. This integrated RBDO algorithm requires an initial estimate for the optimization
design variables as input and then runs in a closed loop until the final optimum design vari-
ables are found. Despite the functionality and applicability of this integrated RBDO algorithm,

it also brings the disadvantage of high computational effort.

2.3.5 Multivariate analyses

The category of multivariate quantitative reliability assessment methods comprises analyses,

which contain various criteria, handle several hazards, or deal with complex systems.

2.3.5.1 FSTin MADM

MADM is commonly used to find a preferred solution from a pool of alternatives. Different
MCDA methods are applied and compared by Kolios, Mytilinou, Lozano-Minguez & Salonitis
(2016) for determining the most suitable support structure for wind turbines at specific lo-
cations, while |Lozano-Minguez et al.| (2011) focus on the technique for order preference by
similarity to ideal solution (TOPSIS), which is one typical method within MADM (Gumus
et al.[[2016)). This is also applied by Lavasani et al.|(2012) to select the best barrier for offshore
wells with respect to costs and benefits. In order to deal with fuzzy data, a fuzzy analytical hier-
archy process is integrated in MADM. Similarly, an intuitionistic fuzzy entropy method within
an MCDA model allows to choose the most appropriate wind energy technology for a specific
site under consideration of vagueness and uncertainties in environmental, economic, and social
factors (Gumus et al.|2016). |[Kolios et al.| (2017) apply as well a fuzzy-TOPSIS method for
prioritization of FMs of a subsea control module, while |Kolios, Rodriguez-Tsouroukdissian &
Salonitis| (2016) and [Martin et al.| (2013)) extend the TOPSIS method to take stochastic inputs

and uncertainties into account.
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Besides these more traditional applications of MADM, (Okoro et al.|(2017)) use TOPSIS for
risk-based prioritization of offshore energy asset components. The proposed multi-criteria risk
assessment approach is similar to FMEA; however, it overcomes the disadvantageous subjec-
tive ranking of FMs within FMEA, as each single variable of one FM is weighted instead. The
entire risk assessment contains, as usual, risk identification, risk analysis (with collection of
information, multi-criteria analysis, and final integration to an overall ranking), and risk eval-
uation. Within the multi-criteria RA, first, all FMs are investigated and broken down into all
risk parameters, which are finally weighted, as already mentioned. In a second step, all rele-
vant FMs of each system component are determined. Based on these estimates, FMs and risk
parameters are ranked by means of the TOPSIS method.

Apart from TOPSIS, the analytic hierarchy process (AHP) and the analytic network process
(ANP) are two further MCDAs that can be applied within risk and reliability assessments.
While the hierarchical approach in AHP only shows the relation between elements, the network
view in ANP provides a more sophisticated analysis, which takes dependencies and feedbacks
into account (Figueira et al.|[2005). This capacity benefits the utilization of ANP in multi-
criteria decision tasks within complex systems, for which reason it is applied by |Shafiee &
Kolios|(2015) in the field of offshore wind energy in order to find the best strategy for mitigating
operational risks.

2.3.5.2 Multi-hazard reliability assessment

Also, for supporting the decision-making process within the planning and design of offshore
wind energy projects, Mardfekri & Gardoni| (2015) present a multi-hazard reliability assess-
ment method. A finite element model for an offshore wind turbine is set up to represent the
dynamic response by taking aero-elastic coupling and soil-structure interaction into account.
Probabilistic demand models for the support structure are obtained in a deterministic proce-
dure, which is supplemented by adjustment terms to consider uncertainties in the statistics, as
well as model errors and uncertainties. These demand models are updated by incorporating
existing data, using the Bayesian approach. With wind and seismic hazard data for a particular
site, the fragility curves are estimated, based on LSFs. These fragility curves give informa-
tion about the expected structural damage, but also the degree of sensitivity of single random

variables, which could then provide a measure of importance.

2.3.5.3 Artificial transfer function

Structural RA of offshore structures, evaluated with respect to fatigue behavior and considering
each single failure scenario, could be computationally intensive and time-consuming. To deal
with this, an artificial transfer function (ATF) is used by |Gholizad et al.| (2012). The real
transfer function, used in the fatigue calculations, is approximated by a two-parameter ATF
with a predefined shape, similar to the Pierson-Moskowitz spectrum. The two parameters

are determined by evaluating the real and ATF at two points. With these parameters and the
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eigenperiod of the structure, the wave scatter, and the in-service life time, the Rls of different

components can be determined and, thus, used as a measure of the structural reliability.

2.3.6 Data foundations

Quantitative reliability methods depend, as their name suggests, on quantitative measures. The
required data do not always exist, are incomplete, or not accurate enough. Thus, data often

have to be modeled based on available information or estimates.

2.3.6.1 Databases

Several long-term surveys have been performed in different countries for collecting data on
installed wind turbines, as summarized in Table These could be of various types, such as
fixed or variable speed wind turbines, with geared or direct drives. Furthermore, the amount

and concrete type of collected data depend on the specific survey. (Tavner2012)

Table 2.1: Wind turbine databases, based on the publications by [Tavner| (2012) and |[Faulstich et al.

(2009).
Name Country Period # Units Reliability-relevant collected data
WMEP Germany 1989-2006 1500  Maintenance and repair events,
disruptions, malfunctions, failures,
downtimes
LWK Germany 1993-2006 241 Failures, downtimes

Windstats WSD Germany 1995-2004 4285  Failures, downtimes
Windstats WSDK  Denmark  1994-2003 904 Failures, downtimes

VTT Finland 2000-2004 92 Failures, downtimes
Elforsk Sweden 1997-2004 723 Failures, downtimes
ReliaWind Europe 2004-2010  ~350  Failures, downtimes, FMEA

These data, however, are only for onshore wind turbines and, thus, show an example for
a case where data of similar, but not the finally considered, assets are available. [Faulstich
et al.| (2009) already mention a transfer of the existing data to offshore wind turbines, which
are, however, affected by the concrete type of asset, as well as the different environmental
conditions, and, thus, require a very rich database. WMEP is quite extensive but not broad
enough, therefore a new research project for an Offshore-WMEP has been undertaken in Ger-
many. In accordance and cooperation with the Offshore-WMEP, Great Britain has set up the
offshore wind data platform SPARTA, which focuses on availability and reliability to improve
the system performance (Offshore Renewable Energy|[2014). Within another recent research
project, WInD-Pool (Fraunhofer IWES|[2015), a broad database is provided by amalgamating
compatible data, including among others also the Offshore-WMEP. Similar to the databases
presented in Table however, considering offshore wind turbines, (Carroll et al.| (2016)) have
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analyzed and collected failure rate, repair time, and operation and maintenance data of around
350 offshore wind turbines in Europe.

The need for a database for offshore wind turbines is also emphasized by Hameed et al.
(2011)). With respect to offshore energy industries, there is a reliability, availability, main-
tainability, and safety (RAMS) database existing for the oil and gas industry, called offshore
reliability data (OREDA). However, comprehensive data collections for reliability and safety
of offshore and marine renewable energy assets are lacking. Thus, it is proposed to make use
of already existing databases, such as OREDA, and transfer this knowledge to other indus-
tries for setting up RAMS databases for offshore renewable energy systems, such as offshore
wind turbines. The structure of the RAMS database, proposed by [Hameed et al.| (2011)), is
inspired by the concept of the Offshore-WMEP presented by |Faulstich et al.| (2009). Thus,
Hameed et al.|(2011) construct a RAMS database, which uses operational, equipment, failure,
and maintenance data, as well as condition monitoring information as input. Furthermore, al-
ready existing experiences from OREDA, as well as from onshore and offshore wind turbines,
are used as information sources. Directly linked to the RAMS database is the data analysis,
which provides outputs that are valuable for design and manufacturing, self-maintenance ma-
chines, operation and maintenance strategies, life cycle cost and profit estimates, as well as the
assessment of qualifications for new technologies. Despite the suspected powerfulness of this
RAMS database, [Hameed et al.|(2011)) also mention challenges which come with the data col-
lection. Besides cost factors, information protection and specific client needs, as well as data
quality and management, technological changes and optimization strategies have to be faced.

The method of using existing reliability databases from other energy industries as basis for
assessing reliability data for offshore wind turbines is applied by Delorm et al.|(2016). By trans-
ferring the existing data to the specific offshore environmental and operational condition of the
considered asset, a so-called surrogate data portfolio is generated. The aspect of dealing with
different environmental conditions is considered by applying a failure rate estimate approach.
By means of reliability modeling and prediction analysis - a combination of diagrammatic and

analytical models - the reliability of the system and its components can be assessed.

2.3.6.2 Statistical modeling

In case of a lack of failure rate data, statistical modeling techniques can be applied. The Weibull
distribution is commonly used (Walter et al.[2017|, Tavner et al.|2007)) for estimating the failure
rate of a system. By changing the shape parameter of the Weibull distribution, the entire life
cycle can be covered and the bathtub curve of the failure rate represented. As this power law
process is very suitable for complex repairable systems, it can also be utilized to assess the

reliability of large (offshore) wind turbines (Tavner et al.[2007).

2.3.6.3 Markov chain approach for data modeling

The capability of MA to deal with transitions between states, mentioned in Section[2.1.3.3] can

be utilized for modeling developing data, such as environmental conditions or degradation and
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maintenance processes. Thus, Hagen et al. (2013)), Scheu et al.[(2012), as well as|Castro Sayas
& Allan| (1996)), use the Markov chain for modeling the sea state parameters of wave height
and wind speed. [Ziegler et al. (2016)) and [Hagen et al.| (2013) generate Markov chain weather
models, also representing seasonal characteristics. Furthermore, deterioration processes are
sometimes modeled by using the Markov property, as done by Besnard & Bertling| (2010).
This presented Markov chain maintenance model considers degradation of components, but
also includes inspection processes. An alternative to this are Petri net models combined with
MCS, which can also take degradation, inspection, and maintenance into account and provide
information about condition, failure estimates, as well as basic details helpful for planning
maintenance strategies (Le & Andrews|[2016)).

Alternative applications of the Markov property can as well be found in literature (Strauss
2016, [Zhang et al.|2014). [Strauss| (2016)) uses a Markov chain model and semi-Markov chain
model for assessing the fatigue reliability of concrete structures, including Bayesian updat-
ing for considering actual information from monitoring activities. Broader capabilities of the
Markov property are opened up with a piecewise deterministic Markov process (PDMP), as
applied by [Zhang et al.| (2014). With PDMP, discrete failure events, as well as continuous
processes, can be modeled. Due to this ability, PDMP combined with MCS can make a quite
powerful tool for the reliability assessment of offshore systems.

2.4 Discussion of reliability methods for offshore wind turbine sys-

tems

Some challenges that come with the reliability assessment of offshore wind turbine systems are
already mentioned in Sections[2.2]and[2.3] The main ones, as well as the customized proposed
solution methods, are collated and presented in the following.

* RPN and ranking of FMs
The ranking of FMs within an FMECA is often quite subjective (Okoro et al.[[2017)
and the RPN does not always provide meaningful information, especially when different
technologies and types of wind turbine systems have to be compared (Shafiee & Din-
mohammadi| 2014). Thus, Okoro et al.| (2017) recommend subdividing the FMs into
their risk factors and applying the weights directly to these parameters, and |[Kolios et al.
(2017) use a fuzzy-TOPSIS MCDA method in addition to FMEA and RPN to prioritize
FMs. |Shafiee & Dinmohammadi| (2014), as well as |Kahrobaee & Asgarpoor| (2011)), on
the other hand, introduce the CPN for inclusion of economic aspects and in order to work

with a more tangible monetary ranking value within the prioritization process.

¢ Complex and novel systems
Offshore wind turbines are often very complex systems and prone to several different,
correlated, and dynamic FMs. [Kang et al.| (2017), Bai et al.| (2012), and |(Onoufriou &
Forbes| (2001)) propose a correlation-FMEA, based on the ALARP principle and using
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RIV as well as PNET, to cope with this difficulty, while|Zhang et al.| (2016) use system
grading and a dynamic FTA. An additional challenge, especially within the relatively
recent offshore renewable energy technologies, is that of novel designs, to which existing
standards can only be applied to a limited extend. The concept of LSs (Kolios & Brennan
2009), as well as RBDO procedures (Section [2.3.4)) could be a helpful support.

¢ The problem with the data
Missing, insufficient, and vague data, especially in the offshore wind energy industry,
is a big issue in detailed and meaningful reliability assessment of such assets. FST and
evidence theory can help dealing with vague data (Ferdous et al.|2012| Mokhtari et al.
2011). However, this does not replace the need for a RAMS database for offshore wind
turbines. Existing data from other offshore industries, such as oil and gas, or even on-
shore renewable energy equivalents, which already have long-lasting experience, can
serve as a basis for setting up a useful RAMS database for these assets (Dai et al.|[2013).
Besides the need for modifications to take different (environmental) conditions into ac-
count (Zhang et al.[2016), further challenges, such as cost aspects, richness of data, or

fast developing technologies, have still to be faced (Hameed et al.|2011)).

These above mentioned challenges are still current working areas within the reliability as-
sessment of offshore wind turbines. The most recent theories show that computational simpli-
fications, through FORM or SORM, are still of interest; however, the main research focus has
shifted towards more comprehensive and adjusted approaches for complex, dynamic systems
with correlated FMs, multivariate problems, as well as data collection and modeling. Based on
this existing trend and including the characteristics of offshore wind turbine systems, as well
as the specific capabilities of different reliability methods, Bayesian approaches, MCDMs,
Markov analyses, and especially combined theories, are likely to come more to the fore.

A summary of the presented qualitative and quantitative methods, their applicability with
respect to stage, specific challenges, and aimed outcomes, as well as their limitations, is pre-
sented in Tables 2.2 and [2.3] respectively. The considered stages are divided into design (D),
construction (C), operation (O), maintenance (M), and life cycle planning (LC).

It can clearly be seen that for the early stages of the process life cycle qualitative methods
are more suitable than quantitative methods, as not sufficient data is yet available. However,
when proceeding towards later stages in which more and more data is already gained and avail-
able, more quantitative methods can be used and are also favored due to their more comprehen-
sive capabilities. Thus, qualitative methods are mostly used in the design stage and some also
in the construction stage. Only a few qualitative methods, such as dynamic FTA or BTA, are
utilized in operation and maintenance when it comes to monitoring. Furthermore, advanced
qualitative methods, such as correlation-FMEA, threat matrix, and FMECA, can support life
cycle planning. On the other hand, quantitative methods are mostly used in operation, main-
tenance, and life cycle planning, while only a few, e.g. analytical methods, RBDO, and some

multivariate analyses, can be applied in the design stage for the purpose of design optimization.
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Chapter 3

Floating offshore wind turbine systems

Around 40 FOWT concepts are already proposed (Q FWE|2020, James & Ros|[2015] [Mast
et al. 2015); however, this broad range of floater types being up to now investigated - ei-
ther as research designs, under development, in prototype stage, or already in demonstration
projects - inhibits fast achievement of high technology readiness levels (TRLs). Furthermore,
less diversity in floating support structures would allow more focused research, development
of required infrastructure, specification and adaption of suppliers and manufacturers, as well
as realization of serial production (Butterfield et al.[2007). Then, FOWTs could become soon
cost-competitive with bottom-fixed offshore wind turbine systems. Thus, in this chapter, first
(Section [3.1)), different floaters are assessed and examined in detail by means of a MCDA, em-
phasizing their suitability for deployment in offshore wind farms. Based on the outcomes, a
reference FOWT system is defined in Section [3.2] which serves as starting point for the opti-

mization applications covered in Chapters [5and [6]

3.1 Ciritical review of floating support structures for offshore wind

farm deployment

As fundamental basis for examining floating platform concepts for offshore wind turbines, a
literature review on FOWT support structures, their characteristics, and the state-of-the-art is
conducted. The main classification and the wide variety of existing floater concepts are pre-
sented in Section [3.1.1] For the assessment of floating support structures (Section [3.1.2)), first,
a SWOT analysis is carried out for the three main categories (Section [3.1.2.1). This already
indicates benefits and drawbacks of the technologies and, hence, supports the investigation of
other concepts. On this basis, a set of criteria for assessing the potential of floating support
structures for wind farm deployment is specified in Section[3.1.2.2] The examined alternatives
are defined in Section To obtain more meaningful results and to allow ranking of the

Note: This chapter is primarily based on the publication by [Leimeister et al.| (2018)), as well as the publica-
tions by |[Leimeister, Collu & Kolios|(2020), Leimeister & Kolios| (2020), |[Leimeister, Kolios & Collu| (2020a), and
Leimeister, Kolios, Collu & Thomas|(2020,/2019)) in excerpts.
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different support structures, a MCDA is carried out in Section [3.1.2.4] based on survey results
and using the TOPSIS method. Finally, the TRLs are assessed in Section [3.1.2.5]

3.1.1 Review of FOWT support structures

In 2015, FOWTs counted already over 30 types (James & Ros| 2015, [Mast et al.|2015), while
just five years later Q FWE|(2020) already states around 40 floating projects. This broad range
and huge diversity of floating support structures for offshore wind turbines are presented in
Section Even if always new concepts and technologies are coming up, there are three
main categories, which are introduced in the following Section [m

3.1.1.1 Main classification of floaters

Floating support structures can be categorized based on the primary mechanism adopted to
fulfill the static stability requirements. There are three main stabilizing mechanisms (Borg &
Collu|2015/ [Taboada|2015}, [Butterfield et al.|[2007)).

* Ballast stabilized
Having large ballast deep at the bottom of the floating structure moves the center of
gravity of the total system below the center of buoyancy. This leads, when tilting the

platform, to a stabilizing righting moment which counteracts rotational displacements.

* Waterplane (or buoyancy) stabilized
The waterplane area is the main contributor to the restoring moment of the floater. Hav-
ing a large second moment of area with respect to the rotational axis, either due to a large
waterplane area or due to smaller cross-sectional areas at some distance from the system

central axis, creates a stabilizing righting moment in case of rotational displacement.

* Mooring stabilized
High tensioned mooring lines generate the restoring moment when the structure is in-

clined.

Spars, semi-submersibles or barges, and tension leg platforms (TLPs) rely, respectively,
on the above mentioned stabilizing mechanisms and, thus, make up the three cornerstones of
floating support structures. This is visualized in Figure[3.1]in form of a stability triangle.

Spars, the ballast stabilized floaters (Figure [3.2(a)), usually consist of a long cylindrical
structure which is filled with ballast at the bottom. For station-keeping, the floater is com-
monly equipped with three catenary mooring lines. The same mooring system is used for
semi-submersibles, shown in Figure [3.2(b). To obtain waterplane-based stability, this floater
type is mostly made out of three or four columns placed on the edges of a triangle. The wind
turbine is either mounted on one of these columns or supported by a fourth one in the center of
the triangle. Braces interconnect the columns. Unlike the multi-cylindrical semi-submersible,
the waterplane-area stabilized barge is rather a plane structure. Finally, the mooring stabilized

TLP (Figure [3.2(c)) commonly has a central column to support the turbine. At the floater base
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Figure 3.1: Stability triangle for floating structures, adapted from Borg & Collu| (2015).

Figure 3.2: Three main floater categories (DNV GL(2017): (a) Spar, (b) Semi-submersible, (c) TLP.
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at least three arms reach out where the tendons are connected. The displaced volume should
be high enough to provide excess buoyancy to ensure that the mooring lines are always under
tension. Special vertical load anchors are required for the mooring lines going straight down to
the seabed. (Taboadal[2015| Nilsson & Westin|2014)

Due to the different mooring systems (catenary mooring for spar, semi-submersible, and
barge; tendons for TLP), the floaters differ in their dynamics. For the catenary-moored floaters,
the natural frequencies lie below the range of wave frequencies; however, for the TLP heave,
roll, and pitch natural frequencies are above the first order wave load frequencies. Some typical

numbers for the system natural frequencies are presented in Table (Taboada|2015)

Table 3.1: Representative natural frequencies of the three main floater types (Taboada|2015)).

Degree of freedom  Spar Semi-submersible/barge = TLP

Surge 0.02 Hz 0.02 Hz 0.04 Hz
Sway 0.02 Hz 0.02 Hz 0.04 Hz
Heave 0.07 Hz 0.07 Hz 0.44 Hz
Roll 0.05 Hz 0.05 Hz 0.43 Hz
Pitch 0.05 Hz 0.05 Hz 0.43 Hz
Yaw 0.02 Hz 0.02 Hz 0.04 Hz

3.1.1.2 Broad range of existing floater concepts

Most of the existing FOWT support structures can be assigned to the main categories presented
in Section[3.1.1.1] Some other designs are found to be a combination of different floater types,
termed hybrid concepts in the following. Finally, multi-purpose floaters exist: a structure that
carries more than just one wind turbine, so-called multi-turbine concepts, or a mixed-energy
design, by means of which not only wind energy but also another energy source is captured.
In the following, examples of existing FOWT concepts are shortly presented. References with
more details about each design are mentioned for further reading. Market study reports about
existing concepts and projects are presented as well by |Q FWE|(2020), |James & Ros| (2015)),
Mast et al.| (2015)), Govindji et al.|(2014)), and |Arapogianni et al.| (2013).

Spar concepts The general principle of spar floaters is introduced in Section a long
cylindrical structure, ballasted at the bottom to obtain stability, and moored with three catenary
lines. Some modifications for improving performance and floater characteristics could be a
delta-connection of the mooring lines to the floater, damping or so-called vacillation fins, or a
reduced draft.

Already in the 1970s a spar-type floater was proposed - Heronemus - which, however, was
not technologically developed (Seymour||1992)). Nowadays, the most well-known spar FOWT
is the Norwegian project Hywind by Equinor (formerly Statoil), which - at that time - could
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still benefit from further optimization, as the structure was heavily over-designed (Henderson &
Witcher|2010). However, after just one single prototype, this floating concept is already used
in the Hywind Scotland pilot park off the Scottish coast, while another larger floating wind
farm - Hywind Tampen - is planned for installation in 2022 off the Norwegian coast (James &
Ros|[2015 |ORE Catapult|2015, Rummelhoff & Bull 2015, Henderson & Witcher]2010, [Matha
2009). Research is also conducted on the use of concrete: FLOAT by GH-Tecnomare is a
concrete buoy (Cruz & Atcheson|2016} [Henderson & Witcher||2010), the Hybrid spar by Toda
Construction uses steel at the upper and concrete at the lower section (James & Ros|[2015)),
the Universitat Politecnica de Catalunya designed an one-piece concrete structure for tower
and floater (James & Ros|2015)), and within the Kabashima Island Project in Japan a hybrid
(concrete/steel) spar floater is developed (Mast et al|[2015, Bossler|2014). Even some ad-
vanced spars, modified for improved performance, exist already. The delta-connection, also
called crowfoot connection, of the mooring lines to the structure is often used, as well as re-
dundant mooring lines, as for example for the double taut leg buoy by Massachusetts Institute
of Technology (Butterfield et al.|2007)). More advanced improvements, such as reduced draft
or stabilizing fins for improving sway and heave response, are integrated in the advanced spar
floater within the Fukushima Floating Offshore Wind Farm Demonstration Project FORWARD
in Japan by Japan Marine United (Fukushima Offshore Wind Consortium|2017} James & Ros
2015, |Bossler|2014)). Finally, some quite different spar floaters are developed to support a verti-
cal axis wind turbine (VAWT). In these designs, such as the SeaTwirl by SeaTwirl Engineering
in Sweden (James & Ros|[2015) or the DeepWind Spar by the DeepWind Consortium (James
& Ros|2015)), the support structure is rotating together with the turbine.

Semi-submersible concepts The semi-submersible floater is explained in Section [3.1.1.1
In addition to the catenary-moored three- or four-cylindrical structure, heave plates are often
attached to the bottom of the columns to reduce heave motion. Further improvements with
respect to stability can be achieved by designing the geometry for wave-cancellation or by using
an active ballast system (Liu et al.[2016). A braceless design would simplify manufacturing
and inspection.

The floating structure developed by Mitsui Engineering & Shipbuilding within the Fukushi-
ma Floating Offshore Wind Farm Demonstration Project FORWARD in Japan (Fukushima
Offshore Wind Consortium![2017, [L1u et al.|[2016, James & Ros|2015, Bossler|2014)), as well
as WINFLO in France (Liu et al.|2016} [Henderson & Witcher|[2010), VolturnUS by the Deep-
Cwind Consortium (James & Ros|[2015), Drijfwind or FloatWind from the Netherlands (Liu
et al.|2016, Henderson & Witcher|2010, [Bulder et al.|2002), and VERTIWIND in France by
Technip and Nenuphar for a VAWT (James & Ros|2015), represent the basic semi-submersible
type with three or four columns, braces, and catenary moorings. Some simplified floaters with-
out braces are the Dutch Tri-Floater by GustoMSC (James & Ros|2015} Butterfield et al.|2007,
Musial et al.2004), SeaReed by DCNS (James & Ros|[2015)), OO-Star Wind Floater in Norway
by Olav Olsen (Landbg 2017b), SPINFLOAT by EOLFI for a VAWT (James & Ros|2015),
and TetraFloat by TetraFloat - a special light-weight design of the entire FOWT system (James
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& Ros|[2015). As well braceless, but more innovative are the V-shape semi-submersible of
the Japanese Fukushima Floating Offshore Wind Farm Demonstration Project FORWARD by
Mitsubishi Heavy Industries (Fukushima Offshore Wind Consortium! 2017, [Liu et al.[[2016,
James & Ros|2015], Bossler|2014)) and Nezzy SCD by aerodyn engineering, which is a turret-
moored Y-shaped structure but uses plastic-composite buoys instead of cylindrical columns
(James & Ros|2015). Active ballast system is additionally used in the NAUTILUS concept by
NAUTILUS Floating Solutions (NAUTILUS|2020, James & Ros|2015) and the WindFloat by
Principle Power in Portugal (Liu et al.[2016| |James & Ros|2015, ORE Catapult[2015} Principle
Power|2015, Myhr et al.[2014] Henderson & Witcher|2010).

Barge concepts Just as a semi-submersible, a barge floater is a waterplane area stabilized
structure. The main difference between these floaters, however, is that a semi-submersible
has distributed buoyancy and consists of columns, while a barge is typically flat without inter-
spaces.

Only a few barge-type FOWT systems exist. ITI Energy Barge (Mathal[2009) is a very
standard one. Floatgen by the French Ideol, however, is quite special with its concrete ring-
shaped support structure utilizing a moonpool, also called damping pool, system for motion
reduction (Ideol2017, [Liu et al.[|2016| James & Ros|[2015).

TLP concepts The TLP system is explained in Section As a TLP is most reliant
on the tendons and highly dependent on the soil conditions, improvements can be achieved
through redundant mooring lines and different, more soil-insensitive, anchors.

An early design is the Eolomar ring-shaped TLP (Henderson & Witcher|[2010). More
contemporary and very basic is the TLP by Massachusetts Institute of Technology and National
Renewable Energy Laboratory (Henderson & Witcher|2010, [Matha|2009, [Musial et al.[2004).
GICON in Germany with GICON®-SOF (GICON| 2016, James & Ros/[2015), the American
Glosten Associates with PelaStar (James & Ros|[2015] |[ORE Catapult/[2015)), Iberdrola with
TLPWind (ORE Catapult2016, James & Ros|2015), and I.D.E.A.S with the TLWT (Myhr et al.
2014) have addressed the high risk problem by equipping the floater with additional mooring
lines, either via an increased number of arms or a supporting redundant mooring system. The
strong soil dependence is solved by DBD Systems (Eco TLP) (James & Ros|2015)), Arcadis
in Germany (Henderson & Witcher|2010), and the Dutch Blue H Group (BlueH) (Blue H
Engineering|[2017, James & Ros|[2015| [Henderson & Witcher||2010) with (concrete) gravity

anchors.

Hybrid concepts Combination of any of the three stability mechanisms, represented by spar,
semi-submersible or barge, and TLP in Figure [3.1] leads to so-called hybrid floating concepts.
In this way, advantages of different systems can be combined in one floating structure.

Quite common is the tension leg buoy (TLB), which is a spar floater moored with tendons,
such as the Floating Haliade by Alstom in France (Arapogianni et al.[2013)), the Ocean Breeze
by Xanthus Energy in UK (Arapogianni et al.|2013)), the TLB series by the Norwegian Univer-
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sity of Life Science (Myhr et al.|2014), and the SWAY or Karmgy in Norway (James & Ros
2015, Myhr et al.|2014) [Henderson & Witcher|2010). Nautica Windpower in the US combined
in the single-point moored AFT (advanced floating turbine) a TLP with a semi-submersible
to support a two-bladed wind turbine (James & Ros|2015)), while Concept Marine Associates
added to a TLP a barge-shaped structure, which is ballasted offshore and, thus, functions as
gravity-based anchor (Butterfield et al.|2007). A mixture of all three main floater categories
can be found in a pendulum-stabilized floater, as realized in the AFLOWT project, where a
counterweight is connected via tendons to a lightweight structure (Richard |2019). Similarly,
within the Tetra Project by Stiesdal A/S, the TetraSpar allows for realization of all three floater
categories - spar, semi-submersible, and TLP - by means of different arrangements of a keel

which is connected with tendons to the floating structure (Stiesdal|2019).

Multi-turbine concepts Placing more than one wind turbine on top of one floater reduces the
structural mass (James & Ros|2015)), as well as the mooring and anchoring costs per turbine,
and increases the stability (Musial et al.|2004). On the other hand, the loads on the structure
might increase, the overall size is enlarged, which complicates manufacturing and handling,
and the turbines are likely to operate sometimes in the wake of the other turbine(s) (James &
Ros|[2015} Musial et al.[2004). This needs to be considered when designing a support structure
for multi-turbine utilization.

Two turbines are deployed on Hakata Bay Scale Pilot Wind Lens by the Japanese Kyushu
University (Bossler[2014) and the in 2020 launched test model of Nezzy?> by aerodyn engineer-
ing supports from one central column twin turbines while utilizing rather a semi-submersible
floater of common braceless shape and comparable size as for one single turbine (Siegfried-
sen & Klumpp|2020). The semi-submersibles MUFOW (multiple unit floating offshore wind
farm) (Cruz & Atcheson|2016, Henderson & Witcher|2010) and the design by Lagerwey and
Herema (Henderson & Witcher|2010) even support several turbines. Hexicon by Hexicon in
Sweden carries three turbines in a row (James & Ros|[2015) and WindSea by FORCE Technol-
ogy in Norway is a tri-floater with two upwind and one downwind turbine (James & Ros|2015}
Henderson & Witcher|2010).

Mixed-energy concepts Another option for higher utilization of one floating support struc-
ture is to capture not only wind but also another energy source, such as wave, current, tidal, or
solar energy. This way, the power density can be increased and the fluctuations in the power
production can be balanced to some extent. However, as for the multi-turbine floater, the com-
plexity and overall dimension of the system, as well as the loads on the system are increased
(James & Ros|2015)).

Such multi-energy floaters are examined in the TROPOS, MERMAID, H2OCEAN, and
MARINA projects (Koundouri et al.|2017, |Arapogianni et al.|2013). A quite common combi-
nation is wind and wave energy, as realized by W2power in Norway with the Pelagic Power
floater (James & Ros|2015) and by Floating Power Plant in Denmark with the Poseidon P80
semi-submersible (James & Ros|2015). Wind and ocean current turbines are combined in the
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SKWID (Savonius keel & wind turbine Darrieus) by MODEC in Japan (James & Ros|[2015]
Bossler|2014)). Finally, the multi-turbine floater Hakata Bay Scale Pilot Wind Lens accommo-
dates also solar panels (James & Ros|2015} Bossler|2014)).

3.1.2 Assessment of floating support structures

The assessment of different floating support structures is carried out in two steps: first (Sec-
tion [3.1.2.1)), a basic SWOT analysis is performed for the three main floater categories men-
tioned in Section|3.1.1.1} and secondly (Section [3.1.2.4), a MCDA is carried out. The criteria,
focusing on the potential for offshore wind farm deployment, as well as the selected floater con-
cepts used in the MCDA, are defined and specified beforehand in Sections[3.1.2.2]and [3.1.2.3]
respectively. Based on the results of the MCDA, the TRLs and potentials to scale up to serial

production for multi-MW wind farm deployment are finally estimated (Section [3.1.2.5)).

3.1.2.1 SWOT analysis

Based on the initially performed literature study the benefits and drawbacks of spars, semi-
submersibles, and TLPs are presented in form of a SWOT analysis in Tables[3.2] [3.3] and[3.4]

respectively.

3.1.2.2 Set of criteria

FOWT support structures can be assessed based on different criteria, as realized by Mone
et al.| (2017), [Kolios, Mytilinou, Lozano-Minguez & Salonitis| (2016), Kolios, Rodriguez-
Tsouroukdissian & Salonitis| (2016), [Taboada (2015), Lozano-Minguez et al.| (2011}, and |Ko-
lios, Collu, Chahardehi, Brennan & Patel| (2010). This study, however, focuses on offshore
wind farm deployment. Thus, the following ten criteria are specified as presented in Table
with a (+)/(-) indicating a positive/negative criterion, meaning that a higher score corresponds

to a more positive/negative aspect for the floater.

3.1.2.3 Set of alternatives

The assessed floaters are specified in Table(3.6|according to the categorization in Section|3.1.1.2
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Table 3.2: SWOT analysis of the spar floater concept.

Strengths

Weaknesses

o Inherent stability

o Relative large motions

(Kolios, Rodriguez-Tsouroukdissian & Sa-|

(Henderson & Witcher|[2010)

lonitis| 2016, [Liu et al.|2016|, James & Ros
[2013] Mast et al.|2013] [Taboadal2015], Nils-

o Unsuitability for shallow water
(Kolios, Rodriguez-Tsouroukdissian & Sa-|

[son & Westin| 2014}, Bossler] 2014, [Kolios,

[Tonitis|[2016| James & Ros|[2015| Mast et al.|

[Collu, Chahardehi, Brennan & Patel [2010]
Butterfield et al.|2007)

e Suitability for even higher sea states
(Butterfield et al.|2007)

e Soil condition insensitivity

(Nilsson & Westin| 2014, Butterfield et al)
2007)

e Simple mooring system, as well as cheap
and simple anchoring system
(Liu et al 2016, [Taboada|2015| Musial et al ]
2004)

e Low operational risk

(Bossler|2014)

o Little susceptibility to corrosion
(Butterfield et al.|2007)

e Simple structure, easy manufacturing and
maintenance

(James & Ros| 2015, Mast et al| 2015,
[Taboadal[2015] Nilsson & Westin|[2014], [But-|

2015 [Taboadal [2015], [Govindji et al.| 2014,
[Nilsson & Westin|[2014 [Bossler|2014], [Hen-

[derson & Witcher|2010l, [Kolios, Collu, Cha-|
lhardehi, Brennan & Patel [2010), Butterfield
e Large seabed footprint

(Mast et al.|2015)

e Long mooring lines (costs)

(Butterfield et al.[2007)

e Assembly in sheltered deep water

(Liu et al.[2016, Mast et al.[2015} INilsson &
Westin| 2014} Bossler|2014)

e Challenging, time-consuming, and costly
float-out and installation

(Liu et al.|[2016|, James & Ros|[2015], [Mast!
let al]2013] [Nilsson & Westin|2014, [Bossler
2014} Butterfield et al.[2007)

e Long and heavy structure (costs)

(Taboadal2015|, Butterfield et al.|2007)

|terﬁeld et al.||2007|)

e High fatigue loads in tower base

(Mast et al. m

Opportunities

Threats

o Serial fabrication and synergies with tower
manufacturing

(James & Ros| 2015, Mast et al| 2015
[Taboadal2015] Nilsson & Westin|[2014, But-
terfield et al.[[2007)

e Delta-connection for yaw stabilization

e Stabilizing fins for sway and heave stabi-
lization

(James & Ros|2015} |Govindji et al.[2014)

e Horizontal transportation
(Butterfield et al.|2007)

e High TRL

(lNllsson & West1n||2014p

e Need for special purpose vessels
(Nilsson & Westin|2014)
e No global market

(|N11sson & Westln”ﬂﬂ?f[)
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Table 3.3: SWOT analysis of the semi-submersible floater concept.

Strengths

Weaknesses

e Heave plates for heave response reduction
(Liu et al[2016] Mast et al|2015)

o Wide weather window for float-out and in-
stallation

(Butterfield et al.[2007)

e Depth independence

(Kolios, Rodriguez-Tsouroukdissian & Sa-|

lonitis|[2016| James & Ros|[2015] [Mast et al.

o Lower stability and higher motions
(Kolios, Rodriguez-Tsouroukdissian & Sa-|
lonitis| 2016, Mast et al.| 2015, Nilsson &
[Westin| 2014, [Bossler] 2014] [Kolios, Collu,
[Chahardehi, Brennan & Patel [2010| Butter-|
field et al.2007)

e Wave sensitivity

e Large seabed footprint

2013| [Taboadal 2013 Nilsson & Westinl

(Mast et al.[2015)

2014] [Henderson & Witcher] 2010, [Kolios,
[Collu, Chahardehi, Brennan & Patell [2010|

e [.ong mooring lines (costs)

(Butterfield et al.|[2007)

[Butterfield et al.[2007)
e Soil condition insensitivity

(Mast et al|2015| Nilsson & Westin|[2014],

e Susceptibility to corrosion and ice-loads

(Mast et al.|2013| [Taboadal[2015, Nilsson &
Westin|2014] Butterfield et al.|[2007, Musial

Butterfield et al.|2007)
e Simple mooring system, as well as cheap
and simple anchoring system

et al2004)

e Challenging manufacturing and mainte-
nance due to large and complex structure

(Liu et al.|[2016, [Taboadal[2015| [Butterfield!

(James & Ros| 2015, Mast et al.| 2013]

et al.[2007, Musial et al.[2004)
e Low overall risk
(Zhang et al.2016| [Nilsson & Westin|2014])

Taboadal2015], Nilsson & Westin/[2014)
e Large and heavy structure (costs)

(James & Ros/2015], [Taboadal 2015/, [Nilssonl

e Onshore or dry dock assembly

& Westin[2014],[Henderson & Witcher|2010,

(Liu et al.|2016, [Taboadal 2015} Nilsson &

[Butterfield et al.[2007)

Westinl2014), Butterfield et al.|2007)

e Simple installation and decommissioning

e Larger impact on turbine due to motions
(Kolios, Rodriguez-Tsouroukdissian & Sa-|

(Kolios, Rodriguez-Tsouroukdissian & Sa-|

[onitis|[2016| James & Ros|2015] Mast et al.

[Tonitis| 2016, Mast et al.| 2013], Nilsson &
Westin| [2014], [Kolios, Collu, Chahardehi,

[2013], Nilsson & Westin/[2014, [Henderson &

Brennan & Patel 2010, Butterfield et all

Wltchefl 2010|, |Butterﬁeld et a1.||2007|)

2007)

Opportunities

Threats

e Cost reduction through mass production
and braceless design

(Nilsson & Westin|2014)

e Geometry for wave-cancellation

(Liu et al]2016| [Taboadal2015)

e Stabilizing active ballast system
(James & Ros|2015)

e High TRL

(Nilsson & Westin|2014)

e Large global market

(Nilsson & Westin|2014)

o Suitability for multi-turbine concepts

( Taboad5| 2015))

e Large internal forces if geometry designed
for wave-cancellation

(Taboada[2015)

e Costly active ballast system

(James & Ros|2015)

e High competition

(lNilsson & Westinnml)
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Table 3.4: SWOT analysis of the TLP floater concept.

Strengths

Weaknesses

o High stability and low motions

(Liu et al|[2016| James & Ros|[2015], Mast!

e Unsuitability for strong tidal currents or
storm surges

et al.[2013| [Taboada2015], [Nilsson & Westin|

(Mast et al.[2015], [Taboadal 2013, |Govindji

[2014, Bossler 2014, [Henderson & Witcher

let al]2014], Nilsson & Westinl2014), Bossler

[2010, Musial et al.[2004)

e Little wave sensitivity (in case of sub-
merged platform)

(Kolios, Rodriguez-Tsouroukdissian & Sa-|

2014, Butterfield et al.[2007)

e Unsuitability for shallow water

e Unsuitability for challenging soil condi-
tions

[fonitis| 2016l [Kolios, Collu, Chahardehi,
[Brennan & Patel[2010)
o Suitability for even high sea states (in case
of submerged platform)

(Butterfield et al.|[2007)

e Suitability for intermediate depths

(Mast et al.| 20135, [Taboadal 2015}, (Govindji
let al]2014] [Nilsson & Westin|2014] [Bossler

2014, Butterfield et al.2007)

e Complex and costly mooring and anchor-
ing system

(Liu et al.[2016, James & Ros|2015| |[Nilsson|

(Mast et al| [2015], [Henderson & Witcher

[& Westinl2014] Butterfield et al.]2007, Mu-

2010)
e Small seabed footprint

2004)

e High risk if tendon or anchor fails

(Mast et al.|2013| [Taboadal2013], Nilsson &!

(Liu et al.|2016| James & Ros|2015], [Taboadal

[Westin|[2014] Butterfield et al.|2007, Musiall

2015|, Bossler]2014] [Henderson & Witcher]

2004)

e Short mooring lines

(Nilsson & Westin| 2014, Butterfield et al)
2007)

o Little susceptibility to corrosion (in case of
submerged platform)
(Butterfield et al.|2007)

e Simple, small, and light structure and easy
maintenance

(James & Ros| 2015, Mast et al.| 2013|

2010)

e Complex and risky installation and discon-
nection for onshore maintenance

(Kolios, Rodriguez-Tsouroukdissian & Sa-|
[Tonitis|[2016| [Liu et al]2016), James & Ros|
2015, Mast et al.|2015} [Taboada 2015, [Nils-|
[son & Westin|[2014], [Henderson & Witcher]
[2010, [Kolios, Collu, Chahardehi, Brennan
[& Patell 2010, Butterfield et al.| 2007, Mu-|
sial et al.[2004)

Taboada|2015)

e Onshore or dry dock assembly
(lJames & R0s| 2015l, |Mast et a1.||2015|)

e Large stresses in structure
(lJames & Ros||2015|, |Butterﬁeld et a1.| 2007)

Opportunities

Threats

e L.ow mass production cost

e Need for special purpose installation ships

(Nilsson & Westin|2014) (Nilsson & Westin|2014)
e Redundant moorings for risk reduction e Low TRL

e Less soil dependent gravity anchors (Nilsson & Westin|2014)
e Low competition e No global market
(]Nilsson & Westin||2014l) (]Nilsson & Westin”m[)
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Table 3.5: Set of criteria.

Criterion Included aspects Type

1. LCoE Levelized cost of energy (LCoE), rate of return, power density,  (-)
outer dimension, mooring footprint, turbine spacing

2. Volume Ease of manufacturing, modular structure, fabrication time, on-  (+)
production  shore fabrication

3. Easeofhan- Outer dimension, total weight, assembly, transport, installation,  (+)

dling decommissioning, required equipment and vessels
4. Durability Corrosion resistance, fatigue resistance, redundancy, aging +)
5. Flexibility Offshore site, water depth, soil condition, environmental loading  (+)
6. Certification Time to achieve, ease to achieve, TRL (+)
7. Performance Deflections, displacements, nacelle acceleration, dynamic re-  (+)
sponse, overturning resistance, torsion resistance
8. Maintenance Frequency, redundant components, costs, downtime -)
9. Time- Assembly, transport, installation, maintenance, decommission-  (+)
efficiency ing

10. Mooring re- Number of mooring lines, motions with respect to need of flex-  (-)
quirements  ible cables, length of lines, anchoring system costs

3.1.2.4 MCDA via TOPSIS

Several approaches, such as weighted sum or product methods (WSM/WPM), TOPSIS, AHP,
ELECTRE (elimination et choix traduisant la realité), and PROMETHEE (preference ranking
organization method for enrichment evaluation) can be used to rank alternatives, taking ac-
count of multiple criteria. Based on studies applying and comparing MCDA methods for the
assessment of offshore wind turbine support structures (Kolios, Mytilinou, Lozano-Minguez &
Salonitis|[2016, Kolios, Rodriguez-Tsouroukdissian & Salonitis|[ 2016, [Lozano-Minguez et al.
2011}, |[Kolios, Collu, Chahardehi, Brennan & Patel|[2010), TOPSIS is selected in this work,
as it is based on easy, robust calculation methods, deals with criteria of quantitative or qual-
itative nature, and incorporates expert opinions (Lozano-Minguez et al.|2011} [Kolios, Collu,
Chahardehi, Brennan & Patel|2010). The basis of TOPSIS is a set of alternatives and criteria,
as specified in Sections [3.1.2.2) and 3.1.2.3] By means of a survey, scores for each criterion

are assigned to each alternative, in this study from 1 (least applicable) to 5 (most applicable),
and weights are set to represent the importance of each criterion with respect to offshore wind
farm deployment, here again values between 1 (not important) and 5 (very important). The
scores yield a decision matrix, which is - after normalization - multiplied with the weight vec-
tor. The final ranking of the alternatives is obtained based on their closeness to the positive
ideal solution and distance to the negative ideal solution. (Kolios, Rodriguez-Tsouroukdissian
& Salonitis|2016, [Kolios, Collu, Chahardehi, Brennan & Patel[2010)
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Table 3.6: Set of alternatives.

Alternative Description
L Spar - standard Common spar floater type
1L Spar - advanced Improved spar (reduced draft, vacillation fins, crowfoot/delta
mooring connection, horizontal transportation methodology)
I1I. Semi-submersible Common semi-submersible floater type
- standard
Iv. Semi-submersible Improved semi-submersible (braceless, wave-cancelling geom-
- advanced etry, inclined/shape-optimized columns, active ballast system)
V. Barge floater Common barge floater type
VL TLP - standard Common TLP floater type
VII. TLP - advanced Improved TLP (redundant mooring lines, gravity anchors)
VIII. Hybrid floater Mixed spar, semi-submersible, TLP floater types

IX. Multi-turbine
floater

Floater supporting more than one wind turbine

X. Mixed-energy Floater for wind and wave/tidal/current/photovoltaic utilization

floater

The survey is sent to knowledgeable academic, as well as industrial experts in the field of
floating offshore wind and is answered completely by seven individuals. These seven partici-
pants have on average more than five and a half years of experience in floating offshore wind
energy, ranging individually from one and a half year to even ten years.

The survey results are presented in Table[3.7)in form of the mean values of scores (decision
matrix) and weights (weight vector), as well as the final TOPSIS score and position. Even if the
results depend on the specified categorization and general assumptions, e.g. use of the same
wind turbine, costs (indicated in green) proved to be still most important, as Habib Dagher
stated (Kosowatz [2015): “Each solution has its pros and cons. There’s lots of solutions out
there. The bottom line is what is most cost-effective at the end of the day.” Flexibility - on the
other hand - is judged to be least important, as stressed out by a red colored value. From the
considered concepts, the advanced spar ranks first - emphasized through green colored values -
directly followed by standard spar and advanced semi-submersible, whereas the TLP (written
in red) makes up the tail. Thus, advanced spars and semi-submersibles are assessed to be most
suitable for deployment in offshore wind farms, which is especially due to the high opportunity
for volume production and certification, as well as the low LCoE and mooring requirements
in case of the advanced or standard spar, and due to the easy handling, high flexibility and
low mooring requirements for the advanced semi-submersible. On the other hand, handling,
certification, mooring requirements, and also maintenance are the criteria that let TLPs fail in

the comparison.
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Table 3.7: Decision matrix, weight vector, and TOPSIS scores and positions, based on survey results;
most/least important criteria and alternatives with highest/lowest scores are written in green/red.

1 2 3 4 5 6 7 8 9 10 Score Pos.

I 320 400 3.00 3.00 320 340 3.00 340 3.20 3.40 0.651 2
IT 3.17 433 3.17 333 333 317 3.17 350 3.17 283 0.763 1
I 350 2.83 350 333 350 3.17 283 350 2.83 3.00 0.532
v 350 3.17 3.67 350 350 283 3.17 333 283 2.83 0.600
v 3.67 3.67 3.17 3.00 2.67 320 2.67 3.00 267 3.00 0.549
VI 343 3.00 257 3.14 243 283 333 350 333 433 0.319 10
vl 333 3.00 217 350 3.00 250 333 350 333 4.00 0.335
vir  3.67 3.17 3.17 3.17 283 283 3.17 333 3.17 3.83 0425
IX 333 3.00 283 333 3.00 250 333 317 3.00 333 0436
X 3.67 283 267 3.17 350 2.67 2.67 317 283 3.17 0.390
Wgt. 426 343 291 324 233 340 338 3.59 3.02 3.06

A~ W W

o AN N O

Apart from the mean values of the survey results, the standard deviations among the an-
swers from the survey participants are at least as important. These are presented for the decision

matrix and weight vector in Table [3.8] including also averaged values for the standard devia-

Table 3.8: Standard deviations among survey participants for decision matrix and weight vector;
highest/lowest agreement indicated through green/red colored values.

1 2 3 4 5 6 7 8 9 10 Avg.
I 148 141 122 071 130 0.89 0.00 055 130 134 1.02
II 133 1.03 1.17 082 121 098 0.75 055 1.17 1.17 1.02
11X 1.05 1.17 1.05 082 084 098 075 084 0.75 1.10 0.93
v 1.05 098 103 055 122 075 075 0.82 0.75 098 0.89
v 1.03 082 041 1.67 052 045 121 1.10 082 1.10 091
VI 1.27 110 151 0.69 0.79 1.17 1.03 1.05 137 121 1.12
vir 137 1.10 1.17 055 0.63 1.05 1.03 055 137 1.10 0.99
vl 082 1.17 1.17 075 075 133 075 1.03 075 0.75 0.93
IX 1.03 1.10 1.33 1.03 0.89 138 1.21 133 1.10 1.21 1.16
X 1.51 098 137 1.17 138 1.51 1.21 1.60 133 147 135
Avg. 1.19 1.09 1.14 088 095 1.05 087 094 107 1.14
Wgt. 183 147 145 144 150 155 1.60 146 1.61 1.40
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tions of each concept alternative and each criterion. This shows that all survey respondents
agree on the performance of standard spars, while on average they are most confident with the
advanced semi-submersible, as emphasized through green colored values. This good agreement
underlines the meaningfulness of the TOPSIS result for the most potential floater concepts. The
largest discrepancy in the survey responses is found in the durability of barge floaters; however,
the survey participants seem to be most uncertain about mixed-energy floaters in general - both
stressed through red colored values. Looking at the criteria, the difference in the answers is
the largest for the LCoE, both in decision matrix and weight vector. This large deviation is
striking, but still does not affect the clear outcome that cost is the most important criterion. The
best agreement in weighting the criteria concerns the mooring requirements, while on average

the smallest deviation in the decision matrix has the performance of floating concepts.

3.1.2.5 TRLs of floater concepts

The TRL gives a measure of the development status of a technology, which is - according to

Horizon 2020 definition (European Commission|2013)) - as follows:
1. basic principles observed;
2. technology concept formulated;
3. experimental proof of concept;
4. technology validated in lab;
5. technology validated in relevant environment;
6. technology demonstrated in relevant environment;
7. system prototype demonstration in operational environment;
8. system complete and qualified;
9. actual system proven in operational environment.

TRL estimates for different FOWT concepts are given by James & Ros| (2015) and ORE
Catapult (2015) and are also obtained through the survey. Based on this, the different floater
categories are ranked with respect to their TRLs, as well as their potential to scale up to mass
production for multi-MW wind farm deployment (TOPSIS score), as visualized in Figure [3.3]
with the size of the bubbles representing the standard deviation among the answers from the
survey participants for the TRL values.

From Figure [3.3] it becomes clear that TRLs and TOPSIS scores are kind of correlated.
While the standard concepts of spar, semi-submersible, and TLP are located above the imag-
inary correlation line, their advanced equivalents are positioned lower. This emphasizes the
already high maturity of the standard concepts for FOWT platforms, as well as their increased

potential after further improvements and advancements.
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Figure 3.3: TRL (with the standard deviation represented by the size of the bubble) versus potential
for wind farm deployment (TOPSIS score).

3.2 Reference spar-buoy floating wind turbine system

As the survey, conducted and analyzed in Section [3.1.2.4] reveals that the advanced spar -
directly followed by the most developed standard spar - has the highest potential for multi-MW
wind farm deployment, the well-known reference FOWT system from phase IV of the OC3
(offshore code comparison collaboration) project (Jonkman & Musial|2010), as visualized in

Figure [3.4] is selected as basis for the optimization applications presented in Chapters [5| and

Figure 3.4: The OC3 phase IV spar-buoy FOWT system (Jonkman|2010).
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[l This floating system consists of the NREL (National Renewable Energy Laboratory) 5 MW
reference wind turbine (Jonkman et al.|2009) with an offshore adapted tower (Section @,
supported by a moored spar-buoy floating structure (Section [3.2.2)). The entire FOWT system
is specified for a site with 320 m water depth and a water density of 1025 kg/m?, and the overall
system structural mass - rotor-nacelle assembly (RNA), tower, and floater including ballast -
amounts to 8.066 x 10° kg.

3.2.1 Wind turbine and tower

The OC3 phase IV floating platform carries the upwind, three-bladed NREL 5 MW reference
wind turbine (wind turbine class I) (Jonkman et al.[[2009), adjusted for the floating system.
While the RNA, as well as the blade (aerodynamic) properties remain unchanged as defined
for the NREL 5 MW turbine by Jonkman et al.| (2009), a modified tower (Jonkman|2010)
is used for the OC3 phase IV spar-buoy floating wind turbine system to fit the platform top
cylinder diameter and to maintain the hub height. Furthermore, the wind turbine control system
parameters are retuned in phase IV of OC3, to avoid negative damping effects due to the floating
system. The specified wind turbine properties of the RNA and tapered tower are presented in
Tables [3.9] and [3.10] respectively, with elevations given as distance above the still water level
(SWL).

Table 3.9: Properties of the wind turbine RNA of the FOWT system from OC3 phase IV (Jonkman
2010, Jonkman et al.[2009)).

Parameter Value

Rotor diameter 126.0 m

Hub height 90.0 m

Mass 350.0 x 103 kg
Cut-in, rated, cut-out wind speed 3.0 m/s, 11.4 m/s, 25.0 m/s
Integral controller gain 0.0008965149
Proportional controller gain 0.006275604 s

Table 3.10: Properties of the tower of the FOWT system from OC3 phase IV (Jonkman|2010).

Parameter Value

Top elevation, diameter, thickness 87.6m,3.9m, 0.019 m
Base elevation, diameter, thickness 10.0 m, 6.5 m, 0.027 m
Material density 8,500 kg/m?
Mass 249.7 x 10° kg
Center of tower mass (above SWL along central axis) 434 m
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3.2.2 Floating structure and station-keeping system

The platform of the OC3 phase IV FOWT system is a spar-buoy, which is based on the Hy-
wind floater. The spar-buoy floater consists of two cylindrical elements - an upper column
(UC), which matches the tower base diameter of 6.5 m, and a base column (BC) - with one
tapered part between them and is partially filled with ballast. The main structural parameters
are provided in the definition of the FOWT system (Jonkman|2010). Comparison of the spec-
ified values shows that the dimensions - apart from the improved and reduced draft of the real
systems - lie in between the dimensions of the Hywind Demo for a 2.3 MW wind turbine and
the Hywind Scotland floater supporting a 6.0 MW wind turbine (Equinor|2020a). The geomet-
rical parameters are presented in Table [3.11] and indicated, using green color, in a schematic
drawing of the OC3 phase IV spar-buoy (Figure [3.5]). Distances to the top and bottom ends of

the floating structure are measured with respect to SWL.

SWL

dUCb
ke——>]
I

dBQt

dBQb

Hpc

4

Figure 3.5: Schematic of the OC3 phase IV spar-buoy, geometric parameters indicated in green.
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Table 3.11: Geometrical parameters of the OC3 phase IV spar-buoy (Jonkman|2010).

Parameter Symbol  Value
Upper column diameter Dyc 6.5m
Base column diameter Dgc 9.4 m
Distance to top of upper column duc, 10.0 m
Distance to base of upper column  dycp 4.0m
Distance to top of base column dpc ¢ 12.0m
Distance to base of base column dpcp 120.0 m
Height of base column Hgc 108.0 m

In addition to the geometrical spar-buoy parameters, given in Table|3.11} some mass-related
properties are provided by Jonkman| (2010) and presented in Table [3.12] Furthermore, for the
hydrodynamic characteristics of the floating platform, the added mass coefficient is given as
0.969954 (Jonkman/[2010), which is close to the typical value of 1 for circular cylinders (Sumer
& Fredsgef2006), while the viscous-drag coefficient amounts to 0.6 (Jonkman|2010) and corre-
sponds to the common value at high Reynolds number, which is already prevailing at low flow
velocities for a large diameter structure as this spar-buoy (Sumer & Fredsge|2006, |Clauss et al.
1992). The hydrostatic buoyancy force, determined from the displaced water volume, is stated
as 80,708,100 N (Jonkman|[2010). To get closer to the Hywind floater characteristics, addi-
tional linear damping in surge and sway of 100 x 10°> Ns/m each, in heave of 130 x 10> Ns/m,

and in yaw of 13 x 10° Nms/rad are applied per definition by Jonkman|(2010).

Table 3.12: Mass-related properties of the OC3 phase IV spar-buoy (Jonkman|2010).

Parameter Value
Platform mass (including ballast) 746.63 x 10* kg
Center of platform mass (below SWL along central axis) 89.9155 m
Platform roll inertia (about center of mass) 422.923 x 107 kgm?
Platform pitch inertia (about center of mass) 422.923 x 107 kgm?
Platform yaw inertia (about central axis) 164.23 x 10° kgm?

The floating spar-buoy is moored to the seabed by means of three evenly spaced catenary
mooring lines. The main properties of the station-keeping system are presented in Table [3.13]
As this mooring system is a simplified version of the station-keeping system used for the Hy-
wind floater, in which a delta connection is realized, an additional yaw spring stiffness of
98.34 x 10° Nm/rad has to be considered to correct for this (Jonkman/[2010).
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Table 3.13: Properties of the station-keeping system of the FOWT system from OC3 phase IV

(Jonkman|2010j.
Parameter Value
Fairleads depth, radius from centerline 70.0 m, 5.2 m
Anchors depth, radius from centerline 320.0 m, 853.9 m

Mooring line length (unstretched), diameter  902.2 m, 0.09 m
Mooring line mass density 77.7066 kg/m
Mooring line length-related weight in water 698.094 N/m

Mooring line extensional stiffness 384.243 x 10° N

55



Chapter 4

Modeling, automated simulation, and

optimization

FOWTs have to withstand various loadings, static and dynamic, structural and environmen-
tal. In comparison to onshore systems, offshore wind turbines have to deal with hydrodynamic
loads in addition to wind loads. For FOWTs, the system complexity increases even more. Apart
from the environmental loads from wind, waves, currents, tides, and sea ice, the motion of the
floating system leads to relative velocities, which have to be accounted for in the aerodynamic
and hydrodynamic load calculations. Variable buoyancy loads are as well a consequence of
the free motion of the system. Nevertheless, to keep the floater within a specific site, FOWTs
have an additional component - the mooring system. Thus, a FOWT system implies motion
couplings, several different loading components, as well as non-linearities. In addition to the
external factors, which place already high demands on the design of a wind turbine system,
also other requirements related to costs, manufacturing, size, performance, and system safety
have to be met. This makes the development of FOWTs a highly iterative process, in which
the evolving designs are tested, analyzed, and modified accordingly until an optimized design
is achieved. (Sirnivas et al.|2014, |Zhang et al.[2013} Butterfield et al.[2007, [Wayman|2006)

For this reason, modeling, simulation, and optimization techniques are crucial for the
highly complex, labor-intensive, and extensive assessment and development of FOWT system
designs. However, it has to be ensured that the physical equations are correctly implemented
in the code and the system behavior is realistically represented by the model. This is to be
proved through verification and validation, with the latter requiring in addition real measure-
ments or test data. Afterwards, to cope with the large number of simulations, needed to assess
and develop such a FOWT system design in detail, but also to support design optimization
processes, in which iterative simulations have to be performed, automation of simulation exe-
cutions and optimization procedures is indispensable. Thus, in this chapter, first (Section 4. 1J),

an aero-hydro-servo-elastic coupled model of dynamics for the reference spar-buoy FOWT

Note: This chapter is based on the publication by |Leimeister, Kolios & Collu|(2020a), as well as the publica-
tions by |Leimeister, Kolios & Collu|(20205) and |Leimeister|(2019).

56



system, specified in Section [3.2] is developed and verified. This model can then be integrated
in a holistic simulation and optimization framework, which is presented in Section [4.2] and
by which means iterative simulations within the FOWT design assessment and development

process can be managed and executed in an automated and high-performance manner.

4.1 Development and verification of an aero-hydro-servo-elastic
coupled model of dynamics for FOWTs, based on MoWiT

Within the IEA (International Energy Agency) Wind Task 23 Subtask 2, the OC3 project was
developed to verify offshore wind turbine codes based on code-to-code comparison works
(Jonkman & Musial|2010). The participants of OC3 phase IV, which is on verifying a model
of a spar-buoy FOWT system as described in Section [3.2] (Jonkman|[2010), used various aero-
hydro-servo-elastic modeling approaches as presented in Figure .1} Very common and widely
used tools are among others Bladed, HAWC2, and FAST. The wind turbine design software
Bladed is a commercial software by DNV GL (Det Norske Veritas and Germanischer Lloyd),
which is highly established and continuously enhanced in each newer version, is applied for
system simulations, design, and certification, and has further advanced modules for specific ap-
plications such as advanced hydrodynamic calculations (DNV GL{2018alb). Another commer-
cial aero-elastic code for wind turbine system simulation and response calculation is HAWC2
(horizontal axis wind turbine simulation code 2nd generation) developed at DTU (Technical
University of Denmark) Risg Campus, which no longer only is used for aero-elastic simula-
tions but also can represent floating systems (Larsen & Hansen|2015). As well commercial,
but right now also transferred to open-source development, is FAST (fatigue, aerodynamics,
structures, and turbulence) - a simulation tool developed and used at NREL for coupled analy-

ses of horizontal axis wind turbines, which can be combined with several other programs and

Bladed | HAWC2 | FAST | ADAMS | SESAM/DeepC | Simo | 3Dfloat | MoWiT
Code developer
GH Risg-DTU NREL MSS :UTIREL DNV MARINTEK IFE-UMB IWES
0OC3 participant
GH Risg-DTU A
Aerodynamics (aero)
(BEM / GDW) + DS none ‘ BEM ‘ (BEM / GDW) (BE'\i/DGSDW)
Hydrodynamics (hydro)

(Airy+ / Stream) . . . Airy + ME + . Airy + WS +

+ ME Airy + ME (Airy+ + ME) / (Airy + ME + PF) PE Airy + ME (ME / MCP)

Control system (servo)
DLL | DLL/UDS/SM | DLL/UDS | none [ b ubs | DLL/UDS
Structural dynamics (elastic)
Turbine
FEMP +
FEMP MBD/FEM |  (Modal / MBD MBD FEM (FEM/ Modal)
+ MBD
MBD)
Mooring
UDFD |  QSCE | QSCE/UDFD | QSCE/FEM | QSCE/MBD | FEM/UDFD |  MBD

Figure 4.1: Aero-hydro-servo-elastic modeling approaches of the OC3 phase IV participants
(Jonkman & Musial2010) and IWES.
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packages for further advanced and detailed analyses, such as structural finite element analy-
sis (Jonkman & Buhl|[2005). Further software and modeling tools are for example ADAMS
(automatic dynamic analysis of mechanical systems) by MSC Software for simulating multi-
body dynamics of mechanical systems, which can as well be applied to FOWTs (Withee|2004);
SIMO (simulation of marine operations) by the Norwegian Marine Technology Research Insti-
tute (MARINTEK) for floating systems (originally mainly vessels) simulation, which can be
advanced by means of the code RIFLEX for non-linear mooring line dynamics, coupled with
HAWC?2, and also be used for wind turbine systems by incorporating an external aerodynamic
module (SINTEF Ocean|2017); 3Dfloat developed at the Institute for Energy Technology at
the (then called) University of Life Sciences (IFE-UMB) for fully-coupled simulation and ad-
vanced analyses of offshore structures, such as FOWTs (Nygaard et al.|[2016); or SESAM
software with the DeepC module by DNV GL for simulation and (un-)coupled analyses of
floating structures and station-keeping systems, which however require a separate approach for
integrating aerodynamics for a full offshore wind turbine system (Zhang et al.[2013). More
detailed reviews of the utilized modeling tools are provided by |Liu et al.| (2016) and Cordle
& Jonkman| (2011) and the physics and theories implemented in the tools - all abbreviations

mentioned under aerodynamics, hydrodynamics, control system, and structural dynamics in

Figure |4.1]- are described in more detail in Sections[4.1.1.1Jand[4.1.2.2]

The results from these offshore code-to-code comparisons are used to verify a model of the
floating spar-buoy wind turbine system from phase IV of OC3 (Jonkman|2010) - particularized
in Section - which is implemented in MoWiT (Modelica® library for wind turbinesﬂ ali-
brary developed at Fraunhofer IWES (Institute for Wind Energy Systems), based on the object-
oriented and equation-based modeling language Modelica® (Modelica Association 2020a).
One advantage - out of several more highlighted in more detail in Section 4.2.1.4| - of using
Modelica® for modeling wind turbine systems is the hierarchical programing, by which means
the complex system can be subdivided into single components. Thus, this component-based
library MoWiT allows for modifications and replacements of individual component models, so
that modeling and simulation of different system designs and boundary conditions can be real-
ized. Furthermore, due to the possibility to couple MoWiT models to Python scripts - as done
and described in Section 4.2 - many more doors are being open for automated simulations,
such as for design load case calculations, post-processing and analyses of simulation results, as
well as other extensive tasks and applications, such as system optimization. However, all these
benefits would be as good as useless if the model and code is not yet verified.

Thus, a fully-coupled system model of dynamics for the FOWT from phase IV of OC3,
defined in Section [3.2] is developed based on MoWiT (Section @.1.1). Afterwards, the main
task of verifying this model is performed based on code-to-code comparison works and results
are presented in Section [4.1.2] More detailed discussion and analyses of the results follow in
Section

Formerly OneWind Modelica library.
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4.1.1 Modeling of the OC3 phase IV FOWT system in MoWiT

Modeling of a FOWT system can be done by means of various software architectures, which
are based on different simulation codes with varying capabilities for aero-hydro-servo-elastic
calculations, as pointed out by |Liu et al.| (2016) and |Cordle & Jonkman|(2011). Within the OC3
project, the floating spar-buoy wind turbine system from phase IV, as described in Section 3.2}
was modeled by the project participants in different codes and tools for wind turbine system
simulation, as already introduced and presented in Figure [4.1] to be compared and verified
within the study (Jonkman & Musial 2010). For the same purpose of code verification and to
add one more result to the cross-code comparison, the OC3 phase IV FOWT is implemented
in the modeling language Modelica®, using MoWiT for fully-coupled aero-hydro-servo-elastic
dynamic simulation of wind turbine systems. In the following, first (Section {.1.1.1)), this
library and the modeling environment is introduced briefly to point out the advantages and
capabilities of this tool. Afterwards (Section [4.1.1.2)), the methodology of implementing the
OC3 phase IV FOWT system is outlined, demonstrating as well difficulties which arose and
assumptions that had to be made.

4.1.1.1 MoWiT - the Modelica® library for wind turbines

MoWiT, which is developed at Fraunhofer IWES, allows modeling of state-of-the-art onshore
or offshore wind turbine systems to be simulated in Dymola®, the dynamic modeling laboratory
by Dessault Systemes (Dessault Systemes|[2015allb), for load calculations and further analyses.
The component-based library is based on the object-oriented and equation-based open-source
modeling language Modelica®. The hierarchical structure of programing in Modelica®, as well
as the multibody approach adopted in Modelica®, benefit the modeling of such a complex sys-
tem as a FOWT. Hence, the wind turbine system is broken down into single components (main
and subcomponents), as shown in Figure which are modeled separately and interconnected
to represent correctly couplings and interactions between them. This structure also allows fast
and easy exchange of single components to model different wind turbine technologies, turbine
or support structure designs, control strategies, or site and environmental conditions. Further-
more, as MoWiT is under development by Fraunhofer IWES, code modifications, optimiza-
tions, and enhancements are always possible. (Leimeister & Thomas|[2017a, [Thomas et al.
2014/, |Strobel et al.|2011))

As presented in Figure #.2] a FOWT - such as the OC3 phase IV spar-buoy system shown
as well in Figure [4.3] together with the corresponding global coordinate system, system de-
grees of freedom (DOFs), and normal wind inflow direction - consists of six main components,
of which two are for the environmental parameters. Within these main components there are
several subcomponents and options to be modeled. Hence, apart from the hub, a specified
number of blades (for common wind turbines mostly three or two), represented as either rigid
or flexible structures, make up the wind turbine rotor. This is, among others, connected to the
nacelle with the structural models of drivetrain (rigid or flexible in one torsional DOF) and gen-

erator (fixed or variable speed). The nacelle as well contains the yaw controller; however, the
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Figure 4.2: Hierarchical modeling structure of a FOWT system in MoWiT, adapted from the
publication by Leimeister & Thomas|(2017a).

remaining control systems for pitch and torque control, following PI-algorithms or an external
dynamic link library (DLL) for running various operating phases, are incorporated in the oper-
ating control. The whole representation of the floating structure - including the tower, potential
ballast, and the station-keeping system - is done in the support structure model, comprising as
well the determination of all (aerodynamic, hydrostatic, and hydrodynamic) loads and motions.
With respect to the aerodynamics, the calculations in MoWiT can be based on the blade ele-
ment momentum (BEM) theory (Glauert|1935], Betz[1920), [Froudel[1889, Rankine|[1865) or the
generalized dynamic wake (GDW) model (Suzuki|2000, He|[1989) and incorporate corrections
for dynamic wake and dynamic stall (DS). Regarding the hydrodynamics, MoWiT is capable

of linear Airy (Airy|1845) or non-linear Stokes wave theory (Clauss et al.[1992] [Fenton|1985),
Wheeler stretching (WS) or delta stretching (Journée & Massie|[2001)), Morison equation (ME)

(Morison et al.[1950), and MacCamy-Fuchs (MCF) approach (MacCamy & Fuchs|[1954). For
the structural dynamics, the finite-element method (FEM), based on Euler-Bernoulli or Timo-

shenko beam theory, or modal reduction can be used for the floater and turbine representation,

while the mooring lines are modeled through a mass-spring-damping (MSD) system, which
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considers - apart from the dynamic inertial motion of the mooring system - hydrodynamic and
internal damping, elastic deformation, as well as soil contact, and uses the catenary equation
for determining the initial shape and position of the mooring line elements. Finally, the two
environmental models for wind and waves, including also currents, allow the realization of
various steady or turbulent, regular or irregular, aligned or misaligned, and normal or extreme
environmental conditions and sea states. (Leimeister & Thomas|20174, [Thomas et al.[|2014,
Strobel et al.[|2011)

Wind inflow

—

Coordinate system

°
j -]
°
o
°
o
-]
-]
-]
o
]
-]
-3
o .
° pitch x (surge) ° o
Q

Figure 4.3: OC3 phase IV spar-buoy FOWT system modeled in MoWiT and visualized in Dymola®
(structural elements shown in blue, mooring lines represented as chains of small red spheres, and SWL
as well as seabed visualized as flat surfaces), including coordinate system and system DOFs, as well as

wind inflow direction.

An overview of the structure of MoWiT is presented in Figure f.4] It shows the required
inputs for the wind turbine system and the environment and points out the approaches for the
fully-coupled aero-hydro-servo-elastic dynamic calculations, based on which the final system
responses are determined and obtained as outputs.

The simulations of models developed in MoWiT are performed in the time-domain and
executed in Dymola®. This simulation engine is highly suited for modeling complex systems,
such as FOWTs, which come with a large number of system equations. Dymola® provides
various solvers with fixed or variable step size and following an implicit or explicit method, to

cope with a broad range of problems and system equation types.
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4.1.1.2 Implementation of the OC3 phase IV FOWT system in MoWiT

The OC3 phase IV FOWT system is modeled in MoWiT according to the definitions given
by Jonkman| (2010) and Jonkman et al.| (2009) and as presented in Section @ However, not
all data relevant for modeling the system correctly are specified explicitly in these documents.
Hence, in the following, the used - either prescribed or derived - parameters of the system
components are addressed.

For the wind turbine - both the rotor and nacelle, as well as the operating control system -
extensive data are available from Jonkman et al.| (2009), as well as from Jonkman| (2010)) for
the adaptions made specifically for the OC3 phase IV spar-buoy floating wind turbine system.
Thus, the entire RNA (modeled as flexible structure with modal reduced blades) and operating
control can be implemented correctly in MoWiT according to the definitions. The comparison
of the total RNA mass, presented in Table shows perfect agreement.

Table 4.1: Mass-related properties of the FOWT system from OC3 phase IV, MoWiT model results in
comparison with the prescribed values given in Tables 3.10} and

Parameter Value based on Deviation from
MoWiT model prescribed value

RNA mass 350.0 x 10% kg 0.0 kg
Tower mass 249.6 x 10° kg —108.7 kg
Center of tower mass (above SWL along cen- 434 m 0.0kg

tral axis)

Platform mass (including ballast) 746.63 x 10* kg 0.0 kg
Center of platform mass (below SWL along 89.9136 m —1.9%x 103 m
central axis)

Platform roll inertia (about center of mass) 422.923 x 107 kgm? —18.6 kgm?
Platform pitch inertia (about center of mass)  422.923 x 107 kgm? —18.6 kgm?
Platform yaw inertia (about central axis) 92.67 x 10 kgm?>  —71.56 x 10° kgm?

The support structure model comprises tower and floater, as already mentioned in Sec-
tion Within the code-to-code comparisons of OC3 phase IV, the spar-buoy is consid-
ered as rigid structure throughout all load cases (Jonkman & Musial|2010), which are intro-
duced in Section[d.1.2.1] Only the tower is sometimes represented as rigid or flexible structure
in the OC3 phase IV code-to-code comparisons. As the focus of the verification is on the
floating platform, a rigid support structure model is utilized in MoWiT.

The structural part of the support structure, concerning the wind turbine tower, is described
in-depth by Jonkman| (2010), on which basis the tower with its distributed properties can be
implemented from the top of the floating platform up to the RNA position through individual
rigid cylindrical segments. The overall tower mass and corresponding center of mass are pre-

sented in Table[d.T)and compared to the specified values. There is just a minor deviation in the
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tower mass, which might be due to the fact that the tower is conical, however, each element is
modeled as straight cylinder based on its averaged top and bottom diameter.

For the floating platform, however, only the main parameters for geometry, outer dimen-
sions, as well as total mass and inertia properties are provided by Jonkman| (2010). Other
parameters, relevant for modeling the structure and its characteristics properly, such as cap and
(distributed) wall thickness values, material properties, or any information regarding the ballast
system, are missing, as indicated in Figure .5 To overcome this issue, the unavailable param-
eters are determined - in the following way and based on the assumptions described hereinafter
- to match the existing data resulting for the total system, accordingly the resulting mass-related

properties (Table[3.12)), as good as possible.

* The floating platform, being part of the support structure model, is implemented as the
tower through rigid cylindrical segments. As no distributed properties are available for
the spar-buoy, four cylindrical bodies are used based on the geometry of the floater: (1)
one for BC with given length and diameter; (2) one for the tapered part, as connection
between BC and UC, with determined length and averaged diameter of Dgc and Dyc; (3)
one for UC with given length and diameter; and (4) one for modeling the ballast within
BC.

* As no structural analysis is going to be carried out within the OC3 phase IV code-to-code
comparisons, the cap thickness (Zcap) - meaning the thickness of the bottom cap of BC, as
well as the thickness of the cap on the upper end of UC - is set equal to 1.0 x 10~* m to
avoid large contribution of the caps to the total mass due to any too large assumed value.

* Each of the three structural cylinders (1) - (3), described in the first bullet point, is de-
fined through its outer diameter and length, which are both provided or - in case of the
tapered (2) part - determined as described beforehand, its wall thickness, as well as its
material density. The latter two are assumed to be the same for the three cylindrical parts
of the floating structure.

As the platform inertia values are relevant for the dynamic response of the floating sys-
tem, it is tried to match these inertia values as good as possible by modifying assumed
values for the material density (Oplatform) and wall thickness () of the spar-buoy. First,
it is presumed that the specified parameters for the inertia values are for the platform
including ballast, because no separate values are given for the ballast and the total iner-
tia is important for the dynamics. Furthermore, as it is not possible to match all (roll,
pitch, and yaw) inertias at the same time under the assumptions made, it is focused on
achieving correct values at least for the roll and pitch inertias, as these are usually more
important than the yaw inertia.

The calculations are based on the target value search in Excel. The starting value for the
material density is 7,850 kg/m?, assuming typical steel properties, and an upper bound
is set at 10,000 kg/m>. For the wall thickness, taking on one constant value for the entire

platform (¢t = tyc = tgc) for reasons of simplicity and as already mentioned above, the

64



starting value is 0.1 m, which is at the same time the upper bound. With these settings,
the target value search results in a material density of 10,000 kg/m> and a wall thickness
of 0.0314 m. With these parameters, the difference in the platform roll and pitch inertias
is with 4.4 x 10~7% negligible, while the achieved yaw inertia is 43.6% smaller than the
defined value, as presented in Table 4.1

As the upper bound for the material density is reached, the target value search is again
executed with removed upper limit. The result, however, is that an unfeasible high ma-
terial density is reached, while the wall thickness would be unrealistically thin and the
discrepancy between better matching the platform roll and pitch inertias, however, higher
deviation in the yaw inertia becomes greater. Thus, the results obtained when limiting
the material density to common and feasible values are kept.

A better match of the yaw inertia value could have been achieved by segmentation of
the cylindrical structural elements of the spar-buoy. However, with unknown number of
segments and length distributions, a full match of all inertia values at the same time is
questionable to be obtained. Thus, as the focus lies on the verification of the model-
ing approach and implemented theories and coupled dynamics, a compromise is needed
between available data and perfect match of resulting system properties. As mentioned
above, the main focus is on the most important inertia components, namely for roll and
pitch, and, hence, the discrepancy in the system yaw inertia is accepted and accounted for

when analyzing the results of the code-to-code comparison, as covered in Section{4.1.3

* Having the material density and wall thickness set, the ballast density (ppariast) and ballast
height (Hpajast) are determined to match the total platform mass including ballast of
746.63 x 10* kg, as specified in Table Due to the small difference in the tower
mass, outlined before and in Table 1] the second criterion for determining the ballast

parameters would either be

1. the same center of mass of platform including ballast at 89.9155 m below SWL;

2. or the same resulting center of mass of tower and platform including ballast at
85.6009 m below SWL;

3. or the same total restoring moment due to tower, platform, and ballast.

Due to the minor discrepancy in the tower mass, all three options for the second criterion
yield very similar ballast parameters. Nevertheless, the second option to meet the same
total center of mass is selected to avoid altering the response in pitch and roll by a shifted
center of gravity. This results in a ballast density of 1,907 kg/m> and a ballast height of
48.4 m, which yields a perfect match in the total platform mass and a minor deviation in

the position of the center of mass of the floater, as presented in Table .1]

Table 4.2 summarizes the settings of the unavailable floater parameters, used for the mod-
eling in MoWiT. With these settings, a resulting hydrostatic buoyancy force, determined based

on the geometry and presuming a gravitational acceleration (g) of 9.81 m/s?, of 80,724,636 N is
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Figure 4.5: Missing parameters indicated in red in the schematic of the OC3 phase IV spar-buoy;
provided parameters, as given in Figure@ are wirtten in green.

Table 4.2: Assumed values of the undefined spar-buoy and system parameters.

Parameter Symbol Value
Cap thickness teap 1.0x 10~%m
Wall thickness of upper column tuc 0.0314 m
Wall thickness of base column tBC 0.0314 m
Density of platform material Pplatform 10,000 kg/m3
Density of ballast material Poatlast 1,907 kg/m?
Height of ballast within base column — Hpgjiast 48.4 m
Gravitational acceleration g 9.81 m/s?

obtained. This deviates by 2.0 x 1072% from the specified value, mentioned in Section

what is mainly expected to come from a slightly different gravitational acceleration value taken

in the OC3 phase IV definition. The hydrostatic restoring is, as opposed to the OC3 phase IV

system definition by (2010), not explicitly defined within MoWiT but a result of the
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implemented system properties. Hence, a quantitative comparison of the hydrostatic restoring
values is not directly possible without additional analyses, such as stepwise simulations for
generating the corresponding curve of static stability. However, the precise representation of
the floater geometry and its center of mass allow to draw conclusions on the correct represen-
tation of the hydrostatic restoring. This as well can be examined indirectly when analyzing the
simulation results. In contrast to the hydrostatic restoring values, the additional damping pa-
rameters, outlined in Section and stated by Jonkman|(2010), are implemented separately
in MoWiT and the hydrodynamic coefficients are set according to the definitions.

The mooring system properties, including as well the additional yaw spring stiffness, speci-
fied by Jonkman|(2010) and mentioned in Section@], are implemented in MoWiT according
to the definitions.

Finally, the OC3 phase IV spar-buoy FOWT model, implemented as described above in
MoWiT, is simulated in Dymola®. The specific simulation and solver settings are stated in
Section d.1.2.T| for each simulation case separately. A visualization of the modeled system is
given in Figures .2 and 4.3] with the structural elements shown in blue, the mooring lines
represented as chains of small red spheres, and the SWL as well as the seabed visualized as flat

surfaces.

4.1.2 Code-to-code comparison

To verify the OC3 phase IV spar-buoy FOWT system model, implemented in MoWiT as de-
scribed in Section [4.1.1] the design load case (DLC) simulations are executed with this model
and the code-to-code comparison is performed, as done in the OC3 project (Jonkman & Musial
2010). Hereinafter, first (Section[4.1.2.1)), the simulated DLCs are presented together with the
settings used in Dymola® for executing the simulations, while in the subsequent Section
the results of the simulations with the MoWiT model are presented in comparison with the other

code results from the OC3 project. Further discussion and analyses of these results follow in

Section

4.1.2.1 Simulated load cases

For the analyses of offshore wind turbine systems, various DLCs are recommended by stan-
dards (IEC[2019blcial DNV GL|2018¢, 20164, IDNV|2014). Based on these guidelines, only
a reduced number of design relevant DLCs and environmental conditions are selected for the
application in research studies (Krieger et al.|2015, |Matha et al.|2014, Bachynski et al.|2013).
Within phase IV of OC3, a separate set of DLCs is specified, which is grouped into three cate-
gories: (1) DLC 1.x for system-only analyses; (2) DLC 4.x for hydro-elastic response analyses,
hence, only with waves; and (3) DLC 5.x for aero-hydro-servo-elastic response analyses, thus,
with environmental impact from both wind and waves (Jonkman & Musial|2010). To allow a
code-to-code comparison of the spar-buoy FOWT model in MoWiT with the other codes and
tools used in OC3 phase IV, the same DLCs are simulated with the implemented model as

presented in Section4.1.1.2
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DLC 1.x In the DLCs for system-only analyses, neither wind nor waves are considered.
Hence, the air density is set equal to 0 kg/m> in order to have no aerodynamic loads acting, and
still water condition is applied so that no waves exist. For the wind turbine control and operat-
ing system, the brake is active and the control is disabled. In the OC3 phase IV code-to-code
comparisons, the entire wind turbine system is modeled as a rigid structure, which is as well
realized in MoWiT, as described in Section [4.1.1.2] Case-specific simulation configurations,
with additional choices (highlighted in red) for undefined settings are summarized in Table[4.3]
Thus, in addition to the six free-decay tests DLC 1.4a to 1.4f with initial deflections in one of
the six DOFs taken as starting position of the floater, which are as well utilized for the evalua-
tion of the eigenanalysis (DLC 1.2), one “neutral” free-decay test without any initial deflection
is simulated to be used for determining the static equilibrium (DLC 1.3). All simulations in
the DLC group 1.x are executed in Dymola®, using the Rkfix4 (Runge-Kutta fixed-step and
4th order method) solver with a fixed integrator step-size of 0.01 s. The output interval length
of the resulting time series amounts to 0.05 s. The simulation settings are chosen based on

preceding sensitivity studies on the solver and time step-size for the specific FOWT system.

Table 4.3: Simulation settings and analysis methods for DLC group 1.x, assumptions are written in red.

DLC Type Initial Simulation Analyzed output for
conditions length code-to-code comparison
1.2 Eigenanalysis N/A N/D fnat and & taken from DLC 1.4a—f
1.3 Static equilibrium  N/A N/D Static equilibrium
taken from DLC 1.4 at 600 s

1.4 Free-decay 600 s Time series

a Surge: 21 m

b Sway: 18 m

c Heave: 5 m

d Roll: —10°

e Pitch: 10°

f Yaw: —6°

DLC 4.x In the DLC group 4.x only the hydro-elastic response should be analyzed. Hence,
the aerodynamics are turned off by setting again the air density equal to 0 kg/m>. The brake is
still enabled and the control switched off. Contrary to the OC3 phase I'V definition by Jonkman
& Musiall (2010) that the tower is considered to be flexible, not only the floater, but the entire
FOWT system is modeled as rigid structure in MoWiT, as spar-buoy and tower are implemented
as one continuous structure, which is already pointed out in Section The two DLCs in
group 4.x differ in the considered wave type, as presented in Table #.4] The regular wave is

defined through the wave theory, wave height H, and wave period 7', while the irregular wave is
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specified by the wave theory and spectrum type used, as well as the significant wave height Hy
and peak period 7. As nothing specifically is stated for the hydrodynamic load calculation, the
more sophisticated MCF approach, as well as the Wheeler stretching, are applied in MoWiT.
Both DLCs, for which no initial conditions are required, are simulated in Dymola®, using the
same integration, solver, and output settings as in the DLC group 1.x, namely Rkfix4 solver

with fixed integrator step-size of 0.01 s and 0.05 s output interval length.

Table 4.4: Simulation settings and analysis methods for DLC group 4.x, assumptions are written in red.

DLC Type Wave conditions Simulation Analyzed output for
length code-to-code comparison
4.1 Regular waves  Airy wave theory 120 s Time series

H=6m;T=10s

4.2 Irregular waves  Airy wave theory 600 s min, mean, max
JONSWAP spectrum taken from last 120 s
Hy=6m;T,=10s Power spectra

taken from entire 600 s

DLC 5.x Finally, the DLC group 5.x represents full aero-hydro-servo-elastic simulations.
Hence, the air density is now set equal to 1.225 kg/m? - based on the offshore aerodynamic
properties specified for the NREL 5 MW wind turbine (Jonkman et al.[2009)) - and the operating
control system is turned on. The wind is either considered to be constant with a specified wind
speed Viup at hub height, or turbulent, defined additionally through the turbulence model and
reference value of the turbulence intensity /.r. Contrary to the OC3 phase IV specification
(Jonkman & Musial|2010), which uses the Mann turbulent wind model, the turbulent wind time
series in MoWiT follows the Kaimal model as it can easily be generated by means of TurbSim
(Jonkman|2009), which only supports Kaimal or von Karman normal turbulence models. The
waves and hydrodynamic load calculations are realized just like in the DLC group 4.x. The
specific parameter settings for the different DLCs are presented in Table[d.5] As defined in OC3
phase IV (Jonkman & Musial|2010) for both DLC groups 4.x and 5.x, the tower is originally
considered to be flexible; however, it is modeled in MoWiT together with the spar-buoy as
rigid structure, while the RNA is implemented as flexible structure as prescribed. For the
DLC 5.1 simulation the same integration, solver, and output settings as in the DLC groups
1.x and 4.x are used (solver: Rkfix4, fixed integrator step-size: 0.01 s, output interval length:
0.05 s), while for DLC 5.2 and 5.3, which both deal with turbulent wind and irregular waves,
the variable-step Cvode (C-language variable-coefficients ordinary differential equation) solver
with tolerance of 1.0 x 10~ is utilized. Originally, there is also a fourth DLC (5.4) defined in
phase IV of OC3 for generating effective response amplitude operators (Jonkman & Musial
2010), which, however, is not employed in the code-to-code comparison with the MoWiT

model in this verification study.
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Table 4.5: Simulation settings and analysis methods for DLC group 5.x, assumptions and
modifications are written in red.

DLC Wind Wave Initial Simulation Analyzed output for
conditions conditions  conditions length code-to-code
comparison
5.1 Steady, Regular Rotor speed: 120 s Time series
uniform wind Airy waves 9 rpm
thb =8 m/s H=6m
T=10s
5.2 Turbulent wind  Irregular Rotor speed: (600 s) min, mean, max
(Mann) Kaimal  Airy waves 12 rpm 650 s taken from last 120 s
model JONSWAP Power spectra
Vawo = 11.4 m/s  spectrum taken from last 600 s
Les = 0.14 Hy=6m
T, =10s
5.3 Turbulent wind  Irregular Rotor speed: (600 s) min, mean, max
(Mann) Kaimal  Airy waves 12 rpm 650 s taken from last 120 s
model JONSWAP  Blade pitch: Power spectra
Viap = 18 m/s spectrum 15° taken from last 600 s
Les = 0.14 Hy=6m
T, =10s

4.1.2.2 Results of the simulations and the code-to-code comparison

For the comparison of the DL.C simulation results only a few results are presented, mostly based
on the selection in the OC3 phase IV code-to-code comparison (Jonkman & Musial2010). An
overview of the different codes, tools, and modeling approaches used by the OC3 phase IV
participants (Jonkman & Musial|2010) and described in Section[4.1]is given in Figure @.1] in-
cluding as well the color-coding, used for comparing the results from the ten OC3 phase IV
participants. In addition to the theories and modeling approaches mentioned in Sectiond.1.1.T}
stream functions or Airy wave theory with free surface connections, indicated by Airy+, as
well as linear potential flow (PF) theory with radiation and diffraction are utilized to deal with
the hydrodynamics. The MCF approach, used in MoWiT for taking diffraction effects into ac-
count, applies as well PF theory. Regarding the control system, two more options are available
in the OC3 phase IV participants’ codes: either the implementation through an user-defined
subroutine (UDS), or the interface to Simulink with MATLAB® (SM). The structural dynam-
ics of turbine and mooring system can be formulated by means of multibody-dynamics (MBD).
For the turbine dynamics, FEM could as well be used just for mode pre-processing (FEMP).
Finally, the quasi-static catenary equation (QSCE) and implementation through user-defined
force-displacement (UDFD) relationships provide two more options for modeling the mooring

system dynamics. (Jonkman & Musial|2010)
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In the following, the results are mainly presented by comparative plots. The comparison
of numbers, more detailed discussion of reasons for differences, as well as performed in-depth
analyses follow in Sectionf.1.3]

Results for DLC 1.x From the full-system eigenanalysis DLC 1.2, both the natural frequen-
cies fna and the damping ratios { in the six DOFs surge, sway, heave, roll, pitch, and yaw
are compared. These, however, as mentioned in Table[4.3] are taken from analysis of the free-
decay time series from DLCs 1.4a to 1.4f. The natural frequencies obtained with the MoWiT
model could be compared with nine other codes, whereas results for the damping ratios are only
available from three OC3 phase IV participants, as presented both in Figure d.6] In general, it
can be seen that MoWiT-based results are within the limits of the results from the OC3 phase
IV participants, with just some minor differences in the surge and sway natural frequencies, as
well as some higher deviations in the yaw natural frequency and the damping ratio in heave. A
more in-depth comparison, based on numerical values and including analyses and justification
of the deviations, is given in Section[d.1.3.1]

0.16 10.000
INREL FAST
GH Bladed
E 012 1.000 4 =NREL ADAMS
N = = UMB 3Dfloat
o P
2 = m AccionaEnergia SESAM(Panel)
[ [y
g 008 1 L; 0.100 4 | | | aRise-DTU HAWC2
£ £
w =% mMarintek Simo
. :
2 (] mNTNU DeepC
2 0.04 0.010
= 9 R BPOSTECH FAST
mLUH ADAMSWaveLoads
uIWES MoWIT
0.00 4 0.001 ] |
S x> R @ ) @ > > B
& B L S S & & & K (S 2
A INC A R O B AN S

Figure 4.6: Full-system natural frequencies and damping ratios.

The results for the static equilibrium analysis, which are obtained from the “neutral” free-
decay simulation in DLC 1.4 at the end of the simulation time, are only presented in numerical
format in Table 8] in Section [4.1.3.T] and show, except for the heave DOF, good agreement
with the results from the OC3 phase IV participants.

The time series of the free-decay simulations are presented in Figures to 4.9 for DLCs
1.4a, 1.4c, and 1.4e for the responses in the surge, heave, and pitch DOFs, as well as in Fig-
ure [4.10|for DLC 1.4f for the response in the yaw DOF. The time series represent very well the
above mentioned findings from the natural frequencies, damping ratios, and static equilibrium

analyses, and show also couplings in the responses of different DOFs.

71



Surge [m]

Pitch [deg]

. Surge [m]

) Pitch [deg]

20

10

-0.2

Heave [m]

Time [s] 400 600

200 Time[s) 400

uNREL FAST

= GH Bladed

mNREL ADAMS

= UMB 3Dfloat

W AccionaEnergia SESAM(Panel)
ORisg-DTU HAWC2

m Marintek Simo

mNTNU DeepC

mPOSTECH FAST

m LUH ADAMSWavelLoads

u|WES MoWIT

Figure 4.7: Free-decay time series from DLC 1.4a.
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Figure 4.9: Free-decay time series from DLC 1.4e.
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Figure 4.10: Free-decay time series from DLC 1.4f.

Results for DLC 4.x For the hydro-elastic response analyses in DLC group 4.x, first, the

simulations with regular waves are presented. These comprise time series for the surge, heave,

and pitch DOFs (Figures 4.11(a)| to 4.11(c), as well as for the downstream fairlead tension

(Figure @.TTI(f)). Originally, also tower-top fore-aft deflection and shear force are compared
within the OC3 phase IV activities; however, as the tower is modeled throughout the DLCs
together with the spar-buoy floater as rigid structure in MoWiT, no tower-top deflections are
obtained. Hence, in addition to the tower-top fore-aft shear force (Figure d.11(d)), also the
tower-top fore-aft bending moment is presented (Figure d.T1(e)). For the latter two, the results
from the MoWiT model match the time series from the OC3 phase IV participants, while more
motion is seen in the platform DOFs, as well as the downstream fairlead tension. This behavior

is analyzed and discussed in more detail in Section[4.1.3.2]
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Figure 4.11: Hydro-elastic time series with regular waves from DLC 4.1.

For the hydro-elastic response analyses with irregular waves from DLC 4.2, the statistics
are taken from the final fifth of the time series, while the power spectra are generated by us-
ing the entire length of the simulation, as indicated in Table {.4] Figure [4.12] demonstrates
the power spectra for the same parameters as considered already in DLC 4.1 for presentation

of the results. The comparison of the statistics of the time series, presented in Appendix
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shows good agreement between the results from MoWiT and the OC3 phase IV codes for the
tower-top fore-aft shear force and bending moment, as well as the downstream fairlead tension;
however, the statistics for the platform motions from MoWiT yield overall some smaller values
by amount. The platform motions response spectra, on the other hand, match the power spectra
from the OC3 phase IV participants for frequencies below the irregular wave frequency. For
higher frequencies, as well as for the response spectra of the other parameters, there are signif-

icant deviations between the codes. In-depth analyses of these are given in Section[d.1.3.2]
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Figure 4.12: Hydro-elastic power spectra with irregular waves from DLC 4.2.

Results for DLC 5.x In the DLC group 5.x, the aero-hydro-servo-elastic response of the

FOWT system is analyzed firstly under regular conditions, and then for irregular waves and
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turbulent wind. Beginning with the regular waves and steady wind case DLC 5.1, the time
series of the parameters considered already in DLC 4.x (namely the surge, heave, and pitch
DOFs, the tower-top fore-aft shear force and bending moment, as well as the downstream
fairlead tension) and additionally the upstream fairlead tension, the generator power and the
rotor speed, as well as the out-of-plane blade-tip deflection are presented in Figures [#.13]and
@.14] The MoWiT-based time series for the tower-top fore-aft shear force and bending moment,

the out-of-plane blade-tip deflection, the generator power and rotor speed, the platform pitch

0 40 . 80 120 0 40 . 80 120
Time [s] Time [s]

(a) Platform surge motion [m]. (b) Platform heave motion [m].

0 40 . 80 120 0 40 . 80 120
Time [s] Time [s]

(c) Platform pitch motion [deg]. (d) Platform yaw motion [deg].

12 30

0.4

0.0

0.4
0

Time [s] Time [s]

(e) Tower-top fore-aft shear force [MN]. (f) Tower-top fore-aft bending moment [MNm)].

mNREL FAST GH Bladed mNREL ADAMS = UMB 3Dfloat m AccionaEnergia SESAM(Panel)
oRisg-DTU HAWC?2 m Marintek Simo mNTNU DeepC mPOSTECH FAST  mLUH ADAMSWaveloads  mIWES MoWiT

Figure 4.13: Aero-hydro-servo-elastic time series with regular waves from DLC 5.1, part L.
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and yaw motions, as well as the downstream and upstream fairlead tensions are comparable to
the OC3 phase IV participants’ results with more or less long lasting deviations at the beginning
of the time series. However, larger discrepancies are observed in the platform surge and heave

motions time series. These findings are discussed in-depth and reasoned in Section[#.1.3.3]
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Figure 4.14: Aero-hydro-servo-elastic time series with regular waves from DLC 5.1, part II.

The simulations with irregular waves and turbulent wind in DLCs 5.2 and 5.3 are - similarly
to DLC 4.2 and as indicated in Table [4.5]- analyzed with respect to their statistics, determined
based on the last fifth of the simulated time, and response power spectra, generated based on
the last 600 s. The results for DLCs 5.2 and 5.3 provide similar findings and, hence, everything
presented and discussed in the following for the above rated DL.C 5.3 can be related to DLC 5.2
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as well. Figures[.T5]and[d.16]demonstrate the power spectra for DLC 5.3 for the same parame-
ters as considered already in DLC 5.1 for presentation of the results. The statistical results from
the MoWiT model, presented in Appendix [C] fall for most of the analyzed parameters within
the range of the results from the OC3 phase IV participants. Only for the tower-top fore-aft
responses they deviate slightly from the OC3 phase IV results: smaller values by amount for
the shear force and larger values for the bending moment. The power spectra, presented in
Figures [4.15] and £.16] show - similarly to the results from DLC 4.2 - some significant devia-
tions from the OC3 phase IV results. Additionally to the differences in the range of the wave

peak frequency in the surge, heave, and pitch motions (Figures 4.15(a)| to 4.15(c))), as well as

the fairlead tensions (Figures [4.16(a)land [4.16(b)), there are some high oscillations striking in
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Figure 4.15: Aero-hydro-servo-elastic power spectra with irregular waves from DLC 5.3, part I.
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the higher frequency ranges in the yaw motion (Figure d.15(d)), tower-top fore-aft responses
(Figures[d.15(e) and B.I5(f)), out-of-plane blade-tip deflection (Figured.16(e)), as well as gen-
erator power and rotor speed (Figures [4.16(c) and 4.16(d)). These findings and behaviors are
analyzed in more detail in Section[d.1.3.3]
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Figure 4.16: Aero-hydro-servo-elastic power spectra with irregular waves from DLC 5.3, part II.

4.1.3 Discussion of the code-to-code comparison results

Some results of the code-to-code comparison DLC simulations are presented in Section[d.1.2.2]
where already minor comments on the degree of agreement are included. A more detailed
analysis, including discussion of deviations, more in-depth evaluations, as well as final remarks
and holistic reflections on the findings, is performed and presented hereinafter. As a general

remark, it has to be noted that the presented results from simulations with Dymola® based on
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the system model created by means of MoWiT are just adding one more result to the cross-code
comparison. For a final statement on the accuracy of the codes, the comparison would need to

be repeated when real data is available to validate the codes as well.

4.1.3.1 System-only analyses

The full-system eigenanalysis of DLC 1.2 shows overall mostly good agreement, as already
indicated in Section[4.1.2.2] The numerical comparison of the natural frequency and damping
ratio results, as presented in Tables {.6|and respectively, is done based on the range of the
results from the OC3 phase IV participants (minimum value up to maximum value), including
also the mean value for comparison with the results obtained by means of the MoWiT model.
The deviations in the surge and sway natural frequencies are very small and might be caused
by the implemented mooring system in MoWiT, which accounts for a varying stiffness matrix,
however, uses constant damping coefficients. The eigenfrequency in yaw, by contrast, is with
some larger deviation slightly higher than the results from the OC3 phase IV participants:
ranging from +8.3% up to even +40.9%, with around +23.4% deviation when taking the mean
value of the OC3 phase IV participants’ results. This discrepancy in the yaw eigenfrequency
is mainly due to the different platform yaw inertia of the modeled system, which is 43.6%
smaller than the defined value, as already outlined and explained in Section[4.1.1.2] The natural
frequencies in heave, roll, and pitch are in good agreement with the OC3 results.

Table 4.6: Natural frequencies (in Hz) from OC3 phase IV codes and MoWiT in comparison,
deviations are highlighted in red.

DOF OC3mean OC3min OC3max MoWIiT MoWiT deviation

Surge 0.0081 0.0077 0.0087 0.0075 —13.4% to —2.0%
Sway 0.0085 0.0077 0.0120 0.0075 —37.2% to —2.5%
Heave 0.0323 0.0313 0.0330 0.0325 —1.4% to +3.9%

Roll 0.0343 0.0305 0.0453 0.0316  —30.2% to +3.7%
Pitch 0.0343 0.0305 0.0452 0.0316  —30.0% to +3.8%
Yaw 0.1229 0.1076 0.1400 0.1516  +8.3% to +40.9%

With regards to the damping ratios, it first has to be emphasized that only three OC3 phase
IV participants have contributed their results, which reduces significantly their representative-
ness (see for example the outlier in the yaw DOF in Figure .6 or some very low values - not
visible in Figure [4.6] - in the other DOFs). Based on this little data available, it can be seen
that there is only a small deviation for the heave DOF, where a slightly higher damping ratio is
obtained in the MoWiT model; however, this is even the case where only one OC3 phase IV
participants’ result is valuable for comparison, as the other two results show unreasonable low

values.
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Table 4.7: Damping ratios from OC3 phase IV codes and MoWiT in comparison, deviations are
highlighted in red.

DOF OC3mean OC3min OC3max MoWiT MoWiT deviation

Surge 0.0663 0.0001 0.1369 0.1169 —14.6%to+1.2x 10°%
Sway 0.0661 0.00001 0.1368 0.1122 —18.0%to +1.1 x 10°%
Heave 0.0128 0.00001 0.0384 0.0445  +15.8% to +4.4 x 10°%

Roll 0.0609 0.0001 0.1415 0.0534 —62.3%to +3.8 x 10*%
Pitch 0.0611 0.0008 0.1415 0.0536  —62.1% to +6.4 x 103%
Yaw 3.3197 0.0446 9.8696 0.0605 —99.4% to +35.7%

Apart from the heave DOF, the MoWiT model yields very comparable results for the static
equilibrium positions for DLC 1.3 (Table @.8). The slightly deeper equilibrium position in
heave is opposite the expected deviation based on the difference in the hydrostatic buoyancy
force, outlined in Section4.1.1.2] The deviation might come from any differences in the moor-
ing system or a different value taken for the gravitational acceleration; however, this deviation
in the static heave equilibrium position is just minor when comparing the corresponding re-
sulting difference in mass with the total system mass. The horizontal tension forces from the
MoWiT model, however, are matching the OC3 phase IV results.

Table 4.8: Static equilibrium positions from OC3 phase IV codes and MoWiT in comparison,
deviations are highlighted in red.

DOF OC3 mean OC3 min OC3 max MoWiT MoWiT

deviation
Surge [m] —0.0352 —0.1100 0.0662 —0.0742  —212.1%

to +31.9%
Sway [m] —0.0002 —0.0010 289x 107 9.76x10°° —66.3%

to +101.0%
Heave [m] —2.83x 107 —0.0309 0.0400 —0.1290  —422.5%

to —317.8%
Roll [deg] —2.99 x 1073 —0.0002 559%x 1077  1.05x 1077 —81.3%

to +100.0%
Pitch [deg] —0.0566 —0.1185  —434x1077  —0.0605 —1.4x10"%

to +48.9%

Yaw [deg] —4.61x1077 —58x107% 1.48x107° 1.04x1077 —93.0%
to +101.8%

The degrees of agreement in the natural frequencies, damping ratios, and static equilibrium
solutions, obtained in the previous analysis, are clearly visible in the free-decay time series of
DLC 1.4: the surge free-decay test DLC 1.4a (Figure[4.7)) shows a slightly higher eigenperiod,
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but comparable damping; the heave response in DLC 1.4c (Figure fits very well with
respect to the eigenfrequency, but is slightly higher damped and reaches static equilibrium at
a slightly deeper position; the pitch response in DLC 1.4e (Figure 4.9) shows a slightly higher
eigenperiod, but comparable damping; and the yaw response in DLC 1.4f (Figure @.10) has a
slightly higher eigenfrequency and is a little bit stronger damped than most of the other codes.
Furthermore, the coupled responses between the DOFs are clearly visible in the free-decay

time series.

4.1.3.2 Hydro-elastic response analyses

Within the hydro-elastic response analyses with regular waves in DLC 4.1, no additional time
is simulated in Dymola®, for which reason the response time series in Figure show some
start-up transients in the curves from the MoWiT model, while these have been removed from

the results from the OC3 phase IV participants. These start-up transients influence especially

the results for the platform motions (Figures 4.11(a)|to 4.11(c)), as the equilibrium is not yet

achieved. But still, the wave oscillation and coupled response in surge and pitch is clearly
visible, while in heave the eigenfrequency is more dominating. The tower-top fore-aft bending
moment, induced by the oscillating mass of the RNA, agrees very well with the OC3 phase IV
results (Figure B.T1(e))), whereas the tower-top fore-aft shear force time series (Figure
shows a difference in the peak amplitude and a lack of higher frequency content, which is due
to the fact that the tower flexibility is not captured in the MoWiT model. For the downstream
fairlead tension, presented in Figure @.11(f)] the start-up transients are again visible; however,
it can be clearly seen that the time series approaches the steady-state conditions presented by
the OC3 phase IV participants.

When evaluating the hydro-elastic response due to irregular waves, first, it is realized that
some statistics of the time series from the MoWiT model, presented in Appendix [B] are slightly
smaller by amount than obtained from the OC3 phase IV simulation results. However, here it
has to be mentioned that not all OC3 phase IV participants have removed the start-up transients
for the statistical analyses, which - by contrast - is covered in MoWiT by evaluating only the
final fifth of the time series. But still, looking at the power spectra obtained with the MoWiT
model, as shown in Figure d.12] there are significant discrepancies within the results, for which
the argumentation on start-up transients does not apply.

Comparing the DLC 4.2 irregular wave spectrum (Figure[.17(a)) already indicates that the
simulated irregular wave in MoWiT differs from the wave in the simulations by the OC3 phase
IV participants. Commonly, a large number (in the order of a few hundred) of regular wavelets
of different periods and wave heights are superimposed for representing an irregular wave.
However, as apart from the spectral information (see Table .4) no more details are provided in
the OC3 phase I'V simulation descriptions, and for reasons of computational effort, the irregular
wave in MoWiT is simulated using just one seed. This explains the differences presented in
Figure but also indicates that all other results for response spectra are affected by
this. To prove this expectation that the discrepancies in the simulation results stem from the
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implemented irregular wave, the different wave input is “eliminated” in the response spectra by
multiplying the latter with a “correction factor”. This correction factor is rather to be seen as
a transfer function as it is directly the fraction of the OC3 phase IV wave spectrum (averaged
over the participants’ results) and the MoWiT wave spectrum; both mathematical operations
(averaging and division) are performed for each frequency value separately. Multiplication
of the response spectra with this correction transfer function happens as well frequency value
by frequency value. To show this effect, first, the corrected wave spectrum is presented in
Figure which corresponds, as intended, to the averaged course of the OC3 phase IV
wave spectra.
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Figure 4.17: Wave power spectra for DLC 4.2 in comparison.

The corrected response spectra (with eliminated difference in the wave input), generated in
the way as described above, are presented in Figure d.18] which already at first glance show
significant improvements compared to the unmodified results presented in Figure In the

power spectra of the platform motions (Figures 4.18(a)|to |4.18(c))), now, the peaks at the wave

peak period and at the eigenfrequency in the considered DOF, as well as peaks due to couplings

between different DOFs are clearly visible and better fit the OC3 phase IV results in the range of

the wave peak frequency, compared to the initial spectra presented in Figures4.12(a)|to{4.12(c)l

Similarly, after applying the correction transfer function, the power spectra for the tower-top
fore-aft shear force and moment, as well as for the downstream fairlead tension (Figures
to[d.18(D)) better resemble the trend obtained by the OC3 phase IV participants, while there are
still significant differences in the amount for the tower-top fore-aft loadings, which might as
well be induced due the rigid modeling of the tower in MoWiT. Furthermore, it has to be
noted that this approach of utilizing such a correction transfer function cannot capture any
nonlinearities coming from, for example, hydrodynamic viscous forces or nonlinear mooring

forces.
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Figure 4.18: Hydro-elastic power spectra with irregular waves from DLC 4.2, corrected for
eliminating the deviations in the irregular wave spectrum.

4.1.3.3 Aero-hydro-servo-elastic response analyses

With respect to the comparability of the time series of DLC 5.1 for the aero-hydro-servo-elastic
response analyses with regular waves and steady wind, the same aspect has to be commented,
as already indicated in Section #.1.3.2} the OC3 phase IV results show the steady-state re-
sponse, while the time series from MoWiT still contain start-up transients. These are mainly
visible in the time series of the platform motions (Figures #.13(a)| to @.13(d)) and fairlead ten-
sions (Figures [4.14(a)| and [£.14(b)), however, already diminish over the short simulation time.

Hence, nevertheless, the wave oscillation is clearly visible in these time series. In the remaining

presented parameters for tower-top fore-aft shear force and bending moment (Figures
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and |4.13(f)]), out-of-plane blade-tip deflection (Figure4.14(e))), as well as generator power and
rotor speed (Figures|4.14(c)|and 4.14(d)), the transients are very short or almost not noticeable

and their time series are in good agreement with the results from the OC3 phase IV participants.

For the case with irregular waves and turbulent wind, looking at DLC 5.3 with above rated
wind speed (which represents similar findings and conclusions as DLC 5.2 at rated wind speed,
as pointed out in Section d.1.2.2)), the statistical results from the MoWiT model, presented in
Appendix |[C| show - apart from the tower-top fore-aft loads - good agreement with the OC3
phase IV values. The outcome that the statistics for the tower-top shear force are predicted
with MoWiT smaller by amount than in OC3 phase IV might be due to the fact that the tower
is modeled as rigid structure in MoWiT instead of a flexible tower as defined in OC3 phase IV,
due to the reasons stated in Section This affects as well the results in the tower-top
fore-aft bending moment statistics.

With regard to the power spectra for DLC 5.3, as presented in Figures 4.15|and .16 there
are again large discrepancies between MoWiT and OC3 phase IV results observed. Hence, and
based on the findings from DLC 4.2, described in Section 4.1.3.2] the power spectrum for the
irregular wave in MoWiT is examined (Figure.19(a))), displaying a similar different behavior,
due to the same reason of how the irregular wave is modeled in MoWiT (using - for compu-
tational reasons - just one seed for describing the irregular wave, which is not further defined
in the OC3 phase IV descriptions), as explained in Section4.1.3.2] Thus, a correction transfer
function is determined accordingly to the approach followed for DLC 4.2 in Section
The corrected wave spectrum (Figure f.19(b)) matches well the wave spectrum from OC3

phase 1V, averaged over the participants’ individual results.
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Figure 4.19: Wave power spectra for DLC 5.3 in comparison.

However, as DLC 5.3 also deals with turbulent wind, the power spectrum of the wind is
analyzed as well, as presented in Figure This shows, despite the good match of the
statistics for the turbulent wind, some different curve than obtained from the OC3 phase IV
participants: the power spectrum from MoWiT is much less steep and has some larger oscilla-
tions in the higher frequency range. The difference in the spectrum could be due to the fact that

the Kaimal model is used for generating the turbulent wind time series in MoWiT instead of the
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prescribed Mann model in OC3 phase IV, as indicated and explained in Section d.1.2.1] Due
to the fact that this discrepancy in the wind spectrum is as well expected to affect the response
spectra, another correction transfer function, now for the wind spectrum, is determined, accord-
ing to the same approach used for the irregular wave spectrum, as explained in Section[d.1.3.2]
The corrected wind spectrum is presented in Figure .20(b)|and now shows a comparable trend

similar to the OC3 phase IV (averaged) results.
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Figure 4.20: Wind power spectra for DLC 5.3 in comparison.

In order to eliminate the differences in the input for the irregular wave, as well as for the
turbulent wind, the power spectra of the responses are to be multiplied with the correction
transfer functions. However, as now two deficient inputs play a role, it is important to take care
of the influence of wind and wave on the single system parameter. Hence, the power spectra of
the platform motions in surge, heave, pitch, and yaw, presented in Figures[d.15(a)|to. 15(d) and
in which the trend of the original wave spectrum from MoWiT (Figure shines through
in some frequency ranges, are adjusted by applying the wave correction transfer function, as, in

addition, the platform motions are expected to be mainly affected by the hydrodynamics. This
yields the corrected power spectra for the platform motions, as visualized in Figures to
B.21(d)] The shapes of the power spectra for the surge, heave, and pitch DOFs have improved,
while the power spectrum for the yaw motion is still quite different. This might be due to
the fact that a turbulent wind could cause yaw motion of the entire floating system; however,
utilizing the wind correction transfer function instead of the wave correction transfer function
would result into much too high values.

The tower-top fore-aft loadings, as well as the out-of-plane blade-tip deflection, generator
power, and rotor speed are mostly influenced by the aerodynamics. Furthermore, in the original
spectra (Figures . 15(e), [.15(F), and [F.16(¢)| to #.16(¢)) the wind spectrum from MoWiT (Fig-
ure is partially visible. Thus, these power spectra are corrected by applying the wind

correction transfer function, which yields some improvement, as presented in Figures
A.21(D)], and[d.22(c)| to [#.22(e)l While there are still quite large oscillations at high frequencies,
the steepness of the spectra are now much more comparable.
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Figure 4.21: Aero-hydro-servo-elastic power spectra with irregular waves from DLC 5.3, corrected for
eliminating the deviations in the irregular wave and turbulent wind spectra, part .

Finally, for the remaining two parameters to be analyzed - the downstream and upstream

fairlead tensions - the wave correction transfer function is again applied to the original spectra
(Figures [4.16(a)|and .16(b)), as the hydrodynamics are expected to be the primary influencing

factor. This way, a significant improvement, especially in the range of the wave peak frequency,
can be achieved, as presented in Figures [4.22(a) and 4.22(b)|
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Figure 4.22: Aero-hydro-servo-elastic power spectra with irregular waves from DLC 5.3, corrected for
eliminating the deviations in the irregular wave and turbulent wind spectra, part II.

4.1.3.4 Brief résumé of the model verification

In consequence of missing data and incomplete information, assumptions are required to de-
velop an aero-hydro-servo-elastic coupled model of dynamics for the OC3 phase IV spar-buoy
FOWT system, based on MoWiT. Due to these assumptions, some (minor) deviations in the
model characteristics are obtained and corresponding differences in the simulation results ex-
pected, which, however, can be taken into account in the analyses of the code-to-code compar-
isons. In this regard, the code-to-code comparisons of the MoWiT simulation results show for
the system-only analyses, as well as for the hydro-elastic and aero-hydro-servo-elastic response
analyses in regular and steady environmental conditions, overall good agreement with the re-
sults from various other wind turbine system tools used by the OC3 phase IV participants. In

irregular and turbulent environmental conditions, however, further discrepancies are obtained
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due to differences in the environmental inputs, start-up transients still contained in the time se-
ries and resultant power spectra, and unconsidered tower flexibility in the MoWiT model. The
comparability of the power spectra of the system responses can already be improved by apply-
ing a correction transfer function, however, nonlinearities or effects of the start-up transients
cannot be captured with this approach. Thus, MoWiT can already be utilized for fully-coupled
aero-hydro-servo-elastic simulations, as well as design assessment and development of FOWT
systems; however, for a full verification of the FOWT system model, more detailed results as-
sessments - including new simulations of the DLCs based on an updated system model, as well

as environmental inputs that are adjusted and verified beforehand - are needed.

4.2 Development of a framework for wind turbine design and op-

timization

Standards or technical specifications by Det Norske Veritas DNV| (2014), DNV GL) (2018c}
2016a)), or International Electrotechnical Commission IEC| (2019b\cla) describe DLCs, which
are grouped into normal, fault, and other (transport or installation) design situations. DLCs are
used to asses ultimate and fatigue loads on the system and this way to approve its integrity and
to show that the wind turbine can withstand environmental conditions during its design life.
Considering various normal and extreme conditions for the different design situations leads to
a huge set of load cases, for which prescribed parameters have to be set. For this application
an automated simulation framework is valuable.

Furthermore, to support the development of a wind turbine design through an optimization
process, iterative simulations have to be executed. In these, a number of design variables have
to be modified until an appropriate design, optimized with respect to a range of prescribed
criteria, is achieved. However, due to the complexity of wind turbine systems, as well as their
non-linear and fully-coupled aero-hydro-servo-elastic behavior, this optimum solution has to
be derived through modeling and simulation. Thus, a framework for automated optimization
of wind turbine systems is essential.

A huge variety of optimization methods is available and finds application to optimization
tasks for the complex engineering systems in the field of renewable energies (Momoh & Suren-
der Reddy| 2014, Banos et al.||2011). In the particular case of wind turbine systems, not only
the optimization approaches, but also the optimization objectives are multifaceted. Apart from
the most common and overall goal of reducing the system costs or LCoE (Hou et al.|[2019,
Mytilinou & Kolios| 2019, Mytilinou et al.| 2018}, [Lemmer et al.|[2017, Mytilinou & Kolios
2017, Wang et al.|2016, |Ashuri et al.|[2014, Herbert-Acero et al.[|2014] [Muskulus & Schafhirt
2014, Sandner et al.|2014, |Valverde et al.|2014, Harer| 2013, |Fylling & Berthelsen|2011)), the
optimization focus also often lies on the loads on the system, including fatigue (Lemmer et al.
2017, |Chew et al.[|2016, |Ashuri et al.[2014, Muskulus & Schathirt|2014, Sandner et al.|[2014,
Harer|[2013], |[Fylling & Berthelsenl[2011)), as well as the dynamic system response (Lemmer
et al.[[2017} Sandner et al.|2014} Fylling & Berthelsen|2011} Clauss & Birk||1996)). The compo-
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nent of interest, which is to be optimized, ranges from the blades (Ashuri et al.[2014), the tower
(Wang et al.|[2016| |Ashuri et al.[|2014) [Muskulus & Schathirt|2014), and the support structure
(Chew et al.|[2016] Muskulus & Schathirt 2014, |Clauss & Birk|[1996), which might even be
floating (Lemmer et al.|[2017, 2016} [Sandner et al.|[2014, Harer; 2013, [Fylling & Berthelsen
2011}, Clauss & Birk|1996)), to the mooring lines and power cable (Fylling & Berthelsen|2011]),
and even to wind farms, which might be optimized with respect to their location, layout, or
utilized turbines (Hou et al.[|2019, Mytilinou & Kolios|[2019, [Mytilinou et al.|2018, [Mytilinou
& Kolios|2017, Herbert-Acero et al.|2014} |Valverde et al.[|2014). The optimization itself can
be done analytically and gradient-based (Chew et al.|2016, |Ashuri et al.|2014] |Clauss & Birk
1996)); however, most commonly evolutionary and genetic algorithms are applied (Mytilinou &
Kolios|[2019, [Mytilinou et al.|2018, Mytilinou & Kolios| 2017, Wang et al.|[2016, [Hérer|2013).
Furthermore, due to the high complexity of wind turbine systems, simplified models, such as
multibody or reduced-order models, are utilized for the application in optimization tasks (Lem-
mer et al.|[2017] 2016, Sandner et al.[|2014} [Harer|[2013| [Fylling & Berthelsen|[2011). Even in
the already quite established field of wind farm design and layout optimization, the single wind
turbine system is extremely simplified, as the main emphasis is on the farm economics and not
on the fully-coupled system dynamics of each single wind turbine within the farm.

The presented literature shows the need and relevance of design optimization methods for
wind turbine systems; however, apart from a few multidisciplinary approaches focusing on
more than just one system component (Ashuri et al.|2014} [ Muskulus & Schafhirt|2014} [Fylling
& Berthelsen|2011)), the available optimization methods are mostly tailored to the specific op-
timization task and component of interest. This is reflected as well by the manner, in which
the system is implemented: simplified and reduced-order models for the wind turbine system
are utilized (Lemmer et al.[|[2017, 2016, |Sandner et al.| 2014, Harer|[2013)), as well as aero-,
hydro-, control, and structural dynamics are only selectively and/or just rudimentary repre-
sented (Wang et al.|2016, |[Fylling & Berthelsen 2011} |Clauss & Birk||[1996). Each method
presented in the literature is valuable but limited to certain optimization problems. Thus, a
holistic approach for optimization of wind turbine systems, involving all system components,
as well as their fully-coupled aero-hydro-servo-elastic behavior, is the next development step
and level of wind turbine design and optimization. Such a holistic and highly flexible opti-
mization framework is developed and presented in this section. This framework is not only
suitable for systematic optimization of wind turbine systems, but also for automated execution
of simulation and optimization tasks. Furthermore, it implies fully-coupled simulations of any
wind turbine system - even floating.

Thus, first (Section 4.2.T)), a generic description of such a framework for automated wind
turbine system simulation is presented. The application of this for automated DLC simula-
tions is shown afterwards in Section §.2.2] To cope also with optimization tasks, additional
features need to be considered and incorporated in the framework (Section 4.2.3). The broad
range of applications of the framework for optimization problems is outlined and discussed in
Section {.2.4] while the framework is utilized for the design optimization tasks presented in
Chapters [5]and 6]
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4.2.1 Framework for automated simulation

To establish a framework for automated simulation of wind turbine systems, three main compo-
nents, as presented in Figure .23 and described hereafter, are considered to be required. This
modular structure allows the utilization of unique modules, which are sophisticated for the par-

ticular application. The selected tools for the framework utilized in this work are presented in
the end (Section[4.2.1.4)) and denoted as well in Figure [4.23]

4.2.1.1 Modeling environment

First, there is the need for a modeling environment, which is capable of representing the non-
linear and fully-coupled aero-hydro-servo-elastic behavior of an onshore or offshore wind tur-
bine system, which might be in the latter case bottom-fixed or even floating. Within the model
all components of the system, corresponding parameters and variables, as well as their physical
relations and the systems of equations have to be specified.

Various codes and tools for wind turbine modeling, load calculation, and fully-coupled
aero-hydro-servo-elastic simulation - as presented and described in more detail in Section

and applied to code-to-code comparison tasks - are already developed, such as:

* Bladed (DNV GL|2020) by DNV GL, which is a wind turbine design and simulation
software, by which means both the wind turbine and its environment can be modeled
(DNV GLJ2018a);

* FAST (Jonkman|[2018]) by NREL, which is an aero-elastic simulation tool for horizontal
axis wind turbines, based on a code containing models for aero-, hydro-, control, and
structural dynamics (Jonkman & Buhl|2005));

* HAWC?2 (Kristiansen|[2020) developed at Risg National Laboratory in Denmark, which
is an aero-elastic code for wind turbine design and load simulation and covers vari-

ous models for dealing with aero-, hydro-, control, and structural dynamics (Larsen &
Hansen|2015));

* MoWiT developed at Fraunhofer IWES in Bremerhaven, Germany, which is based on the
open-source object-oriented and equation-based modeling language Modelica® (Mod-
elica Association|2020a) and by which means the entire wind turbine system can be
represented through models for each single component, including the environment and
aero-hydro-servo-elastic dynamics (Leimeister & Thomas| 20174, [Thomas et al.|[2014,
Strobel et al.|2011)).

4.2.1.2 Simulation tool

Having created the wind turbine system model, it needs to be passed on to a simulation tool.
Additionally, simulation settings, such as simulation duration, solver type, step size, and toler-

ance have to be defined.
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The simulation tool could either be already integrated in one tool together with the code
for modeling or could be separated from the modeling environment. For the modeling tools,
presented in Section |4.2.1.1} the corresponding simulation environments are as follows:

* the Bladed software package directly contains modules for simulations execution, results

analyses and post-processing, as well as batch calculations (DNV GL|2018a);

* the FAST tool also not only contains code and models, but is as well capable of executing

time-domain simulations (Jonkman & Buhl|[2005));

» within the HAWC?2 code there is directly a simulation command block, which specifies

the simulation settings when executing the file (Larsen & Hansen|2015);

 however, in order to translate and simulate Modelica® models, a separate simulation
environment is required. There is a huge number of commercial and free tools (Modelica
association|[20205), which can be used together with Modelica®. At Fraunhofer IWES,
Dymola® by Dessault Systémes| (20154.b) is utilized for simulating models based on
MoWiT in time-domain, due to the available interfaces to MATLAB® and Simulink
and as Dymola® is highly suitable for system models which obey a large number of

equations.

4.2.1.3 Programming framework

Finally, a programming framework, capable of interfacing with both the modeling environment
and the simulation tool, needs to be established. Within this programming framework all steps
required for automated execution and control of wind turbine system simulations are defined,

from model processing, through simulation management and execution, to the final output.

Processing the model In the first step, the wind turbine system model created in the model-
ing environment (see Section[d.2.1.T)) and passed to the simulation tool (see Section[4.2.1.2)) is
processed. Thus, an interface between the modeling environment and the programming frame-
work has to be set up, but also already the link to the simulation tool has to be established.
Through this interface, on the one hand, the specified model is provided and given as input to
the programming framework. Apart from this, however, the interface should also allow to some
degree for modifications of model and initial defined settings. This is highly relevant when it
comes to DLC simulations or optimization tasks, in which one and the same base model is
used, however, either environmental parameters or turbine operational stage (in case of DLC
simulations) or design variables (in case of optimization tasks) differ from simulation to sim-
ulation. Hence, it should be possible to redefine system parameter values, but also to specify
the simulation settings, which are then further processed to the simulation tool when executing
the task. Furthermore, within the model processing step, the output parameters are defined and
- depending on the capability of and interface with the simulation tool - additional code for

saving the results in an output file is written. Finally, the model processing step should also
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extract from the model and simulation settings the number of simulations which are to be run.

This is relevant for managing the simulations, as explained hereinafter.

Managing the simulation When managing the simulation, one and the same or several dif-
ferent processed models can be dealt with at the same time and in different ways. Thus, it can
be specified that the model is just translated or as well simulated, or even only some partial
or preparative simulation tasks, such as creation of turbulent wind speed time series, are exe-
cuted. Having declared the manner, in which the models are to be dealt with, now the number
of simulations, which is provided for each processed model as mentioned before, and the num-
ber of processors, which can be used for executing the task, are important. The latter has to
be specified by the user and has to be consistent with the available logical processors. Thus,
depending on the settings and user preferences, as well as the computer or system capabilities,
the simulations of the models in the simulation tool can be run one by one after each other or
executed simultaneously, using several processors in parallel. The latter option, of course, is
of high interest and advantage (with respect to time-efficiency) when having to handle a large

number of simulation tasks, as is the case with DLC simulations and optimization processes.

Executing the task Based on the model processing and simulation management done before-
hand, commands are written in the programming framework for finally executing the specific
task. Thus, the interface from the modeling environment through the programming framework
to the simulation tool is used to simulate the model or just to create other wind turbine sys-
tem input files, for example a time series of the wind speed for representing turbulent wind.
Furthermore, additional code for post-processing of the results or for extending the frame-
work to the application for optimization tasks can be written at this point in the programming
framework. More information on the incorporation of optimization functionalities in the pro-

gramming framework are given in detail in Section4.2.3

Output After execution of the simulation tasks, the specified parameters are given as output
and the corresponding results and/or the further post-processed results are written in an output
file, according to the commands given when processing the model and the additional code
defined in the last step within the programming framework for executing the task, as described
before.

4.2.1.4 Selected tools for utilized framework

In Figure the tools, which are selected to be incorporated in one framework for automated

simulation, are denoted:
1. MoWiT as modeling environment;

2. Dymola® as corresponding simulation tool for executing time-domain simulations; and
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3. Python (Python Software Foundation||2020) as programming interface for external and

automated control of the simulations.

These tools stand in perfect mutual complement. The Modelica® based modeling envi-
ronment in combination with the Dymola® simulation engine is very suitable for time-domain
simulations of complex multi-physics engineering problems. Programming in Python, on the
other hand, facilitates the management and handling of simulations, controls the entire simu-
lation process, and creates a set framework for automated application to engineering system

models and problems.

MoWiT and Dymola® for modeling and simulation MoWiT is selected as modeling envi-

ronment due to its beneficial properties.

* High flexibility
Due to the object-oriented and equation-based modeling language Modelica®, its hier-
archical programming structure, and its multibody approach, the complex wind turbine
system can be represented through component-based numerical models, as described in
detail with respect to their physics in Section Thus, MoWiT contains six main
components (rotor, nacelle, operating control, support structure, wind, and waves), which
comprise further subcomponents, such as the hub and blades within the rotor component,
the drivetrain and generator within the nacelle component, or within the support struc-
ture component the tower, substructure, as well as ballast and mooring lines in case of a
floating system. The single components and models are interconnected to represent the
fully-coupled aero-hydro-servo-elastic behavior of wind turbine systems, as presented in
Figure[d.2] By adapting or exchanging single components, any state-of-the-art wind tur-
bine system type (onshore or offshore, bottom-fixed or floating), various environmental

conditions, and different simulation settings can be modeled.

* Continuous enhancement and extension

The development of MoWiT directly happens at Fraunhofer IWES, which has the code
and knowledge at its own disposal. This allows continuous enhancement and extension
of the library - as done by |Leimeister & Thomas|(2017a)),[Thomas et al.|(2014)), and [Stro-
bel et al.|(2011) - and including also verification and validation of the code - as covered in
Section4.T|and performed by [Robertson et al.| (2020), Popko et al| (2019), Leimeister &
Dose| (2018)), [Popko, Huhn, Robertson, Jonkman, Wendt, Miiller, Kretschmer, Vorpahl,
Hagen, Galinos, Le Dreff, Gilbert, Auriac, Villora, Schiinemann, Bayati, Belloli, Oh,
Totsuka, Qvist, Bachynski, Sgrum, Thomassen, Shin, Vittori, Galvan, Molins, Bonnet,
van der Zee, Bergua, Wang, Fu & Cail (2018)), and [Leimeister & Thomas|(20175). Thus,
different theories and approaches are implemented to represent the aero-hydro-servo-
elastic dynamics of a wind turbine system and the degree of detail is refined on and
on. The current capability of the in-house library MoWiT is presented in detail in Sec-
tion and shortly summarized as follows (Leimeister & Thomas|2017a, Thomas
et al.[2014, [Strobel et al.|[2011).
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— The BEM theory with dynamic stall and dynamic wake, or the generalized dynamic

wake model with dynamic stall, or stochastic wind and gust models can be utilized

to represent unsteady aerodynamics.

The hydrodynamic loads of regular or irregular waves can be determined based on
the Morison equation or the MacCamy-Fuchs approach, with having different wave
theories (linear Airy or non-linear Stokes) available and optionally accounting for
wave stretching (Wheeler or linear extrapolation). The buoyancy force and righting
moment are calculated in time-domain depending on the actual local surface ele-
vation and the current position of the offshore structure. Additionally, loads from
different current types (breaking wave induced, wind-generated, or sub-surface) are

considered.

The servo dynamics are represented by means of a built-in operating control or a

generic dynamic link library interface.

Finally, the elastic behavior is addressed with the aid of the multibody approach,
using Euler-Bernoulli or Timoshenko beam elements. Blades and tower can as
well be represented by modal reduced anisotropic beams, considering deflection

and torsion, and even accounting for bent-twist coupling effects in the blades.

* Broad range of applications

Apart from the fully-coupled time-domain simulation of wind turbine systems, MoWiT

serves as basis for a wide range of other applications, such as

real-time simulations in a hardware-in-the-loop environment;
usage of components in MATLAB® and Simulink;
automated simulation of design load cases;

automated system and component optimization.

The latter two are realized by means of the framework for wind turbine design and opti-

mization presented in this work.

In Modelica®, using MoWiT, the considered wind turbine system is specified and all pa-

rameters are set, so that the model can be simulated in the corresponding utilized simulation
tool Dymola®. This way a Modelica® package is created, which is the main input to the
programming framework as it contains all necessary information about the simulated model
(structure, components, parameters, equations, states, ...). In order to modify specific param-
eter values and settings according to specific simulation requirements still when processing
the model in the programming framework, the foundation has to be laid already in the model
set up based on MoWiT. In the Modelica® modeling language, it can be stated - by adding
annotation(Evaluate=false) to certain variables, when defining them in MoWiT - that
these variables are not evaluated and replaced by the predefined value, but remain with their
variable name in the model and, hence, can still be addressed when processing the model in the

programming framework.
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Python for the programming framework The programming framework, used in this work
in conjunction with MoWiT and Dymola®, is written in Python. Python is among others a
commonly used programming language (Python Software Foundation|2020), but has impor-
tant advantages over some other well-known programming languages. First of all, Python is
not commercial, furthermore, several open-source libraries exist, moreover, the area of applica-
tion is very broad, and Python is judged to be very suitable for different programming levels and
purposes (McKinney|2013). Thus, for example packages defining interfaces between certain
tools are already available, such as the Python package BuildingsPy (The Regents of the Uni-
versity of California/2020), which links Python with Modelica® and Dymola®, or the code for
tools like HAWC?2 can directly be generated using Python scripts. Also wind turbine specific
tools, such as TurbSim (Jonkman|2009) for generating turbulent wind fields can be addressed
through Python.

In specific for the MoWiT-Dymola®-Python framework, when processing the model, the
interface between the utilized tools can directly be defined by means of the available Python
package BuildingsPy. The further steps within the model processing - model parameters redefi-
nition, simulation settings, and output definitions, as explained in Section#.2.1.3]- are specified
in Python scripts. For the simulation management, the option to generate turbulent wind fields
is available to be selected, as the above mentioned tool TurbSim (Jonkman|2009) is integrated
in the Python programming framework. This way, a turbulent wind speed time series can be ob-
tained by means of the framework and then directly used when simulating the processed model
in a consecutive step. Finally, Python offers wide possibilities, when intending to add code
for post-processing or further extension of the framework, as this can be dealt with by means
of additional scripts and by utilizing available Python packages, for example for addressing

optimization tasks, which will be investigated in more detail in Section 4.2.3

4.2.2 Application for DLC simulations

The framework for automated simulation gains meaningful importance for the application for
lifetime and fatigue analyses of wind turbine systems, as these come usually with a huge num-

ber of DLC simulations.

4.2.2.1 The role of DLCs for wind turbine systems

For examining a wind turbine design, load calculations are essential to analyze the wind turbine
performance in different environmental and operational conditions, determine ultimate and
fatigue loads on turbine components, estimate damage, integrity, and lifetime of the system, as
well as assess the system performance in fault conditions.

Several distinct DLCs for wind turbine systems are proposed by standards like DNVGL-ST-
0437 (DNV GL|20164d) and IEC 61400-1 (IEC[20194)), or DNVGL-ST-0119 (DNV GL|2018c),
DNV-0S-J101 (DNV|2014)), IEC 61400-3-1 (IEC|20195), and IEC TS 61400-3-2 (IEC|2019c¢)
with special focus on offshore (floating) wind turbine systems. These cluster different design

situations, meaning the operating state of the wind turbine, such as power production with or
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without occurrence of a fault, start-up, normal or emergency shut-down procedures, parked
conditions with or without occurrence of a fault, as well as other situations (e.g. transport,
assembly, maintenance, or repair). For each design situation various environmental conditions
have to be considered. One essential parameter is of course the wind, which could be steady
or follow a normal or extreme turbulence model, range from cut-in to cut-out wind speeds of
the operating system or take on extreme values for 50-year events, represent extreme operating
gusts, or contain extreme direction changes. In case of offshore wind turbines, additional
environmental factors play a role. Thus, the sea state, represented by regular or irregular waves
for normal or extreme events, is to be defined. Furthermore, wind and waves could be uni- or
multi-directional, but also misaligned with respect to the wind turbine. Apart from waves, also
currents have to be taken into account when dealing with an offshore system. These can either
consist of sub-surface currents and/or wind generated, near surface currents, and/or breaking
wave induced surf currents. Finally, in some DLCs fault conditions have to be considered,
which could for example be the loss of electrical network or a fault in the control system to
pitch the blades or yaw the nacelle.

Thus, there is a large number of different simulations with one and the same wind turbine
system model, in which specific settings and parameter values are to be defined. To reduce the
dimension of the system analysis task, often only the prevailing DLCs and environmental con-
ditions, which are assessed as most relevant for the considered system and problem of interest,
are utilized (Stieng & Muskulus|2019, Krieger et al.|2015, Matha et al.|2014} Bachynski et al.
2013). But still, several iterative simulations have to be performed and the number of simu-
lations will multiply quickly if the wind turbine system develops within the design process.
Hence, automated DLC generation and simulation are relevant for repetitive detailed analyses

of various wind turbine systems.

4.2.2.2 Realization of DLC simulations with the framework for automated simulation

When using the programming framework for DLC simulations, several parameters have to be
specified and additional information has to be provided when processing the model. One DLC
comes with different wind speeds, seeds for turbulent wind, yaw misalignment angles of the
turbine with respect to the incoming wind direction, initial rotor positions, direction angles of
gusts if applicable, as well as - additionally for offshore systems - wave heights, wave periods,
seeds in case of irregular waves, and wind-wave-misalignment angles. Therefore, many simu-
lation cases result from one DLC. An effective implementation with respect to computational
effort allows combination of different parameter settings, for example by splitting the wind seed
numbers and distributing them to the yaw misalignment angles. To uniquely denominate the
single simulations within one DLC, a suffix follows the DLC name. This suffix is constructed
according to a predefined naming convention, which uses the values in combination with the
coefficients (similar to an abbreviation) of the above mentioned parameters. This naming con-
vention could be for example DLCx_-wW _sS_yY, with x indicating the number of the DLC,

W being replaced by the considered mean wind speed, S referring to the seed number for the
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random generation of the turbulent wind conditions, and Y specifying the yaw misalignment
angle between wind direction and the perpendicular to the rotor plane. As the characteristic
irregular wave parameters are mostly different depending on the considered wind speed case
and for each wind seed also an unique seed number for the random phase angle is commonly
used, these values do not need to appear in the naming convention. However, this can further
be extended, if additional aspects - such as wind-wave misalignment - have to be considered.
Thus, in the model processing step within the programming framework (Section 4.2.1.3)),
additionally the name of the simulation file needs to be specified according to the naming
convention and the simulation parameters are set, both based on the values of the coefficients
for wind and wave parameters. For the sake of clarity, it makes sense to use separate pro-
gramming scripts for each DLC to prescribe these values and settings. The DLC specification
scripts can be based on a standard or technical specification by IEC (IEC 61400-1 (IEC|20194),
IEC 61400-3-1 (IEC|20195), or IEC TS 61400-3-2 (IEC|2019¢)) or a standard by DNV GL
(DNVGL-ST-0437 (DNV GL|20164d), DNVGL-ST-0119 (DNV GLJ2018¢), or DNV-0OS-J101
(DNV|2014)). The determination of the single parameter values for each simulation within one
DLC, as well as the assignment of the values to the parameters within the wind turbine system
model follow directly the coding in the model processing step and the DLC definition scripts.
Thus, only the basic settings and system parameters are needed as input, on which basis then
the framework internally and automatically sets up and simulates all the single DLC subcases.
In addition, the programming framework - within the final step when defining everything
for the task execution - can also be used to code a post-processing method to write the results
from the DLC simulations in a MLife-compatible output file. By means of this post-processed
output file, the simulation results can further be evaluated using MLife (Hayman|2018)). The
MATLAB®-based tool allows statistical, short-term, and lifetime analyses of the considered
wind turbine system. This way, extreme and mean values of structural loads, as well as their
standard deviations can be determined, but also fatigue calculations for short-term damage-

equivalent loads or for the lifetime damage performed. (Hayman & Buhl/[2012} [Hayman|[2012])

4.2.3 Incorporation of optimization functionalities

By incorporating additional functionalities and features, the framework for automated simula-
tion can be extended to be also used for simulation-based optimization, as defined by (Gosavi
(2015)). Such an automated optimization procedure is highly beneficial because wind turbine
systems cannot directly be optimized just by utilizing mathematical operations, as the non-
linear system is too complex (with even much greater complexity in case of FOWTs), and,
thus, optimization tasks on wind turbine systems come with several iterations (corresponding
to a large number of simulations) until an optimum solution is found.

The programming framework introduced in Section serves as basis. The extension
happens in the task execution step, as visualized in Figure[#.24] At this point, the optimization
task has to be introduced, specified through the optimization problem (Section [4.2.3.1)), the
optimizer (Section[4.2.3.2), and the optimization algorithm (Section[4.2.3.3).
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4.2.3.1 The optimization problem

The optimization problem, meaning the optimization task, has to be defined. This comprises the
declaration of optimization (or so-called design) variables (x;), which are to be modified during
the optimization process; objective functions (f;), which describe the targets of the optimization
and are (depending on the optimization routine) mostly formulated in such a way that the
functions are to be minimized; and (in-)equality constraints (g; < 0 and &; = 0, respectively)
for optimization criteria and parameters, if they are only allowed to take on specific values or
for instance the target value should be approached from only one side on the numerical scale.
The general formulation of such an optimization problem with multiple objective functions can

be written as

find X ={x1,...,x}

to minimize f;(X,system(X)) yi=1,..1
subjectto  h(X,system(X)) =0 ,i=1,...m
subjectto  g;(X,system(X)) <0 ,i=1,..,n

The functions are either directly depend on the design variables, collated in the design variables
vector X, or also on the resulting fully-coupled floating wind turbine. Due to the complexity of
the considered FOWT system, a new external function system(X) is introduced, which means
that the fully-coupled FOWT system with the specified design variables is evaluated externally
by means of the model definitions based on MoWiT and corresponding simulation analyses, to

finally derive the parameters for the objective functions and constraints.

Design variables Within an optimization task there are parameters of the wind turbine system
selected, which may be modified during the optimization. These optimization variables are
specified, using the parameter names according to the model definition. Since these parameters
are assigned new values during the optimization, it is important that they are still existing in
the compiled model (see the remark in Section[4.2.1.4).

Objective functions Apart from the modifiable wind turbine system parameters, the specific
goal of the optimization has to be specified, but also several objectives can be pursued within
one optimization task. These goals are defined through objective functions - expressions which
are to be (depending on the specific optimization routine, but typically) minimized. Using a
parameter (criterion), taken from simulation results or from further processing of these, and
having the target value (goal) for this criterion, possible notations of the objective function
could be for example Equations.TJand[.2] with or without using a normalization, respectively.
If no target value is prescribed and the parameter directly is to be minimized (or maximized),

just criterion (or —criterion) is given as expression.

|criterion — goall|

4.1
goal
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criterion — goal 4.2)
8

Such expressions can be set up for each objective; however, in that case, the optimizer
has to be capable of processing multiple objective functions at the same time. In the other
case, if the used optimizer is not a multi-objective (MO) one and thus can only cope with one
single objective function, all goals have to be combined in one equation. In this case, typically
weight factors (weight) are incorporated, which allow for differentiating the importance of the
single objectives. Thus, the objective function for / goals could be written for example as in

Equations {.3| and [4.4] considering the same two cases with or without normalization of the

objective.
L |criterion; — goal,|
Z weight; (4.3)
=~ goal;
/
Z weight; |criterion; — goal,| (4.4)

i=1

(In-)equality constraints The two key elements of the optimization problem are already
specified by means of the optimization variables and the objective functions; however, further
input can be given in form of constraints. These can apply to the design variables, goals or
further other parameters, if only certain values are allowed or if dependencies or relations
exist.

The values, which the design variables may take on, are commonly constrained. Thus, the
allowable value ranges, provided in terms of lower and upper limits, have to be declared for
each of the optimization variable, which limits the design space investigated. The lower and
upper bounds can be written in form of inequality constraints; however, if only discrete values
are allowed to be taken on, equality constraints are utilized.

Furthermore, the goals within the objective functions might also be constrained or have
to stand in a defined relation to each other. In such a case of having a constrained problem,
additional equations for the limiting conditions are to be provided. When, for example, using
the objective function given in either Equation {1 or Equation [4.2] which is to be minimized,
but also wanting to constrain the criterion to approach the goal from the left side on the nu-
merical scale, meaning not exceeding the target value, the constraint can be defined as given in
Equation

criterion — goal <0 4.5)

In optimization scripts, which separate the parameter relation (left-hand side of Equa-
tion from the (in-)equality constraint (< #, > #, = #, # #, with a number #), the code
might be simplified if all constraint equations are converted into such a formulation, that all
use the same (in-)equality constraint. Then, the left-hand side expressions can be provided as

vector input, while for the (in-)equality constraint only one type needs to be specified.
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4.2.3.2 The optimizer

Having the optimization problem defined, an optimizer has to be selected for executing the
optimization algorithm, and thus solving the optimization task. A variety of available opti-
mizers is presented in Table The optimizers are grouped according to their basic method
into quasi-Newton methods, sequential quadratic programming (SQP), evolutionary algorithms
(EAs), particle swarm optimization (PSO), and other types. Furthermore, it is indicated if the
optimization routine requires gradients or if it is a gradient-free method. This might be rel-
evant when dealing with complex systems, such as an aero-hydro-servo-elastic wind turbine,
where the system complexity cannot be minimized and represented by means of one single
system equation. Another important feature is the capableness of the optimizer to handle MO
problems, which is already mentioned in Section 4.2.3.1] Thus, in Table {.9]it is additionally
indicated which optimizers can process multiple objective functions.

For the application in a Python environment - as the utilized programming framework spec-
ified in Section - there are several open-source optimizers available, such as optimiza-
tion routines from OpenMDAO (open-source multi-disciplinary design, analysis, and optimiza-
tion), an open-source framework for efficient multi-disciplinary optimization, (openmdao.org
2016); PyGMO (Python parallel global multi-objective optimizer), focusing on (MO) opti-
mization, (Izzo & Biscani|[2015)); or Platypus with a special focus on MOEAs (multi-objective

evolutionary algorithms) (Hadkal2015]) - just to name a few examples.

Table 4.9: Overview of different optimizers (openmdao.org|2016| Hadka|2015} [zzo & Biscani|2015).

Category: Quasi-Newton methods

Optimizer Meaning Gradient- MO
Newton-CG  Newton conjugate gradient based
TNC Truncated Newton based
Powell based
BFGS Broyden-Fletcher-Goldfarb-Shanno based
L-BFGS-B Limited-memory BFGS with box constraints based

Category: SQP

Optimizer Meaning Gradient- MO
FSQP Feasible SQP based
PSQP Preconditioned SQP based
SLSQP Sequential least squares quadratic programming based
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Table 4.9: Overview of different optimizers. (cont.)

Category: EA

Optimizer Meaning Gradient- MO
GA Genetic algorithm free X
NSGAII Non-dominated sorting GA 11 free X
NSGAIII Non-dominated sorting GA 11 free X
EpsMOEA Steady-state epsilon-MO EA free X
MOEAD MO EA based on decomposition free X
GDE3 Generalized differential evolution 3 free X
SPEA2 Strength Pareto EA 2 free X
IBEA Indicator-based EA free X
PEAS Parallel EAs free X
PESA2 Pareto envelope-based selection algorithm free X
CMAES Covariance matrix adaptation evolution strategy free
Category: PSO
Optimizer Meaning Gradient- MO
ALPSO Augmented Lagrangian PSO free
OMOPSO Our MO PSO free X
SMPSO Speed-constrained MO PSO free X
Category: Others
Optimizer Meaning Gradient- MO
NOMAD Non-linear optimization by mesh adaptive direct free X
search
SNOPT Sparse nonlinear optimizer based
CONMIN Constrained function minimization based
IPOPT Interior point optimizer based
Nelder-Mead free
COBYLA Constrained optimization by linear approximation free
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Due to the iterative character of optimization routines, there is the need to specify a stop
criterion to limit the number of iterations and terminate the optimization algorithm at a specific
point. Most commonly, two options for setting such a stop criterion exist: defining a conver-
gence tolerance for terminating the optimization routine or setting an upper limit to the number
of iterations performed.

When using optimizers which fall in the category of EAs, some more additional parameters
have to be defined. EAs basically work according to the same principle as Darwin’s theory of
evolution. The main inputs, required for EA-based optimization routines, are presented in the

following.

* Population size
As EAs work with populations, in which the individuals are modified from generation
to generation, the number of individuals in each generation, meaning the size of the
population, has to be provided. According to this number, a randomly distributed start
population (generation 0: G = 0) is created within the prescribed value ranges of the
design variables, and depending on the fitness of each individual - meaning how well
the individual performs in terms of the objectives -, as well as their compliance with the
specified constraints, some individuals are selected, or recombined, or mutated, and a

new set of individuals is created as population of the next generation.

* Number of generations
The iterative generation of populations continues until a stop criterion is reached. This
is mostly a maximum number of generations to be created and simulated. Alternatively,
the total number of simulations, which is just population size x number of generations,

can be required as input to the optimizer.

¢ Number of processors
With the ability of running simulations in parallel (depending on the capabilities of the
programming framework and computer system), the number of processors can be pro-
vided as well. This option of multi-processing is highly beneficial for optimization ap-

plications, as it allows for parallel simulation of several individuals of one generation.

4.2.3.3 The optimization algorithm

The final step is the execution of the iterative optimization algorithm, following the specified
optimization problem (Section 4.2.3.1)) and using the defined optimizer (Section #.2.3.2). Ac-
cording to the optimization routine and prescribed value ranges, values for the design variables
are set and the corresponding wind turbine system model is simulated. In each consecutive
run, the design variables are modified, based on the analyses of objectives and constraints
from previous simulations, and still complying with the defined value ranges of the optimiza-
tion variables, as well as following the optimizer-specific routine. Depending on the specified

processing method, several simulations within the optimization routine may be executed in
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parallel. Finally, the iterative optimization simulations are terminated as soon as the specified
stop criterion is fulfilled.

All simulation results are analyzed internally by the optimizer, based on the prescribed ob-
jective functions and constraints. However, due to the fact that - especially at the beginning
of the optimization routine - also suboptimal settings might be selected by the optimizer, it
could happen that simulations of individual models are aborted before the specified simulation
duration and, hence, the criterion for evaluating the objective function might not be existing or
used. To handle these or similar failures a query condition can be incorporated when analyzing
the results for evaluating the objective functions. The success of a simulation can be directly
checked by evaluating the last entry in the time output. For the case of aborted simulations, a
different approach, handling such unsuccessful simulations, can be coded within the optimiza-
tion algorithm. This might be, for instance, to directly set the goals to suboptimal values and
therefore step over the evaluation of the objective functions. This way, it can be ensured that
these unsuccessful and hence suboptimal individuals are excluded and not considered further
by the optimizer.

On the example of an EA-based optimization routine, the optimization algorithm - includ-
ing the specified optimization problem and optimizer - is presented in Figure[#.25] In this case,
several simulations - namely all individuals in one generation - are executed within each iter-
ation, so that population size * number of generations simulations are run during the entire
optimization procedure. The optimization procedure starts with generating the first individuals
according to the set value ranges of the optimization variables. Afterwards, each individual
wind turbine system model is simulated, the criteria are extracted from the simulation results,
and the objective functions, as well as the constraints, are evaluated - either directly or by

means of the alternative approach in case of a failed system simulation as described above.

Problem

Optimization algorithm

Create individuals within
scope of optimization
variables

/) \
[ Choose new individuals ] [ Simulate wind turbine ]

for next generation system model

R‘\~_ <_/
Determine and analyze
objectives and constraints

Figure 4.25: Automated optimization process, on the example of an evolutionary algorithm.
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Based on these analyses, a new set of individuals for the next generation is chosen by the opti-
mizer, again complying with the allowable value ranges of the design variables. At this point,
the optimization procedure is repeated until the specified maximum number of generations or
total number of simulations, and, thus, the stop criterion, is reached.

To save the results of each simulated wind turbine system model, which is created during
the optimization algorithm, the already coded commands when processing the model in the pro-
gramming framework (as mentioned in Section might be supplemented by additional
code. This way, for example, also the evaluated objectives of each simulation can be written in
addition to the output parameters in an output file and used later on for further post-processing

or visualization of the progression of the objective functions and design variables.

4.2.4 Discussion of the broad application range of the framework to optimiza-
tion tasks for wind turbine systems

Optimization tasks in the development of wind turbine systems are wide-ranging. Mostly costs
and, thus, indirectly also material demand are the main drivers, but optimization problems can
for instance as well be related to system performance and response, noise emissions, dimen-
sions, loads, and lifetime. In the following, a few examples are presented and further appli-
cations are discussed to show the functionality, technical feasibility, and the broad application
range of the MoWiT-Dymola®-Python framework for automated simulation and optimization,
as specified in Section

4.2.4.1 Plausibility check of an optimization routine

Since optimization problems and wind turbine systems are very complex, it is difficult to as-
sess the results from an optimization procedure. Thus, first, a test case is implemented in the
MoWiT-Dymola®-Python framework to check the proper functioning of the established frame-
work, as well as the plausibility of the optimization routine. The NREL 5 MW reference wind
turbine (Jonkman et al.|2009) is used, with its RNA as specified in Section [3.2.1|and operating
at a constant wind speed of 7 m/s, which is below rated wind speed. Now, any control system,
apart from the generator control, is turned off, so that neither the blades are pitched nor the
RNA is yawed for controlling optimum operation. Having the control systems disabled, an
initial misalignment between the wind direction and the normal of the rotor plane is initiated.
The optimization problem is then to change the value of the misalignment angle in order to
achieve maximum power output. From wind physics theory, the maximum power output is
expected when the wind direction is perpendicular to the rotor plane (meaning having a zero
misalignment angle), as in this case the projected area facing the wind is maximum.

As this optimization problem has a single objective, optimizers from the list presented in
Table {.9] are selected, which are not MO but gradient-free, as this is required due to the high
complexity of the considered wind turbine system. Owing to its good performance in preced-
ing comparative simulations, the presented optimization problem is realized with the optimizer
COBYLA from OpenMDAO (openmdao.org/[2016). Here, it has to be noted that the frame-
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work does not rely on this specific optimizer, which is just selected because of its computational
efficiency for the presented optimization problem to verify the correct functioning of the devel-
oped optimization framework. For defining the objective function, the mean power output is
taken from the simulation time series, excluding any transients at the beginning. The objective
function of iteration i, which is to be minimized, is then determined following Equation 4.6]

power;

f= (4.6)

power

The initial misalignment angle is exemplarily set equal to 4°; another value would only
affect slightly the convergence rate. The results of the optimization procedure are shown in
Figure [4.26] presenting the progression of the optimization variable in terms of the misalign-
ment angle (Figure[d.26(a)), as well as the trend of the objective function (Figure d.26(b)), both
together with the resulting power output - the optimization goal. 30 iterations are performed
and presented; however, it can be seen that a steady state is already reached after around 15
iterations. Furthermore, the results match the expectations and, thus, the functionality of the

optimization routine, incorporated in the framework, is approved.
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(b) Progression of the objective function, presented in green, and the goal, plotted in red.

Figure 4.26: Results from the optimization procedure for the plausibility check test case.
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4.2.4.2 Optimization task with contradictory objectives

Within the wind industry, yield increase, governed by the power output of a wind turbine, is
a common goal; however, one should not forget about the loads on the wind turbine, repre-
sented for example by the thrust force on the rotor. These two parameters show contradictory
demands: maximum exploitation of the wind resource and, hence, increasing the power out-
put for one and the same wind speed leads to an increase in the rotor thrust as well, and vice
versa. Both parameters are influenced by the shape of the rotor blades. Thus, in this optimiza-
tion problem, the NREL 5 MW reference wind turbine (Jonkman et al.[2009) is used again,
with its RNA as specified in Section [3.2.1] operating at a constant wind speed, and having
each blade defined through 17 sections. The optimization variable is now the chord length,
which independently can be modified at each of the 17 sections along the rotor blade. If doing
this professionally, also other blade parameters would have to be adjusted and the simulations
would have to be performed at different wind speeds and evaluated according to the wind speed
distribution prevailing at the considered site; however, in this example the optimization prob-
lem is kept simple, as it should mainly deal as a demonstration case for optimization with two
contrary objectives.

Basically, two objectives are then to be defined: firstly, the maximization of the rotor power
output and, secondly, the minimization of the rotor thrust force. The combination of both
objectives into one objective function is realized by utilizing weight factors (weight o, and
weight,,,,s;) for power and thrust, respectively, as presented in Equation

thrust; power;

[ =weightipyss —— — Weightpoweri
thrust; power

4.7)

Optimization simulations are performed with different optimizers from OpenMDAO, such
as COBYLA and ALPSO (openmdao.org|2016)), as it is intended to test the capability of single-
objective optimizers to deal with multiple, and besides, contradictory objectives. The opposing
goals challenge the optimizers and show the limited use of single-objective optimizers, which
still can work with several goals, which, however, have to be written in one objective function
as done in Equation[4.7] The final “optimum” solution highly depends on the user-defined and,
hence, quite arbitrary chosen weight factors for the objectives and, thus, cannot represent one
real unbiased optimum.

The influence of the weight factors can be demonstrated when considering the two bound-
ary events: only one of the objectives is relevant, the other one is neglected. Thus, still using
the OpenMDAO optimizers, the optimization problem is modified and adjusted so that in one
task (fpower) the power output is to be maximized and the thrust force is limited by not exceed-
ing the original value thrustyig (as represented by Equation , while in the other task (finrust)
the thrust force minimization is defined as objective and the power output is constrained by not
falling below the original value power ;g (as written in Equation .

power;

Jpower = — and thrust; < thrustoig 4.8)

power
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thrust;

—— and ;> . 4.9
thrusty pOWer; > power g 4.9)

fthrust =

For each of the two optimization tasks, an optimum is obtained; however, with this ap-
proach also two different optimum blade shapes are achieved, as visualized in Figure
for which each is only the best for each case, as shown in Figure #.27(b)] Thus, this empha-
sizes the relevance of using optimizers, which are capable of handling multiple objectives at

the same time - especially in case of complex MO optimization problems.

5.5 T T T T T T

5.0

4.5

4.0

35

3.0

chord length [m]

2.5

2.0

— maximize power, constrain thrust
1.5}| — minimize thrust, constrain power i
— original parameters
1.0 L :

0

10 20 30 40 50 60 70
blade length [m]

(a) Original and power/thrust-optimized blade shapes, presented in blue and
red/green, in comparison.

10
= J
2
£ 089 A -
— maximize power, constrain thrust
3 — minimize thrust, constrain power ||
= — original parameters
08 [ . n n 1
0 2 4 8 10
time [sek]
= 10
]
= ]
o
2. . . .
- 0.9 — maximize power, constrain thrust
% ' — minimize thrust, constrain power
e I — original parameters i
0 2 4 8 10

time [sek]

(b) Performance of the original and power/thrust-optimized blades, presented
in blue and red/green, with respect to the objectives.
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force.
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4.2.4.3 Controller tuning and optimization

The control system of a wind turbine needs to be tuned and optimized for the specific purpose.
The control system is an essential component, which regulates the wind turbine performance.
By pitching the blades, the amount of power extracted from the wind, as well as the thrust
force acting on the rotor, are influenced. Below rated wind speed, the blades are not pitched
so that the maximum possible power can be extracted, while above rated wind speed, the blade
pitch angle is regulated to maintain constant power output or generator torque (depending on
the wind turbine control method), which at the same time reduces the thrust force on the rotor.

By tuning the controller parameters, which could be among others the proportional and

integral gains, different optimization goals can be pursued.

* Controller optimization for load reduction
The control strategy can be optimized to reduce oscillations in the sensor generator speed
and to achieve as early as possible a steady state. This implies at the same time also
reduced oscillations and an earlier steady state in the power output, blade pitch angle,

and the loads on the turbine.

* Controller adaption for floating systems
Wind turbine controllers measure the wind speed in certain intervals. In case of a float-
ing system, the measured wind speed is not undisturbed but the resulting speed due to
wind inflow and motion of the floating system. A common onshore or bottom-fixed off-
shore wind turbine controller is much faster than the floating platform motions. This
means that the time intervals for taking measurements are so small, that the controller
would perceive a decreasing wind speed (corresponding to a decreasing rotor thrust) if
the floating system moves with the wind. The reaction of the controller would then be to
pitch the blades into the wind to avoid a reduction of the power output. This, however,
will increase the thrust force and the system will continue moving backwards. This neg-
ative damping effect, which would be introduced when using a common onshore-type
wind turbine controller for a floating offshore system, therefore leads to an unstable sys-
tem behavior. For this reason, the controller parameters have to be adjusted. Thus, the
optimization goal in this case is to tune the controller in order to obtain a stable float-
ing system, with a controller frequency lower than the smallest eigenfrequency of the
FOWT system. This tuning can be done through running iterative simulations within an

optimization algorithm. (Larsen & Hanson|2007)

¢ Operational management of a wind farm
Considering an entire wind farm, optimization tasks can be related to the space utilized
and power extracted, which can be addressed by optimizing the wind farm layout. An-
other option for maximizing the power output of the entire wind farm - having a fixed
layout - is to adjust the control and operational management of the single wind turbines
by, for instance, changing the yaw angle of the first rows’ turbines to influence the wake

direction and the flow condition reaching the turbines behind.

111



4.2.4.4 Design optimization

Design optimization is a key application of the MoWiT-Dymola®-Python framework, as it
is useful and required within the highly iterative design process of a wind turbine system -
either the whole system or only single components, such as the tower, support structure, or
even the mooring system in case of FOWTs. Design drivers in the wind industry are among
others costs, both capital and operational expenditure (CapEx and OpEx) and, thus, in total
LCoE. Especially for the emerging sector of floating wind energy, economic efficiency is very
important for achieving competitiveness with conventional and other renewable energy sources.
Thus, design optimization of floating wind turbine systems is a relevant topic.

This optimization task can be approached in different ways. Mostly, optimization variables
in a design process are geometric parameters. Thus, shape, dimensions, and structural prop-
erties of the floating platform might be modified, while the supported wind turbine remains in
most respects - and apart from for example controller tuning, as pointed out in Section[4.2.4.3|
- unchanged. Based on the survey results presented in Section [3.1.2] relevant objective criteria
are besides LCoE also maintenance aspects (including the reliability of the components), the
potential of serial production (meaning for example modular structures), and the system per-
formance. The latter criterion implies certain requirements and limits for the system response,
such as nacelle acceleration, platform inclination, or translational motion, which are prescribed
by specifications of single wind turbine components.

Thus, the developed MoWiT-Dymola®-Python framework is applied in detail in Chapters
and|[6]to design optimization tasks, using the reference FOWT system specified in Section [3.2]
These comprise global design optimization focusing on the FOWT system performance (Sec-
tion[5.T)), as well as the cost-driven design of a complex geometry offshore wind turbine system
supported by an advanced spar-type floater (Section[5.2). Apart from that, future use of the de-
veloped framework for automated simulation and optimization is demonstrated by means of a
direct optimization approach for obtaining larger MW-class floater designs without upscaling
(Section[5.3)). Finally, reliability criteria can as well be incorporated in the design optimization
and realized by means of the MoWiT-Dymola®-Python framework as presented in Chapter@

Thus, for industrial application, the presented framework can be used, for example, just for
obtaining a fast preliminary design to do a cost estimation for the initial planning of ((floating)
offshore) wind turbines or, on the other hand, for a very detailed reliability-based design op-
timization to improve the system reliability and this way reduce the downtime of an offshore
(floating) system due to defects and long waiting times for proper weather windows for doing

maintenance and repair work.
4.2.4.5 Flexibility and sensitivity of the framework for automated simulation and opti-
mization

In addition to the high flexibility in the application to optimization tasks, the MoWiT-Dymola®-
Python framework is not only suitable for optimization problems, but also directly for executing

automatically a large number of simulations, which is for example required in DLC analyses, as
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presented in Section Both capabilities of the framework can be utilized at the same time
by incorporating a set of DLC simulations within the execution of the optimization algorithm.
Furthermore, if using another library - instead of MoWiT - as basis, the framework is not
limited to wind turbine systems and can be applied to other complex engineering systems.
However, in any application of the framework for automated simulation and optimization,
especially when using it for optimization tasks, the specific settings have to be chosen carefully,
including a sensitivity study where appropriate. Thus, for instance, the results and success of
the optimization highly depend on the optimization settings and employed optimizer. The ex-
ample in Section approves the proper and fast functioning of the single-objective opti-
mizer COBYLA, while the optimization task in Section[4.2.4.2] shows its limited suitability for
two (or more) contrary objectives. On the other hand, a MO optimizer, such as NSGAII, proves
to be capable of easily handling complex problems with several design variables, objectives,

and constraints, as presented in the following Chapters [5and [6]
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Chapter 5

Design optimization of floating wind

turbine support structures

Floating support structures for offshore wind turbines are a convenient solution for deep
water sites. However, higher costs, especially for the substructure, additional equipment (such
as moorings and anchors), and installation challenge the market uptake of floating offshore
wind technology (Mast et al.|2015). First floating prototypes, for instance the Hywind spar
floater, are highly over-dimensioned for safety reasons and due to the - at that time - still low
TRL of and experience with FOWTs. This, however, inhibits fast gain of economic competi-
tiveness. Hence, design optimization of FOWTs with respect to their costs and performance is
of high relevance to make them economically viable and to accelerate their market uptake.

Other studies show also the relevance of applying optimization approaches for the hydro-
dynamic response of (Karimi et al.[|2017, Lemmer et al.|2017, Hall et al.[|2014, Sandner et al.
2014}, Hall|2013| [Fylling & Berthelsen|2011}|Clauss & Birk|[1996)) and loads on (Lemmer et al.
2017, Sandner et al.[2014, |Harer|2013}, Fylling & Berthelsen|2011) floating systems, as well as
for cost reduction of FOWTs (Karimi et al.|2017,|Lemmer et al.|2017, Hall et al.[2014} |Sandner
et al.| 2014 |Hall|2013], Harer||2013} |[Fylling & Berthelsen|2011). While a variety of optimiza-
tion approaches is available in the literature for bottom-fixed offshore wind turbine systems,
focusing on the optimization of either the bottom-fixed support structure (Stieng & Muskulus
2020, |Gentils et al.[2017, |Chew et al.[2016, [Muskulus & Schafhirt|[2014} |Clauss & Birk|[1996)),
or the blades (Ashuri et al.|2014) and tower (Wang et al.[2016, |Ashuri et al.|[2014} Muskulus &
Schathirt|2014), or even an entire wind farm (Hou et al.[2019| Mytilinou & Kolios|2019, Mytili-
nou et al.[2018, Mytilinou & Koli0s|2017, Herbert-Acero et al.|[2014} Valverde et al.|2014), the
number of optimization approaches, dealing with the highly complex FOWT system, is very
limited. While for bottom-fixed offshore wind turbine systems both optimization methodolo-
gies of analytical nature based on gradients (Stieng & Muskulus 2020, (Chew et al.|2016)) and
evolutionary optimization approaches (Mytilinou & Kolios[2019, Mytilinou et al.[2018}, Mytili-

Note: This chapter is based on the publications by Leimeister, Collu & Kolios|(2020), and |Leimeister, Kolios,
Collu & Thomas|(2020L[2019).
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nou & Kolios|2017, [Wang et al.2016)) can be found, for FOWT systems more typically genetic
algorithm optimization approaches are applied (Karimi et al.[2017, [Hall et al.[2014, [Hall|2013),
Harer [2013). However, especially because of the complexity of FOWT systems, which come
with coupled motions, aero-hydro-servo-elastic dynamics, non-linear behavior, and additional
components such as mooring lines, the optimization approaches presented in the literature are
tailored to a specific optimization task. The implementation of the FOWT system is often sim-
plified by using reduced-order models (Lemmer et al.[|2017, 2016, Sandner et al.|2014}, |Harer
2013)) and even the fully-coupled dynamics, as mentioned above, are sometimes only partially
modeled (Fylling & Berthelsen| 2011} |Clauss & Birki[1996). Thus, in Section a modu-
lar framework for automated simulation and optimization is developed and presented. This
framework utilizes MoWiT, as presented in Section for modeling the entire wind turbine
system including the environmental conditions and representing the fully-coupled aero-hydro-
servo-elastic dynamics. The modeling happens component-based, which brings high flexibil-
ity in modeling of any state-of-the-art onshore or offshore bottom-fixed or even floating wind
turbine system. Coupling MoWiT to the Python-based programming environment allows auto-
mated execution of fully-coupled simulations, as well as solution of optimization problems of
any kind, as addressed in Section This high versatility of the modular MoWiT-Dymola®-
Python framework is even supplemented by the option of parallelized processing of simulation
and/or optimization tasks.

The survey-based study in Section (3.1.2] shows that - apart from LCoE - ease of main-
tenance and manufacturing, as well as system performance are most important criteria for
FOWTs. Furthermore, an advanced spar-buoy floater design turned out to have the highest
potential for a fast and successful market uptake. Hence, the floating offshore spar-buoy wind
turbine system from phase IV of the OC3 project (Jonkman/2010), as presented in Section[3.2]
is used to apply different design optimization tasks, utilizing the MoWiT-Dymola®-Python
framework. These are: a design optimization based on global LSs for the FOWT system
performance (Section [5.1)); an optimization-based and cost-driven design development of an
advanced spar-type floater (Section [5.2)); and a design of a larger MW-class floater obtained
through direct optimization, eliminating the intermediate step of upscaling (Section[5.3).

5.1 Design optimization of the OC3 phase IV spar-buoy floater,

based on global limit states

The objectives of this global design optimization are to reduce the degree of over-dimensioning
of the spar-buoy floater - which benefits the overall system costs, as well as the manufactura-
bility and handleability of the structure - but at the same time to maintain reasonable and safe
global system performance even in critical environmental conditions. The presented design
optimization approach is kept deliberately simple at the first stage, not including load analyses

of the structure, so that it can be used afterwards as basis for well-founded development of
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more sophisticated optimization strategies and concepts which consider more detailed criteria,
such as local LSs, structural integrity, as well as reliability aspects (Chapter [6)).

Thus, first, the reference system to be analyzed and used for applying the developed opti-
mization approach is presented in Section[5.1.1] covering the selected design variables, as well
as the defined global LSs. Based on this, the formal declaration of the optimization problem,
comprising the design variables, objective functions, and constraints, is given in Section[5.1.2]
The optimization approach is then presented in Section ranging from the design load
cases used for simulations and analyses to the specific optimization settings for applying the
MoWiT-Dymola®-Python framework for automated simulation and optimization. Afterwards
(Section [5.1.4), the results of the optimization are analyzed and the selection procedure for
determining the optimum spar-buoy design is outlined. Further evaluation of the optimization

approach and results are covered in Section[5.1.5

5.1.1 Description of the system to optimize

To deploy the design optimization approach, first, a reference framework has to be set up.
This comprises - apart from and based on the reference spar-buoy floating wind turbine system
specified in Section [3.2] - the system variables that can be modified during the optimization
process (Section[5.1.1.1)), as well as the global LS criteria (Section[5.1.1.2), on which basis the
objective functions are then defined.

5.1.1.1 Design variables

The purpose of this optimization task is the design optimization of the floating wind turbine
support structure, because this has a significantly larger contribution to the system costs com-
pared to bottom-fixed designs. Hence, the focus lies on the floating platform, meaning that
wind turbine (tower and RNA), as well as the station-keeping system properties remain un-
changed, while some of the floater system variables are free to be altered. In the following,

these design variables, which are modifiable during the optimization, are defined.

Geometric design variables Geometric system variables of the floater are diameters, thick-
nesses, and lengths of the floating structure. The top diameter (Dyc) and elevation (duyc,)
should retain their original values to ensure that the floater top fits the tower base and the hub
height remains the same. Furthermore, it is decided to keep the total length of the upper col-
umn, as well as the length of the taper fixed to avoid significantly changed effects due to the
wave impact on the upper part of the structure. Thus, the top end of the base column (dpc ) re-
mains unchanged at 12 m below SWL. However, length (Hpc) and diameter (Dpc) of the base
column are chosen to be the two modifiable geometric design variables, as it is also intended
to decrease the outer dimensions - and hence the material costs - while still fulfilling global LS
criteria without losing performance.

To apply the basic working principle of a common spar floater, as the OC3 phase IV spar-

buoy concept is, and to allow utilization of the same supply chain and manufacturing process
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as used for the original design, other (more extraordinary) concepts of spar floaters, such as
designs with a deep ballast tank connected with tendons to the floating structure, are not con-
sidered - this will be, however, addressed in Section Thus, the base diameter of the spar-
buoy should not fall below the diameter of the upper column of 6.5 m, which, hence, defines
the lower bound for the diameter of the base column. The original diameter value is given
in Table [3.11] with 9.4 m. This is directly taken as the maximum tolerated value for the base
diameter, as the overall goal is the reduction of the outer dimensions. To allow a reduction
in the total length of the spar-buoy, the original height of the base column (108.0 m) is again
used as upper bound, while the minimum allowable value is set to 8.0 m. This corresponds to a
minimum draft of the floating system of 20.0 m, which on the one hand allows higher survival
sea states compared to the recommended initial estimate of 15.0 m for the minimum draft (Ng
& Ranl[2016)) and on the other hand does not fall below the draft of another floater type equiv-
alent, the semi-submersible from OC4 (offshore code comparison collaboration continuation)
phase IT (Robertson et al.[2014). Figure[5.T|sketches the fixed parameters and modifiable (spec-
ified and dependent) design variables of the spar-buoy, while their original values and defined

allowable value ranges are stated in Table[5.1]

Table 5.1: Allowable value ranges of the design variables of the global design optimization task.

Parameter Allowable value range Original value

Dgc [6.5m, 9.4 m] 9.4 m
Hgc [8.0 m, 108.0 m] 108.0 m
Phallast [1,281 kg/m?, 2,600 kg/m®] 1,907 kg/m?

Finally, as (local) structural integrity checks are not yet performed at this stage, the wall
thickness of the floater (+ = fyc = fgc) remains unchanged at its original value of 0.0314 m,
as determined within the verification process covered in Section B.1.1.2] Furthermore, the
same stiffness provided by the mooring system is used throughout the optimization, as the
mooring system design would require a separate in-depth optimization approach, which is
not yet included. To overcome the problem of re-designing the mooring system properties
for maintaining the resulting stiffness for each different draft of the floater and corresponding
change in the fairlead position, in the modeling the original positions of fairleads and anchors,
as well as the original mooring system properties are used and the maintained mooring stiffness

is passed to the floating structure.

Ballast design variables With changing the geometric variables as stated before, the struc-
tural mass, as well as the displaced water volume and resulting buoyancy change as well. In
order to maintain the hub height and thus the 10 m elevation of the floater top, but also to allow
for a variable center of mass which influences the system performance and, hence, the global
LS criteria, which are defined later on in Section[5.1.1.2] ballast amount and density are set to
be modifiable, too, as indicated in Figure
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dBC,b

Figure 5.1: Fixed/original and modifiable variables of the global design optimization task, presented in
gray and red, while dependent variables are indicated with dashed lines.

The required ballast mass can be determined from the chosen geometric design variables
and predefined system dimensions. For the ballast density (pparast) range it is decided to

make use of common and cheap materials, such as sand with a density range from around

1,281 kg/m? to 2,082 kg/m? depending on the water content (Engineering ToolBox|2010), con-
crete with a density between 1,750 kg/m?® and 2,400 kg/m3 , or other rocks like
sandstone with a density of 2,600 kg/m? . Thus, the range for the modifi-
able ballast density - as presented in Table - is chosen to be between 1,281 kg/m> and

2,600 kg/m?, assuming that every density value can be achieved through mixture of the above

mentioned common and cheap ballast types with each other and/or with water. With the se-
lected ballast density, the required ballast height (Hpaiast required) €an be calculated from the
determined ballast mass needed; however, it also has to be ensured that the computed ballast
height lies within 0 m and the length of the base column. If this is not the case, the selected
variable values have to be adjusted according to the following case distinction, which is directly

incorporated when modeling the floater based on MoWiT.
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 If the required ballast filling height exceeds the chosen length of the base column
(Hpallast,required > Hpc), the entire base column is filled (Hpaiase = Hpc), however, the
ballast density (Ppallast,selected ), Which is initially selected from the optimizer, is increased

proportionately, as shown in Equation [5.1]

Hballast,required

HBC * Phallast,selected (5 1)

Phallast =

* If mass needs to be removed from the system to make it floatable, meaning if the resulting
ballast height is negative (Hpallast,requied < 0 m), the ballast filling height is set equal
to zero (Hpaiase = 0 m) and the floater structure material density (Pplatform) 18 reduced
respectively, as given in Equation[5.2] to compensate for the excessive weight that needs

to be removed.

(structural weight) — (excessive weight)

Pplatform = (5.2)

structure volume

5.1.1.2 Global limit states

The objectives for the optimization focus on the global system performance. Thus, the system
rotational stability, nacelle acceleration, and translational displacements make up the global
LS criteria used for setting up the objective functions. Their descriptions and envisaged values
are given hereinafter and summarized in Table Due to the overall goal of reducing the
degree of over-dimensioning of the floating support structure, common operational limits for
the global system performance of a FOWT are directly used as the target values. Potential risks
and consequences associated with these global system performance criteria are investigated in
Table D.1|included in Appendix [D}]

Table 5.2: Global limit state criteria for the FOWT system performance.

Criterion Symbol Objective  Constraint

Total inclination angle max (L) 10.0° <10.0°
Horizontal nacelle acceleration  max (@hornacelle)  1.962 m/s?> < 1.962 m/s?
Dynamic translational motion max (den,transl) minimized >0.0m

Mean translational motion Smean transl - <64.0m

System rotational stability The stability criterion of a FOWT system is represented by the
maximum combined rotation angle, meaning the total inclination angle 1, (combined roll and
pitch motion). Based on conventional values (Katsouris & Marina 2016, [Kolios et al.|[2015,
Huijs et al.|[2013)), the targeted operational total inclination is set equal to 10.0°, which must

not be exceeded.
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Nacelle acceleration For the wind turbine being placed on top of a floating platform the mo-
tions are most critical, especially the acceleration at the tower top. Due to the fact that the
nacelle contains sensitive components - such as gearbox, generator, and bearings - its motion
has to be restricted, as otherwise (when exceeding certain acceleration limits) the turbine has to
stop operation. The common operational limit for the maximum allowable nacelle acceleration
Ghor nacelle 18 20% to 30% of the gravitational acceleration (Nejad et al.|2017, Huijs et al.| 2013}
Suzuki et al.|2011), which corresponds to an acceleration of around 1.962 m/s? to 2.943 m/s2.
The final tolerated acceleration highly depends on the specific turbine. Thus, the more conser-

vative value of 1.962 m/s? is used in this study as upper bound for the nacelle acceleration.

Translational motions Floating wind turbines will drift away from their initial position dur-
ing operation due to wind and wave loading; however, some motion restrictions apply to FOWT
systems. For example for wind turbines supported by TLPs, the translational motion restric-
tions are quite stringent because of the tendons used for station-keeping (Bachynski & Moan
2012). This is not applicable to the spar-buoy FOWT system, as this is moored with catenary
lines. However, there are no publically available specific limits for allowable translational dis-
placements of a spar-type floating wind turbine; but for all FOWTs the allowable motion of
the power cable is the key factor for restricting the translational displacement of the operating
system.

There are two components of the total translational displacement (combined surge, sway,
and heave motion) that need to be distinguished in the analyses: the static, meaning average,
displacement Smean, transl, Which is mainly due to the thrust on the wind turbine, and the dynamic
displacement sqyp transt, representing the oscillatory motion due to turbulent wind loading and
alternating wave loads. As there will always be a mean translational displacement, due to the
thrust force, which is coupled to the power production mode of the wind turbine, it is not
advisable to target a certain static displacement. Thus, the mean translational motion is not
selected as optimization objective, but a constraint for the maximum static displacement is
specified, following a rule of thumb, as 20% of the water depth (320.0 m), leading to 64.0 m.
The dynamic translational motion, however, is selected as optimization objective and aimed for

being minimized to keep the oscillatory motion of the power cable as low as possible.

5.1.2 Optimization problem of the global design optimization task

Based on the information and descriptions outlined in Section the optimization prob-
lem, as generally formulated in Section [4.2.3.1] is defined by declaring the design variables

(Section [5.1.2.1]), objective functions (Section|5.1.2.2)), and constraints (Section [5.1.2.3).

5.1.2.1 Declaration of the design variables

The three selected design variables of the OC3 phase IV spar-buoy floater are the base column

diameter, the height of the base column, as well as the density of the ballast, as derived and
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described in detail in Section|5.1.1.1} Thus, the design variables vector X = {x},x2,x3 } contains

the following three elements, as given in Table[5.3]

Table 5.3: Declaration of the three design variables of the global design optimization task.

Design variable Formal expression Description

X1 Dgc Diameter of base column
X2 Hpc Height of base column
X3 Pballast Density of ballast material

5.1.2.2 Declaration of the objective functions

Three global LSs, as specified in Section[5.1.1.2] are used for setting up the objective functions.
As the optimization problem itself is MO, the objective functions are formulated separately
and not just in one single objective function. The three objective functions are declared in
Table[5.4] The objective functions for inclination and acceleration criteria are both normalized
with respect to their target values, while for the objective function for the dynamic translational

motion no normalization is carried out.

Table 5.4: Declaration of the three objective functions of the global design optimization task.

Objective function Formal expression Description

|max (o) — 10.0°|
10.0°

f1 (system(X)) Total inclination angle criterion

2 . )
)max (ahor,nacelle) —1.962m/s ‘ Horizontal nacelle acceleration

system(X
fa sy (X)) 1.962 m /s2 criterion
f3 (system(X)) max (Sdynrans!) Dynamic translational motion cri-
terion

5.1.2.3 Declaration of the constraints

Both the design variables and the global LS criteria are constrained, as stated in Sections[5.1.1.1]
and[5.1.1.2] respectively. For each design variable a lower and upper bound is set, which limits
the design space investigated. Furthermore, each criterion, used for defining the objective
functions, is constrained from one side as well, and one more additional parameter, namely the
mean translational motion, is bounded from one side. As all these constraints follow inequality,
there are in total ten inequality constraints (n = 10) and no equality constraint (m = 0). The

assignment and formulation of the inequality constraints is as given in Table
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Table 5.5: Declaration of the ten inequality constraints of the global design optimization task.

Inequality constraint Formal expression Description

g1(x1) 6.5 m—x; Allowable value range of x;

ga2(x1) x1—94m Allowable value range of x;

g3(x2) 8.0m—x, Allowable value range of x;

ga(x2) x, —108.0 m Allowable value range of x,

gs(x3) 1,281 kg/ m’ —x; Allowable value range of x3

g6(x3) x3 —2,600 kg/ m’ Allowable value range of x3

g7(system(X)) max (1) — 10.0° Maximum total inclination angle

gs(system(X)) max (@nor nacelle) — 1.962 m/ s> Maximum horizontal nacelle ac-
celeration

go(system(X)) —max (sdymmnsl) Maximum dynamic translational
motion

gro(system(X)) Smean,transl — 64.0 m Mean translational motion

5.1.3 Optimization approach for the design optimization based on global limit
states

The design optimization approach requires a FOWT system model, which is simulated and
evaluated for a certain environmental condition. Thus, first (Section [5.1.3.1), DLCs which are
proposed by standards are analyzed and a most critical DLC is worked out, which represents
the environmental condition considered within the optimization simulations. The automated
execution of the DLCs, as well as the iterative optimization procedure are both comprised by
and performed with the MoWiT-Dymola®-Python framework, as described in detail in Sec-
tion 4.2] Afterwards (Section [5.1.3.2)), the specific settings, used for the optimization of the
OC3 phase IV spar-buoy floating wind turbine system, are defined.

5.1.3.1 Design load cases

In order to analyze the wind turbine system performance and to evaluate the critical parameters,
selected in Section [5.1.1.2] as global LSs for setting up the objective functions, as specified in
Section [5.1.2.2] at least the DLCs defined in the IEC technical specification 61400-3-2 (IEC
2019c), based on the IEC standards 61400-3-1 (IEC|20195) and 61400-1 (IEC|20194), have to
be considered in general. However, as not every DLC is relevant for the particular global LS
criteria, commonly, specific critical load cases and environmental conditions are selected and
used for the subsequent analyses (Krieger et al.[2015, Matha et al.|2014, Bachynski et al.|[2013)
Huijs et al.|[2013] Bachynski & Moanl[2012} |Suzuki et al.[|2011). Furthermore, in light of the
computational effort and time that it would take when simulating several DLCs in each loop

of the optimization process, in this application example, it is decided to use only one critical
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DLC within the optimization. The choice of this most critical DLC is based on the following
approach.

1. All DLCs given in IEC 61400-3-1 (IEC 2019b} p. 46-48) are evaluated and an initial

selection of the DL.Cs most relevant for the specified optimization objectives is made.

2. These pre-screened DLCs are simulated with the reference floating wind turbine system
presented in Section The simulations are performed in Dymola®, based on the
system model created by means of MoWiT and utilizing the MoWiT-Dymola®-Python

framework for automated simulation.

3. All simulated DLCs are evaluated regarding the selected objective functions. Based on
this, the DLC(s) yielding the most critical results, meaning the highest values for the

specified optimization objectives, is/are determined.

4. If all optimization criteria are most critical in one and the same DLC, this load case can
directly be taken for the optimization. However, if different DLCs yield the most critical
global LS criteria, an appropriate DLC - combining all these worst load case conditions

- is defined and used for the optimization.

5. This means that only one DLC is used in the optimization process; however, to validate
the suitability and representative nature of the chosen critical DLC, all DLCs, based on
the initial selection done in 1., are simulated again for the final optimized floating wind
turbine system design. This way it can be checked if the load case conditions, yielding
the most critical optimization criteria for the original design, have switched to another
DLC for the optimized system. If this was the case, the DLC selected for the use during
the optimization procedure would have to be modified according to the new findings and

the optimization and subsequent validation would have to be performed once again.

Based on the global LSs, defined in Section the pre-screening of the large number
of DLCs, recommended in the international standard IEC 61400-3-1 (IEC [2019b), is done.
At first and even though wind turbine foundation designs are often governed by fatigue, all
DLCs defined for fatigue analyses are directly excluded, as the optimization objectives focus
on global extreme system behavior without considering structural loads and integrity. From
the remaining DLCs for ultimate loads, three operational design conditions are selected as

design-relevant load cases with regards to the specified optimization objectives:

* DLC 1.1 at three different wind speeds (10.0 m/s, 11.4 m/s, and 13.0 m/s) slightly below,
at, and slightly above rated wind speed of the NREL 5 MW wind turbine.

— The DLC 1.1 uses normal environmental conditions, hence, normal turbulent wind
model, as well as normal irregular sea state and normal current model. The wind

turbine is in normal power production.

— Around rated wind speeds, the highest thrust force is experienced by a wind turbine

in operation. This loading is correlated to the platform inclination as response to
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the resulting overturning moment, as well as to a mean translational displacement
of the floating system.

— Hence, DLC 1.1 at the mentioned three wind speeds is expected to yield critical
total inclination angles, as well as critical values for the mean translational motion,

which, however, is not a direct optimization objective, but is constrained.

* DLC 1.3 at three different wind speeds (8.0 m/s, 11.4 m/s, and 25.0 m/s) below and at
rated wind speed, as well as at the maximum operating wind speed (cut-out) of the NREL
5 MW wind turbine.

— The DLC 1.3 uses an extreme turbulent wind model, while the irregular sea state
and current model are considered to be normal. The wind turbine is in normal
power production.

— This DLC represents critical conditions for a wind turbine at a wind-dominated site.
The extreme turbulences in the wind speed time series contain high fluctuations,
which excite the floating wind turbine system in oscillatory motions.

— Hence, if the wind turbine is wind-sensitive, DLC 1.3 is expected to yield critical

values for the nacelle acceleration, as well as for the dynamic translational motion.

* DLC 1.6 at three different wind speeds (8.0 m/s, 11.4 m/s, and 25.0 m/s) below and at
rated wind speed, as well as at the maximum operating wind speed (cut-out) of the NREL
5 MW wind turbine.

— The DLC 1.6 considers, opposite to DLC 1.3, a severe irregular sea state, while
normal current and turbulent wind models are used. The wind turbine is in normal

power production.

— This DLC represents critical conditions for a wind turbine at a wave-dominated site.
The severe irregular sea state comes with high fluctuations in the wave elevation

time series, which excite the floating wind turbine system in oscillatory motions.

— Hence, if the wind turbine is wave-sensitive, DLC 1.6 is expected to yield critical

values for the nacelle acceleration, as well as for the dynamic translational motion.

In addition, a fourth DLC in parked condition, namely DLC 6.1b - taken at the time of

study from IEC 61400-3 (IEC|22009) - which uses extreme steady wind and reduced wave

height models, both with 50-year recurrence period, is considered as in such an extreme event

the highest loads, implying critical values for the total inclination angle and mean translational

motion, are expected. However, the OC3 phase IV FOWT system turns out to be not properly

designed for such an extreme environmental condition given in DLC 6.1b. Thus, for the further

investigations, only the three operational DLCs (1.1, 1.3, 1.6) are considered.

5.1.3.2 Optimization settings

For the realization of the optimization task with the MoWiT-Dymola®-Python framework -

following the descriptions given in Section [4.2.3] - first, the optimization problem and opti-
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mizer have to be defined and, then, the optimization algorithm, implying the simulation of the

specified wind turbine system model with redefined design variables, is executed.

Optimizer and optimization problem Only gradient-free optimizers can be utilized for
MoWiT models due to the complexity of the considered FOWT system, as already indicated
in Sections 4.2.3.2] and 4.2.4.1] Hence, from the various optimizers presented in Table 4.9}
a few optimizers - namely ALPSO, COBYLA, NSGAII, NSGAIII, and SPEA?2 - which are
all gradient-free are implemented in the MoWiT-Dymola®-Python framework and tested (Sec-
tion[4.2.4). Furthermore, the optimization problem, as described in Section[5.1.2] comes with
three design variables and corresponding lower and upper bounds (corresponding to six in-

equality constraints), three objective functions, as well as four additional inequality constraints.
Thus, for this specific optimization task and application, the optimizer should be capable of pro-
cessing MO problems. Hence, the three MO optimizers NSGAII, NSGAIII, and SPEA2 from
Platypus, which are already utilized by Mytilinou & Kolios| (2017), are selected and tested in
more detail on the specific optimization problem. It turns out that SPEA?2 is converging very
slow, while both SPEA2 and NSGAIII have a lower compliance rate of the defined constraints
compared to NSGAII. The pros and cons of the considered and compared optimizers are sum-
marized in Table Based on this, NSGAII is selected to be used as optimizer within the
global design optimization of the OC3 phase IV spar-buoy FOWT system.

Table 5.6: Optimizers considered for the global design optimization task in comparison®.

Optimizer Gradient-free MO Compliance with constraints Convergence rate

ALPSO v X
COBYLA v X
NSGAII v v + ++
NSGAII v v 0 +
SPEA2 v v 0 -
* Optimizer has (v) or has not (X) the feature; optimizer performs very good (++), good (+), neutral (0), or
bad (-).

NSGAII is a genetic algorithm and, thus, falls in the category of EAs, which obey the
principle of Darwin’s theory of evolution, as explained in Section 4.2.3.2] Hence, for the

additionally required parameters the following values are chosen.

* For the population size, 36 individuals are used within each generation. This number
is based on the available number of cores on the utilized Intel® Xeon® CPU E7-8850
@2.00 GHz with 64-bit system and 80 virtual processors, so that all simulations within

one generation can be executed in parallel at the same time.

* Based on the definition of the NSGAII optimizer from Platypus, the total number of

simulations is required as input instead of the number of generations. The number of
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generations used within the optimization algorithm needs to be high enough to allow
for convergence of the optimization. One option to determine the appropriate number
of generations is by means of a sensitivity study. In this work, however, a more direct
approach is utilized, as information on the performance and convergence rate of NSGAII
is already available from the initial optimizer tests on the specific optimization problem.
Based on this, the total number of simulations is increased significantly above the ex-
pected point of convergence and selected to be 2,000, which would correspond to more
than 55 full generations simulated. The convergence is finally approved in the analysis
of the simulation results, covered in Section

Optimization algorithm With the specified optimization problem and the selected optimizer
and corresponding parameter settings, the optimization algorithm is executed. This iterative
process runs until the stop criterion is reached, which is - based on the functionalities of the
NSGAII optimizer from Platypus - in this application the total number of simulations. The

following steps are then iterated, based on the general working principle of an EA described in

Sectiond.2.3.3]

0. Choosing from the prescribed value ranges, the design variables are redefined for each

individual in the start generation (G = 0).

1. The individual floating wind turbine system designs are simulated (in parallel) each for

600 s, using the selected critical DLC as simulation case.

2. Based on the simulation results, the objective functions are evaluated by selecting the
largest value for the global LS criteria obtained in the time series (excluding a pre-

simulation time of 200 s to avoid transients) and the prescribed constraints are checked.

3. Based on the performance of each individual with respect to the optimization objectives
and constraints, the design variables for the individuals of the next generation (G + 1)

are specified, complying with the boundaries for the design variables values.

4. Steps 1 to 4 are repeated until the total number of simulations is reached.

In step 2, some error handling in case of unsuccessful simulations due to unstable designs
with undesirable large motions and/or negative metacentric heights is incorporated, as sug-
gested in Section [4.2.3.3] Before evaluating the objective functions, the last entry of the time
series is analyzed. If this time value is the specified simulation length, the simulation was suc-
cessful and the results evaluation is done as described in step 2. However, if the time value is
below the specified simulation length, the simulation failed. Thus, the corresponding design is
imperfect and should be excluded from further consideration. Hence, the objective functions
are not evaluated, but undesirable values (beyond the valid value ranges) are set for the opti-
mization criteria. These are for the total inclination angle, horizontal nacelle acceleration, and
mean translational motion criteria each twice the maximum allowable value given as constraint
in Table (hence: 20.0°, 3.924 m/s2, and 128.0 m, respectively), while for the dynamic

translational motion a negative value (-1.0 m) is set.
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5.1.4 Results of the design optimization based on global limit states

Based on the descriptions of the reference system (Section [3.2)), the system to optimize (Sec-
tion [5.1.1), the optimization problem (Section [5.1.2)), and the optimization approach (Sec-
tion , first, the critical DLC is to be determined, covered in Section [5.1.4.1] which is
later on used for the optimization. All simulations are performed on an Intel® Xeon® CPU
E7-8850 @2.00 GHz with 64-bit system and 80 virtual processors, of which 36 cores are avail-
able - as mentioned in Section [5.1.3.2) when specifying the population size. The results of the
iterative optimization approach are presented in Section [5.1.4.2] analyzed with respect to the
optimized spar-buoy design in Section[5.1.4.3] and further discussed in Section[5.1.5]

5.1.4.1 Selection of the critical DLC

According to the approach, outlined in Section[5.1.3.1] and the performed pre-screening of the
DLCs, 54 simulations (18 each selected DLC) are executed in Dymola® with the original OC3
phase IV spar-buoy FOWT system, modeled by means of MoWiT. The specific settings and
descriptions of these DLC simulation cases are summarized in Table|5.7|and described in more
detail in the following. Furthermore, the naming convention DLCx_wW _sS_yY, as introduced
and explained in Section is used.

Table 5.7: Environmental conditions and simulation settings for the pre-selected DLCs.

D Wind conditions Sea conditions

L W Long TI S Y H; T, Waveseed Currentspeed

C [m/s] [%] [-] [°] [m]  [s] [-] [m/s]

1.1 10.0 18.34 1..6 -8,0,8 174 6.03 7..12 0.074
11.4 17.38 7..12 -8,0,8 199 6.44 13 .. 18 0.084
13.0 16.53 13..18 -8,0,8 230 6.92 19...24 0.096

1.3 8.0 35.00 1.6 -8,0,8 144 548 7...12 0.059
11.4 26.97 7..12 -8,0,8 199 6.44 13 ... 18 0.084
25.0 16.68 13..18 -8,0,8 494 10.14 19..24 0.184

1.6 8.0 20.30 1.6 -80,8 1037 1470 7..12 0.059
11.4 17.38 7..12 -8,0,8 1037 1470 13..18 0.084
25.0 13.64 13..18 -8,0,8 10.37 1470 19..24 0.184

Wind conditions For the wind conditions, the Kaimal spectrum for turbulent wind, according
to IEC standard 61400-1 (IEC|2019q), is used. With regard to the turbulence intensity (T1I), the
lateral and transverse TIs are 80% and 50%, respectively, of the specified longitudinal TI. For
each wind speed, three different yaw misalignment angles are considered, as well as six seeds.

These are combined in such a way, that the first two seeds go with the first yaw angle, the
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third and fourth seeds go with the second yaw angle, and the last two seeds go with the third
yaw angle, leading to the following six ending terms of the simulation cases for DLC11_w10_:
sl_y-8, s2_y-8, s3_y0, s4_yO0, s5_y8, and s6_y8.

Sea conditions For the sea conditions, the JONSWAP (joint North Sea wave project) wave
spectrum is utilized. The significant wave height (H;) is determined depending on the wind
speed (W), according to Equation [5.3|(Bredmose et al.[2012). For DLC 1.6, which considers a
severe irregular sea state, however, the ten-minutes average wind speed with recurrence period
of 50 years from the turbulent extreme wind speed model is used for W in Equation [5.3] based
on the recommendation given by IEC| (2019b) to use the 50-year extreme significant wave
height to be on the conservative side. According to IEC|(2019a)), the value for the ten-minutes
average turbulent extreme wind speed with recurrence period of 50 years equals the reference

wind speed average over ten minutes for the IEC wind turbine class I, which amounts to 50 m/s.

(%)
Hy=H)|1+26—/1— :Hy=1m, Vo=13m/s (5.3)

The common relation between the significant wave height and the peak period (7},) is given
in Equation [5.4] based onIEC|(2009).

H, H,
1.1, = <T, <143,/ = (5.4)
8 8

The peak-shape parameter () of the JONSWAP wave spectrum depends on the relation of
peak period and significant wave height, as expressed in Equation [5.5] (IEC|2009).

Tp

5 for N/A <3.6
y="{exp (5.75 _ 1.15%) for3.6 < b= <5 (5.5)
1 for f—;T >5

Due to the fact that a Pierson-Moskowitz spectrum, having a peak-shape parameter of y =1
would be most realistic for deep water conditions, the lowest possible value for the peak-shape
parameter is tried to be obtained. Hence, the peak period is derived based on Equation [5.6]
leading to a peak-shape parameter of y = 1.65 for all simulation cases. This way, also the
highest possible value for the peak period is obtained, which is as well most critical for spar-

buoy floating systems with respect to their system eigenfrequencies.

H;
T, = 14.3, /? (5.6)

Finally, as all pre-selected DLCs use the normal current model, no sub-surface currents
have to be considered (IEC|20195). Furthermore, no breaking wave surf induced currents are

included due to the large distance of the floater to any coastal breaking wave zone. Hence, only
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wind-generated near-surface currents are employed. This current speed (Uw) is determined,
depending on the depth (z < 0 m) below SWL, following Equation [5.7] (IEC|20195).

Uw(z) = {UW(O m) (1+ 55) for—20m<z<0m 57

0 forz < —-20m

The wind-generated current velocity at the sea surface (Uw (0 m)) is obtained from Equa-
tion based on IEC 61400-3-1 (IEC|[20195) and utilizing the power law for a normal wind
profile (IEC 20194) to derive the wind speed at 10 m above SWL from the wind speed at hub
height of 90 m.

10 m\ 14

Uw(0 m) =0.01W <90m> (5.8)
DLCs evaluation With these settings and definitions, all 54 DLC simulation cases are run
for 600 s, using the solver Rkfix4 with a fixed integrator step-size of 0.01 s, which is a suit-
able value to obtain conservative values for the global dynamic response of the floating wind
turbine system. Each 18 simulations per defined DLC category are run in parallel, which takes
approximately three hours, leading to around nine hours in total for all 54 DLC simulations.
The resulting time series of these simulations are evaluated just from 200 s on to exclude any
transients at the beginning of the simulations. Thus, the maximum inclination (combined roll
and pitch angle), the maximum horizontal acceleration at the tower top, the maximum ampli-
tude of the dynamic translational motion (combined surge, sway, and heave displacement), as
well as the maximum mean translational motion (even if this is not an optimization criterion)
are selected for each DLC simulation case. The five highest values each with the corresponding
DLC simulation cases are presented in Table[5.8]

It strikes that for both the total inclination angle and the horizontal nacelle acceleration,
which are the two most important optimization criteria for the FOWT system, one and the
same DLC simulation case, namely DLC16_w11_s11_y8, appears among the five most critical
DLCs. For the total inclination angle this DLC yields directly the maximum value, while for
the horizontal nacelle acceleration it results in the second highest value, close to the maximum
obtained with DLC 1.6 at cut-out wind speed. For the translational motions, however, DLC 1.6
at a lower wind speed yields the highest dynamic response, while DLC 1.1 yields the highest
values for both the mean displacement and the total translational motion (maximum 28.0 m in
DLCI11_wl11_s7_y-8). For DLC16_w11_s11_y8 the maximum dynamic translational motion is
6.0 m (position 36 of all 54 DLC simulation cases) and the maximum mean translational motion
is 20.2 m (position 9 of all 54 DLC simulation cases), while the total translational motion is
the eighth largest with 25.9 m. As for the translational motion the overall goal is to reduce
the dynamic part without having a specific constraint on it and the highest mean translational
motion is far below the specified constraint of 64.0 m, but also as the greatest attention lies on
the optimization criteria inclination and acceleration, DLC16_w11_s11_y8 is directly selected

as the critical DLC simulation setting to be used within the optimization iterations.
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Table 5.8: The five most critical DLCs for each optimization criterion and the constrained mean
translational motion.

Rank Total inclination angle Horizontal nacelle acceleration
Simulation case max (L) Simulation case max (@nor nacelle)
1 DLC16_wl11_s11_y8 4.9° DLC16_w25_s16_y0 2.351 m/s?
2 DLC11_w13_s17_y8 4.7° DLC16_wl11_s11_y8 2.338 m/s?
3 DLC11_wl13_s14_y-8 4.6° DLC16_w8_s6_y8 2.317 m/s?
4 DLC16_.w11_s12_y8 4.6° DLC16_w8_s1_y-8 2.306 m/s?
5 DLC11_w13_s18_y8 4.6° DLC16_w8_s3_y0 2.301 m/s?
Rank Dynamic translational motion Mean translational motion
Simulation case max (Saynanst)  Simulation case Smean trans]
1 DLC16_-w8_s5_y8 11.4m DLC11_w11_s10_y0 20.9 m
2 DLC11_w10-s3_y0 10.2 m DLC13_w11_s10_y0 209 m
3 DLC11_w13_s15_y0 10.1 m DLC11_wl11.s9_y0 20.6 m
4 DLC16_w8_s3_y0 10.1 m DLCI13_w11_s9_y0 20.6 m
5 DLC11_w13_s16_y0 9.9 m DLC16_w11_s10_y0 20.4 m

5.1.4.2 Developments throughout the global design optimization

Thus, the optimization is performed with the OC3 phase IV spar-buoy FOWT system model for
DLC16_w11_s11_y8, using the optimization settings as described in Section and refer-
ring to the definitions in Section[5.1.1] 2,011 simulations are executed, using 36 processors in
parallel and taking in total 197 hours. Due to the internal approach of the optimizer (NSGAII)
to manage the simulations of individuals within generations in parallel, all 36 individuals are
created for a total of 52 generations - corresponding to the start generation O up to and including
generation number 51. Further individuals are generated up to generation number 57.

Figure shows for all simulated individuals the development of their design variables
(Figure and resulting objective functions (Figure [5.2(b)) throughout the generations. In
addition, the values of the original OC3 phase IV spar-buoy FOWT system design are added
(red lines) for comparison purposes. It can be seen that the optimizer first selects individuals
from the entire allowable value ranges of the design variables. The corresponding spread in
the objective functions is obviously large for these first generations. However, throughout the
optimization, having evaluated the objective functions and checked the constraints, better and

better design variables are selected by the optimizer and the objective functions improve.
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Development of the 2,011 individuals throughout generation O up to generation 57 within the global design optimization.
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Regarding the number of individuals (each represented by a marker) plotted in Figure
it has to be noted that the incompleteness of generations above generation number 51 is clearly
visible. Furthermore, in Figure the objective functions of not all 36 individuals of gen-
eration 0 and generation 1 are plotted, as only the successful designs are evaluated with respect
to the optimization objectives. However, due to the high flexibility of the selected optimizer
NSGAII, already from the third generation (G = 2) on all selected individuals complete the

simulations without any failures.

5.1.4.3 The resulting optimum design

Apart from the 29 individuals from the first two generations, which directly demonstrate im-
perfectness as their simulations fail, the remaining 1,982 individuals perform the simulations

with success. From these it is now to select the one optimum individual.

Selection procedure of the optimum solution Before the optimum individual can be se-
lected, first, the convergence of the optimization has to be checked, as already mentioned in
Section This is done mathematically by determining the spread of the design param-
eters - and for comparison reasons also the spread of the objective functions - within each
generation. The calculations show that the optimizer converges already within the first ten
generations, but then, as the stop criterion (the total number of simulations) is not yet reached,
diverges again to try to find an even better solution by increasing the spread within the design
parameters again. However, as the optimizer had already found the optimum it converges back
to this. This makes up the wavy pattern in the spread of the design variables and the objective
functions, which can also directly be seen in Figure[5.2]

Based on these analyses, the overall minimum spread within the design variables is ob-
tained in generation number 38 (with some other local minima in already earlier generations
from generation 5 on), as pointed out by arrows in Figure [5.2] This proves again that the
selected total number of simulations is sufficiently high for obtaining convergence within the
optimization. Furthermore, Figure [5.3] shows 3D and 2D plots for both the development of
the design variables, as well as the objective functions from generation 0 up to the selected
generation 38. Here (Figure [5.3(a)), it can clearly be seen that the individuals of generation O
fill out the entire space of the allowable values for the design variables, while the individuals of
generation 38 troop together around the optimum. With respect to the objective functions, the
3D plot and even more clearly the 2D plots in Figure show rather how the developing
individuals form a Pareto front, on which most of the individuals of generation 38 are in the
corner of optimum performance, indicated by low values for the objective functions.

Thus, from this selected generation of convergence now the final optimum design solution
has to be chosen. To do so, first, the prescribed constraints are checked and not complying in-
dividuals are rejected. Then, the optimum value for each objective function is determined from
the complying individuals within generation 38. These three values together are taken as the

utopia point, which hence represents the ideal performance. Then, for each individual within
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Figure 5.3: Development of the individuals in the design space within the global design optimization.
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generation 38, which fulfills the constraints, its distance to the utopia point is identified by de-
termining from the differences between the inclination, acceleration, and normalized dynamic
translational motion objective function values and the corresponding utopia values the overall
distance by means of the root of the sum of the differences squared. As the inclination and
acceleration objective functions are already normalized with respect to their target values, the
absolute difference is computed for these two criteria. However, for the dynamic translational
motion, the difference between achieved value and utopia value is normalized with respect to
the value of the utopia, to allow for equally weighted consideration of the three optimization
objectives. Following this approach, individual number 18 within generation 38 is obtained
as the optimum design with the minimum distance to the utopia point. The properties of this

optimum individual are presented in the following.

The optimized spar-buoy floater The shape of the optimum spar-buoy floater is drawn
schematically in Figure [5.4] and compared to the original spar-buoy floater design, as well
as a few exemplary designs of individuals in start generation (G = 0), showing the exploited

value ranges of the design variables.

SWL
-20m
-40m
-60m I - H
- — original design
= exemplary designs of individuals
som | in start generation 0
- — optimum design
-100m
-120m

Figure 5.4: Design shapes from the global design optimization in comparison, dashed lines indicating
the ballast height.

The specific numbers for the values of the design variables of the determined optimum

spar-buoy floating structure are presented in Table [5.9] As it can be seen, when comparing
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the values to the original OC3 phase IV spar-buoy floater design, the outer dimensions can
be reduced, what is aimed for within the global design optimization task and realized through
the specified allowable value ranges for the design variables. In specific, a reduction of the
base column diameter by more than 25% is achieved, while the base column height is just
1% smaller than the original design. This reduction of the outer dimensions, however, is only
possible as the original OC3 phase IV spar-buoy floater design is - as already indicated at the
beginning of Chapter[3]- highly over-dimensioned for safety reasons, which can as well be seen
in the very limited system response, as presented in Table [5.10] and discussed in more detail
hereinafter. Furthermore, based on the additionally presented values for the structural mass of
the spar-buoy, as well as for the ballast mass, a significant reduction in the overall mass of the
floating platform is observed. By means of the optimized floater design, the ballast mass is
more than halved, while a more than 35% denser ballast material is utilized, and the required
structural mass is reduced by almost 24%. On this basis it can be expected to obtain also a drop
in the system costs, which is as well an overall objective within this global design optimization
task.

Table 5.9: Design variables of the optimum design of the global design optimization task, in
comparison with the specified value ranges and original values.

Parameter Value Allowable value range Original value
Base column diameter 7.0 m [6.5m, 9.4 m] 9.4 m
Base column height 106.8 m [8.0 m, 108.0 m] 108.0 m
Ballast density 2,584 kg/m®  [1,281 kg/m?, 2,600 kg/m*] 1,907 kg/m?
Ballast height 30.8 m - 484 m
Structural mass 8.77 x 10° kg - 11.50 x 10° kg
Ballast mass 30.07 x 10° kg - 63.16 x 10° kg

Table 5.10: Optimization criteria of the optimum design of the global design optimization task, in
comparison with the targets, constraints, and original values.

Parameter Value Target value  Constraint  Original value
max (Lot) 9.9° 10.0° <10.0° 4.9°

max (ahornacelle) 1.910 m/s> 1962 m/s> < 1.962m/s>  2.338 m/s?
max (Sdynransl) 7.7 m minimized >0.0m 6.0 m
Smean, frans] 26.7m - <64.0m 20.2 m

Performance checks As already indicated within the selection procedure of the optimum
solution, the constraints are checked again before selecting the optimum individual. Table

shows that the chosen values for the design variables fall within the specified allowable value
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ranges. In addition to the design variables, also the optimization criteria are approved. Ta-
ble [5.10] presents the achieved maximum values for the global LSs, as well as the additional
constrained mean translational motion parameter. It can be seen that all parameters comply
with the defined constraints. Furthermore, the targets for inclination and acceleration are very
closely approached. Comparing the results with the maximum values obtained with the origi-
nal OC3 phase IV spar-buoy FOWT system, it can be observed, at first, that not all constraints
are initially fulfilled: the maximum achieved horizontal nacelle acceleration of the original
OC3 phase IV spar-buoy floating system exceeds with 2.338 m/s? the specified upper limit
of 1.962 m/s%; however, the value still lies below 0.3 g, which can as well be found in some
literature as operational limit (Nejad et al.|2017, Huijs et al.|[2013). Furthermore, it becomes
apparent that both inclination angle and nacelle acceleration are significantly improved with re-
spect to the specified objectives, meaning that the horizontal nacelle acceleration is now within
the specified limit, but very close to it, and the maximum total system inclination angle is
significantly enlarged - compared to the original maximum angle of 4.9° -, but as well still
below the specified operational value of 10.0°. This is closely related to the reduced outer di-
mensions, as already mentioned and presented in Table [5.9] The translational motions of the
optimum design are slightly larger than with the original design; however, the increase in the
dynamic motion is minor and the constraint for the mean displacement is still fulfilled with a
large clearance to the limit value.

The final check goes to the critical DLC, as already examined and mentioned in Sec-
tion [5.1.3.1] in step 5. Thus, the 54 DLC simulation cases, as specified in Section [5.1.4.1]
are run with the same simulation settings but now with the optimized spar-buoy floater de-
sign found beforehand. The evaluation of the time series reveals that the selected critical
DLC16_w11_s11_y8 yields the highest horizontal nacelle acceleration. However, for the other
optimization objectives DLC16_w11_s11_y8 is not the most critical DLC simulation case. Ta-
ble[5.T1|summarizes the results of the review of the critical DLC. For the dynamic translational
motion, DLC16_w11_s11_y8 is already not the most critical DLC simulation case with the orig-
inal OC3 phase IV spar-buoy FOWT system and just on position 36 in the ranking; whereas
with the optimized spar-buoy design it moves up to position 32. A similar change is seen for
the constrained mean translational motion parameter. Furthermore, the value obtained with the
most critical DLC is only marginally larger than the maximum mean translational motion in
DLC16_w11_s11_y8 and still significantly below the set constraint.

Thus, the only relevant difference between the original and optimized design, with respect
to the critical DLC simulation case, is the maximum value for the total inclination angle. The
selected critical DLC is for the optimized design (with an achieved value of 9.9°) just on po-
sition 9 in the ranking and the most critical DLC yields an inclination angle of 11.5°, which
exceeds the prescribed operating limit of 10°. The analysis shows that six DLC simulation
cases yield maximum inclination angles higher than 10°. Within this global design optimiza-
tion task, however, this is accepted and no new critical DLC is selected, as spar-buoy FOWT
systems should even in a damaged condition persist a maximum inclination angle of 17° (DNV

GL2018c) and in other studies up to 15° are considered as upper limit for a parked FOWT
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system in extreme environmental conditions (Hegseth et al.[2020). This means, that with the
optimized spar-buoy FOWT it might happen that - in six out of 54 environmental conditions
- the wind turbine has to stop operation at certain times, but the system stability would never
become critical. In the following (Section [5.1.5.1), some further strategies are proposed and
analyses performed.

Table 5.11: Values of the optimization objectives and constrained parameters for the utilized and the
most critical DLCs, original and optimized spar-buoy design in comparison.

DLC16_w11 s11_y8 Most critical DL.C
Parameter Design Rank Value Value Simulation case
max (1) Original 1 4.9° 4.9° DLC16_wll_s11_y8
Optimized 9 9.9° 11.5° DLC11_-w13_s16_y0
max (Gnor nacelle) ~ Original 2 2338 m/s?> 2351 m/s> DLCI16.w25.516_y0

Optimized 1 1910 m/s*> 1.910 m/s> DLC16_wl1_s11_y8

max (demtransl) Original 36 6.0 m 11.4 m DLC16_w8_s5_y8
Optimized 32 7.7Tm 13.4m DLC16_w8_s5_y8

Smean, transl Original 9 20.2 m 20.9 m DLC11_-w11_s10_y0
Optimized 6 26.7m 273 m DLC16_wl11_s10_y0

5.1.5 Discussion of the design optimization approach based on global limit states

Beyond and complementary to the results and analyses presented in Section [5.1.4] some as-
pects have to be addressed in more detail - as already indicated - and further points need to be
discussed. Following up the performance check in Section[5.1.4.3] the issue of addressing var-
ious environmental conditions within the global design optimization approach is investigated
in Section [5.1.5.1] Afterwards, the plausibility of the found optimum solution is analyzed in
Section[5.1.5.2] while in Section[5.1.5.3the Pareto optimality of the global design optimization
is examined as alternative approach for selecting the optimum design solution. Finally, some
sensitivities and limitations are elaborated in Section

5.1.5.1 Addressing environmental conditions within the global design optimization ap-

proach

With respect to the presented global design optimization approach and demonstrated applica-
tion example, a sensitive issue is the critical DLC, which is used for the simulations during the
optimization. The methodology of utilizing one single critical environmental condition within
the iterative optimization process is on the one hand very reasonable, as from a computational
(and cost) point of view running the entire DLC set from standards with each individual within

the optimization iterations would not be advisable; however, on the other hand, when using only
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one DLC simulation case within the optimization procedure, this DLC has to be selected very
carefully. Hence, in Section [5.1.3.1] an approach for selecting and approving this one critical
DLC is suggested. In the presented application example it turns out that easily the most critical
DLC can shift during the optimization, which emphasizes again the relevance of the check at
the end and potential adjustments (step 5 of the sequence presented in Section [5.1.3.1].

In the design optimization of the OC3 phase IV spar-buoy, no amendments to the initially
selected critical DLC are made, as the target and limit values for the two most important opti-

mization objectives are set with allowance for some tolerance above.

* For the total inclination angle, the maximum operational value of 10° is selected, mean-
ing that the FOWT system remains still stable at higher values but the turbine might has
to stop operation. This is accepted for the six out of 54 DLC simulation cases, in which
the operational limit is slightly exceeded, but way below extreme limits for a parked or
even damaged system (Hegseth et al.[2020, DNV GL|2018c).

* For the horizontal nacelle acceleration, the more conservative value of maximum 0.2 g
is selected. This leaves some safety margin for higher values in case that the ranking of
criticality of the DLCs changes during the optimization, as even up to 0.3 g is mentioned

as common operational limit (Nejad et al.[2017, [Huijs et al.[2013).

Apart from the proposed methodology in Section[5.1.3.1] implying re-evaluation and mod-
ification of the selected critical DLC, another possible approach is to apply some safety factors
to the overall limits for the optimization objectives, as it is indirectly done in the presented

application example.

5.1.5.2 Plausibility of the optimum solution obtained from the global design optimiza-
tion

In addition to the selection and performance of the optimum solution, the obtained optimized
floater design itself needs to be discussed. Due to the complexity of FOWT systems and the
MO optimization problem, it cannot directly be said how the optimum design will look like,
especially as the MO optimization yields actually a set of optimal designs (the Pareto front),
as examined in more detail in Section [5.1.5.3] However, based on the prime principle laws
of FOWT system responses, a first estimate on the direction, in which the optimization will
go, as well as on the expected values compared to the initial system design can be given.
Thus, using the static analysis of the global motion response of a floating system, the highest
inclination angle is expected at rated wind speed, yielding the highest thrust force and corre-
sponding overturning moment (M), as already indicated in the pre-selection of critical DLCs
(Section[5.1.3.T)). The static relation between 1, and M is given by means of the system stiff-
ness C, as expressed in Equation [5.9]

<

Lot = = (5.9

a
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Due to the geometry of the spar-buoy floater, the system stiffness in the roll and pitch
DOFs are the same and follow Equation[5.10] with the density of water pyaer, the gravitational
acceleration g, the diameter Dwp of the spar-buoy at the waterplane area, the total mass mgysem
of the entire FOWT system, as well as the vertical positions of the center of buoyancy and

center of mass (zcop and zcog, respectively), having z = 0 at and z < 0 below SWL.

ka
64

Comparing the original maximum total inclination angle (4.9°) with the target value (10.0°),

C= Pwater& D%VP + Mgystem& (ZCOB - ZCOG) (5.10)

it is obvious that 1,o; has to be increased within the optimization iterations. Due to the fact that
the environmental conditions are unchanged during the optimization, the loading on the tur-
bine can be considered as constant, neglecting an influence on the final overturning moment
due to a changed point of rotation because of altered centers of buoyancy and mass. Thus, to
enlarge 1o, the system stiffness C has to be reduced. However, as the spar diameter at SWL
- corresponding to the diameter of the upper column - is not modifiable, a smaller stiffness
can only be obtained by a reduced distance between the centers of buoyancy and mass. This
initial estimation of changes between the obtained optimum and the original floater design is
examined. The specific numbers for the centers of buoyancy and mass, as well as their ver-
tical distance to each other (zcop — ZcoGg), determined for both the original and the obtained
optimum FOWT system as presented in Table [5.12] substantiate the approximate estimations
and the reasonability of the optimum floater design solution obtained with the presented global
design optimization approach.

Table 5.12: Comparison of the centers of buoyancy and mass of the original and optimum FOWT
systems for interpreting the results obtained with the global optimization approach.

Parameter Original FOWT system Optimum FOWT system

ZCoB -62.1m -599 m
2CoG -78.0 m -70.7 m
ZCoB — ZCoG 159 m 10.8 m

5.1.5.3 Pareto optimality of the global design optimization

As indicated in Section [5.1.5.2] MO optimizations yield a set of feasible solutions. From this,
the optimum floater design is selected in Section[5.1.4.3|from the generation with the minimum
spread within the design variables and as individual with the shortest distance to the utopia
point. The latter is itself defined by the optimum objective function values occurring within
the specific generation. However, an alternative approach to analyse MO optimization results
follows a non-dominance test to obtain the Pareto optimal solutions.

Thus, the results of the global design optimization are filtered according to Pareto domi-
nance, utilizing the code given in Appendix [E]l The resulting Pareto optimal solutions are indi-
cated by means of an asterisk in Figure[5.5] which is analogous to Figure[5.3]in Section[5.1.4.3]
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(b) 3D and 2D plots of the objective functions.
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Figure 5.5: Development of the individuals and Pareto optimal solutions in the design space within the
global design optimization.
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Afterwards, having checked the compliance with all constraints, the utopia point is again
created out of the optimum value for each objective function, however, now determined from
all generations, but considering only the Pareto optimal solutions. The distance of each Pareto
optimal solution to the utopia point is determined according to the procedure described in
Section[5.1.4.3] Finally, from the 37 Pareto optimal solutions, the one floater design is selected
that shows the overall shortest distance to the utopia point, which is similar to the compromise
solution mentioned by |[Gambier| (2011)), however, utilizes a normalization of the third objective
function value (dynamic translational motion) to ensure equally weighted consideration of all
three optimization objectives. This final Pareto optimal compromise solution is now individual
number 1 from generation 37. Its shape is shown in Figure[5.6]in comparison to the previously
selected optimum (individual number 18 from generation 38), while its specific figures for

design variables, system parameters, and optimization criteria are presented in Tables[5.13]and
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Figure 5.6: Pareto optimum design shape from the global design optimization, in comparison with the
optimum from Section[5.1.4.3] dashed lines indicating the ballast height.

This demonstrates that both the optimum selected in Section [5.1.4.3] and the found Pareto
optimum are very similar, especially with respect to their base column diameters, ballast den-
sities, and translational motions. The base column height of the Pareto optimum design is,

however, a bit smaller and the total system is regarding the structural and ballast mass in both
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respects slightly heavier. Regarding the system performance, the Pareto optimum solution
shows a less critical total inclination angle, while the horizontal nacelle acceleration is closer
to the specified upper limit. Thus, even if both floater design solutions resemble one another,
the comparison points out that for MO optimization tasks the selection of the optimum solution
is not straight forward and can be done following different techniques, leading to different final
design solutions.

Table 5.13: Design variables of the Pareto optimum design of the global design optimization task, in
comparison with the optimum from Section

Parameter Pareto optimum Optimum (Section |5.1.4.3
Base column diameter 7.3 m 7.0 m

Base column height 101.8 m 106.8 m

Ballast density 2,600 kg/m? 2,584 kg/m?
Ballast height 29.6 m 30.8 m
Structural mass 8.80 x 10° kg 8.77 x 10° kg
Ballast mass 31.56 x 10° kg 30.07 x 10° kg

Table 5.14: Optimization criteria of the Pareto optimum design of the global design optimization task,
in comparison with the optimum from Section[5.1.4.3]

Parameter Pareto optimum Optimum (Section [5.1.4.3
max (Lot) 9.6° 9.9°

max (@nor nacelle ) 1.954 m/s? 1.910 m/s?

max (den,transl) 7.6 m 7.7m

Smean,transl 26.2m 26.7m

5.1.5.4 Sensitivities and limitations of the global design optimization task

Apart from the final selection procedure of the optimum solution, also already the optimizer
and the convergence of the optimization are further aspects of high importance. The conver-
gence of the global design optimization is checked and approved within this study; however,
the most appropriate optimizer, as well as its rate of convergence depend on the explicit appli-
cation example (both the simulated system and the specified optimization problem). Thus, for
any other and further study and optimization task, it is highly recommended to perform sensi-
tivity studies on the selection of the suitable optimizer and afterwards as well on approving its
convergence within the optimization procedure.

Finally and fundamentally, it has to be emphasized that the presented global design opti-
mization of the OC3 phase IV spar-buoy FOWT system is kept deliberately simple and focuses

mainly on the global system performance, as well as on the reduction of the outer dimensions.
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However, with the selected design variables (spar-buoy diameter and length, as well as the bal-
last density), one of the optimization objectives, namely the dynamic translational motion, as
well as the constrained mean translational motion, can only be marginally influenced, which
is reflected by the increased translational motions of the optimized design compared to the
original design, as presented in Tables and Even though the wave drift forces -
contributing to the surge motion - depend on the frontal area of the spar-buoy and, hence, its
outer dimensions which are selected as design variables, the decisive influencing factor on the
surge motion of a spar-buoy floating wind turbine system is the station-keeping system. Thus,
mooring system parameters would have to be added as design variables to directly address the
translational motion objective within the optimization. Furthermore, the optimized floating
spar-buoy wind turbine system - with reduced floater outer dimensions and more critical, but
still safe system inclination - will experience a larger bending moment at the tower base, as
well as increased loads in the yaw bearing and at the blade roots, suffer losses in the power
output, and impair the performance of the generator speed control. Hence, further local and
more detailed criteria - such as (local) structural integrity checks, load and fatigue analyses,
or even reliability aspects - as well as additional design variables (for the structure, but also
for the mooring system or the turbine control) would have to be incorporated in the presented

optimization approach for a high-quality and fully adequate design analysis and optimization.

5.2 Designing a complex geometry offshore wind turbine spar-type

floating support structure

From the survey-based study, presented in Section[3.1.2] the conclusion is drawn that the spar-
buoy concept is the most mature and has the highest TRL. However, in order to enhance its
suitability for multi-MW wind farm deployment, this technology has to be further advanced:
the common spar-buoy floater is already very convenient for volume production and certifi-
cation due to its simple geometry, but to facilitate an accelerated and global market uptake,
especially the large floater draft has to be reduced, so that in the end LCoE is reduced and
handling simplified.

To overcome the challenges that the highly promising spar-buoy floating platform type still
faces, a few researchers have already worked on concepts for advanced spar-type FOWT sup-
port structures, which have a reduced draft but still provide sufficient stability (Wright et al.
2019, [Yoshimoto & Kamizawa|2019, Zhu et al.[2019} Hirai et al.|2018| [Yoshimoto et al.|[2018]
Yamanaka et al. 2017, Matsuoka & Yoshimoto|2015}|Lee|2005). However, different approaches
for designing the floating platform are followed and it does not seem that a fully integrated op-
timization approach is adopted. Other design development studies (Chen et al.| 2017, |Perry
et al. 2007, Bangs et al.|2002) are inspired by the oil and gas industry and deal with so-called
truss spar platforms, in which a truss section connects a bottom tank with the floating platform
and heave plates can be included. However, only [Perry et al.| (2007) apply a GA-based opti-

mization for developing a cost-efficient preliminary floating support structure design. Some
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other researchers focus on the optimization of the dynamic response of the FOWT system by
rather adding and optimizing additional components instead of modifying the spar-type struc-
ture itself. Hence, Ding, Li, Ye, Zhou & Wang| (2017), [Ding, L1, Li, Hao & Ye| (2017) use
helical strakes - again inspired by the oil and gas industry - and a heave plate, while |He et al.
(2019) optimize a tuned mass damper by utilizing an artificial fish swarm algorithm. [Pham &
Shin/(2019) add a moonpool, which is optimized together with the commonly shaped spar-type
platform, following a three-step and, hence, no integrated optimization approach. The majority
of design optimization approaches, however, is based on the common spar-type floater shape
and utilizes gradient-based methods (Hegseth et al.| 2020, Berthelsen et al.|[2012, Fylling &
Berthelsen/2011) or GAs (Karimi et al.|2017, |Choi et al.[|[2014). Some applications are purely
dealing with the support structure - focusing on basic hydrodynamic analyses, maximum sys-
tem stability, and minimum material cost (Choi et al.|2014), reduced draft, weight, and cost
with at the same time increased power output (Lee et al.|2015)), or optimized floater cost and
power generation (Gao & Sweetman|2018)) - while other design optimization approaches are
highly complex and account for optimizing several components of the floating wind turbine
system, such as the tower, mooring system, power cable, and/or blade-pitch controller in ad-
dition to the floating platform, and focus on extreme loads, structural strength, fatigue life,
or power quality in addition to costs and global system responses (Hegseth et al.| 2020, [Sand-
ner et al.[[2014, |[Fylling & Berthelsen|[2011)) or distinguish also between different floater types
(Karimi et al.|[2017} |Sclavounos et al.|2008). Even if a reduced draft is often aimed and ob-
tained (Hegseth et al.|[2020, |(Gao & Sweetman| 2018, [Lee et al.|2015| |Sandner et al.|[2014) and
sometimes the spar-buoy floater is subdivided into several cylindrical sections (Hegseth et al.
2020, Berthelsen et al.[|2012, [Fylling & Berthelsen|2011) or a broad range of allowable val-
ues is considered for the design variables (Karimi et al.[[2017, |Sclavounos et al.|2008), always
common spar-type platform designs are considered, meaning a structure consisting of welded
sections, for which reason even Hegseth et al.|(2020) limit the maximum allowable taper angle.

Thus, the aim in this section and design optimization application is to demonstrate that,
through a more comprehensive fully integrated design optimization approach and by allowing
design variables out of a wider range of values, more potential solutions for an advanced spar-
type floater design can be captured. Apart from reducing the floater draft, the main objective
is cost reduction - expressed in terms of the material used - while global system performance
criteria have to be fulfilled. All these requirements regarding design variables and optimization
criteria are - together with specific environmental conditions and the fully-coupled aero-hydro-
servo-elastic dynamic characteristics of a FOWT system - incorporated into the fully integrated
MoWiT-Dymola®-Python optimization framework. By means of this, an advanced spar-type
FOWT support structure design is aimed to be obtained. The focus of the optimization pro-
cedure lies on hydrodynamic and system-level analyses and no further limitations regarding a
high detail structural design are added. This way and by considering different structural re-
alization approaches for the resulting optimized geometries, new alternatives of potential and

innovative floater design solutions are opened up.
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In order to figure out in detail the required characteristics of such a floating platform, first,
advanced spar-type floating wind turbine support structures are elaborated in detail in Sec-
tion and a reference floating system with corresponding assessment criteria is specified.
Based on this, the optimization problem - consisting of design variables, objective function,
and constraints - is defined in Section[5.2.2] Subsequently, the automated design optimization
of the advanced spar-type floating wind turbine system is performed in Section [5.2.3] includ-
ing some pre-processing automated DLC simulations, as well as the characterization of the
iterative optimization approach. The results of the optimization simulations are presented in
Section and further discussed in Section

5.2.1 Advanced spar-type floating wind turbine support structures

According to the survey conducted in Section [3.1.2} industry professionals and scientific ex-
perts judge the advanced spar-type floating platform - compared to the common spar-buoy
floaters, semi-submersibles, TLPs, barges, or any hybrid, multi-turbine, or mixed-energy float-
ing system - to be the most suitable support structure for wind turbines to be deployed in float-
ing offshore wind farms due to their suitability for serial production, possibility of receiving

certification, low LCoE, and little demands on the mooring system.

5.2.1.1 Characteristics of advanced spar-type floaters

The common spar-buoy floating platform - as described in detail in Section[3.1.1]- consists of a
long relatively slender cylinder which is filled at the bottom end with ballast. The resulting deep
center of gravity provides stability against overturning. However, this floating system exhibits
some weaknesses, as elaborated in Section due to its deep draft it cannot be deployed
in shallow or intermediate waters up to around 100 m (James & Ros|[2015)), nor can the entire
floating wind turbine system be fully assembled in upright position onshore or at harbor sites.
The latter fact adds to the already expensive floater, as it makes the overall handling of this

long and heavy structure, its assembly, transport, and installation costly. Thus, by
* reducing the draft,

* applying a delta or so called crowfoot connection of the mooring lines to the spar-buoy

structure, and/or
* adding stabilizing fins,
the advanced spar-type floating system can benefit from
» a wider range of possible installation sites,
* simplified handling (both construction, assembly, transport, and installation),
* reduced system, as well as construction and transportation costs, as well as

* improved system motion performance.
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In particular, these characteristics of advanced spar-type floating platforms are realized in
a few - both research and real - concepts. The advanced spar-type floater by the Massachusetts
Institute of Technology (Lee|2005) has a relatively shallow draft and gets stability support
from a two-layered taut-leg mooring system (Butterfield et al.|2007). Both Hirai et al.| (2018)
and |Yamanaka et al.| (2017)) use a three-segmented advanced geometry spar, where a larger
diameter column makes up the middle part to allow for shortening the overall length of the
spar and reducing the system cost, while |Zhu et al.| (2019) utilize the three elements just in
an opposite way, focusing on increased restoring and improved motion performance: the spar
element makes up the middle part and interconnects two columns, one with just a slightly larger
diameter at the bottom end and another one with a large diameter at the upper end.

Within the Fukushima Floating Offshore Wind Farm Demonstration Project FORWARD
an advanced spar-type support structure, developed by Japan Marine United, is utilized for
a floating substation (Fukushima Kizuna) and a 5 MW wind turbine (Fukushima Hamakaze)
(Yoshimoto & Kamizawa| 2019, James & Ros|[2015| Main(e) International Consulting LLC
2013). The advanced spar for the floating substation consists of three columns - or so called
hulls - placed at the bottom, in the middle, and at the upper end (intersecting the water line) of
the spar, so that the floating system is suitable already at around 110 m water depth, the motion
performance is improved, and the cost for installation is reduced (Wright et al.|2019, Yoshimoto
et al.|[2018], Matsuoka & Yoshimoto|[2015). The Fukushima Hamakaze was initially using a
similarly structured advanced spar, equipped with damping fins for stabilization in sway and
heave direction (James & Ros|[2015|, [Main(e) International Consulting LLC|[2013)); however,
after some investigations and studies by Matsuoka & Yoshimoto| (2015), finally the advanced
spar-type platform for the 5 MW wind turbine consists of just two large columns/hulls at the
bottom and top end of the spar and, thus, is optimized with respect to the system restoring
and motion performance, as well as the construction cost (Yoshimoto & Kamizawal2019).
Despite these optimizations, the installation of the floating platform - in particular the ballasting
operations - turned out to be complex, as the floater has leaned to an angle of 45° when it was
brought from the construction draft to a deeper draft, which, however, could be resolved within
less than a week (JWPA|[2017, [Foster|2016).

5.2.1.2 Defining a reference advanced spar-type floating offshore wind turbine system

As starting point of the design optimization towards an advanced spar-type floating platform
for an offshore wind turbine, the reference OC3 phase IV spar-buoy floating wind turbine sys-
tem, presented in Section [3.2] is utilized. The numerical model of the OC3 phase IV spar-buoy
FOWT system, as implemented in MoWiT and verified in Section is used as basis and
modified so that a design of an advanced spar-type floater can be obtained through automated
optimization. As this work focuses on the design of the floating platform and not on the moor-
ing system, a shorter, less heavy, and, hence, cheaper advanced spar-type floater design shall
be obtained by changing the floater geometry. Different characteristic shapes of advanced spar-

type floating platforms are pointed out in Section|5.2.1.1] In this application example, a similar
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concept as presented by [Zhu et al.| (2019) and realized in the Fukushima Hamakaze floating
wind turbine system (Yoshimoto & Kamizawa|2019} Matsuoka & Yoshimoto|2015) is applied:

the long cylindrical element below the tapered part is divided into three partitions:
1. the base column upper part BCyp, which shall serve for gaining buoyancy;

2. the base column middle part BC,;4, which mainly provides the separation of parts 1 and

3 to deepen the position of part 3; and

3. the base column lower part BCjoy, which can be filled with ballast and this way shall
shift the center of gravity downwards.

This partitioning is schematically represented in Figure [5.7, showing the unchanged geo-

metric parameters and dimensions for the upper column and tapered part (TP) in a light shade

SWL

Base column
upper part
BC up

middle part
BC mid

Base column

BC low
A

ballast

Base column
lower part

——

Figure 5.7: Geometrical definitions of the advanced spar-type floating platform.
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(gray) and indicating the three sections of the base column together with the ballast filling in
the base column lower part.

In order to still represent the original OC3 phase IV floating spar-buoy with the modified
MoWiT model, initially the diameters of all three BC parts are set equal to the original base
column diameter of 9.4 m and - as a ballast filling is just allowed in BCj,, - the heights of
BCyp and BC,,jq are set equal to machine epsilon, which corresponds to a value of 1075 in
Modelica®, while BC,,, holds the full original length of 108.0 m. Regarding the hydrodynamic
coefficients for the three cylindrical partitions, the same as for the original OC3 phase IV spar-
buoy, presented in Section [3.2.2] are applied.

Apart from these modifications, which are directly related to an advanced spar-type floater
design, also the material density Ppjatform Of the support structure and the wall thickness ¢ of
the cylindrical spar-buoy elements are changed. As the material density of the OC3 phase IV
spar-buoy is not explicitly defined in the definition document by Jonkman| (2010), a value of
10,000 kg/m? is derived in the model verification (Section . However, to better match
the common steel properties of offshore structures, a material density of 7,850 kg/m? is used for
the design of the advanced spar-type floating platform. Furthermore, the wall thickness of the
spar structureﬂis changed from the fixed value of 0.0314 m, which is derived in Section
to a wall thickness that is adaptable to the specific advanced spar-type floater design. In order
to obtain an appropriate wall thickness for a corresponding floater design, a fixed ratio of the
support structure structural mass mpjaform t0 the displaced mass of water, corresponding to
the buoyant mass mg, is deployed, which is for a spar-type floating platform 0.13 - according
to representative values from research designs and academic studies and excluding designs,
such as the Hywind demonstrator, which are for safety reasons heavily oversized (Bachynski
2018). Hence, the equivalent structural mass of the advanced spar floater (meaning the mass
of the advanced spar-type steel structure excluding the tower and wind turbine, and as well
excluding the ballast mass) with certain outer dimensions (diameters D; and heights H;) and

corresponding displaced volume can be determined following Equation (5.1T).

Mplatform _ ) 13 (5.11)
mpg

With the resulting structural mass of the advanced spar-type floater of 10.70 x 105 kg,
which is a bit lower than the original structural mass of 11.50 x 10° kg, the corresponding
appropriate wall thickness, which is kept the same and constant for all parts of the specific
advanced spar design, is computed by means of Equation (5.12)), which is derived from the ex-
pression for the mass of the advanced spar steel structure with a material density of 7,850 kg/m?>
as explained above. In Equation (5.12), H; and D; are the heights and diameters of each ele-
ment, meaning UC, TP, BCyp,, BCppig, and BCyy,, while the diameter of the tapered part Drp is
determined according to Equation as mean of the diameters of UC and BCyp.

IReferring here purely to the circumferential walls of the hollow cylindrical or conical elements, as for base
and lid a fixed marginal cap thickness of 1.0 x 10~* m is applied, according to the implemented model verified in

Section @
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This way, a wall thickness of 0.0372 m is obtained for the original OC3 phase IV spar-buoy
with reduced material density (7,850 kg/m?) and adopted structural mass to displaced mass
ratio of 0.13. This wall thickness value lies within the acceptable range, based on available
data for the semi-submersible floating platform from phase II of OC4.

As the advanced spar-type floater design optimization does not focus on the mooring sys-
tem, as mentioned above and due to the fact that the mooring system itself could be covered in
a separate optimization task, any change in the restoring system characteristics due to shifted
fairlead positions is prevented by utilizing constant (the original) resulting mooring system
properties, as already applied in the global design optimization task in Section This
means that - independent of possible attachment points to the reshaped floating platform - the
resulting stiffness of each mooring line is taken from the system motion, assuming the orig-
inal fairlead positions as defined in Table [3.13]in Section [3.2.2] A realistic mooring system
design for the finally obtained optimized floating platform, which represents the considered
resulting mooring system properties, can then afterwards be obtained through a subsequent
optimization, which might even be manual - depending on the degree of complexity - as it is
applied in studies for designing equivalent mooring systems (Molins et al.|2015| [Udoh|2014).
However, having not included the mooring system as design variable within the optimization
of the floating spar-type platform, further system performance improvements due to modified
mooring system parameters or fairlead positions - in addition to an optimized support structure
design - are limited. This, however, leaves open the possibility of subsequent fine tuning of the
design solution obtained through optimization based on hydrodynamic and system-level anal-
yses. By addressing the mooring system in a successive but separate optimization algorithm,
the dynamic response of the FOWT system, as well as the mooring line tension itself, can be
significantly improved by considering an advanced and more complex optimization problem,
in which - apart from various line diameters and lengths - different mooring line arrangements
and distribution forms can be utilized, the optimum number of lines within the mooring system
and best fairlead position elaborated, different mooring types used or even mixed within seg-
mented lines, and also clump weights incorporated (Tafazzoli et al.[|2020| Barbanti et al.|2019,
Men et al.|2019, (Chen et al.|2017).

5.2.1.3 Assessment criteria for designing an optimized advanced spar-type floater

The focus in this application example lies on obtaining an advanced spar-type floating plat-
form, which is characterized through a limited draft and reduced structural cost, but still shows
good hydrodynamic performance. Any detailed structural integrity checks are not addressed in

this work, but can be added for a more extensive optimization approach. However, by focusing
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only on hydrodynamics and global system performance without defining any restrictions re-
garding structural aspects, floater designs, which would have been discarded when performing
structural integrity checks and as they would be unfeasible to be realized with conventional
structural approaches, can still be captured as potential solutions when considering different
structural realization approaches.

The only structural related focus, considered in this approach, is the minimization of the
structural cost. This is represented through the steel volume of the floater, which is finally
specified as objective of the optimization problem, as formally declared in Section[5.2.2.2]

In order to achieve the shortened length of the advanced spar-type floater, the allowable
draft of the system is limited to the original draft of the OC3 phase IV floating wind turbine
system as maximum value, as well as to a recommended minimum value of 15.0 m (Ng & Ran
2016). The resulting allowable total height of the base column has to be distributed to the three
partitions. As, however, this distribution is not restricted, keeping also the option of utilizing
not all three BC parts, the minimum allowable value for the height of each of the BC parts is
machine epsilon (107! m) - as a zero value is unfeasible from a modeling point of view. For
the ballast height, it additionally has to be guaranteed that it does not exceed the actual height

of BCjow. The resulting allowable value ranges based on the draft limits are summarized in

Table

Table 5.15: Allowable value ranges addressing the draft limits for the advanced spar-type floater.

Limit Allowable draft Resulting Hyc H, BC,up HBC,mid HBC,low Hyanast

Min 150 m 3.0m 10 %m 10%"m 10°m 10 m
Max 120.0 m 108.0 m 108.0m 108.0m 108.0m 108.0m

The applied concept of a three-segmented advanced spar-type floater with elements for
buoyancy, distance, and ballast shall not only allow different heights but also different diame-
ters of these elements. Thus, the allowable value range for the diameter of each of the BC parts
is set from machine epsilon - due to the same modeling feasibility reason - to 120.0 m. The
maximum diameter is chosen deliberately large - corresponding to the total maximum draft
of the floating system - to ensure that the border of feasible solutions is well captured. From
the manufacturing point of view, cylindrical offshore structures with diameters of more than
10.0 m are realistic: various sources (Sif Group|2020, [Windkraft-Journal|2019) state a value of
11.0 m, the reference semi-submersible floating platform from phase II of OC4 has an upper
column diameter of 12.0 m (Robertson et al.[[2014), and the diameter of the spar-buoy utilized
in the Hywind Scotland floating wind farm (Equinor 20205, 2017) is even up to 14.5 m large.
However, looking at other floating platform solutions, such as the Damping Pool® floater by
Ideol (Ideol|2020) with outer dimensions of 36 m x 36 m and a resulting diagonal length of al-
most 51 m or again the OC4 phase II semi-submersible platform (Robertson et al.[2014) with an
overall outer dimension of almost 82 m in diameter, shows that floating structures with a large

overall outer diameter can be obtained without being restricted to the manufacturing feasibil-
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ity limits for pure cylinders. Thus, from a hydrodynamic point of view, a cylindrical offshore
structure with very large diameter can be realized as well through several smaller diameter
cylinders being clustered together in a circle, representing similar hydrodynamic behavior and
characteristics. Finally, attention has to be drawn on the minimum possible diameter of the BC
parts, which always has to be at least as large as twice the actual wall thickness corresponding
to the specific advanced spar-type floater design.

Having modified the diameters and heights of the three BC parts, as well as the ballast fill-
ing height, and having adjusted the wall thickness according to the structural mass to displaced
mass ratio, as defined in Section the ballast density has to be adjusted to match the
original floating equilibrium between buoyancy force, system weight, and downward mooring
force, so that the original hub height is maintained. In order to exclude unfeasible system so-
lutions, in which material would have to be removed from the system (realized for example by
reducing the material density) to meet this equilibrium condition, it has to be ensured that the
actual resulting ballast density of the specific advanced spar-type floater design carries a posi-
tive value. However, in order to account for truly realistic ballast densities, also the uppermost
allowable value of the ballast density has to be constrained. Within the global design opti-
mization application example (Section [5.1.1.1)) densities for common and cheap materials to
be used as ballast for a floating spar-buoy are explored. The densest material included is sand-
stone (or other rocks) with a density of about 2.6 x 10° kg/m>. Apart from sand, sand mixed
with water, concrete, or rocks, MagnaDense (heavyweight concrete) is as well used in industry
as high density materiaﬂ (LKAB Minerals|[2020, 2018). With MagnaDense densities of up to
5.0x%x10° kg/m3 can be obtained (LKAB Minerals|2019). Even if minimization of the structure
material volume is defined as objective function - as stated at the beginning of this section - in
order to represent the structural cost, the cost of the two potential densest ballast materials is
elaborated to avoid significant larger ballast costs when utilizing MagnaDense instead of the
common cheap materials pointed out in Section However, when comparing the mate-
rial prices for sandstone (Alibaba.com|20200) (for the ballast density limit of 2.6 x 103 kg/m?)
and MagnaDense(Alibaba.com|2020a) (for the ballast density limit of 5.0 x 10° kg/m?), it
turns out that both ballast materials have a similar cost of around 150 $ per ton, which is less
than 20% of the material cost for structural (raw) steel of about 700 $ per tonne (Butcher
2018, |Grogan|[2018], Michael 2018)). Thus, the ballast density is constrained to a maximum of
5.0 x 10° kg/m?>.

Apart from these more geometry related assessment criteria, there are three performance
related criteria that the advanced spar-type FOWT system has to fulfill, which are the same
as applied for the global design optimization task (Section [5.1.1.2)) and with which risks and
consequences for system components or the entire FOWT system are associated, as listed in
Table [D.1]in Appendix [D] For the global system performance of a FOWT maximum allowable

values are prescribed for

ZFloating offshore wind project manager at a leading company in offshore industry, personal communication,
6 February 2020.
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1. the total inclination angle of the system to the vertical:
for system rotational stability reasons a maximum total inclination angle of 10.0° is
allowed in operational conditions (Katsouris & Marinal[2016, |[Kolios et al.|2015} |Huijs
et al.|2013));

2. the total horizontal acceleration at the tower top:
due to sensitive components in the nacelle and to prevent any issues with the lubrication,
the nacelle acceleration - corresponding to the acceleration at the tower top - is limited,
depending on the specific wind turbine, to a maximum of 0.2 to 0.3 times the gravita-
tional acceleration constant (Nejad et al.| 2017, Huijs et al|[2013] [Suzuki et al.|2011);
herein the lower value of 1.962 m/s? is used following the conservative approach applied
in the global design optimization task (Section[5.1.1.2); as well as

3. the mean translational motion of the floating system:
based on experience, the static translational displacement of a (non TLP-type) FOWT
system, corresponding to the mean of the translational motion, is restricted to 0.2 times
the water depth (320.0 m in the case of the OC3 phase IV spar-buoy floating system),

and hence to 64.0 m in this application.

5.2.2 Definition of the optimization problem for designing an advanced spar-
type floater

For obtaining an optimized advanced spar-type floater design, following the assessment criteria
- as outlined in Section - and using the modified floating wind turbine system model -
as described in Section[5.2.1.7]- as basis, an iterative optimization approach (explained in more
detail in Section is carried out. This optimization approach requires the definition of
the optimization problem, which is based on the formal expression given in Section 4.2.3.1]
and comprises the modifiable design variables (Section [5.2.2.)), the objective function to be
minimized (Section [5.2.2.7)), as well as the constraints to be fulfilled (Section [5.2.2.3)) - as

declared in the following.

5.2.2.1 Design variables of the advanced spar-type floating wind turbine system

Based on the derivation of the modified spar-buoy floater model for enabling the design of
an advanced spar-type floating platform (Section [5.2.1.2)), the design variables vector X =
{x1,x2,...,X6,x7} with the following seven (k = 7) elements is defined according to the decla-
rations given in Table[5.16]
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Table 5.16: Declaration of the seven design variables of the optimization problem for designing an
advanced spar-type floater.

Design variable Formal expression Description

X1 Dgc up Diameter of base column upper part

X2 Dgc mid Diameter of base column middle part

X3 Dgc tow Diameter of base column lower part

X4 Hpc up Height of base column upper part

X5 Hpc mid Height of base column middle part

X6 Hgc 1ow Height of base column lower part

X7 Hpailast Height of ballast within base column lower part

5.2.2.2 Objective function for the advanced spar-type floating wind turbine system

As stated in Section[5.2.1.3] just one objective function (I = 1) is specified, which corresponds
to the structure material volume of the advanced spar-type floating platform (Table [5.17). This
objective function (f}) is to be minimized, as defined at the beginning of Section[5.2.2]

Table 5.17: Declaration of the objective function of the optimization problem for designing an
advanced spar-type floater.

Objective function Formal expression Description

Mplatform .
f1 (system(X)) U Spar structure material volume
pplatform

5.2.2.3 Constraints for the advanced spar-type floating wind turbine system

Section [5.2.1.3] covers already the assessment criteria for designing an optimized advanced
spar-type floating platform. These make up - apart from the objective function - 25 constraints,
which are all specified as inequality constraints - hence, m = 0 (for the equality constraints #;)
and n = 25 (for the inequality constraints g;). These shall all take on values less or equal to
zero, as expressed formally in Section[4.2.3.1] The definitions of the inequality constraints are
listed in Table
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Table 5.18: Definition of the 25 inequality constraints of the optimization problem for designing an
advanced spar-type floater.

Inequality Formal expression Description

constraint

g1(x1) 1075 m—x Allowable value range of x;
g2(x1) x; —120.0 m Allowable value range of x;
g3(x2) 10 m—x, Allowable value range of x;
g4(x2) X3 —120.0 m Allowable value range of x;
gs(x3) 105 m—x;3 Allowable value range of x3
g6(x3) x3—120.0 m Allowable value range of x3
g7(x4) 1075 m—xy Allowable value range of x4
gs(xa) x4 —108.0 m Allowable value range of x4
go(xs) 107" m—xs Allowable value range of xs
g10(xs) x5 —108.0 m Allowable value range of xs
g11(xe) 1075 m—xq Allowable value range of xg
g12(x6) x¢ — 108.0 m Allowable value range of xg
g13(x7) 105 m—x; Allowable value range of x7
g14(x7) x7—108.0 m Allowable value range of x;
g15(system(X)) max (1) — 10.0° Maximum total inclination angle
gi6(system(X)) max (a@nornacelle) — 1.962 m/ s> Maximum horizontal nacelle accelera-

g17(system(X)) Smean,transl — 64.0 M
g18(x4,X5,X¢) 3.0 m — (x4 + x5+ x6)
g19(x4,%s,X6) x4 +x5+x6 — 108.0 m
820(x6,%7) X7 — X
(X)) — Phallast
(X)) Prallast — 5.0 x 10° kg/m’
g3 (system(X))  0.5x 107 m+1—0.5x
(X)) 0.5x107 " m+7r—0.5x,
(X))  0.5x107 m+41—0.5x3

tion

Mean translational motion

Minimum draft

Maximum draft

Ballast filling height within BCjoy,
Allowable value range of ballast density
Allowable value range of ballast density
Wall thickness and diameter of BCy,
Wall thickness and diameter of BCyyiq

Wall thickness and diameter of BCjoy,
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5.2.3 Approach for automated design optimization of an advanced spar-type
floater

The final automated design optimization of the reference advanced spar-type floating wind
turbine system described in Section consists of

1. pre-processing automated system simulations for identifying the simulation conditions

to be considered within the optimization (Section[5.2.3.1)), as well as

2. the actual iterative optimization approach for obtaining an optimized advanced spar-type
floating platform design (Section[5.2.3.2)).

Both utilize the MoWiT-Dymola®-Python framework for automated simulation and optimiza-

tion, presented in detail in Section 4.2

5.2.3.1 Pre-processing automated system simulations

As it is not practical - for reasons of high computational effort - to simulate for each design
considered within the iterative optimization approach the full set of DLCs recommended by
standards, such as IEC or DNV GL, and as not all DLCs may be relevant or design driving
for the specified optimization problem, the same approach as described in Section[5.1.3.T|and
applied within the global design optimization task is adopted. In this, first, a limited number of
DLC:s, critical for the considered FOWT system and design optimization problem, is selected.
For the considered advanced spar-type floating wind turbine system, described in Section[5.2.1}
and the corresponding optimization problem stated in Section [5.2.2] three DLCs according to
IEC 61400-3-1 (IEC|2019b)) - the same as considered in the global design optimization task
(Section[5.1.3.1]) - are selected:

e DLC 1.1 around rated wind speed (explicitly at 10.0 m/s, 11.4 m/s, and 13.0 m/s), as

well as
e DLC 1.3 and
e DLC 1.6, both at 8.0 m/s, 11.4 m/s (rated wind speed), and 25.0 m/s (cut-out wind speed).

These are chosen to cover highest thrust loads and corresponding system inclination and mean
translational displacement at rated wind speeds, as well as maximum dynamic responses in
extreme turbulent wind conditions or at severe irregular sea states, as the maximum total incli-
nation angle, the maximum horizontal nacelle acceleration, and the mean translational motion
make up three (815, g16, and gi7) of the optimization constraints defined in Section [5.2.2.3]
which need to be checked and adhered to.

From these selected three DLCs, 54 environmental conditions are defined, which corre-
spond to 18 different environmental settings per DLC as summarized in Table in Sec-
tion 5.1.4.1 Thus, in each DLC turbulent wind with three different mean wind speeds and

corresponding longitudinal turbulence intensity are considered. Per wind speed six different
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wind seed numbers are accounted to capture the randomness of turbulent wind. Three different
yaw misalignment angles are used and combined with two seeds each to reduce the overall
number of simulation cases. The irregular sea state, prevailing in all three DLCs, is specified
through the significant wave height and peak period. Furthermore, each realization of the tur-
bulent wind with a different wind seed uses as well a different wave seed to represent again the
randomness of irregular waves. Finally, a current speed is specified for each wind speed.

These 54 system simulations are already performed in Section with the original
OC3 phase IV spar-buoy FOWT system and are here again carried out, however, now with
the modified reference floating system from Section The simulations are executed
automatically, utilizing the MoWiT-Dymola®-Python framework for automated simulation and
optimization, as specified in detail in Section4.2.1.4

From the total simulation time of 800 s, the last 600 s (excluding any transients at the
beginning) are evaluated with respect to the system performance criteria. The results, presented
in Section[5.1.4.1] show that DLC 1.6 at rated wind speed (11.4 m/s) with wind seed number 11
and yaw misalignment angle of 8° is most critical for the total inclination angle of the system
and yields the second highest value (just less than 1% lower than the maximum value obtained
from all DLCs) for the horizontal nacelle acceleration. The mean translational motion is in
general far off the limit value and is just less than 3.5% of the overall maximum value for the
above mentioned critical DLC. For the modified advanced spar-type floating system, the five
highest values for the three performance parameters and corresponding DLC simulation cases,
as well as the position of the above described most critical DLC for the original OC3 phase IV
floating wind turbine system are presented in Table[5.19] This shows that DLC 1.6 at rated wind
speed with wind seed number 11 and yaw misalignment angle of 8° (DLC16_w11_s11_y8) is
still of high criticality for the modified reference advanced spar-type floating system. It scores
not the highest for the performance criteria; however, the total inclination angle of the system
is almost 96% of the highest value obtained in the 54 DLC simulations, the horizontal nacelle
acceleration is even almost 99% of the highest value occurring, and the mean translational
motion is just less than 1% lower than the maximum value obtained.

Thus, DLC16_w11_s11_y8 (DLC 1.6 at 11.4 m/s wind speed with wind seed number 11 and
yaw misalignment angle of 8°) is used - as already deployed in the global design optimization
application example (Section[5.1.4.1)) - for defining the environmental conditions for the system
simulations throughout the subsequent iterative optimization approach, which is specified in
detail in Section[5.2.3.2] As, however, it is not ensured that the outcome of the DLC results
comparison - based on the reference advanced spar-type floating wind turbine system - does
not change for the optimized floater design, the 54 environmental conditions will be simulated
subsequent to the design optimization process and the criticality of the DLCs will be assessed
again, as covered in Section[5.2.4.4]
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Table 5.19: The highest values for the three performance parameters and corresponding DLC
simulation cases, based on the modified reference advanced spar-type floating system.

Rank Total inclination angle Horizontal nacelle acceleration
Simulation case max (1) Simulation case max (@nor nacelle )

1 DLC16_w11_s8_y-8 3.9° DLC16_-w25_s16_y0 2.339 m/s?

2 DLC16_w11_s10_y0 3.9° DLC16_w25_s14_y-8 2.322 m/s?

3 DLC16_-w11_s7_y-8 3.9° DLC16-w8_s5_y8 2.313 m/s?

4 DLCI16_wl11_s11_y8 3.8° DLC16_wl11_s7_y-8 2.312 m/s?

5 DLCI16_wl11_s12_y8 3.6° DLC16_wl11_s11_y8 2.311 m/s?

Rank Mean translational motion

Simulation case Smean, transl

1 DLC16.wl1s9y0  19.5m
DLCI1.wlls9y0  19.5m
DLCI3.wlls9y0  19.5m
DLCI16.wllsl2.y8 19.4m
DLCI16.wll.s8.y-8 19.4m
DLC16.wllslly8 19.3m

AN W AW

5.2.3.2 Specification and execution of the iterative optimization approach

The pre-processing DLC simulations mentioned in Section [5.2.3.T] as well as the actual iter-
ative optimization approach, are executed in an automated manner by means of the MoWiT-
Dymola®-Python framework for automated simulation and optimization, which is described in
Section As displayed in Figure in Section the iterative optimization algo-
rithm coupled to the programming framework requires in addition to the model and simulation

information also the definition of the optimization problem and specification of the optimizer.

Optimization problem The optimization problem comprises the specification of design vari-
ables, objective functions, as well as constraints. This is defined and described in detail in Sec-
tion[5.2.2and, hence, consists of seven design variables (diameters and heights of each of the
three BC parts, as well as height of the ballast), one objective function for the structure material
volume of the advanced spar-type floater, and 25 inequality constraints (14 for the allowable
value ranges of the design variables, three for the floating system performance, two for the draft
requirements, and six for compliance checks regarding the filling capacity and actual ballast

height, feasible ballast densities, as well as the cylinder diameters and wall thicknesses). These
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are directly implemented in the MoWiT-Dymola®-Python framework, based on the definitions
given in Section[5.2.2]

Optimizer From the broad range of available algorithms and methods presented in Table[4.9]
only gradient-free optimization algorithms can be chosen for the application to complex fully-
coupled wind energy systems modeled by means of MoWiT, as already indicated in Sec-
tions 4.2.3.2] and #.2.4.1] From the implemented and tested MO optimizers NSGAII, NS-
GAIIl, and SPEA?2 - all from Platypus - NSGAII is found to be the most suitable optimizer

for the MO optimization problem in the global design optimization task on a common floating

offshore spar-buoy wind turbine system (Section[5.1.3.2). Two further optimization algorithms
ALPSO and COBYLA, which are both single-objective optimizers from OpenMDAO, are de-
ployed in other application examples on wind turbine systems, as presented in Sections[4.2.4.1]
and 4.2.4.2] Due to the fact that the optimization problem considered in this application for
designing an advanced spar-type floater holds only one objective function, as defined in Sec-
tion [5.2.2.2] a single-objective optimizer could be adopted. However, as the parallelization
of the system simulations within the iterative optimization algorithm is not viable due to the
consecutive approach adopted by these optimizers, and due to the fact that a huge number of
iterations is demanded for such a complex system with such a sophisticated and heavily con-
strained optimization problem, the single-objective optimizers are discarded due to reasons of
inefficiency with respect to the required computational time. Thus, in this application it is stuck
to the well-performing - both with respect to the convergence speed and the compliance rate
concerning the constraints - MO optimizer NSGAII.

For the genetic algorithm NSGAII, which follows the principle of Darwin’s theory of evo-
lution - meaning having individuals which develop further and further each generation towards
performing better with respect to the fitness (objective) function -, the number of individu-
als in each generation (the population size) and the stop criterion for terminating the iterative

optimization algorithm have to be defined, as already stated in Section[4.2.3.2]

* Due to the complex optimization problem with seven design variables and 25 constraints,
the population size is set equal to the maximum possible number of processors, on which
simulations can be run simultaneously. On an AMD Ryzen Threadripper 2990WX 32-
Core Processor with 64-bit system and 64 virtual processors 60 processors could be used

for parallel simulations. Hence, 60 individuals are considered in each generation.

* The stop criterion for terminating the iterative optimization algorithm is defined through
the total number of simulations to be performed, while the convergence is checked sep-
arately when post-processing the simulation results. As the convergence speed is not
known ahead of the execution of the specific optimization problem, the experience from
the global design optimization application example, presented in Section is used and
the total number of simulations is increased to account for the much more complex op-
timization problem considered in this application example. Hence, the resulting number

of generations being simulated is roughly tripled, so that a total number of simulations
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of 10,000 is chosen, corresponding to more than 166 full generations with 60 individuals

each.

Optimization algorithm Now, having defined and modeled the FOWT system as described
in Section [5.2.1.7] stating the simulation settings as given in Table [5.20} having specified the
optimization problem (Section[5.2.2), and having selected the optimizer and corresponding pa-
rameter values as outlined beforehand, the iterative optimization algorithm can be executed by

means of the MoWiT-Dymola®-Python framework for automated simulation and optimization.

Table 5.20: Simulation settings of the optimization algorithm for designing an advanced spar-type

floater.
Simulation variable Value Note
Simulation interval from 0sto800s The first 200 s are accounted for as pre-

simulation time to exclude any transients.

Output interval length 0.05s
Solver Rkfix4
Fixed integrator step-size 0.01s

Within the iterative optimization algorithm, the values of the design variables for the 60
individuals of the first generation (G = 0) are selected by the optimizer based on the specified
allowable value ranges. All individuals are simulated in parallel on the available 60 processors
and analyzed afterwards by the optimizer with respect to their fitness - meaning the objective
function - and their compliance with the constraints based on the resulting time series, evaluated
between 200 s and 800 s. As also simulations may have failed (due to too bad performance
or instability of the considered floating wind turbine system), the simulated time is checked
against the specified simulation stop time (800 s according to Table [5.20). In case of an un-
successful simulation and hence incomplete time series, the parameters of interest addressed
in the constraints g5 to g7 for the system performance are not taken by evaluating the time

series but are set equal to twice the maximum allowable value, meaning
* max (Lot) |failing system = 2 - 10.0° = 20.0°
= gis(system(X)|fitea) = 20.0° — 10.0° = 10.0° £ 0
* max (dnor nacelle) |failing system = 2+ 1.962 m/s* = 3.924 m/s?
= g16(system(X)|ritea) = 3.924 m/s*> — 1.962 m /s> = 1.962 m /s> £ 0
* Smean,transl |failing system = 2-64.0 m = 128 m
= g17(system(X)|failed) = 128 m—64.0m =64.0m £ 0

This way, it can be ensured that unsuccessful simulations do not comply with all constraints
and, hence, are undesirable design solutions, which the optimizer then discards from further

selection of well-performing individuals.
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Having evaluated the simulated individuals of generation 0, the optimizer selects the design
variables for the individuals of the next generation (G = 1), again in accordance with the spec-
ified allowable value ranges, but also based on the fitness and constraints compliance rate of
each of the previous individuals. Then, the loop of simulating the individuals, evaluating each
system with respect to the objective function and constraints, and re-selecting values (from
the allowable value ranges) for the design variables of the individuals of the next generation
based on the performance of the individuals in the previous generation is repeated as long as
the number of executed simulations is still below the specified total number of simulations of
10,000. This iterative optimization algorithm ends when the stop criterion is reached - the final

results are now available.

5.2.4 Results of the automated design optimization of an advanced spar-type
floater

The optimization algorithm with the specified optimization settings is executed; however, the
simulation run has to be interrupted due to a required system restart. At that time already
8,133 individuals have been simulated. To complete the specified 10,000 simulations without
having any disruptive effects on the final results, the optimization is continued by providing the
individuals of the last wholly simulated generation 133 as start population of the subsequent
optimization execution, utilizing the operator InjectedPopulation available in Platypus.
Thus, the optimization run takes effectively about 744 hours and comprises 10,011 individuals
simulated in total, ranging from generation 0 up to generation 166, with full populations up to

and including generation 165.

5.2.4.1 Developments throughout the iterative optimization process

Figure shows in light blue for all simulated individuals of the optimization run the val-
ues for the design variables x; to x7, as defined in Section @ The values of the design
variables of the reference advanced spar-type floating wind turbine system, covered in Sec-
tion [5.2.1.2] are plotted additionally as red lines for comparative purposes. Post-processing of
the simulation results and checking the constraints yield the dark blue recolored individuals
which comply with all specified constraints. The finally selected optimum, which is presented
in Section[5.2.4.3] is marked with a yellow filled circle framed in orange.

The developments of the design variables throughout the iterative optimization process
show that in the first generations, the optimizer selects individuals covering the entire design
space; however, none of the first is meeting all requirements. With more generations, the
compliance rate is significantly increased, while it slightly decreases again when the focus of
minimizing the objective function is coming more to the fore again. Overall, the spread in
the design variables is decreased for more generations being simulated and for some design
variables the change in their values is even very limited for the individuals which comply with

all constraints. This indicates that the optimization algorithm is converging, though it has not
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yet fully converged, which is underlined by the fact that the optimum originates from the last

generatlon.
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Figure 5.8: Development of the design variables throughout the iterative optimization process for
designing an advanced spar-type floater.

Similarly, the developments of the constraints gis to g»s throughout the iterative optimiza-
tion process are analyzed and presented in Figure[5.9] The first 14 constraints for the allowable
value ranges of the design variables are excluded, as they are not constraints that are evaluated
after the simulation, but are taken into account ahead of the simulations when the optimizer
selects the design variables for the new individuals and, hence, are never violated. This can
clearly be seen in Figure[5.8] where all individuals lie within the allowable value ranges of the
design variables. In Figure[5.9] the light cyan crosses indicate the results for all simulated indi-
viduals, while the individuals which simultaneously comply with all constraints are recolored
in dark bluish green. The limits of the inequality constraints, which should all be less or equal
to zero, are indicated in red and the finally selected optimum is marked again with a yellow
filled circle framed in orange. For g»; and g7, it has to be noted that the ordinate is limited to
[—1 x 10%, 1 x 10%] for reasons of clarity, as a few more individuals yield values in the order
of magnitude of six.

For g3 to g0 and gy3 to gos5, which are directly related to and dependent on the design
variables, the developments of the constraints show a similar behavior as the developments of

the corresponding design variables throughout the iterative optimization process. For the other
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Figure 5.9: Development of the constraints throughout the iterative optimization process for designing
an advanced spar-type floater.

constraints, the trend is rather different, having a large spread in the results throughout the
simulated generations. The fact that for g;s to g;7 only a few distinguishable individuals are
plotted in the first generations is caused by the large number of unsuccessful simulations in the
first trials of the optimizer, for which reason the performance variables are set to the undesired
values, as explained in Section[5.2.3.2] and, hence, are all the same for all failing systems. This
is as well visible throughout the generations, as there is a line at the specified undesired value

formed by the individuals that do not complete the simulations successfully.

5.2.4.2 Advanced spar-type floater geometries in the design space

As presented and mentioned in Section[5.2.4.1] the individuals of the first generations cover the
entire design space, specified through the allowable value ranges prescribed by means of the
constraints g; to g14. The individuals that comply with all constraints, however, are in a much
more narrow area of the design space. In Figure [5.10] the geometric design variables x; to
xe of these individuals, setting height and diameter of each BC part in correlation, are plotted
in light blue unfilled circles. The original and optimum designs are highlighted by red and

orange-framed yellow filled circles, respectively. From these individuals, which comply with
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all constraints, seven examples are selected to demonstrate the diversity of potential (meaning
successful but maybe not yet optimum) advanced spar-type floater geometries. These examples
are schematically drawn with green lines in Figure [5.10] together with the original shape in
black and having represented the ballast heights in dashed lines. The corresponding figures for
design variables, performance parameters, objective function, and further resulting geometrical
and structural parameters of the presented examples are outlined in Table[5.21] These numbers

also underline that - when evaluating g to g»s - none of the inequality constraints is violated.
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Figure 5.10: Exemplary potential advanced spar-type floater geometries selected from the individuals
complying with all constraints.

Looking at the floater geometries presented in Figure [5.10] it becomes clear that not all
of these shapes can be realized with conventional structural solutions, where cylindrical sec-
tions are welded together. It has to be emphasized that these results are solely based on the
hydrodynamic and system-level analyses, as specified within the optimization problem. Other
additional types of analyses - addressing structural integrity, manufacturability, and localized
design - can, hence, deem some of the presented potential design solutions unfeasible, which is

discussed in some more detail in Section[5.2.5.3] However, the advantage of this methodology
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Table 5.21: Key figures of the exemplary potential advanced spar-type floater geometries.

Ex. Gen. Ind. . 2 & M s o o
[m] [m] [m] [m] [m] [m] [m]
1 115 45 0.1 134 166 6.9 2x107% 259 46
2 14 15 89 1.5 311 5.6 1.2 195 17.8
3 78 32 153 02 166 2x107? 1.1 250 10.7
4 8 6 148 02 20.1 7.0 4.7 92.0 84.0
5 9 45 10.6 439 336 13.9 1.8 89.8 84.7
6 10 8 52 23 340 7.0 463 257 227
7 9 57 05 23 332 6.2 629 257 227
Ex. max (lor) Max (Ahornacelle)  Smean transl
[°] [m/s?] [m]
1 9.9 1.337 28.2
2 5.0 1.231 222
3 9.3 1.724 27.3
4 2.6 1.955 17.5
5 1.6 1.664 21.1
6 3.9 1.447 21.1
7 4.6 1.159 22.1
Ex. Draft  ppajjast t N Mplatform Ballast mass
[m] [kg/m’]  [m] [m”] [kgl [kgl
1 448 4,585 0.0578 99.1 7778 x 10*  45.44 x 10°
2 38.3 1,003 0.1052 2662 20.90x10° 13.55x 10°
3 382 2,156  0.0580 107.7 84.55x10* 50.04 x 10°
4 115.6 1,037 0.0797 530.1 41.62x10° 27.61 x 10°
5 1175 1,008 0.1344 14286 11.21x10° 75.70 x 10°
6 91.0 1,022 0.1135 4079 32.02x10° 21.11x10°
7 106.8 1,013 0.1106 3848 30.21x10° 19.87 x 10°

- by focusing only on the hydrodynamics - is that a new range of potential floater designs is
opened up and shapes like these presented in Figure can still be considered as feasible

165



solutions when different structural realization approaches are applied. These approaches can
range from truss structures to tendons to realize large diameter changes, as well as very thin
elements, without utilizing tapered sections or having issues with the structural integrity. Idea
and impulse provider for such different structural realization approaches can, for example, be
the oil and gas industry (Chen et al.[2017, Perry et al. 2007, Bangs et al.|2002) or innova-
tive floating platform concepts, such as the TetraSpar by Stiesdal A/S (Stiesdal |2019) or the
pendulum-stabilized Hexafloat floater by Saipem, realized in the AFLOWT project (Richard
2019).

5.2.4.3 The optimized advanced spar-type floater

Due to the single-objective nature of the optimization problem, the selection of the optimum
solution happens directly through evaluating the one and only objective function. This means
that from all individuals that comply with all constraints, this is chosen as optimum which
exhibits the lowest value for the structure material volume of its advanced spar-type floating
platform design.

First, looking at the development of the objective function f; throughout the iterative op-
timization process, as presented in Figure [5.11] the trend of all simulated individuals (plotted
in light green) shows a significant minimization of the objective function - clearly below the
original value of 136.3 m?, indicated in Figure by a red line - after a large spread in the

first generations.

%10*

250

25¢E 200(

% all individuals

2% 150f, =

3 X individuals complying with all constraints

optimum individual

— original value

50

0 20 40 60 80 100 120 140 160 180
Generation

Figure 5.11: Development of the objective function throughout the iterative optimization process for
designing an advanced spar-type floater.

Zooming into the objective function results from generation 40 on, as included in Fig-
ure[5.11] provides a much clearer indication of the development of the minimum structure ma-
terial volume for the individuals which comply with all constraints (recolored in dark green):
they aggregate to an asymptote. This is already visible in early generations; however, the spread
in the objective function results of the individuals complying with all constraints is decreasing

with more generations being simulated. This asymptotic clustering of the individuals which
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comply with all constraints to a minimum objective function value on the one hand states the
convergence of the iterative optimization process and on the other hand portends that there
will be several - more or less similar (elaborated in the following) - design solutions, which
yield comparable low structure material volumes that are all very close to the minimum value
observed.

The individual with the minimum structure material volume is pointed out in Figure[5.T1|by
means of a yellow filled circle framed in orange. This design solution yields a reduction of the
structure material volume of more than 31% compared to the original (modified) advanced spar-
type floating platform. The fact that this optimum solution is just found in the last simulated
generation states that full convergence is not yet reached, despite the converging trend in most
of the design variables and constraints, as well as in the objective function. Nevertheless, due to
the asymptotic aggregation of the individuals mentioned above, the first ten minimum objective
function results from the individuals which comply with all constraints are evaluated. This
results - as some individuals yield the same objective function value - into 16 individuals with
a just by 2.8 x 107*% increased structure material volume, comparing the tenth lowest with
the minimum value, and shapes that are difficult to distinguish from each other. This proves
the above mentioned anticipation that - due to the convergence of the iterative optimization
process and the aggregation of the individuals’ objective function results to an asymptote -
several very similar advanced spar-type floater design solutions of comparable low structure
material volumes are found.

The geometry of the optimized advanced spar-type floater shape (red line) is shown schemat-
ically in Figure in comparison to the original floating platform drawn in black. The key
figures of the optimized advanced spar-type floater geometry are presented in Table[5.22] The
found design solution is - as already mentioned - out of the last generation, indicating that the
optimizer is still searching for individuals with lower structure material volume; however, the
improvement within the last simulated generations is negligible as outlined above. Both Fig-
ure [5.12] and Table [5.22] indicate the following design development trend within the iterative

optimization process: to reduce the structure material volume

* the overall length of the floating platform is significantly decreased compared to the orig-
inal geometry - the draft of the advanced spar-type floater is, however, still significantly

away from the minimum allowable draft of 15 m;
¢ the width of the bottom part of the support structure is enlarged, while

* the upper and middle parts are almost left out, leading to this significant constriction in

the tapered part; and

* a very low ballast volume is obtained through a significantly increased ballast density,

utilizing MagnaDense or high density concrete as ballast material.

The system performance - maximum total inclination angle, maximum horizontal nacelle

acceleration, and mean translational motion - points out that the maximum total inclination
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Table 5.22: Key figures of the
SWL optimized advanced spar-type floater.
\ / Key figure Value
-20m Generation 166
Individual 51
___________________________ X1 0.1 m
ﬂ X2 2.7 m
X3 16.5m
x4 1x107° m
-60m
Xs 3x1078 m
X6 24.8 m
-80m X7 4.1m
max (Lot 10.0°
max (ahor,nacelle) 1.426 m/s?
-100
il Smean,transl 284 m
Draft 36.8 m
-120m Pallast 4,855 kg/m?
- t 0.0571 m
— original design
fi 93.9 m®
— optimized design .
Mplatform 73.73 x 10" kg

Figure 5.12: The optimized advanced spar-type floater

Ballast mass

42.67 x 10° kg

geometry in comparison with the original shape.

angle is the most critical performance criterion, as the obtained value from the optimized design
is equal to the specified upper limit of 10°.

Overall, the shape of the optimized advanced spar-type floater design resembles rather a
submerged thick barge-type floater, hanging below the upper column element. This constric-
tion in the tapered part is significant and would not directly be technically feasible, both from a
manufacturing point of view and with respect to structural integrity. The reason for the current
shape obtained is the connection of the upper column to the upper BC part, which, however,
is, as well as the middle BC part, negligible. Thus, the tapered part could directly connect the
end of the upper column with the top of the lower BC part, which is mainly purely the base
column of the advanced spar-type floater. The change in required structure material would be
not that significant; however, the related change in the displaced water volume has to be taken
into account by adjusting the structure mass and by carefully evaluating the system perfor-
mance due to the shifted center of buoyancy. This realization by means of a tapered section,

however, comes with a large diameter change and corresponding large taper angle, which may
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be critical for both hydrodynamic load calculations and manufacturing, as discussed in more
detail in Sections [5.2.5.2] and [5.2.5.3] However, the structural issues due to the geometrical

configuration of the optimized floater as presented in Figure or as well as due to the large
diameter change when utilizing a tapered section, become void when eliminating the negligible
upper and middle BC parts and connecting the upper column and lower BC part by means of
a number of rigid slender braces or some tendons instead of using a tapered segment. These
manufacturing solutions go beyond the conventional structural realization approach of welding
cylindrical sections together, but they make the found optimized floater design solution feasible
and are expected to represent similar system performance. The fitness of the floater solution
proposed by the optimizer is underlined due to its similarity to the most novel and alterna-
tive solutions suggested by the research community, such as the Stiesdal’s TetraSpar (Stiesdal
2019) or the Hexafloat by Saipem (Richard|2019).

5.2.4.4 Performance of the optimized advanced spar-type floating system in different
environmental conditions

With the design solution for the advanced spar-type FOWT platform obtained from the op-
timization run, finally, the DLCs that are selected for the pre-processing automated system
simulations for choosing the most critical DLC (as presented in Section are rerun to
check whether a shift in the most critical DLC happens. The criticality is again assessed by
evaluating the fully-coupled system performance criteria (maximum total inclination angle,
maximum horizontal nacelle acceleration, and mean translational motion) and analyzing the
corresponding constraints g5 to g17. The highest values and corresponding DLC simulation
cases, as well as the values obtained with the selected DLC 1.6 at rated wind speed with wind
seed number 11 and yaw misalignment angle of 8°, are presented in Table[5.23]

For the design solution from the optimization run, there is a shift in the criticality of the
DLCs observed. The smallest change in the order of criticality of the 54 environmental con-
ditions happens in the horizontal nacelle acceleration. Still the cases from DLC 1.6 at cut-out
wind speed, as well as around rated wind speed, are most critical, but the DLC used within the
iterative optimization algorithm is still among the first ten with an acceleration value that is al-
most 12% lower compared to the maximum obtained from all simulated DLCs. This, however,
is itself still more than 17% below the maximum allowable horizontal nacelle acceleration and,
hence, uncritical, which - on a side note - is not the case for the original floating spar-buoy
wind turbine system. A significant increase in the resulting performance values and consider-
able change in the order of criticality of the environmental conditions is obtained for the mean
translational motion. Here, the selected DLC for the optimization process drops down from
the originally sixth position to the 22nd, while it is just 10% below the highest value achieved,
which is still less than half of the maximum allowable value and, hence, again uncritical. How-
ever, the most sever shift in the criticality of the DLCs happens for the total inclination angle of
the system. As indicated in Section the maximum allowable value is already reached
in the environmental condition considered for the optimization approach. This DLC, however,
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Table 5.23: The highest values for the three performance parameters and corresponding DLC
simulation cases, based on the optimized advanced spar-type floating system.

Rank Total inclination angle Horizontal nacelle acceleration
Simulation case max (1) Simulation case max (@nor nacelle )
1 DLCI11_wl13_s18_y8 12.1° DLC16_w25_s17_y8 1.620 m/s>
2 DLCI1_wl11_s10_y0 12.0° DLC16_-w25_s18_y8 1.618 m/s?
3 DLCI13_w11_s10_y0 12.0° DLC16-w25_s13_y-8 1.550 m/s?
4 DLCI1_wl1_s7_y-8 11.9° DLC16_w25_s16_y0 1.521 m/s?
5 DLCI13_wl1_s7_y-8 11.9° DLC16_w25.s15_y0 1.480 m/s?
10 DLC16-w11_s11_y8 1.426 m/s?

30 DLC16_-wl11_s11_y8 10.0°

Rank Mean translational motion

Simulation case Smean, transl

1 DLC11.w13.s15.y0 31.6m
2 DLCI11 . w11_s9_y0 314 m
3 DLC13_w11.s9_y0 314m
4 DLC11.wl13.s17_.y8  30.6m
5 DLCI1 wlls12.y8  30.3m
22 DLC16.wll_slly8 28.4m

is for the obtained optimized design solution no longer prevailing but just on the 30th position,
meaning that 29 other environmental conditions (mostly from DLC 1.1 and DLC 1.3, as well
as some others from DLC 1.6) exceed the specified upper limit by up to more than 20%. In
these environmental conditions, the floater designs obtained from the optimization run would
have to stop operation, while the overall system stability is not expected to be critical, as com-
monly much higher values for a parked floating wind turbine system in extreme environmental
conditions are acceptable, such as 15° considered by Hegseth et al.| (2020). However, to avoid
reduced system availability, the occurring changed criticality of the DLCs has to be addressed
already during the optimization - by for example considering safety factors for such critical
and design-driving performance criteria - and the performance in all environmental conditions
can be further improved by subsequent optimization of the currently unaltered mooring system.
These options are discussed in more detail in Section[5.2.5.1]
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5.2.5 Discussion of the results of the automated design optimization of an ad-
vanced spar-type floater

In addition to the presented, analyzed, and discussed results in Section [5.2.4] these are ad-

dressed in more detail and further aspects are discussed in the following.

5.2.5.1 Desirable performance of the optimized advanced spar-type FOWT system in
different environmental conditions

Based on the results and findings from the DLC simulations with the optimized advanced spar-
type floating wind turbine system design, it is recommended to take some safety factors for the
maximum allowable performance values into account. If the horizontal nacelle acceleration
would have been exceeded in some of the 54 environmental conditions, it would not have been
that critical, as a maximum allowable value of up to 0.3 times the gravitational acceleration
constant - and not only 0.2 times as applied - is often accepted, as already mentioned in Sec-
tion The specific maximum allowable values for an operating FOWT system have to
be provided by the turbine manufacturer or operator. Thus, maybe a higher inclination angle
is still acceptable; however, if 10° are really the uppermost tolerated angle, a value of 8° or
maximum 9° shall be used for the optimization constraint.

A reduced maximum allowable total inclination angle can as well afterwards be applied
in the post-processing of the results and this way an in all 54 environmental conditions well-
performing floater design can be obtained, with the downside that a larger structure material
volume is required and that this design does not represent an optimized solution.

A profitable option, hence, is to adjust the - currently excluded and unchanged - mooring
system properties and layout design. By modifying these in a subsequent optimization task, the
optimized floater design can be retained and at the same time the performance of the FOWT
system in all considered environmental conditions improved - in this case especially the system
inclination.

Apart from the considered 54 environmental conditions, however, the optimized FOWT
system design has to prove to withstand any potential environmental and operational condition
during its design life. Thus, for a subsequent more realistic analysis, the entire set of DLCs

recommended by standards,

* considering more realistic environmental conditions by accounting for various natural

periods per considered sea state,

* capturing the low frequency dynamics of the floating wind turbine system through uti-

lization of longer simulation times, and

* including also load cases with occurrence of a fault - such as grid loss - or with other
transient loads - due to, for example, gusts - which might cause high accelerations and

extreme loads,

has to be considered - at least in the pre-selection and final reassessment of the selected critical

load case.
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5.2.5.2 Enhanced hydrodynamic calculations for advanced spar-type floater geometries

Considering the wide design space - especially the broad allowable value ranges for the struc-
tural diameters - and the extreme environmental conditions, included in the DLC simulations,

some refinements in the model with respect to the hydrodynamic calculations are suggested.

* For an accurate representation of the hydrodynamic loads on the floating structure, the
hydrodynamic coefficients have to be recalculated for each specific diameter. While
the horizontal added mass coefficient, as well as the total inertia force, are already
determined in dependency of the actual structural diameter and wave number, as the
MacCamy-Fuchs approach is applied for each column element separately, the horizontal
drag coefficient is currently not altered from the original value of 0.6. This is a valid
assumption for large diameters already at low flow velocities; however, for small diam-
eter structures, which can occur within the optimization algorithm, an around twice as
large horizontal drag coefficient might be applicable (Clauss et al.|[1992). In the vertical
(heave) direction, both added mass and drag coefficients are currently unchanged, while
a vertical Froude-Krylov excitation force is considered, accounting for the difference be-
tween UC diameter and the diameter at the floater base. Especially for geometries with
large diameter changes, as well as with large diameters, which can be regarded as heave
plates, the hydrodynamic coefficients will differ from the original values for a continu-
ous cylinder as the OC3 phase IV spar-buoy. Furthermore, the vertical Froude-Krylov
excitation force would have to be adjusted to the specific geometry, when the lower BC
part is connected by means of trusses or tendons to the upper column, to account for the
differences between each upper and lower surfaces. This both - changes in the hydro-
dynamic coefficients in heave direction and adjusted vertical Froude-Krylov excitation
force - will mainly affect the heave motion of the floating system, as well as the roll
and pitch motions in some respect. With the geometry obtained from the optimization,
however, it is expected to experience less strong system responses if the hydrodynamic
coefficients are adjusted accordingly - which would benefit for example the system incli-
nation - while the system responses will increase slightly if the vertical Froude-Krylov

excitation force is determined accurately for the considered geometry.

* For more extreme environmental conditions with extreme waves and similar structures
as obtained with the optimization run, which tend to have a large diameter directly at or
close to the top of the BC, the event that the upper surface of such a large diameter cylin-
der becomes dry (which is not the case with the obtained advanced spar-type geometry)
has to be accounted for when calculating the added mass and damping coefficients in
order to not overestimate the heave and pitch added mass and, thus, to not underestimate
the horizontal nacelle acceleration in case of more energetic sea states. Furthermore,
having a horizontal surface close to the water surface - in the presented settings with a
minimum distance of 12 m - could be as well critical structurally or maybe due to the
impossibility of common service vessels to approach the wind turbine. However, it has

to be noted that it is aimed to establish a floating platform optimized with respect to the
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hydrodynamics. This, then, needs to be compromised imposing other prevailing con-
straints, such as structural limits - as discussed in Section [5.2.5.3]in more detail again -
or accessibility, for which for example walk-to-work solutions with a gangway can be

exploited.

* The applied MacCamy-Fuchs approach is in principle just valid for cylinders with ver-
tical walls and not for cylinders with abrupt changes of diameters, leading to conical
sections or even large horizontal surfaces anywhere along the column (the latter one,
however, is considered again by means of the vertical Froude-Krylov excitation force, as
discussed previously). If the MacCamy-Fuchs approach is applied to conical structures,
the wave load from especially waves with low periods will be underestimated. This could
be in the order of magnitude of up to 8% or 14% for a cone angle of around 6.7° or 12.2°,
respectively, and could affect wave periods of 3 sto 6 s or 3.5 s to 7 s, according to inves-
tigations on a tapered bottom-fixed offshore wind turbine support structure (Leimeister,
Spill, Dose, Foglia, Siegl, Karch, Heins, Schiimann, Diihrkop & Hartmann|2019). Thus,
this potential underestimation of the hydrodynamic loading is mostly relevant for the
environmental conditions of DLC 1.1, as well as for the below and at rated wind speed
cases of DLC 1.3. For the design solution proposed in Section [5.2.4.3] in which the
bottom end of the upper column is directly connected with the large diameter lower BC
part, the taper angle would amount to 32°. Any hydrodynamic calculations based on the
MacCamy-Fuchs approach would no longer be meaningful if the design solution is real-
ized by means of a solid tapered part. Thus, the alternative suggestion of having instead
a number of rigid slender braces would be favored. In order to ensure valid computation
of the hydrodynamics already within the optimization approach, another constraint on
the maximum taper angle shall be added, as implemented with a limit of 10° by [Hegseth!
et al. (2020). This aspect is, however, less critical when allowing for different structural

solutions, where trusses or tendons prevent any utilization of strongly tapered sections.

5.2.5.3 Structural realization of advanced spar-type floater geometries

As addressed and discussed in Sections [5.2.4.2] and [5.2.4.3] the geometrical configuration of
the potential and optimized advanced spar-type floaters as presented in Figures [5.10| and

may not be technically feasible from a structural integrity and manufacturability point of view,
adopting the standard manufacturing solutions. For obtaining a high detail structural design,
further localized analyses and assessments regarding the manufacturability have to be per-
formed subsequently. However, structural integrity checks for buckling or stress concentration
and for accounting for a realistic and adjustable base and lid thickness, which is currently just
set to a fixed marginal value, can as well directly be integrated in the definition of the optimiza-
tion problem.

Nonetheless, based on the assumptions and focus of this application example, which is
on hydrodynamic and system-level analyses, a significantly improved and more cost-efficient

floater can be achieved. This is as well feasible when considering different structural realization
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approaches, such as braces and truss structures or tendons, as already used in the oil and gas
industry (Chen et al.|[2017, [Perry et al.|2007, Bangs et al.|2002) or utilized in innovative floater
concepts (Richard|2019, [Stiesdal|2019), instead of following purely the conventional structural
approach of welding cylindrical and tapered sections together.

5.2.5.4 The true matter of costs

Finally and admittedly, for really considering an optimization of the wind turbine system cost,
the ratio of CapEx to AEP (annual energy production) or even the LCoE, which additionally
takes OpEx - and sometimes also costs of decommissioning - into account, would have to be
considered to be minimized. This way, a real trade-off between saved material costs, changed
expenditure of manufacturing and maintaining the system, and different system performance,
and, hence, affected AEP can be found. However, this requires a more holistic and complex ap-
proach, considering annual environmental distributions at the location of interest, calculations
for the full life-time of the system, as well as knowledge of possible manufacturing processes
and related costs. The present work can be further expanded in the future to take into account

these steps and aspects.

5.3 Brief digression and outlook: larger MW-class floater designs

without upscaling? - a direct optimization approach

Exploitation of deeper waters and installation of larger wind turbines are current and future
trends of the offshore wind industry. While different platforms are developed and prototypes
of FOWTs are already installed and tested, as presented in Section [3.1.1.2] floating support
structures still need to conform with the increasing scale of wind turbines. The design process
of (floating) wind turbine systems is very extensive and of iterative character, as already dis-
cussed in Chapter d] However, to avoid designing a floating support structure for a larger wind
turbine completely from scratch, advantage is taken of the experience with existing systems
and upscaling procedures are used for dimensioning larger structures. Notwithstanding, subse-
quent optimization and modification are required to obtain an efficient final design, as standard
upscaling procedures are only suitable for obtaining a first rough draft of an upscaled design.
As discussed by |Leimeister| (2016)), the theoretical scaling laws do not account for technolog-
ical developments, such as lighter and high-strength materials for rotor blades, site-specific
conditions and constraints, or further improvements due to, for example, economic interests.
Thus, based on the upscaled support structure design, further modifications and optimization
steps have to be performed until the final floater design for a larger wind turbine is obtained.
To save effort, the digression in this section proposes the design of a floating platform for
a larger wind turbine, which is directly obtained through optimization, thus, eliminating the
intermediate step of upscaling. By means of this approach, only a few initial adaptions are
required to consider the changed wind turbine weight - hence, ensuring floatation - and to take

account of the new wind turbine tower base diameter. All other modifications of the floating
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support structure are covered within an optimization procedure, which is based on user-defined
design variables, value ranges, and optimization criteria. The result of this automatic direct
optimization is then a support structure design, which is suited for a pre-defined larger wind
turbine and specified site and is also optimized with respect to user-defined criteria.

The OC3 phase IV spar-buoy FOWT system (Jonkman|2010), as specified as reference
system in Section [3.2] serves as basis for the application of the direct optimization approach.
By this means, a support structure for a 7.5 MW wind turbine - Fraunhofer’s IWT-7.5-164
(Popko, Thomas, Sevinc, Rosemeier, Batge, Braun, Meng, Horte, Balzani, Bleich, Daniele,
Stoevesandt, Wentingmann, Polman, Leimeister, Schiimann & Reuter|2018) - shall be ob-
tained from a floater, which is initially designed for a 5 MW wind turbine - NREL 5 MW
(Jonkman et al.[2009). Thus, in addition to the already specified 5 MW-class reference FOWT
system (Section [3.2)), the target 7.5 MW reference wind turbine is introduced at first in Sec-
tion[5.3.1] Afterwards (Section[5.3.2)), the methodology is explained. On this basis, the specific
design conditions, such as the simulation load case, design variables, optimization criteria, and
optimization parameters, are set in Section[5.3.3] The results (Section[5.3.4) show the develop-
ment of the design throughout the optimization process, as well as the final floater design for
the 7.5 MW wind turbine and its performance. The outcomes and applied approach are finally
discussed in Section

5.3.1 Target larger MW-class reference wind turbine

In this application, the OC3 phase IV spar-buoy supporting the NREL 5 MW reference wind
turbine, as described in Section is used as basis FOWT system and hence as input to the
direct optimization approach. The final goal of the direct optimization is to obtain a floating
spar-buoy, which suits the 7.5 MW IWT-7.5-164 reference wind turbine, which is introduced
in more detail hereinafter.

The IWT-7.5-164 (Popko, Thomas, Sevinc, Rosemeier, Biatge, Braun, Meng, Horte, Balzani,
Bleich, Daniele, Stoevesandt, Wentingmann, Polman, Leimeister, Schiimann & Reuter|2018])
is a state-of-the-art upwind 7.5 MW reference wind turbine, which is designed by Fraunhofer
IWES according to wind turbine class I and turbulence category A. This turbine has three
blades and a direct drive generator. Further properties of the RNA are given in Table[5.24]

For this wind turbine, different support structures exist for an onshore system (with a
tower) or two different offshore systems (with monopile, transition piece, and tower). The
monopile-based offshore wind turbine system ~”Offshore TANDEM” (Popko, Thomas, Sevinc,
Rosemeier, Bitge, Braun, Meng, Horte, Balzani, Bleich, Daniele, Stoevesandt, Wentingmann,
Polman, Leimeister, Schiimann & Reuter}|2018)), which served as basis for the joint research
project TANDEM (Leimeister, Spill, Dose, Foglia, Siegl, Karch, Heins, Schiimann, Diihrkop
& Hartmann|2019), is used in this study; however, for this application, the monopile is re-
moved and the transition piece is cut at 10.0 m above SWL, which corresponds to the top of

the floating platform. This way, the hub height of the IWT-7.5-164 remains unchanged, when
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it is placed on top of the floating platform. The relevant parameters of the support structure,
considering the shortened transition piece, are presented in Table [5.23]
Table 5.24: Properties of the IWT-7.5-164 reference wind turbine RNA (Popko, Thomas, Sevinc,

Rosemeier, Bitge, Braun, Meng, Horte, Balzani, Bleich, Daniele, Stoevesandt, Wentingmann, Polman,
Leimeister, Schiimann & Reuter|2018)).

Parameter Value
Rotor diameter 163.4 m
Hub height 111.6 m
RNA mass 536.8 x 10° kg

Cut-in, rated, cut-out wind speed 3.0 m/s, 11.7 m/s, 25.0 m/s

Table 5.25: Properties of the IWT-7.5-164 reference wind turbine support structure (Leimeister, Spill,
Dose, Foglia, Siegl, Karch, Heins, Schiimann, Dithrkop & Hartmannl[2019, [Popko, Thomas, Sevinc,
Rosemeier, Biatge, Braun, Meng, Horte, Balzani, Bleich, Daniele, Stoevesandt, Wentingmann, Polman,
Leimeister, Schiimann & Reuter|2018)).

Parameter Value

Tower top elevation, diameter, thickness 107.6 m, 3.0 m, 0.025 m
Tower base elevation, diameter, thickness 21.6 m, 7.0 m, 0.035 m
Transition piece diameter, thickness (at 10 m above SWL) 7.0 m, 0.090 m
Tower material density 7,850 kg/m?
Transition piece material density 7,850 kg/m?
Support structure mass (from 10 m above SWL) 491.5 x 10> kg

5.3.2 Methodology of the direct optimization approach

To generate a new floater design for a larger MW-class wind turbine on the basis of a smaller
existing FOWT system, first, the FOWT system has to be modeled, comprising the basis design,
replacing the wind turbine, and adjusting some parameters to ensure system conformity. This
model is then further processed within the optimization framework.

The reference OC3 phase IV FOWT system is already implemented in MoWiT and verified,
as covered in Section[d.1] Due to the component-based structure of MoWiT, the original NREL
5 MW wind turbine can easily be replaced with the IWT-7.5-164 wind turbine by exchanging
the models for rotor, nacelle, and operating control, as well as the tower subcomponent model
within the support structure model. However, due to the different wind turbine dimensions
(mass and transition piece diameter at 10 m above SWL, referred to in the following as tower
base diameter), some initial adaptions are required before the model can be given as input to

the optimization framework.
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Thus, the spar-buoy geometry is partially modified by increasing the upper column diame-
ter from the initial 6.5 m to 7.0 m to fit the new tower base diameter of the IWT-7.5-164. This
changed parameter affects the floater structural mass for the upper column and the tapered part
up to 12.0 m below SWL, but also the displaced water volume from 12.0 m below SWL to the
water line. The change in the equivalent buoyancy mass and the structural mass can be deter-
mined directly from the original and modified spar-buoy geometry. Hence, the buoyancy mass
is increased by around 46.7 x 10° kg, while the floating structure becomes 8.9 x 10° kg heav-
ier. Furthermore, the exchanged wind turbine on top of the floater results in an additional mass
increase of 428.6 x 103 kg. These changed buoyancy and structural masses are accounted for
in the determination of the ballast height, which is internally calculated in the MoWiT model
to ensure floatation of the FOWT system with maintained hub height, and yield a ballast filling
height of 45.38 m for this initially adapted FOWT system.

Furthermore, the wind turbine controller needs to be adjusted to avoid negative aerody-
namic damping, as now the IWT-7.5-164 is on top of a floating platform. For this purpose,
the integral and proportional controller gains K1 and Kp are modified, following the general
descriptions and recommendations given by Hansen et al.[ (2005)), as well as adopting the ap-
proach used by [Leimeister (2016). Hence, the damping ratio of the response . (associated
with the equation of motion for the rotor-speed error), required for the determination of Kp, is
set equal to 0.7. In addition, the controller natural frequency @ o needs to be defined. As the
controller should be slower than the system response, the pitch natural frequency of the OC3
phase IV FOWT system, obtained by means of the verification simulations (Section A.1]) with
the MoWiT model as 0.1985 rad/s (Table , is taken and reduced by a factor of 1.3, accord-
ing to the approach suggested by |Leimeister| (2016). This yields a controller natural frequency
of @ nar = 0.1527 rad /5. Together with the 7.5 MW wind turbine specific drivetrain and blade-
pitch controller parameters, as given in Table[5.26] the controller gains are computed according
to Equations and for a direct drive wind turbine and, hence, set to K;=0.00141924
and Kp=0.01300953 s.

Table 5.26: Properties of the IWT-7.5-164 reference wind turbine drivetrain and blade-pitch controller
(Leimeister|2016l [Sevinc et al.[2016).

Parameter Symbol Value
Diameter of generator rotor Dgen rotor 4.5m
Mass of generator rotor Magen rotor 39.3 x 103 kg
Inertia of drivetrain” Ldrivetrain 99,478 kg m?
Rated rotational speed of drivetrain shaft Qrated 10.0 rad/s
Sensitivity of the aerodynamic power to P

) 6
the rotor-collective blade-pitch angle 20 16.35>10% Wirad

* The drivetrain inertia is determined following Equation
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. . 2
Lirivetrain Qrated ; ,nat

K = 3P (5.14)
06
KP _ 21drivetraiana;ed Cc @ nat ( 51 5)
Tl
1 2
Ldrivetrain = g Mgen ,rotorD gen, rotor (5.16)

This model of the FOWT system, consisting of the OC3 phase IV spar-buoy and the IWT-
7.5-164 wind turbine with the required initial adaptions, as summarized in Table is given
as input to the optimization framework. The MoWiT-Dymola®-Python framework for auto-
mated simulation and optimization, as developed and introduced in Section [4.2] is utilized.
The specific design and optimization conditions, comprising as well the definition of the opti-
mization problem and the selection of the optimizer, are specified hereinafter (Section[5.3.3).

Table 5.27: Required initial adaptions of the OC3 phase IV spar-buoy floater model with the
IWT-7.5-164 on top.

Parameter Adapted value Original value
Diameter of upper column 7.0 m 6.5m
Height of ballast within base column 45.38 m 48.37m
Integral controller gain 0.00141924 -
Proportional controller gain 0.01300953 s -

5.3.3 Design conditions for the direct optimization approach

The design and optimization conditions for the design of a spar-buoy floating support structure
supporting the IWT-7.5-164, based on the 5 MW-class OC3 phase IV floater and obtained
through a direct optimization approach, is closely related to the global design optimization
task presented in Section [5.1] Thus, only the main and final settings are presented in the
following once again, while for the detailed information on derivations and argumentations

just the references to the corresponding sections are provided.

5.3.3.1 Design-relevant load case

The iterative optimization procedure is carried out based on design-relevant load cases, used
to simulate the considered floating system and to derive the performance criteria from the sim-
ulation results. For this first utilization of the direct optimization approach, only one design-
relevant load case is selected based on the investigations on critical DLCs, as well as the DLC

simulation results and analyses performed in Sections [5.1.3.1] and [5.1.4.1] respectively. As-

suming similar system behavior of the IWT-7.5-164 FOWT system, the same environmental

condition - namely, DLC 1.6 at rated wind speed and with the turbulent wind seed number

178



11 and a yaw misalignment angle of 8° - is transferred to the initially adjusted floating wind

turbine system and used for the simulations within the direct optimization application.

5.3.3.2 Optimization problem

The object of interest in the direct optimization approach is the spar-buoy floating structure;
however, the upper column is initially already adjusted to fit the larger tower base diameter
of the 7.5 MW wind turbine. Hence, the design variables, which are to be modified during
the direct optimization approach, concern the base column geometry (diameter and height),
as well as the ballast. The latter is defined through its density and filling height within the
base column. As the ballast density is prescribed by available filling materials - as investigated
in Section [5.1.1.1] - it is selected as the third design variable, while the ballast height is not
a direct design variable as it depends on the system parameters and chosen design variables
and is determined internally to ensure floatation of the wind turbine system. With regard to
the structural parameters - similar to the global design optimization task (Section -
only the diameter and height of the base column are selected as design variables, whereas the
original wall thickness remains unchanged, as the objective of the optimization is not the design
strength, but rather focuses on the hydrodynamic behavior of the FOWT system. Furthermore,
the mooring system properties again remain unchanged, as the yaw stability is not analyzed
explicitly in the direct optimization application, but it would have to be considered as design
variable as well, if the entire system stability is to be optimized.

For the three design variables, the allowable value ranges, as well as their values in the
initially adjusted FOWT design are presented in Table [5.28] For the spar-buoy base column
diameter the lower limit is prescribed by the tower base diameter of the IWT-7.5-164, while
the upper limit is inspired by the original value and chosen to be not significantly larger for
the ease of handling and manufacturing, but still considering a potential increase in size due
to the upscaling to a larger MW-class wind turbine. For the same reasons of handleability and
manufacturability, the original base column height is set as upper limit for this design variable,
with an option to be reduced by up to 40.0 m. Here it has to be noted, that the lower bound is
not set as small as in the global design optimization task, as the resulting optimum floater still
requires a base column height of more than 100 m (Sections[5.1.4.3|and [5.1.5.3). The potential

ballast density values originate from the density ranges of cheap materials, such as sand with

varying water content, rocks, or clay (Engineering ToolBox|[2010, [2009), as investigated in

Table 5.28: Design variables and allowable value ranges for the direct optimization application, in
comparison to the values for the initially adjusted FOWT system.

Variable Lower bound Upper bound Initial value

Dgc 7.0 m 10.0 m 94 m
Hgc 68.0 m 108.0 m 108.0 m
Pballast 1,281 kg/m®> 2,600 kg/m> 1,907 kg/m>
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detail in Section Apart from the ballast type, which is conditional on available lower-
cost material, the upper bounds for the geometric parameters are shaped by the additional
objective of limiting the outer dimensions of the floating system to facilitate the handling and
manufacturing processes, but also to prevent a significant loss in the structural strength as this
is excluded from the analysis. Different user-specific objectives and set value ranges would
definitely affect the results. This is addressed again in Section[5.3.5]

Within the formulation for determining the ballast filling height as a function of the sys-
tem mass and buoyancy mass (both are directly derived from the geometric parameters), it is
checked that the ballast height never becomes negative, nor exceeds the base column height. If
the settings of the design variables would violate one of these constraints, either the ballast den-
sity or floater material density is modified - according to the definitions given in Section
- to overcome this issue. With having this defined within the MoWiT model, it is ensured that
the ballast height remains within these boundaries during the entire optimization iterations.

The optimization goal is similar to that of the global design optimization task (Section
[5.1.1.2)): obtain an appropriate floating support structure - in this case now for a 7.5 MW wind
turbine - so that this FOWT system is stable and complies with general global performance
criteria. The direct optimization application as well neither focuses on the structural strength
nor on the loading on the structure, such as fatigue due to system eigenfrequencies. These
aspects, however, can be integrated by adding more optimization objectives, which are based
on post-processed parameters and analyses.

Thus, similarly to the definitions in Section [5.1.2.2] and based on the associated potential
risks and consequences investigated in Table in Appendix [D] three objective functions are
specified, addressing the platform total inclination angle for stability and wind turbine oper-
ational reasons, the nacelle acceleration because of sensitive components within the nacelle,
and the translational motion (here it refers to the overall combined mean and dynamic transla-
tional motion) due to motion restrictions of the power cable. To avoid oversizing of the FOWT
system, which would only yield dispensable high safety factors but an overpriced design, com-
mon operational limits are set as objectives. The target values and constraints are summarized

in Table

Table 5.29: Objectives for the direct optimization application, including target values and constraints.

Parameter Target value  Constraint

Total inclination angle 10.0° <10.0°
Horizontal nacelle acceleration 1.962 m/s? <1.962 m/s?

Translational motion minimized >0.0m

5.3.3.3 Optimization settings

Based on the experience gained within the global design optimization task and as the design

and optimization conditions for this direct optimization application are similar - with respect to
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the complexity of the considered system, as well as the considered MO optimization problem
- to the conditions for the global design optimization task, the evolutionary algorithm NSGAII
is chosen again. Thus, the direct optimization approach is carried out by means of the MoWiT-
Dymola®-Python framework and with the NSGAII optimizer from Platypus. Due to limited
computational capacities, the population size for this first direct optimization application is
set to 36 individuals in each generation and the total number of simulations to be run is de-
fined as 1,080, which would correspond to 30 generations (29 plus the start population with
number 0). These are less generations than simulated in the global design optimization (Sec-
tion and not even covering the generation in which the optimum of the global design
optimization is found (Section[5.1.4.3)); however, based on the convergence behavior, discussed
in Section[5.3.4.1] the chosen settings prove to provide satisfactory results.

5.3.4 Results of the direct optimization application

The results of the direct optimization approach, applied to the initially adapted OC3 phase IV
spar-buoy with the IWT-7.5-164 on top, are presented in the following, first (Section [5.3.4.1)),
showing the results throughout the optimization process and, then (Section [5.3.4.2)), focusing
on the final floater design, which is obtained from the direct optimization approach to be ap-

propriate for supporting the IWT-7.5-164.

5.3.4.1 Developments throughout the direct optimization iterations

Within the direct optimization procedure, finally, 1,097 individuals are created, simulated, and
evaluated. The number differs slightly from the specified number of total simulations of 1,080,
as defined in Section due to the internal management (within the MoWiT-Dymola®-
Python framework and the utilized optimizer NSGAII) of running simulations in parallel. This
way, individuals from generation O up to generation 31 are created, while the last full generation
- meaning containing all 36 individuals - is generation number 26.

Within each generation, the design variables for the individuals are chosen by the optimizer
from the specified value ranges and based on the objectives obtained from the previously simu-
lated individuals. Hence, a trend from a broad spread of selected values for the design variables
towards better and better values is clearly visible throughout the optimization procedure, as vi-
sualized in Figure The corresponding trend in the obtained optimization objectives
(Figure [5.13(b)) shows as well decreasing spreads and, what is most important, an improve-
ment with respect to the objectives set. In Figure it is noticeable that in the first few
generations not for all 36 individuals an objective function value is plotted. The reason for this
is that, at the start of the optimization procedure, individuals from the entire allowable value
ranges for the design variables are created. These, however, do not all perform that well and
some might be instable, which causes an early termination of the simulation. The effectively
simulated time is taken as criterion for identifying such unsuccessful simulations, which are

then assigned undesirable objectives to ensure exclusion of these designs - analogously to the
approach discussed and presented in Section 4.2.3.3|and applied in Section
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5.3.4.2 Spar-buoy design for the IWT-7.5-164

From the 1,097 individuals, obtained within the direct optimization approach, the optimum and
final appropriate spar-buoy floater design for the IWT-7.5-164 wind turbine has to be found.
The method and criteria for the selection of the optimum geometry are described firstly and,

then, the obtained FOWT system is presented and analyzed.

Selection of the floater design resulting from the direct optimization approach As the
specified stop criterion, defined through the total number of simulations, which corresponds
approximately to a maximum number of generations, is set based on the limited computational
capacity, first, the generation has to be determined at which the optimization algorithm has
converged before it starts diverging again. To do so, two selection options are considered: based
on the minimum spread of the design variables (as applied in the global design optimization
task, covered in Section [5.1.4.3)) or based on the minimum spread of the objectives. The first
option would yield generation 23, the latter generation 22, to be considered for determining
the optimum individual, as highlighted in Figures[5.13(a) and [5.13(b)|in dark red. As the point

of interest in this application example is the convergence of the optimization to one optimum

design, the first selection method, based on the minimum spread of the design variables, is used
and, hence, generation 23 is taken for finding the best individual in it.

For the selection of the optimum individual, the same procedure as applied in the global
design optimization task (Section is utilized. Thus, the following steps are taken.

1. The minimum value for each of the three objectives is identified, comparing all individ-
uals within generation 23. These three values, which originate from different individuals

in generation 23, are used as utopia for the objectives.

2. For each individual in generation 23, the distance of its objectives to the utopia point is
determined by means of the root of the sum of the three individual distances squared.
Here, it has to be noted that the distances for the total inclination angle and horizontal
nacelle acceleration objectives are calculated directly, as these objectives are already
normalized, as indicated in Table [5.4] while the distance for the translational motion
objective, which is by definition just directly the translation value, is now normalized

with respect to the utopia value for the translational motion.

3. Doing so, the individual within generation 23, which yields the minimum distance of its

objectives to the utopia point, is determined to be the optimum solution.

The final floater geometry resulting from the direct optimization approach Following
this selection approach, the final floater geometry of the most appropriate spar-buoy design
to support the IWT-7.5-164 is obtained. Its values for the design variables are presented in
Table This also demonstrates that all values lie within the specified allowable value
ranges. A schematic drawing, comparing the original OC3 phase IV spar-buoy for the NREL
5 MW wind turbine with the initially adapted spar-buoy floater for the IWT-7.5-164 wind
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turbine, which deals as input to the direct optimization approach, and the final optimized spar-
buoy geometry for the IWT-7.5-164 wind turbine, is shown in Figure[5.14]

Table 5.30: Design variables of the final design obtained from the direct optimization approach, in
comparison with the specified allowable value ranges and original values.

Design variable Final value Allowable value range Original value

Base column diameter 9.89 m [7.0 m, 10.0 m] 9.4 m

Base column height 106.42 m [68.0 m, 108.0 m] 108.0 m

Ballast density 2,127 kg/m®  [1,281 kg/m?, 2,600 kg/m*] 1,907 kg/m?
SWL

/ N\

-20m

-40m

-60m

-80m

-100m

-120m

— original spar-buoy for the NREL 5 MW
— initially adapted spar-buoy for the IWT-7.5-164
— optimized spar-buoy floater for the IWT-7.5-164

Figure 5.14: Spar-buoy geometry obtained from the direct optimization approach, in comparison with
the original and initially adapted geometries, dashed lines indicating the ballast height.
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Due to the fact that two potential methods are initially considered for the selection of the
generation, at which the optimization has converged, the results obtained when using the sec-
ond alternative based on the minimum spread of the objectives (yielding generation 22) are
determined as well and compared in Table [5.31] to the final results (from the selected gen-
eration 23) presented above. This shows that, for both obtained individuals, the spar-buoy
design variables, as well as the calculated distances of the objectives to the utopia point, differ
only marginally. But still, the final optimum spar-buoy geometry, selected from the individu-
als within generation 23, and, hence, following the approach as chosen and described earlier,

scores higher.

Table 5.31: Comparison of the results for the two generation selection methods for determining the
optimum spar-buoy floater geometry resulting from the direct optimization approach.

Parameter Generation 23  Generation 22
Base column diameter 9.89 m 9.88 m
Base column height 106.42 m 106.42 m
Ballast density 2,127 kg/m? 2,114 kg/m?
Distance to utopia point 0.0218 0.0254

Performance of the 7.5 MW FOWT system To prove the suitability of the obtained final
spar-buoy geometry, the performance of the FOWT system, consisting of the IWT-7.5-164
wind turbine and the optimum floater design, outlined in Table [5.30| and Figure is ana-
lyzed. This means that the considered design-relevant load case, according to the definition in
Section|5.3.3.1] is simulated with the obtained 7.5 MW FOWT system and the maximum value
for each of the defined optimization objectives, specified in Section [5.3.3.2] is taken from the
output time series. The results are presented in Table and it can clearly be seen that all
constraints are met, while still the objective parameters are close to the target values.

Table 5.32: Performance of the spar-buoy FOWT system design obtained with the direct optimization

approach.
Parameter Value Target value  Constraint
Total inclination angle 9.86° 10° <10°

Horizontal nacelle acceleration  1.929 m/s? 1.962 m/s? <1.962 m/s?

Translational motion 42.92 m minimized >0m

5.3.5 Discussion of the direct optimization approach

By means of the presented direct optimization approach, a floating support structure design

for a larger wind turbine is obtained based on a smaller existing FOWT system. The finally
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achieved design is based on the specified design conditions, as described in Section and
also highly dependent on their settings. Hence, different choices will yield different designs,
each optimum for the specific design conditions considered.

In this digression, the focus is placed upon the global system performance and hydrody-
namic behavior of the FOWT. Neither the structural design strength, nor the loading on the
structure - implying frequency response analyses -, nor the overall system stability are assessed
and integrated in the direct optimization approach. However, the current functionality already
indirectly checks the requirement of having the system natural frequencies far from the wave
spectra peak frequencies by minimizing the system response, but can also easily be extended
by adding more detailed checks, as well as further criteria and optimization objectives, such
as for the structural strength or loads and fatigue. Furthermore, a more sophisticated design
optimization, implying the design strength but also, for instance, the mooring system, would as
well require the definition of additional design variables, such as the wall thickness, the fairlead
and anchor positions, the mooring line length, and its extensional stiffness.

In general, the settings have to be selected carefully to ensure that the direct optimization
approach can be successful. When still intending an upscaling to a larger MW-class wind
turbine, this has to be taken into account in the definition of the boundaries for the allowable
value ranges of the design variables, to allow for obtaining a stable FOWT system in the end.
Furthermore, there is large freedom in the selection of design variables, both with respect to
the variable itself and the number of variables. The optimization objectives will definitely also
influence the final optimum design. The objectives selected in this application example can
be considered as general parameters for the global performance of a FOWT system; however,
for more detailed assessment and design of a FOWT system there are almost no limits to the
objectives. But still this has to be treated with caution, as this is always subject to a cost-benefit
calculation. This aspect is also the reason for just selecting one design-relevant load case, which
is then used during the direct optimization approach, instead of running an entire DLC set in
each iteration with all individuals. But still it needs to be proved that the obtained optimum
FOWT system design performs as required in various environmental conditions. Finally, the
achieved optimum design will also depend on the optimization settings; however, due to the
preceding study and comparison, it is expected that the selected optimizer NSGAII is suitable
for the presented application. The number of simulations to be run is of course again a trade-
off between cost or time and benefit and the user has to define up to which accuracy and
convergence tolerance the optimization has to be performed. In the end, the final selection
of the optimum design out of the huge number of created and simulated individuals depends
again on the point of interest and selected approach. However, as shown in Section [5.3.4.2]
the resulting optimum designs differ not significantly if the methods are reasonable and the
optimization algorithm has run sufficiently long so that a convergence is clearly visible.

In general, however, the presented direct optimization approach has high potential for fu-
ture applications due to the fast development of the wind turbine technology towards larger
and larger MW-classes. This allows that especially floating concepts, which still have to gain

competitiveness with bottom-fixed wind turbine system solutions and other renewable energy

187



devices, can already now get prepared for the trend towards larger wind turbine MW-classes.
By means of the presented direct optimization approach, in which the intermediate step of up-
scaling is eliminated, the design process of larger MW-class FOWT support structures becomes

faster, more efficient, and more economical.
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Chapter 6

Reliability-based design optimization
of a spar-type floating offshore wind

turbine support structure

Even though the costs for offshore wind has already decreased over the last few years
(WindEurope|2019a), more cost reduction is required to make offshore wind energy - and
especially floating solutions - economic and competitive with other renewable energy systems.
In addition, more flexible design provisions would enable more innovation and allow for an
accelerated market uptake of floating offshore wind. To this end structures could adhere to
a goal-setting design approach, where reliability is the key driving criterion and concepts of
structural reliability can be adopted in order to systematically account for uncertainties and
different design criteria. Optimization based on structural RA concepts is highly relevant for
considering the wide range of prevailing uncertainties - coming from environmental loads,
manufacturing processes, or material properties (Hul[2018, [Yang et al.|2018} |L1 et al.[2017} Hu
et al.[2016, |Yang et al.|2015). These uncertainties may significantly affect the dynamic system
response, but are not accounted for in DDO methods which are commonly used for offshore
structures (Hu|2018| [Yang et al.[2015| |[Lee et al.|2014).

There is a broad range of structural RA methods, which can be classified in different ways,
such as local and sampling methods (Huang et al.|2017allb) or analytical and stochastic meth-
ods, as done and presented in Section By means of statistical surrogate modeling meth-
ods - such as kriging, RSM, or regression analysis (Section[2.3.2.2)) - a system representation
can be created (Huang et al.[2017a). The final RA can be performed either on the real system or
on such a derived system representation. The most common analytical RA methods are - as de-
scribed in Sections 2.1.3.T]and [2.3.1.2] - FORM and SORM, which are based on Taylor expan-
sion, while stochastic approaches - covered in Sections[2.1.3.2]and [2.3.2] - can follow sampling

methods, as for example MCS, LHS, or IS (Huang et al.|2017ab). Commonly, combinations

Note: This chapter is based on the publication by |Leimeister & Kolios| (2020).
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of these methods, such as RSM or LHS for creation of an approximate metamodel and MCS,
FORM, or SORM for finally determining the reliability, are applied - especially when it comes
to offshore wind turbine systems which are of high complexity (Shittu et al.|2020). Conse-
quently, alternative approaches and simplifications are required for the even more complex and
computationally highly demanding RBDO of offshore wind turbine systems. Thus, in addition
to the application examples presented in Section [2.3.4] response surface approximation (Kang
et al.[2009), fractional moment reliability analysis method (Yang et al.|2018)), environmental
contour method (Velarde et al.|2019), surrogate modeling combined with an ensemble learning
method (Pillai et al.|[2019), or an advanced first-order second moment method (Park & Park
2014) can be found in studies on RBDO of offshore wind turbine system components. Even if
MCS and sampling-based RBDO methods are recommended for systems with nonlinear or in-
tricate design sensitivity (Hul[2018]), these are highly computationally intensive as they require
a large number of iterations. Thus, MCS is often just used for the final reliability calculation,
based on predetermined response surface approximation models, surrogate models, or Latin
hypercube metamodels (L1 et al.|2017} |[Yang et al.[2015). A stepwise refinement, as applied by
Hu et al.| (2016), where surrogate models are just created for a more detailed RBDO at prede-
termined hotspots, may as well be more efficient. Finally, another approach that is adopted in
some research studies - as well with the focus on efficiency enhancement - is the decoupling
of the reliability assessment and the design optimization (Stieng & Muskulus|[2020, Lee et al.
2014).

In some first studies on RBDO in relation to offshore wind turbine systems (Stieng &
Muskulus|2020, |Pillai et al.[2019, |Velarde et al.|2019, Hu et al.|2016, |IDepina & Eiksund|2015,
Yang et al.|2015), the cost reduction objective is augmented by constraints addressing relia-
bility aspects, such as reduced fatigue damage. These RBDO application examples deal with
different single components of the system, such as blades (Hu/[2018, |[Hu et al.|[2016), drive-
train (Li et al.|2017), tower (Park & Park [2014)), transition piece (Lee et al.|[2014), or various
bottom-fixed support structures (monopiles, gravity-based foundations, or tripods) (Stieng &
Muskulus| 2020}, |Velarde et al.|2019, Depina & Eiksund|[2015} Yang et al.[[2015} |[Kang et al.
2009); however, the only component of a FOWT system addressed in a RBDO study is the
mooring system (Pillai et al.[|2019] |Clark & Paredes|2018). This emphasizes the significantly
increased level of difficulty, when - in addition to including the reliability aspect into design
optimization - also the much more complex system of a FOWT is considered.

Thus, in this chapter the RBDO of FOWTs is addressed. A proven concept, by which means
the combination of FOWT system design optimization and reliability assessment is feasible, as
well as reasonable with respect to computational effort and elapsed time, is developed. Due to
the already high complexity and fully-coupled system dynamics of FOWTs, a simple design
example is elaborated in this first approach. In the highly flexible framework for RBDO, the
reliability criterion can be specified as objective function or also addressed as constraint within
the design optimization. The latter option is adopted in the presented application example due
to computational limitations. With success of this first application example, having obtained

positive results, the presented concept and framework can be used for more complex and ad-
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vanced RBDO problems on FOWT systems. This way, the presented methodology can pave
the way to reliable structures of FOWTs and reduced uncertainties in the system designs.

In the following, first (Section [6.1]), the RBDO problem is presented. The challenges and
solutions for the realization and numerical implementation of this RBDO problem are discussed
and detailed in Section[6.2] The presented RBDO methodology is applied to an exemplary spar-
buoy FOWT system, as described in Section [3.2] and the results are presented in Section [6.3]
and further discussed in Section

6.1 Definition of the RBDO problem

The RBDO is applied to the reference OC3 phase IV spar-buoy FOWT system, presented
in Section and for certain design-critical environmental conditions elaborated in Sec-
tion[6.1.4] In the global DDO example presented in Section [5.1] the same system is optimized
with respect to its global performance, while limiting the outer dimensions of the floater. Based
on this, LSs, uncertainties in form of stochastic variables, and reliability criteria are incorpo-
rated in the optimization problem, following the general formulation given in Section
For a RBDO problem, a target reliability has to be specified as objective function. An alter-
native - the reliability-constrained design optimization, as realized in this application example
due to computational limitations - is to address the reliability criteria in the constraints of the
optimization problem. Thus, the finally selected design variables and objective functions, LSs,
environmental conditions, stochastic variables, and reliability criteria, as well as optimization
constraints, are specified in Sections to

6.1.1 The design variables of the RBDO problem

The RBDO problem is - as already stated - based on the global design optimization task pre-
sented in Section [5.1] Hence, to allow for comparisons between the DDO and the RBDO,
the selection of the design variables and corresponding allowable value ranges is done analo-
gously to the elaborations in Section [5.1.1.1] Thus, not altering the transition between tower
and floater base - meaning the upper column down to the bottom end of the tapered part - three
design variables for modifying the spar-buoy floater are defined: base column diameter, base
column height, and ballast density, as declared in Table Other floater properties, such as
material density, wall thickness, or resulting mooring stiffness, are kept unchanged.

Table 6.1: Declaration of the three design variables and their allowable value ranges of the RBDO
problem.

Design variable Formal expression Allowable value range Original value

X1 DBC [65 m, 94 m] 94 m
X2 Hpc [8.0 m, 108.0 m] 108.0 m
X3 Phallast [1,281 kg/m?, 2,600 kg/m?] 1,907 kg/m?
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Allowable value ranges for the three selected design variables are specified to limit on
the one hand the outer dimensions of the floater, which would positively affect the required
material and resulting structural costs, and on the other hand to consider only feasible design
solutions with respect to existing and affordable ballast materials. Thus, the original values for
the base column diameter and height are set as upper bound for the allowable value ranges. The
lower bound for the base column diameter is prescribed by the tower base diameter to avoid
any constriction of the support structure, while for the base column height the minimum draft
of the floating system is decisively. As cost-efficient ballast materials, sand with different water
contents, concrete, and rocks are considered. This leads to the allowable value ranges for the
design variables, as presented in Table [6.1] together with the original values of the OC3 phase
IV spar-buoy. These limitations on the allowable values for the design variables are addressed

by means of the inequality constraints g to ge, outlined in Section[6.1.7]

6.1.2 The objective functions of the RBDO problem

As the reliability criteria are - in this application example - not defined as objective functions
but rather as optimization constraints, the same objective functions as specified for the DDO
(Section [5.1.2.2) are utilized - again for comparative reasons. Thus, focusing on the global
dynamic FOWT system performance and based on the associated potential risks and conse-
quences, as investigated in Table [D.T]in Appendix [D] the total system inclination angle and
horizontal nacelle acceleration shall approach but not exceed a maximum allowable value,
which is set in each case according to common values (Nejad et al.[2017, |[Katsouris & Marina
2016, |[Kolios et al.|[2015} |[Huijs et al.|[2013} [Suzuki et al.|2011)), while the dynamic transla-
tional motion is to be reduced at all. Thus, the objective functions are defined as given in
Table[6.2] while the non-exceedance of maximum allowable values are addressed by means of
the inequality constraints g7 to gg (Section[6.1.7).

Table 6.2: Declaration of the three objective functions of the RBDO problem.

Objective function Formal expression Description

|max (1) — 10.0°|

f1 (system(X)) Total inclination angle criterion

10.0°
2
f (system(X)) )max (@hor,nacelie) — 1.962 m/s ‘ Horizontal nacelle acceleration
’ 1.962 m /52 criterion
3 (system(X)) max (Sdynrans!) Dynamic translational motion cri-
terion

6.1.3 The limit states of the RBDO problem

In the final reliability assessment, LSs are to be considered. Thus, two parameters that might

become critical for the considered optimization objectives (Section [6.1.2)) and are also judged
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in other studies (Matha et al.|2014} [Bachynski et al.[2013} [Huijs et al.[2013| |Bachynski & Moan
2012) as important parameters for LS analyses are selected and discussed in the following.

6.1.3.1 Bending stress at the tower base

The tower base fore-aft and side-side bending moments depend highly on the thrust force, as
well as on the degree of dampening in fore-aft and side-side motion, and are influenced by the
floater motion. The overall bending moment experienced at the tower base is derived as the
combined fore-aft and side-side tower base bending moment (Mtg). Relating this to the cross-
sectional area at the tower base with diameter Dyg (6.5 m) and wall thickness trg (0.027 m)

according to Equation|[6.1] the combined tower base bending stress (org) is obtained.

32 Dt
T Dfer — (DTB — 2tTB)4

OB = Mg (6.1)

For this bending stress at the tower base, the LS is defined as follows:

e the common construction steel is S355 with a minimum yield stress of 355.00 MPa
(Gentils et al.[2017, DNV|2014);

* a partial safety factor of 1.35 is applied according to standards and guidelines (IEC
2019albc, (GL2010);

* the resulting limit for the allowable stress amounts to 262.96 MPa.

This limit defines both the LS for the reliability assessment and the ultimate tower base

bending stress.

6.1.3.2 Breaking strength of each mooring line

The tension in the mooring lines at the fairleads is influenced by the floater motion and highly
depends on the thrust force and wave loading. Based on the coordinate system presented in
Figure and the mooring line configuration with one mooring line (ML1) facing away from
the wind (positive x-direction) parallel to the x-axis and two lines (ML2 and ML3) facing
towards the wind (negative x-direction) with an aperture angle of 120° (ML2 in positive y-
direction and ML3 in negative y-direction), higher tensions are expected in ML2 and ML3.
Relating the mooring line tension (Fy ;) to the sectional area of the mooring line with diameter

Dy (0.090 m) according to Equation the stress in the mooring line (o) is obtained.

4 Py

AL
T Dyyy

OMLi = (6.2)

For the breaking strength related to the tensional stress in each mooring line, the LS is
define as follows:

* the common studless mooring chain R4 (Kim et al.[2014, Huijs et al./[2013)) is utilized
with a break load of 8,167 kN for a chain diameter of 0.090 m (Vicinay|2012), resulting
into a break stress of 1,283.77 MPa;
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* adesign safety factor of 1.67 is applied according to standards and guidelines (DNV GL
20164, BSI|2013);

* the resulting limit for the allowable stress amounts to 768.73 MPa.

Additionally to this LS, used for the reliability assessment, the ultimate LS tension is set
equal to 60% of the maximum break load according to standards and guidelines (DNV GL
2016b, BSI2013), leading to a maximum allowable stress of 770.26 MPa. This is used as

constraint for the maximum stress occurring in the mooring lines during the analyses.

6.1.4 The design load case of the RBDO problem

For designing a FOWT system, standards and technical specifications by IEC, DNV, and DNV
GL recommend a huge set of DLCs for various environmental conditions and turbine opera-
tional states to be considered. However, the highly iterative character of the development of a
system design, including design optimization, forces a compromise between computational ef-
fort and comprehensiveness of load analyses. Thus, commonly only certain critical load cases
are investigated in system and design analyses, as discussed and applied in the global design
optimization (Section [5.1.3.1). Following the presented five-step approach, the same objec-
tives (defined and described in Section[6.1.2)) as utilized in the global design optimization, but
now - additionally - also the LS parameters (selected and specified in Section have to be
considered when choosing the critical DLC to be used within the RBDO.

Due to the focus on the maximum global system performance and the ultimate nature of
the LSs, 54 environmental conditions from operational DLCs for ultimate analyses are selected
from IEC standard 61400-3-1 (IEC|201956), which are the same as considered in the global
design optimization (Section [5.1.3.1)), based on the following argumentation:

* 18 conditions for DLC 1.1 around rated wind speed (10.0 m/s, 11.4 m/s, 13.0 m/s) with
normal turbulent wind, normal irregular waves, and normal current, as the largest system
inclination and mean translational motion, as well as tower base bending stress and stress
in the upwind mooring lines (ML2 and ML3), are expected to be driven by the highest

thrust force occurring at rated wind speed;

* 18 conditions for DLC 1.3 below, at, and above rated wind speed (8.0 m/s, 11.4 m/s,
25.0 m/s) with extreme turbulent wind, but normal irregular waves and normal current,
as for a wind-dominated site the largest nacelle acceleration and dynamic translational

motion are expected to be driven by the high fluctuations in the wind loading; and

* 18 conditions for DLC 1.6 below, at, and above rated wind speed (8.0 m/s, 11.4 m/s,
25.0 m/s) with normal turbulent wind and normal current, but severe irregular waves,
as for a wave-dominated site the largest nacelle acceleration and dynamic translational

motion are expected to be driven by the high fluctuations in the wave loading.

In each DLC three yaw misalignment angles (—8°, 0°, 8°) and two discrete seed numbers

(each for wind and waves) per yaw misalignment angle are considered. This leads, combined
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with the three different wind speeds addressed in each DLC, to the mentioned 18 conditions
per DLC.

Fully-coupled system simulations in time-domain are performed with the specified refer-
ence FOWT system (Section [3.2)) for these environmental conditions, utilizing the MoWiT-
Dymola®-Python framework and taking advantage of its suitability for automated simulation
of DLCs, as presented in Section[d.2.2] The evaluated system parameters are on the one hand
the optimization objectives defined in Section as well as a fourth constrained perfor-
mance parameter - the mean translational motion - and on the other hand the LS parameters
specified in Section[6.1.3]

From the set of 54 environmental conditions, the three DLC settings that turn out to be
most critical to some of the evaluated system parameters are presented in Table following
the same naming convention DLCx_wW_sS_yY as specified in Section[4.2.2.2] The criticality
of each case for each parameter of interest is expressed in terms of the position of the specific

case within all 54 simulated conditions.

Table 6.3: Criticality of specific DLC settings for evaluated system parameters of the RBDO problem.

Parameter DLC11_ DLC16_ DLC16_
wll s10_y0 w1l s8_y-8 wll s11_y8

max (1) Rank 21 1 5

Value 4.4° 5.1° 4.8°
max (@nor nacelle) Rank 33 3 1

Value 0.706 m/s* 2.324 m/s? 2.334 m/s?
max (Saynwanst) ~ Rank 16 26 40

Value 7.6 m 7.1m 5.7m
Smean, transl Rank 5 10 9

Value 20.7 m 20.5 m 20.5m
max (OorB) Rank 35 1 3

Value 127.61 MPa 204.74 MPa 202.14 MPa
max (omL1) Rank 33 47 46

Value 113.89 MPa 108.39 MPa 108.57 MPa
max (omr2) Rank 2 32 13

Value 207.35 MPa 194.70 MPa 201.74 MPa
max (omr3) Rank 1 12 35

Value 210.36 MPa 202.25 MPa 193.68 MPa

Further assessment, rating total inclination angle and horizontal nacelle acceleration as the

two most important performance parameters and noticing that the highest mooring line stress
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achieved in all simulated cases is way below the specified LS (less than one third of it) while
the tower base bending stress reaches a much closer value to the corresponding LS (almost
80% of it), yields the selection of DLC 1.6

e at 11.4 m/s wind speed,

¢ with seed number 8 for the normal turbulence model,

* yaw misalignment angle of -8°,

* severe sea state (SSS) with 50 years recurrence period, and

* irregular waves of 10.4 m significant wave height and 14.7 s peak period

as design driving and most critical load case for the considered optimization objectives and LSs

given in Sections [6.1.2]and [6.1.3]

6.1.5 The stochastic variables of the RBDO problem

As the considered FOWT is just a reference system, which is not operating at or designed
for an explicit offshore site - only the water depth is prescribed, however, no information on
annual distributions of wind and waves is available - the environmental parameters, used within
the DLC setup (Section based on equations and relations provided in standards, are
selected as uncertain parameters in this application example, which are then accounted for in
the reliability analysis. In specific, the mean value of the turbulent wind speed (11.4 m/s in the
selected critical DLC), as well as the significant wave height of the irregular waves in the sever
sea state (10.4 m in the selected critical DLC), are taken.

To define a stochastic variable, its type of distribution and statistical coefficients have to be
specified. This is done in Sections[6.1.5.1]and[6.1.5.2]for the two selected uncertain parameters.

6.1.5.1 Statistical properties for the wind speed

For the wind speed V (long-term n-minute average speed), a Weibull distribution can be as-
sumed, according to the classification notes 30.6 by IDNV| (1992). The Weibull distribution
parameters are derived from data at an offshore site, which shall represent realistic site con-
ditions for the considered FOWT system, as well as a mean wind speed of 11.4 m as stated
in the selected critical DLC (Section [6.1.4). Considering the locations of the Hywind demon-
strator (west of Karmgy) and the Hywind Scotland pilot park (east of Peterhead), the database
by [Fugro GEOS| (2001) for the northern North Sea and central North Sea areas is investigated.
Here it strikes that at grid point 14715 in the northern North Sea the mean wind speed in month
December matches exactly the required value of 11.4 m/s. To the available data on percent-
age exceedance, a two-parameter Weibull distributiorﬂ is fitted. The obtained parameters and

statistical coefficients are summarized in Table

IMathematical expressions for the two-parameter Weibull distribution can be found in Appendix B in Equa-

tions E] to
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Table 6.4: Statistical coefficients of the stochastic variable wind speed.

Parameter Symbol Value
Weibull scale factor b 12.8 m/s
Weibull shape factor c 2.659
Mean wind speed u(v) 11.4 m/s
Standard deviation o(V) 4.6 m/s

Least square error of fit

- 4.8 x 1074 m?/s?

6.1.5.2 Statistical properties for the significant wave height

For the significant wave height H;, the classification notes 30.6 by [DNV/| (1992) prescribe a

three-parameter Weibull distributiorﬂ Such a three-parameter Weibull distribution is derived

by|DNV/|(1992)) from scatter data in the North Sea - hence, the similar region considered already

in Section[6.1.5.1] The provided and determined parameters are the following.

¢ Weibull scale factor b =2.290 m

Weibull shape factor ¢ = 1.385

Weibull location parameter a = 0.594 m

* Mean significant wave height u (Hy) =2.7 m

* Standard deviation o (Hs) = 1.5m

As, however, the sea state considered in the selected DLC (Section [6.1.4) is severe, an

extrapolation to such an extreme significant wave height is required. In an application exam-

ple in the classification notes 30.6 (DNV||1992), an extreme three-hour event is considered.

Following the same approach, the cumulative density function (CDF) for the significant wave
height in SSS (Fsss (H;)) is derived according to Equation [6.3|from the common CDF (F (H))

with accounting for the reference period of the extreme event by means of N, as expressed in

Equation [6.4] for a three-hour extreme event.

Fess (Hs) = [F (Hy)[Y (6.3)
3654244
N = 3’7,1 = 2920 (6.4)
y

Based on thiﬂ the distribution parameters and statistical coefficients for the stochastic

variable H are derived and presented in Table [6.5]

2Mathematical expressions for the three-parameter Weibull distribution can be found in Appendix (G|in Equa-

tions E] to @

3The further mathematical expressions for the three-parameter Weibull distribution parameters for the SSS
extreme event can be found in Appendix [G]in Equations[G.5|to[G.7}
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Table 6.5: Statistical coefficients of the stochastic variable significant wave height.

Parameter Symbol Value
Weibull scale factor b 2.290 m
Weibull shape factor c 1.385
Weibull location parameter a 0.594 m
Reference period of extreme event - 3h

Mean significant wave height for SSS  usss (Hy) 11.4m

Standard deviation Osss(Hs) 1.1m

The mean value is by about 9.6% larger than the significant wave height specified in the
selected critical DLC (Section @ but still close enough for such an extreme event, so that

these site distribution values are utilized for the stochastic variable H.

6.1.6 The reliability criteria of the RBDO problem

Various standards, technical specifications, and classification notes by IEC, DNV, DNV GL,
and ISO (International Organization for Standardization) are reviewed regarding the target
value for the reliability index 8 to be considered. While IEC|(20194/blc) recommend a nomi-
nal annual failure probability of 5 x 10~#, corresponding to B = 3.291, and refers to ISO 2394
(ISO/|2015), which defines the allowable probability of failure in dependency on the amount
of the relative cost of safety measure and the magnitude of the consequences of failure, DNV
(2014, 11992)) and IDNV GL; (2018¢)) recommend for the same reference period of one year a
nominal failure probability of 1 x 10~4, corresponding to 8 = 3.719, which is even tightened in
case of unacceptable consequences of failure to a failure probability of 1 x 107, corresponding
to B = 4.265.

In the considered case of a single FOWT system under normal operating condition in SSS
- as specified in Section @] - and, hence, being unmanned, the consequences of failure are
likely neither related to human injuries, nor to impacts to other structures or the environment,
and most probably have mainly financial repercussions, for which reason the target safety level
is set to a maximum allowable failure probability of 1 x 10~* or a minimum required reliability
index of B = 3.719, respectively. This has to be fulfilled for all four LS parameters - bending
stress at the tower base, as well as stresses in ML1, ML2, and ML3 - defined in Section [6.1.3]
while accounting for the uncertainties in the environmental conditions, specified through the
two stochastic variables V and Hj stated in Section[6.1.5]

6.1.7 The constraints of the RBDO problem

The specified optimization problem comes with no (m = 0) equality constraint (#;) and 18
(n = 18) inequality constraints (g;), as presented and declared in Table [6.6] and described in

more detail in the following.
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Table 6.6: Declaration of the 18 inequality constraints of the RBDO problem.

Inequality Formal expression Description
constraint
g1(x1) 6.5 m—x; Allowable value range of x;
g2(x1) —94m Allowable value range of x;
g3(x2) 8.0m—x, Allowable value range of x,
g4(x2) x2 —108.0 m Allowable value range of x,
gs(x3) 1,281 kg/m’ —x3 Allowable value range of x3
g6(x3) —2,600 kg/m’ Allowable value range of x3
g7(system(X)) max (1) — 10.0° Maximum total inclination angle
gs(system(X))  max (anornacelle) — 1.962 m/ s> Maximum horizontal nacelle accelera-

tion

go(system(X)) —max (Syn,rans ) Maximum dynamic translational motion
gro(system(X)) Smean, transl — 64.0 m Mean translational motion
g11(system(X)) 3.719— B (ors) Minimum required reliability of the
tower base bending stress LS
g12(system(X)) 3.719 — B (omL1) Minimum required reliability of the ten-
sional stress LS for ML1
g13(system(X)) 3.719 — B (omr2) Minimum required reliability of the ten-
sional stress LS for ML2
g1a(system(X)) 3.719 — B (omL3) Minimum required reliability of the ten-

sional stress LS for ML3

g15(system(X)) max (org) —262.96 MPa Maximum tower base bending stress
gi6(system(X))  max(omp;) —770.26 MPa  Maximum tensional stress in ML1
g17(system(X))  max(omr2) —770.26 MPa ~ Maximum tensional stress in ML2
gi1s(system(X))  max(opr3) —770.26 MPa ~ Maximum tensional stress in ML3

The first ten constraints are corresponding to the inequality constraints already prevailing
in the DDO application example (Section[5.1.2.3)). These are g; to g¢ for the allowable value
ranges of the design variables specified in Section g7 to gy for defining the direction
from which the objective functions on the global system performance parameters mentioned
in Section shall be approached, as well as gio for another global system performance
parameter - the mean translational motion that shall not exceed 20% of the water depth, based
on a rule of thumb.

Up to now, the optimization problem defined through the three design variables x; to x3
(Section[6.1.1)), the three objective functions f to f3 (Section[6.1.2)), and the above mentioned
first ten inequality constraints g; to gj¢ is already significantly constrained, but describes just
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a DDO problem. Thus, for stating a RBDO problem, the reliability criteria for the four LS
parameters given in Section [6.1.3] with considering environmental uncertainties by means of
the two stochastic variables specified in Section[6.1.3] have to be added. Defining them through
additional objective functions would put much more restrictions on the optimization problem.
This would not necessarily inhibit the convergence of the algorithm, but would significantly
slow it down. Due to computational limitations, hence, the reliability criteria are integrated as
constraints for the lower limit - the minimum required reliability of the system LS parameters.
This entails g;; to g14 for limiting the lowest allowable value for the reliability index obtained
for the tower base bending stress, as well as the stress in each mooring line.

Furthermore, as already indicated in Section[6.1.3] the maximum values for the tower base
bending stress and the stresses in the three mooring lines are limited to not exceed the corre-

sponding ultimate stress values. This adds four more inequality constraints: gis to gis.

6.2 Numerical implementation of the RBDO problem

The realization of the RBDO problem defined in Section [6.1] utilizes on the one hand the
MoWiT-Dymola®-Python framework - as presented and described in detail in Section @I -
for executing automatically fully-coupled system simulations with the FOWT, as well as per-
forming automatically the optimization task, and requires on the other hand two levels of pre-
processing, covered in Sections [6.2.1 and [6.2.2] before addressing finally the iterative RBDO
process, described in Section[6.2.3] The subsequent post-processing of the results is covered in
Sections [6.3.2]and [6.3.3] A flowchart of these modular steps is presented in Figure[6.1]

Pre-processing MoWiT—DymoIa®—Python
level one framework

Pre-processing
level two

Post-processing

Figure 6.1: Flowchart of modular steps for realizing the RBDO problem.
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6.2.1 Pre-processing level one

Ahead of performing any RBDO task on the FOWT, some preparatory investigations, simula-
tions, and studies are required. At first, the approach and boundary conditions for the reliability
assessment of one specific system have to be elaborated. This comprises the specification of the
environmental conditions in terms of a DLC, under which the system is investigated, as well
as the LSs, which are to be considered in the reliability assessment; the choice and definition
of uncertain parameters, which are then handled as stochastic variables with specific statistical
properties; the selection of a specific reliability analysis method to be followed to determine
the reliability index for each LS; and, finally, the investigation of the plausibility of the settings
and results, as well as their closeness to reality. The flowchart of these pre-processing level
one steps is presented in Figure[6.2] This approach has similarities regarding its structure with
other studies on reliability assessments of complex renewable energy systems

2020, [Kolios et al.|2018],[Wang & Kolios [2017); however, the decisions on the DLC and LSs

are primarily driven by the optimization objectives of the RBDO problem and the selection of

the reliability analysis method already takes account of the final application within the iterative
RBDO process.

DLC and LSs Stochastic variables Simulations Response surfaces Reliability index

—

- Run different DLCs - Select stochastic - Run combinations - Quadratic - Run MCS based
with original design variables of selected sample regression analysis on response

- Wind speed points of stochastic based on LSM with surface for

- Significant wave variables Y=ZA+E original design

- Select most critical height - Simulations for - Determination of - Evaluate

- Evaluate LSs

DLC - Define statistical most critical DLC regression reliability
- Choose relevant properties of - Extraction of coefficients (4) indices for
LSs and stochastic variables responses, related specified LSs

corresponding (distribution, to limit states

mean, standard

WIEAEIE deviation)

Figure 6.2: Pre-processing level one flowchart for elaborating the approach and boundary conditions
for the reliability assessment of one specific system.

6.2.1.1 Determination of DLCs, LSs, and stochastic variables

The reliability assessment of the floating wind turbine system to be optimized is done for a spe-
cific DLC, focusing on certain LSs, and considering uncertainties through stochastic variables.
The LSs are selected based on the defined objective functions (Section [6.1.2)) and specified
in Section [6.1.3] The selection procedure for choosing a critical environmental condition is
presented in Section [6.1.4] For this, fully-coupled system simulations are required, as already
mentioned. These are performed automatically and in parallel utilizing the MoWiT-Dymola®-
Python framework described in Section [#.2.1.4] As the evaluation of the system response in a
DLC is based on ten-minute time series, each DLC simulation is run for 800 s, which allows

for sufficient (200 s) pre-simulation time, in which any initial transients have already decayed.
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The final post-processing, in which the maximum occurring values for the parameters of inter-
est (system performance and LSs) are extracted from the time series, is, hence, always based
on the last 600 s.

Based on the found critical DLC, the stochastic variables V and H; and their statistical
properties are defined in Section As not all possible combinations of the stochastically
distributed wind speed and significant wave height can be elaborated in the subsequent reliabil-
ity assessment, sample points for which the reliability analysis shall be performed have to be
specified. As the wind speed follows a non-normal distribution (Section [6.1.5.1)), five sample
points of the stochastic variable are taken from the 5th to 95th percentile rangeE] and, addition-
ally, directly the mean value, as the distribution is not symmetric. All selected sample points
for the stochastic variable V are presented in Table

Table 6.7: Sample points of the stochastic variable wind speed.

Statistical parameter Wind speed

Sth percentile 4.2 m/s
25th percentile 8.0 m/s
50th percentile 11.2 m/s
Mean value 11.4 m/s
75th percentile 14.5 m/s
95th percentile 19.4 m/s

For the significant wave height for SSS, which is as well non-normal distributed (Sec-
tion [6.1.5.2)), the sample points are again composed by five values taken from the 5th to 95th
percentile rangeﬂ as well as the mean value. The corresponding peak period 7}, is determined
- as done in the DLC specification and explained in detail in Section [5.1.4.1] - according to
Equation[5.6] This uses the upper bound of the peak period range specified in the IEC standard
61400-3 (IEC|[2009) in order to realize a peak-shape parameter which is as close as possible
to one, as discussed in Section This, namely, reflects a Pierson-Moskowitz spectrum,
which follows the concept of a fully developed sea - what is the condition at such a far off-
shore and deep water site as considered for the location of the spar-buoy FOWT system (Sec-
tion [6.1.5). The selected sample points for the stochastic variable Hy and the corresponding
peak periods are summarized in Table

4The corresponding mathematical derivation is presented in Appendix in Equation
5The corresponding mathematical derivation is presented in Appendix [G|in Equation
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Table 6.8: Sample points of the stochastic variable significant wave height.

Statistical parameter Significant wave height Peak period

Sth percentile 9.8 m 14.3 s
25th percentile 10.5m 14.8 s
50th percentile 11.2 m 153 s
Mean value 114 m 154s
75th percentile 120 m 158 s
95th percentile 13.5m 16.8 s

6.2.1.2 Evaluation of reliability index

The reference FOWT system (Section [3.2) is simulated according to the determined critical
DLC (Section[6.1.4), however, replacing the values for wind speed and significant wave height
(as well as peak period) by any combination of the selected sample points of the two stochastic
variables (Section[6.2.1.T). Thus, a total of 36 simulations (each of 800 s simulation length) are
performed and the system responses related to the specified LSs (Section [6.1.3)) are extracted
from the last 600 s (excluding any transients within the first 200 s of the simulation) - similarly
as done in the DLC simulations and described in Section [6.2.1.1] Through the 36 values for
each LS parameter, a response surface is developed by means of a quadratic regression analysis
based on the least squares method (LSM) (Shittu et al.|[2020, |[Kolios et al.|2018|, [Kolios|[2010,

Choi et al.[2007). The quadratic regression model of the considered case, with

* a 36 x 4 matrix Y, containing the values for each LS parameter at all simulated stochastic

variables combinations;
e a36x 5 matrix Z of [1 V V2 H, Hsz] for each of the 36 simulated combinations;

* a5 x 4 matrix A, containing the regression coefficients [ag a; as a3 as]" for each LS

parameter; and

L]

the 36 x 4 error matrix E,

is expressed in Equation [6.5]

Y =ZA+E (6.5)

The regression coefficients for each LS parameter, contained in the matrix A, are derived
following Equation 6.6

A= (zT.z)_l-zT-Y (6.6)

SRSM is commonly used as basis for analytical - using FORM or SORM - or stochastic -

using MCS or other sampling methods - reliability analyses for determining the reliability in-
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dex, as pointed out in Section[2.1.3.2] FORM and SORM come with a similar affordable com-
putational effort independent on the resulting failure probability, while MCS becomes more
and more computationally expensive when aiming to accurately cover larger and larger prob-
abilities of failure. However, the failing convergence of the iterative calculations within the
HL-RF (Hasofer Lind - Rackwitz Fiessler) method - an extension of the HL approach for deal-
ing as well with non-normal distributed stochastic variables, which are transformed at first into
equivalent normal distributions (Chor et al. 2007, Rackwitz & Flessler|[1978)) - applied within
FORM, is a widely discussed issue that appears for specific conditions, such as nonlinear LS
functions or complicated phenomena (Huang et al.|20174, Makhduomi et al.|2017, Ramesh
et al.|2017, [Keshtegar & Miri/[2013| Yang et al.|[2006, Zhang & Kiureghian|[1995), as well as
the herein considered RBDO problem. Thus, it is decided to directly use MCS in combination
with SRSM. Applying the response surfaces, which are already derived, means that no more
system simulations are required. Just more computational effort for the MCS - namely, evaluat-
ing Equation[6.5]for a certain number  of random samples of V and H; - is needed, depending
on the order of magnitude of r. Based on a rule of thumb, r should be one or two orders of
magnitude higher than the probability of failure that shall be covered accurately enough. As the
limit for an acceptable reliability index is 3.719, as derived in Section[6.1.6] which corresponds
to a probability of failure of 1 x 107*, r is set equal to 1 x 10%, which sufficiently captures
the limit for an acceptable reliability index (including as well some higher values) and at the
same time comes with a reasonable computational effort, as Equation can be evaluated for
1 x 10° different Z-matrices in just about half a minute on a conventional computer.

Thus, each 1 x 10° random values for wind speed and significant wave height are gener-
ated, based on their distribution type and statistical coefficients given in Tables [6.4] and [6.5]
respectively. Performing the MCS by solving Equation with a now 10° x 5 Z-matrix, cov-
ering the random set of the stochastic variables, and counting for each LS parameter all events
J> in which the specified limit for the LS parameter (Section is exceeded, the reliabil-
ity index for each LS parameter is derived according to Equation with the inverse of the

normal cumulative density function &~

B=a! (1—j> (6.7)

r

This yields infinite (meaning zero failure events) for all LS parameters, which is because of
the very safe distance between the obtained maximum values for the LS parameters in the sys-
tem simulations and the allowable limits specified in Section[6.1.3] This is already noticeable
in the initial DLC simulations presented in Table [6.3]and gets more clear when comparing the
limit values with the maximum values obtained from the 36 simulations for the sample points
of the stochastic variables, as presented in Table[6.9]

A reduction of the allowable maximum values to for example 225.00 MPa for org and
230.00 MPa for oy proves with reliability index values between 2.74 and 4.47 the approach
and sufficient order of magnitude of . Even if the stress in the mooring lines is expected

not to become critical to the specified limit when changing the FOWT design during the sub-
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sequent RBDO (Section [6.2.3)), the bending stress at the tower base could become critical to
the reliability index limit, as larger stresses are expected for higher system inclination angles.
The considered DLC and specified statistical properties of the stochastic variables are, hence,
judged as realistic and appropriate for the defined application example.

Table 6.9: Comparison of the limit values and the maximum LS parameter values obtained from the 36
stochastic simulations.

Limit state parameter Maximum value Limit value J

OTB 218.79 MPa 262.96 MPa oo
OML1 148.69 MPa 768.73 MPa oo
OML2 196.80 MPa 768.73 MPa oo
OML3 215.58 MPa 768.73 MPa oo

6.2.2 Pre-processing level two

Integrating reliability assessment into design optimization, which is of iterative nature, requires
some additional investigations on how the reliability index for each single system design ap-
pearing within an optimization algorithm can be determined in an efficient manner. Performing
36 simulations for the sample points of the stochastic variables - as done in Section [6.2.1.2
with the original FOWT system - but now with each individual design obtained in an iterative
RBDO process, would make the total number of simulations and the required computational
effort skyrocket and, hence, is definitely not the most efficient way to assess the reliability of
each of these FOWT system designs. Thus, in this concept, response surfaces - on which basis
the reliability index can be determined, as already presented in Figure [6.2] and described in
Section - are generated for a limited number of floating system designs lying within
the optimization design space. The obtained regression coefficient sets, which each define a
system-specific response surface, build the basis for an interpolation approach, used later on
during the iterative optimization algorithm in order to determine the regression coefficients
- and based on these perform the reliability assessment - of each single system design ap-
pearing within the optimization algorithm. The steps for generating various response surfaces
in the optimization design space are presented in Figure and described in more detail in

Sections[6.2.2.T|and[6.2.2.2] Furthermore, the derivation and quality assessment of the interpo-

lation approach, which serves as time- and computationally efficient method for the reliability
assessment within the iterative RBDO, are detailed in Section [6.2.2.3]
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Figure 6.3: Pre-processing level two flowchart for generating response surfaces in the optimization
design space.

6.2.2.1 Definition of discrete floater geometries in the design space

During the RBDO, the FOWT system designs can vary within the allowable value ranges of
the design variables, as specified in Section [6.1.1] Within this optimization design space, for
each optimization variable five discrete values, evenly spaced in the corresponding allowable
value range, are selected, as well as the original system parameter value if not yet included.
This leads to five values for the base column diameter, five values for the base column height,
and six values for the ballast density, as presented in black in Table Thus, combining
all discrete values for the optimization variables with each other, 150 system geometries are
selected.

Table 6.10: Discrete values of the design variables for the selected floater geometries in the
optimization design space, initial selection in black, further added values in red.

Base column diameter x; [m]

6.5 7225 795 8.675 94

Base column height x; [m]

80 33.0 455 580 705 8&3.0 108.0

Ballast density x3 [kg/m’]

1281 1610.75 1907 1940.5 2270.25 2600

6.2.2.2 Generation of response surfaces

For each of the 150 system geometries, specified in Section [6.2.2.1] simulations for all 36
combinations of the sample points of the stochastic variables (Section[6.2.1.1) for the selected

critical DLC condition (Section[6.1.4) are performed and the maximum values for the specified
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LS parameters (Section[6.1.3)) extracted from the time series (again between 200 s and 800 s).
Following the approach described in Section [6.2.1.2] response surfaces and the corresponding
regression coefficients are derived for each system geometry. As, however, not all combinations
of the discrete optimization variables yield stable FOWT designs, it is not striking that some
simulations fail due to bad system performance and do not complete the total 800 s simulation
time. These failing designs are excluded and the regression coefficients are just set to NaN (not
a number).

Analyzing the results, it is noted that none of the FOWT systems with a base column
height of either 8.0 m or 33.0 m is stable and still for base column heights of 58.0 m and
83.0 m several system simulations fail when combined with low base column diameters and
low ballast densities. Thus, two more discrete values for the base column height are added,
presented in red in Table[6.10} recombined with the other two design variables, simulated, and
evaluated. This way, the separation area between stable and failing FOWT system designs is
narrowed down and a total of 72 successfully simulated designs are obtained, while 138 show
unstable behavior.

Overall, 210 system geometries are considered and a total of 7,560 simulations are per-
formed. Utilizing the MoWiT-Dymola®-Python framework, this takes about 185 hours on an
AMD Ryzen Threadripper 2990WX 32-Core Processor with 64-bit system and using all of its
64 virtual processors for parallel execution of the simulations.

In order to prove that the quadratic regression analysis with Z = [1 V V2 Hg H?] is suffi-
cient, the responses (') are re-computed based on the determined regression coefficients (Equa-
tion 6.5) and compared - by means of the coefficient of determination R> - with the maximum
values obtained directly from the system simulations. This comparison can only be done for the
72 successfully simulated system geometries. For all those corresponding 288 LS parameter
results, except for three, R values of at least 0.96 (mostly even above 0.99) are obtained. This
proves that the selected quadratic regression analysis approach is sufficient for the considered

system and problem.

6.2.2.3 Interpolation of response surfaces for arbitrary floater geometries in the design

space

During the optimization, the design variables can take on any value within the allowable value
ranges in any combination with each other. The system geometries for which response surfaces
are generated, however, are just 210 discrete combinations of five (k}), six (k3), and seven (k)
values for the design variables. In order to interpolate the regression coefficients of the pre-
simulated system geometries for any geometry appearing during the optimization, first, the
closest neighbors of a design J in the optimization design space have to be found. In the three-
dimensional space - defined through the three design variables - these are eight (2°) neighbors,
as indicated in Figure[6.4]
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Figure 6.4: Eight closest neighbors of design y in the optimization design space.

For each design variable, the values of the left (x; jef;) and right (x; rign¢) neighbors (smaller
and larger compared to the value of design ¥) are determined according to Equation for
the base column diameter, as well as Equations |6.9 and for the base column height and
ballast density, respectively, including case distinctions due to the different spacing (A) between
the discrete values. To find the closest discrete value out of the values listed in Table and

collated in vectors )Tf s H and ﬁ the function nearest, described in Appendix [H} is utilized.

A =0.725m
N X1 —6.5m
X1 Jefe = nearest | x{,6.5 m+ Afloor T (6.8)
1
_ —
X1 right = nearest (X{, X1 jefc + A1)
if ((x2, >33 m) and (x2,, < 83 m)):
A =12.5m
else :
Ao =25m (6.9)
—8.0
X2 eft = Nearest <@, 8.0 m+ Axfloor <xzxAm>>
2

%
X2 right = nearest (X3 ,x2 efi + A2)

6As the interpolation approach is utilized within the iterative optimization algorithm (Section [6.2.3.2)) per-
formed by means of the MoWiT-Dymola®-Python framework, the equations are presented in Python coding style
and the Python function f1loor from the math module is utilized for rounding a value to the closest integer, which
is less than or equal to the input value.
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In the next step, the position of design ¥ with respect to its eight neighbors is determined in
terms of factors A;, A, and A3 as fraction of the distances between the surrounding neighbors,

as given in Equation [6.11] generalized for design variable i.

Xiy — Xileft
A;

Based on these factors, weights wp, are calculated for the neighboring points P to P based

A= 6.11)

on the closeness of the neighbors to design ). The weights are determined according to Equa-
tion [6.12] for the numbering of the neighbors indicated in Figure[6.4]

=(1=241)(1-2)(1—23)
wp,=(1-41)(1—22) A3
=(1-A)Ah(1-213)
we, = (1= A1) Aoa

(6.12)
=4 (1—2) (1—23)

wp, =M (1 —=22) A3
wp, = AAy (1 —A3)
wp, = LAz
The weights are used to interpolate the regression coefficients of each neighboring point
Ap, following Equation @, to obtain the regression coefficients A, for defining the response
surface of design ). Within this calculation it is checked whether the regression coefficients

of any neighbor is NaN to ensure that only numeric values are added up. In case that all eight

neighbors fail in the system simulations, a zero vector is assigned to the regression coefficients
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of design ), which is later on (Section [6.2.3.2) utilized for excluding such designs from the set
of potential satisfying solutions.

8

Ay =Y wpAp (6.13)
i=1

To verify the accuracy of the applied interpolation approach, 32 control points - as given in
Table[6.11]- are defined, for which in each case the 36 system simulations for the sample points
of the stochastic variables are performed. A couple of these control points are selected to lie in
between the discrete values of one design variable, while matching a specified discrete value of
the other two design variables, and some further are completely between the grid points defined

by the discrete values of the design variables.

Table 6.11: Control design geometries for verifying the accuracy of the interpolation approach.

x> = 108.0 m and x3 = 1,907 kg/m?

x1 [m] 6.8625 7.0 7.7 8.3125 9.3

x> = 83.0 m and x3 = 2,600 kg/m>

x1 [m] 7.5875 8.2 9.0375

x1 =94 m and x3 = 1,907 kg/m3

X2 [m] 51.75 62.0 76.75 106.0

x1 = 8.675 m and x3 = 2,600 kg/m?
X7 [m] 57.0 64.25 80.0 95.5

x1 =9.4 m and x; = 108.0 m

x3 [kg/m®]  1,445875 1,850  1,923.75 2200  2,435.125

x1 =8.675m and x; = 83.0 m

x3 [kg/m3] 1,300 1,758.875 1,935 2,105.375 2,500

Further combinations

x1 [m] 9.0375 93 7.0 8.3125 8.2 7.7
X2 [m] 62.0 95.5 106.0  76.75 80.0 95.5
x3 [kg/m®] 2,500 1,300 1,850 1,923.75 1,758.875 2,200
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For these 32 control points, from which just one system design fails during the simulations,
the regression coefficients are calculated based on the above presented interpolation approach.
First, again the coefficient of determination is computed for the simulation results and the
quadratic regression analysis results (Equation[6.5]). The 124 LS parameter results correspond-
ing to the 31 successful control design geometries score higher than 0.99, except for two with
a minimum R? of 0.97. Due to these very high values for the coefficient of determination, the
comparison of the interpolated results with the values obtained directly from the simulations
yields similar values to the comparison of the interpolated results with the quadratic regression
analysis results. This yields for just six out of 124 LS parameter results a R> value below 0.9,
however, of minimum 0.84. The affected designs lie on the margins of the design space or the
separation area between stable and failing FOWT system designs, for which the interpolation
is less accurate - but still very good - due to some NaN values, which are excluded from the
regression coefficients calculation. Overall, the presented interpolation approach proves to be
of very high precision and, thus, can be applied for determining the regression coefficients of

the individual system designs appearing within the highly iterative optimization approach.

6.2.3 RBDO process

Based on the pre-processing done in Sections and now the actual task can be ad-
dressed. The RBDO is performed with the reference FOWT system described in Section [3.2]for
the optimization problem (design variables, objective functions, and optimization constraints)
specified in Section [6.1] and implying the selected LSs, stochastic variables, and reliability
criteria. In addition to the optimization problem, also an optimizer needs to be chosen (Sec-
tion[6.2.3.1)) and the iterative RBDO algorithm has to be defined (Section [6.2.3.2)), incorporat-
ing the reliability assessment based on the beforehand derived response surfaces in the opti-
mization design space and the interpolation approach described in Section [6.2.2] The overall

interaction between the components of the RBDO approach is shown in Figure [6.3]

6.2.3.1 Selection of the optimizer

Based on previous comparisons of different optimizers and the experience from and application
in other design optimization tasks, presented in Chapter[5} the same optimizer as utilized for the
DDO example (Section [5.1)), on which this RBDO application is based, is selected: NSGAII
from Platypus.

In the DDO approach 36 individuals and a total of 2,011 simulations are considered for
the MO optimizer and show good convergence, as defined in Section [5.1.3.2] and presented
in Section [5.1.4] As, however, the present RBDO task is much more complex and heavily
constrained, the total number of simulations is significantly increased and set equal to 10,000,
as already applied in the design optimization of an advanced spar-type floater (Section[5.2.3.2).
The number of individuals in each generation is as well enlarged and set equal to 60, based on

the available processors on the utilized computational machine (an AMD Ryzen Threadripper
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Figure 6.5: Flowchart of the RBDO approach, including its components and their interaction.

2990WX 32-Core Processor with 64-bit system and 64 virtual processors), so that parallel

simulation of the individuals in one generation is feasible.

6.2.3.2 Specification of the iterative RBDO algorithm

The iterative optimization algorithm for the considered RBDO problem, performed with NS-
GAII and integrated into the MoWiT-Dymola®-Python framework, works as follows (Fig-

ure[6.3).

0. The start population (individuals of generation 0) are selected purely based on the spec-

ified allowable value ranges for the design variables, given in the inequality constraints
g1 to g¢ (Table[6.6).

1. Each individual wind turbine system model is simulated for the specified critical DLC
(Section[6.1.4)) for a period of 800 s, using Rkfix4 as solver with fixed integrator step-size
of 0.01 s, and the system parameters are written in an . csv-file with an output interval
length of 0.05 s.

2. From the last 600 s (discarding any transients in the first 200 s) of the time series,
the maximum values for the system performance parameters (lior, @hor,nacelles Sdyn,transls
Smean,trans1) and the LS parameters (0T, OmL1, OML2, OML3) are extracted and used for
evaluating the objective functions f; to f3 (Table[6.2), as well as the inequality constraints
g7 to gj0 and g5 to g1g (Table @) For g1 to g4, first, the regression coefficients for
the specific individual design and the four LS parameters are determined according to
the interpolation approach (Section [6.2.2.3), based on which afterwards the reliability
indices are calculated by means of MCS (Section [6.2.1.2) and then substituted in the

corresponding inequality constraints.
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3. A new set of individuals for the next generation is created by the optimizer, based on
the fitness (performance with respect to objective functions and inequality constraints)
of the individuals in the current generation and again in accordance with the allowable

value ranges for the design variables.

4. Steps 1. to 4. are iterated until the specified maximum number of simulations (10,000)

is reached.

As already addressed in Section [6.2.2] some FOWT system geometries might fail and not
complete the total simulation time. For these unstable system designs, the evaluation of the
objective functions and inequality constraints (step 2.) is addressed in a different way. As such
poorly performing individuals shall not be considered by the optimizer for any further recom-
bination, the values for the system performance parameters and LS parameters for evaluating
f1 to f3 (Table @, g7 to g10, and g5 to g1g (Table @ are set to the following undesirable

values:
* max (Lot |failing system = 2+ 10.0° = 20.0°
* Max (@hor,nacelle) | failing system = 2+ 1.962 m/ s =3.924m/s’
* max (Sayntrans!) |failing system = —1 m
* Smean,transl| failing system = 2-64.0 m = 128.0 m
* max (OTB) failing system = 2 - 262.96 MPa = 525.93 MPa
* max (OML1) |failing system = 2+ 770.26 MPa = 1540.53 MPa
* max (Omr2) |fai]ing system = 2+ 770.26 MPa = 1540.53 MPa
* max (OML3) |failing system = 2+ 770.26 MPa = 1540.53 MPa

For the calculation of the reliability index, MCS based on the interpolated regression co-
efficients is as well not performed in case of an incomplete time series. In this case, § =0
is set for all LS parameters for the failing system design. This is an undesirable value for the
reliability index and ensures that the corresponding inequality constraints g1 to gi4 (Table[6.6))
are violated. Setting all regression coefficients to zero if all eight neighboring designs fail in
the system simulations, as mentioned in Section[6.2.2.3] leads to the same result.

Another particularity - when evaluating the reliability criteria - has to be addressed, namely
the case that MCS yields infinite for the reliability index, what already happens in the evaluation
of the reliability index of the original design of the reference FOWT system (Section [6.2.1.2).
This is an indicator that the maximum value occurring in the time series of the LS parameter
is much below the specified limit value and, hence, the corresponding reliability index value
cannot be captured by the chosen amount of random samples (r = 1 x 10°). As the formal
expressions for gi; to g14, as given in Table[6.6] can only be evaluated with a real number, in
these cases, where MCS yields infinite for the reliability index, B = 2-3.719 = 7.438 is set

instead, ensuring full compliance with the inequality constraints g to g4.
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6.3 Results of the RBDO of the spar-type floating support struc-

ture

During the RBDO execution, two interruptions - due to system shutdown and grid disconnec-
tion - occur. To continue the highly time-consuming iterative RBDO, the last fully simulated
generation is used as start population of the next run, utilizing from Platypus the operator
InjectedPopulation. The effective time for all 10,000 simulations, excluding the duplicate
generations at the point of continuation, amounts about 695 hours. Individuals of generations
0 up to including 171 are created, while in the last generations not all 60 individuals yet exist.

6.3.1 Progression within the iterative RBDO process

The design variables of all individuals created and simulated within the RBDO are presented
in Figure[6.6] This shows that at the beginning, the optimizer utilizes the entire design space,
defined through the allowable value ranges of the design variables as specified in the inequality
constraints g; to g¢ declared in Table to select individuals. This large spread, however,
diminishes in the further generations - very fast for the base column height, a bit slower for the
base column diameter, and after around 20 to 30 generations also for the ballast density. It is
interesting to see that, for the base column height and ballast density, the individuals in the end
tend to cluster around the original value of the reference FOWT system, while the base column

diameter approaches a much lower value compared to the original one.

E
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Figure 6.6: Development of the design variables throughout the iterative RBDO approach.
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Similarly, Figures[6.7]to [6.9]present the resulting values of all individuals for the inequality
constraints g7 to gig. The critical performance parameters are clearly the total inclination
angle and horizontal nacelle acceleration, while both dynamic and mean translational motion
values always - apart from some failing individuals in generations O and 1 - comply with the
constraints, as visible in Figure Looking at the reliability criteria (Figure [6.8)) and the
maximum allowable stresses (Figure[6.9), it becomes clear that both constraints are connected,
as they all depend on the maximum stress values obtained. Thus, in both cases, the stress in
the mooring lines is highly safe, what is already perceived in Section [6.2.1.2] while the tower

base bending stress exceeds for some individuals the maximum allowable target.
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Figure 6.7: Development of the performance constraints throughout the iterative RBDO approach.
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Figure 6.8: Development of the reliability constraints throughout the iterative RBDO approach.
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Figure 6.9: Development of the constraints on the maximum stresses throughout the iterative RBDO
approach.

Finally, the development of the objective functions throughout the iterative RBDO process
is presented in Figure The largest spread in the results is as well perceived in the first
generations. Most of the individuals score better in the total inclination angle objective (f])
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Figure 6.10: Development of the objective functions throughout the iterative RBDO approach.
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than the original design. For the horizontal nacelle acceleration objective (f>), the value is
significantly reduced compared to the objective function result of the original reference FOWT
system. Only the resulting value for the dynamic translational motion objective (f3) is slightly

increased compared to the original floating system.

6.3.2 Selection of the optimized FOWT system design solution

To select the optimized FOWT system design solution from the 10,000 simulated individuals,
first, the individuals that violate one or more constraints have to be excluded from the further
analyses. These individuals that comply with all constraints at the same time are indicated in
the development plots (Figures [6.6] to by darker-colored crosses. In the first generations
no individual meets all requirements, but from generation 13 on some individuals can fulfill
them. These are just a few at the beginning, but become more and more, especially from
generation 140 on.

From these individuals that comply with all constraints, the optimum solution is selected,

following a similar approach as applied in the DDO example (Section[5.1.4.3).

1. The utopia - theoretically best possible performing system design - is defined through the
minimum value for each objective function, occurring within the individuals that meet

all the requirements.

2. The distance of each individual that complies with all constraints to utopia is determined,
taking the square root of the sum of squares of the differences between the individual’s
objective function value and the utopia’s one. Here it has to be noted that the difference
between the dynamic translation objective function values is normalized by the utopia
objective function value to allow comparable weightings of all three objective functions,
as the total inclination angle and horizontal nacelle acceleration objective functions are

already normalized, as declared for f; and f>, respectively, in Table

3. The individual with the smallest resulting distance to utopia is selected as the optimized
FOWT system design solution and is indicated in all presented development plots (Fig-
ures [6.6]t0[6.10) by means of a yellow filled circle framed in orange.

This design solution is individual 58 of generation 133. A schematic drawing of this
RBDO-based optimized design shape is presented in Figure in red, together with the
original OC3 phase IV reference FOWT indicated in black. The key figures of the optimized

design solution in comparison to the original reference FOWT system are set out in Table

217



SWL

-20m
-40m
— original design
-60m — optimum design (RBDO)
— optimum design (DDO)
-80m IR EELEEE LY
-100m
-120m

Figure 6.11: Original, RBDO-, and DDO-based optimized design shapes in comparison, ballast
heights indicated by dashed lines.

While base column height and ballast density are similar to the original system design, the
base column diameter is significantly reduced, what is already reflected by Figure [6.6] The
horizontal nacelle acceleration of the original floating system exceeds the specified limit and
is now in the optimized design solution below but close to it, while the total inclination angle,
which is for the original design just less than half of the defined maximum allowable value,
is for the optimized FOWT system as well close but below the limit. The reliability index for
all LSs is in both the original and the optimized designs beyond twice the specified minimum
required value. While increasing just slightly the considered stresses, the overall structural
mass of the floating spar-buoy can be reduced by almost 20% and the ballast mass by around
44%.
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Table 6.12: Key figures of the selected RBDO-based optimized design solution in comparison to the
original reference FOWT system values.

Target/allowable value Optimized design Original system

Dgc [6.5m, 9.4 m] 7.4 m 9.4 m
Hpc [8.0 m, 108.0 m] 107.8 m 108.0 m
Phallast [1,281 kg/m?, 2,600 kg/m?] 1,921.5 kg/m? 1,907 kg/m?
Hpalast - 433 m 484 m
max (1) <10° 9.4° 4.9°

max (dnor nacelle) < 1.962 m/s? 1.930 m/s? 2.338 m/s”
max (sdyn,transl) >0.0m 7.2 m 6.0m
Smean, trans] <64.0m 26.9 m 20.2 m

B (orB) >3.719 7.438 (o) 7.438 (o)

B (omL1) >3.719 7.438 (o) 7.438 (o)

B (omr2) >3.719 7.438 (o) 7.438 (o)

B (omL3) >3.719 7.438 (o) 7.438 (o)
max (OrB) <262.96 MPa 228.02 MPa 204.74 MPa
max (omy ) < 770.26 MPa 113.15 MPa 108.39 MPa
max (Omr2) < 770.26 MPa 200.65 MPa 194.70 MPa
max (omr3) < 770.26 MPa 194.05 MPa 202.25 MPa
Structural mass - 9.30 x 10° kg 11.50 x 10° kg
Ballast mass - 35.43 x 10° kg 63.16 x 10° kg

6.3.3 Final checks with the optimized FOWT system design solution

Finally, the full DLC set investigated in Section [6.1.4]is simulated and analyzed analogically
with the selected RBDO-based optimized FOWT system design solution. Comparing the re-
sults from the 54 DLC simulations with the original reference FOWT system (Section [6.1.4)),

yields the following conclusions.

® liot
There is a significant shift in the order of criticality of the DLCs. The considered DLC,
which is most critical for the original FOWT system, is for the RBDO-based optimized
design solution just on position 25. There are in total 13 other environmental conditions -
mostly from DLC 1.1 and DLC 1.3 at either 11.4 m/s or 13.0 m/s wind speed - that yield
maximum total inclination angle values above the specified limit (10°), with a highest
value of 10.8°. Thus, the consequence would be that the optimized FOWT system has

to stop operation for these environmental conditions if the limit is strict. This might
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affect the overall power output; however, the highest total inclination angle occurring
does not lead to an overall instability of the floating system, as already discussed in

Sections and

Ahor,nacelle

For the original FOWT system there are already two more critical environmental con-
ditions; for the RBDO-based optimized design solution now there are three other DLCs
yielding a bit higher maximum horizontal nacelle acceleration. Two of them are exceed-
ing with 1.990 m/s? and 1.965 m/s> marginally the specified upper limit. As, however,
even up to 0.3 times the gravitational acceleration (corresponding to 2.943 m/s?) are
in some applications considered as allowable maximum horizontal nacelle acceleration

(Nejad et al.|[2017} [Huiys et al.|2013)), these values are judged as uncritical.

Sdyn,transl
The considered critical DLC, which is already just on position 26 for the original system

design, is now for the RBDO-based optimized solution just on position 41, but yields a
similar value. The highest value obtained for the maximum dynamic translational motion
is with 14.2 m for just one case a bit larger compared to the original FOWT system, while

the remaining numbers are of a similar order of magnitude as before.

Smean, transl

There is no significant change in the order of criticality of the considered critical DLC
compared to the other 53 environmental conditions. For all cases, the mean translational
motion is increased compared to the original FOWT system, however, is with a highest

value of 28.1 m still way below the maximum allowable value of 64.0 m.

* OTB
There is a shift in the order of criticality of the DLCs, as now the considered critical
DLC is no longer yielding the highest tower base bending stress, but is just on the sixth
position. The highest value for org is with 236.24 MPa about 8.22 MPa higher than for
the applied critical DLC but still 26.72 MPa below the maximum allowable value. Thus,
this shift is neither critical for the maximum allowable stress value nor for the minimum

required reliability index.

¢ OMLi
There is no significant change in the order of criticality of the considered critical DLC
compared to the other 53 environmental conditions. The highest stresses in the mooring
lines obtained are as well of the same order of magnitude compared to the original system
simulations and, thus, are still way below the maximum allowable value, resulting in

reliability indices way beyond the minimum required value.

To approve again the applied interpolation approach for determining the regression coef-

ficients and on their basis the reliability index, also all stochastic environmental conditions
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specified in Section are simulated with the RBDO-based optimized FOWT system de-
sign solution. The simulation and analysis results show a high accuracy of the interpolation
approach. The coefficient of determination is with R?> = 0.98 for the tower base bending stress

the lowest (but still very high), while R? is above 0.99 for the stresses in the mooring lines.

6.4 Discussion of the RBDO approach applied to floating offshore

wind turbine support structures

RBDO of FOWT systems are a highly complex process; however, the results presented in Sec-
tion[6.3| prove the proper functioning of the developed and applied RBDO approach. Neverthe-
less, some further discussions, analyses, and recommendations for future work are provided in
the following. These address the convergence of the iterative RBDO (Section [6.4.1)), investi-
gate a comparison of the DDO and RBDO approaches and results (Section[6.4.2)), take up again
the issue regarding the criticality of DLCs (Section [6.4.3), and deal with the incorporation of
the reliability aspect within a RBDO (Section [6.4.4).

6.4.1 Full convergence of the RBDO

The results of the RBDO approach, presented in Section already show a clear tendency
even if full convergence is not yet reached with the simulated 10,000 individuals. This, how-
ever, is mainly a matter of computational capacity. As towards the end more and more individ-
uals, which are additionally of similar shape, comply with all constraints, the achieved solution
can be judged as already significantly improved compared to the original design and expected

to be close to the final real optimum obtained when performing more simulations.

6.4.2 DDO and RBDO in comparison

Comparison of the RBDO-based optimized FOWT system design solution with the optimum
design obtained by means of the DDO approach (Dgc = 7.0 m, Hgc = 106.8 m, Ppallast =
2,583 kg/m*; max (Lor) = 9.9°, max (dnor nacelte) = 1.910 m/s%, max (Sayn,mranst) = 7.7 m), as
presented in Tables and in Section and indicated additionally in green in Fig-
ure[6.11] makes clear that inclusion of reliability criteria prevents from a slightly higher reduc-
tion in the outer dimensions of the spar-buoy, while the system performance parameters are
less critical. This is reasonable as, for example, a larger total inclination angle of the floating
system would result into higher bending stresses in the tower base, which itself would reduce

the corresponding reliability index.

6.4.3 Environmental conditions considered within the RBDO

The shifts in the order of criticality of the DLCs, experienced and presented in Section [6.3.3]
emphasizes the relevance of careful selection of one or some environmental conditions to be

considered within the design optimization, as well as well thought out specification of the
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targets and limits in the objective functions and constraints. The single critical DLC chosen in
this application example is sufficient for the purpose of this study to illustrate the realization of
RBDO with a FOWT system and the applicability of the MoWiT-Dymola®-Python framework
to such a complex optimization problem. Since this proves to be successful, it can be proceeded
in future work to inclusion of more DLCs. However, a trade-off between compliance with all
environmental conditions and computational efficiency of the highly time-consuming RBDO
process is required. A potential approach could be to use just a few (or only one) critical
DLC(s) but to apply safety factors to the targets in the objective functions and constraints.
The practicality of this strategy is already underlined by the obtained results: the case that a
higher limit for the horizontal nacelle acceleration - than specified in this application - is as well
common practice, provides already a good example for specifying a reasonable target value,
while a small exceedance of this - in maybe other environmental conditions - not directly leads
to a really critical value. This could then be correspondingly applied to the total inclination

angle limit.

6.4.4 Reliability criteria and analysis method within the RBDO approach

The inclusion of reliability criteria by means of quadratic regression and MCS proves to work;
however, there are still alternatives and potential improvements to be discussed and recom-

mended for future work.

6.4.4.1 Performing the reliability analysis

Utilization of the MCS method limits the covered range of reliability index values or requires
unreasonable high computational resources. For the specified limit of B = 3.719 the MCS with
r =1 x 10° random samples is both sufficient and acceptable with respect to the computational
effort. For higher flexibility, an alternative or modified HL-RF method could be more suit-
able. This, however, implies that the existing HL-RF method is customized for the applied
regression model and considered complex FOWT system, so that convergence of the iterative
calculations within the HL-RF method is ensured and FORM can be applied for the reliability

index calculation.

6.4.4.2 Addressing the reliability criteria

The method to implement reliability criteria can be diverse. The applied open end solution,
with just having a lower limit for the reliability index, can be substantiated by the fact that
the specified objectives - approaching the maximum allowable system performance values -
will lead to an already limited reliability index value. The results of the RBDO emphasize this
tendency, as for the tower base bending stress a large number of individuals fail to comply with
the corresponding reliability constraint. Some individuals exhibit slightly higher values for the
reliability index than required, while others’ reliability index can no longer be captured by the

chosen amount of random samples in the MCS.
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Thus, having additionally an upper limit could be more realistic. This could be, for exam-
ple a probability of failure of 1 x 1075, corresponding to B = 4.753, which is not extremely
over-conservative as a failure probability of 1 x 107 is also a common value. However, in
this case r in the MCS would have to be adjusted accordingly to capture as well this higher
reliability index, which on the other hand would require more computational capacity - as al-
ready discussed before. Constraining the reliability index from both sides might as well have
the drawback that - if the reliability criteria are not the dominant constraints - 8 might not lie
within the allowable value ranges.

For actually realizing RBDO, the reliability criteria should directly be implemented as
objective functions. The constraints for the lower limit would then still be required, while
the additional specification of an upper limit is not mandatory and maybe a bit redundant.
Changing from the realized reliability-constrained design optimization to RBDO, would put
much more restrictions on the optimization problem and, hence, its realization is - after the

success of this study - just a matter of computational resources.

6.4.4.3 Final statement on the realized approach

For this application - to show the functionality of coupling optimization with reliability assess-
ment of FOWT systems - the presented approach is fully sufficient. More constraints would
only require more computational capacity, as more individuals per generation have to be con-

sidered and overall more simulations need to be performed.
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Chapter 7

Discussion

Some main opportunities, but also challenges of the reliability assessment of (floating) offshore
wind turbine systems are already pointed out in Section [2.4] Thus, the high complexity and
novelty of FOWT concepts already makes any reliability-based design process or assessment
difficult. This is even amplified due to the variety of uncertainties, which are not only pre-
vailing in the wind turbine system itself - because of uncertainties in manufacturing processes
or material properties - but also come from the environment, which the system is exposed to.
These uncertainties are even more complex in case of a FOWT system, as this has to deal with
both wind and waves, currents and buoyancy, more complex dynamic couplings, as well as the
additional mooring system, which behaves non-linear and is afflicted with further uncertain-
ties. This brings RBDO methods to the fore, whose main strength is to consider uncertainties
directly within the design process of the system, which is at the same time optimized with
respect to its reliability, mass, performance, or cost, as some examples. However, this capa-
bility in particular requires significant computational effort. Thus, finally, combined theories -
including as well approaches allowing for computational simplifications - are most promising
for the reliability assessment and effort-efficient RBDO of FOWT systems.

These aspects are also experienced within this research work. At first, the high complex-
ity of FOWT systems with their fully-coupled dynamics make modeling and simulation for
any system analysis or design development indispensable. There are various numerical tools
developed and used by the research community. While these tools mostly have the main phys-
ical relations in common, the approaches on how and in which detail these are implemented,
which components are included, what assumptions and simplifications are made, what input is
required and what results can be provided, how and what analyses are performed, and to which
extend the tools are flexible or can even be adjusted to specific user interests and applications,
vary widely. Thus, because of its holistic representation of a FOWT system, its great versa-
tility and broad application range, as well as its expandability and modifiability due to being
directly the developer, MoWiT is utilized for the development of an aero-hydro-servo-elastic
coupled model of dynamics for FOWTs. Despite the fact that FOWT system simulation results
from other numerical tools exist for the OC3 phase IV spar-buoy, the code-to-code verification

holds already some challenges as only insufficient data and information is available. Thus,
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assumptions on system parameters and simulation settings are required; however, taking these
into account in the analysis and comparison of the results, the MoWiT model can be verified
to some extent. But any application of a numerical model is only as good and meaningful as
the model is realistically representing the reality. This entails the step of validation, which
requires real measurement data. And this, however, is a major and quite common problem:
measurement data is not only relevant for realistic modeling of complex systems, but also for
detailed and meaningful reliability assessments, as already pointed out in Sections and
[2.4] Thus, even if the developed and applied FOWT system model in MoWiT is verified, any
validation is still pending due to the lack of real data and it has to be assumed that the numerical
model represents reasonably realistically the real system behavior.

The high complexity of design optimization tasks, especially when they are reliability-
based, not only requires numerical models of the FOWT system, but also necessitates au-
tomation of the execution of simulations - either for system analyses or within an iterative opti-
mization algorithm. Thus, benefiting from the highly flexible MoWiT models for fully-coupled
aero-hydro-servo-elastic simulations of FOWTs, a holistic framework for automated simulation
and optimization is developed around. The framework itself is coded in Python, as this pro-
gramming language fits perfectly to and complements very well the modeling and simulation
environments MoWiT and Dymola®. Thus, all in all, the developed MoWiT-Dymola®-Python
framework enables automated execution of a variety of fully-coupled aero-hydro-servo-elastic
simulations of FOWTs in a time-efficient manner and by utilizing parallelization, including
automated setup and consecutive simulation and analysis of sets of DLCs, as well as highly
flexible, comprehensive, and user-specific definition and realization of optimization problems
with having a wide choice of sophisticated optimization tools for the selection for the specific
application. However, the more capabilities and options are available, the better thought out
the use and application has to be. Thus, for instance, the considered highly complex spar-buoy
FOWT system modeled by means of MoWiT can only be handled by gradient-free optimizers,
while gradient-based ones might be a better and more efficient choice if the considered system
can be represented through a single differentiable system equation. Furthermore, an optimiza-
tion problem with several objectives can either be written in one single objective function,
using as well weight factors, or dealt with individually by utilizing a MO optimizer. The final
outcome and success of an optimization algorithm also depends on the chosen settings: the
specified stop criterion has to ensure that the optimization has already fully converged, while
the specific optimizer could either find a local - which varies with the starting point - or the
global optimum solution, whereas the one and only optimum is hardy existing in case of MO
optimization problems and the final solution has to be selected from a set of Pareto optimal
solutions, which allows again for different approaches. Thus, for each optimization task and
application a sensitivity study is highly recommended in order to choose the optimization set-
tings which are most appropriate for the specific problem and system - in the case of a single- or
multi-objective design optimization of the OC3 phase IV spar-buoy floating support structure,
modeled by means of MoWiT, the genetic algorithm NSGAII is found to be suitable.
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For the final RBDO application, on the one hand, the previously mentioned benefit of
RBDO to consider prevailing uncertainties in the design process can be turned to account.
Hence, the missing real measurement data, which is required for the still pending validation
of the MoWiT model of the FOWT system, can still be addressed to some extend by defining
stochastic variables for environmental parameters. Of course, if any real measurement data is
not available, mostly the corresponding statistical properties are missing as well; however, stan-
dards, recommended practices, or classification notes provide information on what statistical
distribution which environmental parameter commonly follows. To finally derive the further
required statistical coefficients, the known distribution can be fitted to other existing data, such
as probability of occurrence or percentage of exceedance, without the need for measurement
time series. This way, the uncertain environmental parameters wind speed and significant wave
height can be considered within the RBDO performed in this research work; however, if even
no data for deriving the statistical coefficients is available, assumptions would have to be taken,
their reasonability subsequently proven, and - if applicable - the statistical parameters tuned.

On the other hand, however, RBDO has the drawback of large computational effort, which
might even increase with the complexity of the system of interest. This exactly might be the
reason why RBDO has not yet been applied to FOWT systems. Design optimization of sin-
gle components of a FOWT are already feasible, as well as some simple RBDO tasks on less
complex wind turbine components, but the increased level of difficulty of design optimization
including reliability criteria combined with the highly complex system of a FOWT is chal-
lenging and requires a specific approach. Therefore, a concept for computationally and time-
efficient RBDO of FOWT systems is developed in this research. The main idea is to outsource
the computationally intensive part of the reliability assessment from the iterative optimization
process. Thus, some time- and resource consuming pre-processing simulations and analyses
for generating response surfaces for different FOWT systems within the optimization design
space and under all combinations of the considered stochastic variables are accepted, while
the final calculation of the reliability indices for each design considered within the iterative
optimization process is simplified and, hence, significantly sped up by interpolating the re-
sponse surfaces (obtained in the pre-processing) to the specific design. Thus, just some minor
additional computational resources are required for the pre-processing simulations, while the
computational effort within the RBDO process is comparable to a (deterministic) design opti-
mization task without any reliability criteria. However, the main challenge is the complexity of
the optimization problem, which is increased when adding reliability criteria, but even an opti-
mization problem without any reliability criteria but with several objectives and/or constraints
can already be very complex and, hence, very computationally intensive. This is observed in
the different optimization applications addressed in this research work: while the global de-
sign optimization (Section [5.1)) with three design variables, three objective functions, and ten
constraints requires just about 1,400 simulations until the optimum design is found, the opti-
mization problem for designing an advanced spar-type floater (Section [5.2) with seven design
variables, just one objective function, but 25 constraints, as well as the RBDO (Chapter[6) with

again just three design variables, three objective functions, but 18 constraints, are not yet fully
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converged even after 10,000 simulations, though a clear trend is already discernible. Thus, for
any design optimization task, independent of if it is reliability-based or not, a deliberated trade-
off between the complexity of the optimization problem and the corresponding computational
effort has to be found.

Apart from the complexity, also the difficulty of implementing the optimization problem
into the framework and adapting the numerical model correspondingly will increase when con-
sidering a higher level of detail, as well as technological innovations. This becomes clear in

the presented design optimization applications.

* One aspect are the environmental conditions. Throughout the application examples elab-
orated within this research work, one critical DLC is determined based on pre-processing
analyses. The FOWT system is then simulated and optimized under this specific en-
vironmental condition. Subsequent analyses of the found optimized design in various
environmental conditions are indispensable and performed. These, however, in some
cases turn out to have changed - during the optimization - their criticality with respect
to the defined objectives and/or set constraints. In the presented applications, no further
iterations with an adjusted DLC are performed and some reduced operational time of
the FOWT system due to an exceedance of operational limits in certain environmental
conditions is accepted, as the overall system stability is not endangered. However, for
a finally optimized FOWT system, its operability in various environmental conditions
has to be envisaged as well. This is, however, again a trade-off between computational
effort and - now - level of detail with respect to the considered environmental conditions.
Avoiding a significant increase of the required computational resources, safety factors
might be applied to the most critical performance parameters, so that the FOWT system
is still optimized for one critical DLC, but leaving a safety margin of higher system re-
sponses in other environmental conditions. An alternative or supplement to this would
be to perform with the found optimum floating support structure a subsequent design op-
timization, which focuses then on previously excluded components, such as the mooring
system. Following this approach, the obtained optimized floater can be kept, while its
performance throughout different environmental conditions can be further improved by
modifying the mooring system properties. Compared to the approach of accounting for
safety factors for critical performance parameters, the subsequent optimization of, for
example, the mooring system comes with a second optimization process; however, this
would be still much more computationally efficient than performing with each design

considered within the iterative optimization process simulations for a full set of DLCs.

* The optimization application for designing an advanced spar-type floating support struc-
ture additionally points out the tougher demands on the numerical model. First of all, as
elaborated in Section [5.2.1.2] the original FOWT system model needs to be modified to
allow for geometrical changes according to the specified design variables and envisaged
advanced spar-type structure. To the newly defined parameters initial values have to be

assigned, so that still the originally considered floating system is represented. But - what

227



is more demanding - the broader range of geometries allowed within the iterative design
optimization requires some more refinements and additional cases to be considered in
the hydrodynamic calculations, as discussed in detail in Section Consequently,
all hydrodynamic coefficients have to be recalculated for each diameter of all structural
partitions and specific designs considered within the iterative optimization process. Fur-
thermore, the implemented computation of the vertical Froude-Krylov force would have
to be adjusted to account for the differences between upper and lower surfaces of each
partition. Moreover, further possible cases - depending on the geometry and environmen-
tal condition - have to be considered, so that the added mass and damping coefficients
- and, hence, the resulting system response - are correctly calculated even if some parts
of the structure temporarily might become dry. Finally, limitations of implemented cal-
culation approaches, such as the validity of the MacCamy-Fuchs approach for cylinders
with vertical walls, have to be accounted for and either more generally valid theories or
different approaches depending on the specific case have to be implemented in the nu-
merical model, or the optimization problem has to be constrained such that the validity

or acceptable range of validity of the utilized calculation approaches is never violated.

The specific case of using a direct optimization approach for obtaining a larger MW-class
floater design without upscaling, as investigated in Section[5.3] points out the relevance
of carefully selecting the optimization settings. The allowable value ranges for the de-
sign variables, as well as the chosen design variables itself, have to be appropriate for
the formulated optimization problem. In the application example it is possible to limit
the outer dimensions of the spar-buoy directly or very close to the original system pa-
rameters, while still aiming for a larger wind turbine to be supported - only because the
reference OC3 phase IV FOWT system is heavily oversized. However, in case of us-
ing an already optimized floating support structure as basis for the direct optimization
approach, it would have to be allowed for larger values for the geometrical parameters.
Furthermore, the design variables and optimization objectives have to be selected com-
patibly - as already addressed in Section [5.1.5.4] This means that a modification of the
values of the design variables should directly or at least indirectly cause a change in the

objective functions.

With respect to the reliability criteria, it has to be noted again - as already discussed in
Section [6.4.4] - that the current approach represents a reliability-constrained design op-
timization approach. This is not a matter of implementation in the optimization frame-
work, as the reliability criteria can easily be defined either as constraints or as objective
functions, but rather a compromise between computational effort and exact reliability
target definition. The optimization problem without any reliability criteria is already sig-
nificantly constrained. Adding four more objective functions for the reliability criteria to
the already specified three performance-related objective functions would certainly place
very high demands on the computational effort. However, having the design variables

and optimization objectives, as well as the reliability criteria, compatibly selected - as al-
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ready pointed out and recommended in the previous item - the reliability criteria can still
be incorporated in a time- and computationally efficient, as well as meaningful, man-
ner, without directly formulating objective functions for the reliability criteria. Thus, as
the objectives for the system performance - approaching the maximum allowable values
for total inclination angle and horizontal nacelle acceleration - entail a reduction in the
reliability index values for the tower base bending stress and tensional stress in at least
the two upwind mooring lines, the constraints on the minimum required reliability index
are sufficient for the presented application example. However, for other applications,
the direct formulation of objective functions for the reliability criteria might be most

appropriate for representing a RBDO.

Finally, as discussed in all application examples elaborated within this research work,
the currently more global performance-based or cost-oriented design optimizations must
not ignore any structural aspects. Due to the high flexibility of the developed and ap-
plied MoWiT-Dymola®-Python framework, additional output parameters for forces and
moments at specific positions and parts of the structure can easily be implemented and
defined in the MoWiT model, and their subsequent processing for performing structural
integrity checks or local buckling calculations coded in Python and included as con-
straints in the optimization problem. This, however, requires information on the structure
itself, such as its specific characteristics and strengths or resistances, increases the com-
plexity of the optimization problem, and assumes certain manufacturing methods and
geometries for the structural realization (mainly cylindrical sections welded together).
The structural information, which is very likely to be afflicted with uncertainties, can
directly be incorporated through stochastic variables in the RBDO process. The second
aspect of increased complexity is already discussed and a careful compromise between
computational effort and level of detail and complexity of the optimization problem has
to be found. However, allowing alternative manufacturing and structural realization so-
lutions could positively affect the complexity of the optimization problem, as presented
and discussed in the optimization approach for designing an advanced spar-type floating
support structure (Section [5.2)). Thus, by not including any detailed structural integrity
checks and focusing only on hydrodynamic and system-level analyses, but allowing for
different concept solutions and alternative structural realization approaches - such as
truss elements or tendons as connecting elements - less constraints for the optimization
problem have to be defined and a cost-efficient highly innovative optimized floater design

can be achieved.

Thus, the final optimum design solution obtained by means of any optimization process is

just a reflection of the user-specific definitions and considerations. However, a higher level of

detail considered within the design optimization not always directly implies higher computa-

tional effort if the optimization settings are carefully selected and when keeping an open mind

for technological innovations.
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Chapter 8

Conclusions

In this research thesis, a concept for enabling RBDO of FOWTs is developed - starting from
the assessment of reliability analysis methods and their suitability for offshore wind turbine
systems, continuing with the numerical modeling of highly complex FOWT systems, as well
as their automated simulation and processing within optimization tasks, and finally ending
with specific approaches for performing DDO and RBDO tasks on a spar-buoy FOWT support
structure. The work conducted within this research thesis is briefly summarized in Section 8.1
and the outcome and contributions to knowledge, research, as well as industry, are elaborated in
Section[8.2] Finally, the thesis closes with an outlook (Section [8.3) and some final concluding
remarks (Section [8.4).

8.1 Summary of the chapters

The thesis commences in Chapter [1| with a short introduction to the research work. Based on
the potential of the floating offshore wind technology, as well as the challenges towards the
next generation FOWTs, the main aim and single objectives of this thesis are defined. Thus,
within the research work, finally, guidelines for RBDO of FOWT support structures are to be
derived, based on existing standards but as well being applicable to novel concepts. The single
steps for achieving these objectives - building the structure of the thesis - are outlined and the
publications in connection with this research thesis listed.

Chapter [2] presents a review of reliability-based methods for risk assessment, which have
been most used so far for the assessment of offshore wind and marine renewable energy sys-
tems. Based on the current practices in offshore applications, a comprehensive subcategoriza-
tion of qualitative and quantitative techniques is carried out. The presented qualitative methods
are mainly structured as failure mode analyses, tree and graphical analyses, as well as the more

rarely used hazard analyses. Within the quantitative methods, it is differentiated between ana-

Note: This chapter is partially based on the publications by |Leimeister, Collu & Kolios| (2020), [Leimeister
& Kolios| (2020)), [Leimeister, Kolios & Collul (2020alb), [Leimeister, Kolios, Collu & Thomas| (2020), [Leimeister:
(2019), [Leimeister, Kolios, Collu & Thomas| (2019), [Leimeister & Kolios| (2018)), and Leimeister, Kolios & Collu
(2018) in excerpts.
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lytical and statistical, as well as Bayesian approaches, RBDO tools, multivariate analyses, and
strategies for data pooling. Regarding the reliability assessment of offshore wind turbine sys-
tems in particular, it has to be noted that offshore wind turbine systems are very complex with
dependent, repairable, or redundant components, dynamic characteristics, and non-linearities;
furthermore, they require special consideration regarding the severe offshore site conditions,
implying several uncertainties in the motion and stress response of the system due to unknown
and complex environmental effects, as well as non-linearities; though, there is little experience
with novel structures and lack of reliability data; and last but not least, ethical and economic
aspects, such as data confidentiality, as well as time and computational efficiency, have to be
preserved. These factors challenge the reliability assessment of offshore wind turbines. The
trend towards more complex, efficient, and flexible tools, as well as the approach of combining
different techniques is developing and should advance further, also including more advanced
sensitivity analysis tools to systematically consider uncertainties which will govern the design
and operation of offshore wind turbine systems.

The specifics of FOWT systems are addressed in Chapter [3] Existing concepts of FOWT
support structures are in general classified and assessed in more detail with respect to their ben-
efits and drawbacks. In order to elaborate most promising design solutions, ten FOWT support
structure types are assessed with respect to ten criteria, focusing in particular on wind farm
deployment. A MCDA, based on survey results and utilizing TOPSIS method, is performed.
With respect to the decision criteria, LCoE proves to be still most important, while maintenance
aspects are placed second - both can be improved by increased system reliability. Regarding
the floating concepts, the survey reveals that the advanced spar, directly followed by the most
developed standard spar, has the highest potential for multi-MW wind farm deployment. In
general a correlation trend between TRL and TOPSIS score emerges. Based on the survey re-
sults, the OC3 phase IV spar-buoy FOWT is defined as reference system, which serves as basis
for the modeling, simulation, and optimization applications in this thesis.

An aero-hydro-servo-elastic coupled model of dynamics for this reference spar-buoy FOWT
system is developed by means of MoWiT in Chapter[d] During implementation, it appears that
not all required data is available. Hence, some parameter values - such as wall thickness(es),
material densities, or ballast height - need to be derived based on the given information, but
also implying some assumptions to be made. Not for all resulting variables - mainly the plat-
form yaw inertia - a perfect match can be obtained, which leads to some anticipated deviations
of the MoWiT results to the results from the OC3 phase IV participants. The model is sim-
ulated for different load conditions and a comprehensive analysis of the simulation results in
comparison to the results from other codes is performed. The initial deviation in the yaw in-
ertia is reflected in a significantly higher natural frequency in yaw, which is encountered in all
corresponding time series. Taking account of start-up transients in the time series, the results
for the hydro-elastic and aero-hydro-servo-elastic simulations with regular waves, as well as
steady wind in the latter case, are highly comparable with the results from the other model-
ing tools. However, for irregular waves and turbulent wind, discrepancies are observed due

to deviations in the input spectra. In post-processing, the differences in the input are reduced,
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yielding a better match of the results. Hence, the MoWiT model can still be verified to some
extent and found suitable for fully-coupled aero-hydro-servo-elastic simulations of FOWT sys-
tems, as well as for optimization applications. Hence, afterwards, a holistic and highly flexible
framework for automated simulation and optimization of wind turbine systems, including all
system components and their fully-coupled aero-hydro-servo-elastic behavior, is developed.
This framework can be used for automated execution and analysis of DLC simulations, as well
as for running optimization algorithms, in which the automated simulation execution can still
be employed. The framework requires a modeling environment, a simulation engine, as well
as the programming framework itself. In case of optimization tasks, the optimization problem,
optimizer, and optimization algorithm have to be defined as well. The broad range of applica-
tions of such an optimization framework for wind turbine design is shown on the example of the
MoWiT-Dymola®-Python framework, with the highly flexible modeling environment MoWiT,
coupled to the simulation engine Dymola®, and the extremely advantageous programming lan-
guage Python. The technical feasibility and proper functioning of this framework is verified by
means of a plausibility check and further suitable application cases are discussed.

Utilizing this framework, three design optimization tasks, each applied to the specified

reference FOWT system, are presented and elaborated in Chapter[5] These are in particular:

* a global design optimization approach. The optimization example focuses on global
limit states and aims for cost reduction by means of reducing the outer dimensions of the
floater, as well as using cheap and common ballast materials. This optimization appli-
cation covers the entire methodology for a design optimization task: 1) starting with the
substantiated selection and specification of the design variables and global limit states for
the reference FOWT; 2) processing these for the formal description of the optimization
problem; 3) continuing with the definition of one critical simulation case, which is used
within the optimization iterations; 4) followed by the profound choice of the optimizer
and corresponding settings, as well as its approval of convergence; 5) and finishing off
with the final selection approach of the optimum and its evaluation. Keeping the scope of
this application example in mind, the presented optimization approach and demonstrated
results show a successful design optimization of a spar-buoy floating wind turbine sys-
tem by means of global limit states definitions and utilization of the MoWiT-Dymola®-
Python framework. The outer dimensions (spar-buoy base column diameter and height)
can be reduced by more than 25% and 1%, respectively, which results in almost 24%
reduction in structural mass and related material cost. By using a more than 35% denser
ballast, but still only requiring less than half of the original ballast mass, a sufficient deep
center of mass can be obtained to meet the stability and dynamic performance require-
ments. These results and the presented methodologies serve as basis for further in-depth

and more sophisticated applications of the design optimization approach.

* an automated optimization approach for designing an advanced spar-type floating plat-
form, which is optimized with respect to the change in hydrodynamics and their impact

on the main system performance, while structural, manufacturability, or other constraints
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are not considered. This approach, following a freer optimization formulation, is taken
in order to be able to explore novel design spaces, which can be better from an hydro-
dynamic point of view, but that may require novel structural realization approaches, as
actively investigated by the community (e.g. Stiesdal’s TetraSpar and Saipem’s Hex-
afloat). The reference FOWT system is modified by dividing the spar-buoy base column
into three distinct partitions, so that sufficient buoyancy, as well as a deep center of grav-
ity, can be obtained. Furthermore, the wall thickness is adjusted based on a common ratio
of the support structure’s structural mass to the displaced mass of water. The optimiza-
tion focuses on the minimization of the steel volume of the floater, which represents an
approximation of the CapEx of the floating platform. In addition, constraints regarding
the outer dimensions (meaning the allowable value ranges of the design variables), the
global fully-coupled system performance, the system draft, the ballast, and the geometric
integrity are defined. Having selected, based on pre-processing automated system simu-
lations, one DLC which is most critical for the constrained system performance criteria,
the iterative optimization algorithm run is performed, utilizing the MoWiT-Dymola®-
Python framework and using the genetic algorithm NSGAII as optimizer. The analysis of
the optimization simulation results shows that the individuals which comply with all pre-
scribed constraints aggregate as for their objective function values to an asymptote. The
results from the optimization run emphasize the complexity of the optimization problem
and indicate that - despite the large number of simulations and the asymptotic clustering
to a minimum objective function - full convergence is not yet obtained. Nevertheless,
the applied iterative optimization algorithm yields an advanced spar-type floating sup-
port structure design, which has a by more than 31% reduced structure material volume
compared to the original floating platform, meets all global performance criteria for the
considered critical DLC, has an overall draft of just 36.8 m, utilizes MagnaDense or high
density concrete as ballast material, and resembles a submerged thick barge-type floater.
The operability is - taking the maximum allowable system performance values as strict
obligation for operating ability - limited to 46.3% of the considered 54 environmental
conditions. This, however, can be much more extended when modifying subsequently
the currently unchanged mooring system properties and layout. Based on the applied
hydrodynamic and system-level analyses, an optimized initial advanced spar-type floater
design is obtained, which has to be further refined by incorporating structural checks
into the optimization process, but can be realized by means of innovative structural ap-
proaches, which utilize trusses or tendons instead of solely welding cylindrical sections

together.

a direct optimization approach, by which means a floating support structure for a larger
MW-class wind turbine is obtained, based on an existing smaller FOWT system design,
without using the intermediate step of upscaling. The input to this direct optimization
algorithm only requires minor initial adaptions of the original FOWT system model, as

well as the specification of the design conditions - such as the design variables which
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are to be modified during the optimization, the optimization objectives which should be
focused on, the environmental conditions which are used for the system simulations, as
well as the optimization settings. Even if the final result highly depends on the choice for
these design conditions, an appropriate FOWT system design, which fulfills the specified
requirements and performs well with respect to the defined objectives, can be obtained

automatically by means of this direct optimization approach.

The final proven concept for RBDO of FOWT systems is developed, presented, and applied
to the reference FOWT system in Chapter [6| This application example enhances the DDO -
the global design optimization presented in Chapter [5] which targets a less over-dimensioned
floating structure by aiming for more critical but still save operational global performance - by
incorporating reliability criteria and accounting for environmental uncertainties. The presented
methodology for integrating the reliability aspect into the design optimization comprises: 1)
the specification of LSs, environmental conditions, stochastic variables, and reliability criteria
relevant to the reference FOWT system; 2) the subsequent definition of the RBDO problem,
comprising design variables, objective functions, and optimization constraints; 3) a level one
pre-processing to elaborate an appropriate reliability assessment approach, which utilizes MCS
based on quadratic regression analysis; 4) a subsequent level two pre-processing to develop and
approve an interpolation approach for deriving the regression coefficients for any floater geom-
etry based on pre-generated response surfaces for a set of discrete floater geometries within
the optimization design space; 5) the definition of the RBDO process including the selection
of an optimizer; 6) and the final application of the RBDO with subsequent post-processing of
the results. Both the selected reliability assessment approach and the developed interpolation
approach are of high accuracy, represented by high values for the coefficient of determination.
The iterative RBDO itself is not more computationally intensive than the DDO; however, much
more iterations are required due to the significantly stronger constrained optimization problem.
This is as well underlined by the much slower convergence rate of the RBDO results. Nev-
ertheless, a clear tendency is already visible in the simulation results and an improved floater
geometry is obtained that meets all specified constraints - including the reliability criteria -
and performs well for the selected and most of the other considered environmental conditions,
while it needs just around 80% of the original floater’s steel mass, as well as around 44% less
ballast mass. Thus, this final application example demonstrates that reliability assessment and
design optimization of FOWT systems can be combined, but it as well emphasizes the high
complexity of such tasks.

Finally, the main aspects of the presented studies, elaborated methodologies, applied ap-
proaches, and analyzed results are discussed in Chapter[7] These address the benefit of RBDO
methods to account for uncertainties, as well as the drawback to require high computational ef-
fort, both substantiated by reviewed literature and made experiences within this research work.
Furthermore, the problem of missing or incomplete data is not only prevalent for reliability
assessments, but also for validation of numerical models. When it comes to the automation of

simulations and execution of optimization tasks, the relevance of sensitivity studies and careful
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selection of optimization settings for any specific problem and considered system is elaborated.
But also for the definition of the (reliability-based) design optimization problem, the consid-
ered environmental condition(s), design variables and optimization objectives, allowable value
ranges and constraints, validity of implemented theories, and detail of analyses have to be cho-
sen compatibly and thoughtfully. Cost-efficient realization of complex RBDO tasks on FOWT
systems can happen through an elaborated and structured approach, as developed and proposed
in this research thesis, as well as through careful selection of the optimization settings - as al-
ready mentioned - and by being open for technological innovations - as addressed as well in

this research work when designing an advanced spar-type floating support structure.

8.2 Thesis contributions to knowledge, research, and industry

The contribution of this research thesis to knowledge, as well as its relevance for research
and industry, are elaborated in the following. Each of the defined (Section and success-
fully realized objectives is assessed with respect to novelty, scientific soundness, and value,
as presented in Table This knowledge, as well as the experience gained and approaches
developed and applied, are disseminated in the course of the research thesis through several
paper publications in scientific journals, as well as oral and poster presentations at scientific
conferences, as listed in Section[I.5and Appendix [A]

Overall, the main contribution of this thesis to knowledge, research, as well as industry, is
the developed concept for combining FOWT design optimization and reliability assessment,
which is based on the immensely versatile aero-hydro-servo-elastic coupled numerical MoWiT
model of dynamics for FOWTs and the highly flexible and multifunctional holistic MoWiT-
Dymola®-Python framework for automated simulation and optimization of FOWT systems,
both as well developed and verified within this research work. This fulfills the overall aim
of this research thesis to derive guidelines for reliability-based design optimization of floating
wind turbine support structures, taking into account target safety levels and failure mechanisms
from existing standards and applying them in such novel concepts.

The novelty of this research thesis is, at first, the coupling of design optimization with
reliability assessment of FOWT systems, as this has not yet been addressed and realized be-
fore. The developed approach is based on a profound review, classification, and assessment of
reliability-based methods for risk analysis specific to the offshore and marine renewable en-
ergy industry and their applicability to offshore wind turbine systems. Furthermore, the RBDO
approach is based on and utilizes an aero-hydro-servo-elastic coupled model of dynamics for
FOWT systems and a framework for automated simulation and optimization, which are both
novel due to their holistic approach, high flexibility, multifunctionality, and broad applicability.
Apart from the novelty of including reliability assessment in the design optimization of FOWT
systems, the approaches are in general highly future-oriented. This begins with the MCDA
of FOWT concepts, which includes advanced approaches - such as hybrid, multi-turbine, or
mixed-energy designs - and focuses already on the suitability of floating support structures for

offshore wind farm deployment (by the way, there is currently just one floating wind farm of

235



five units in operation); continues with the application of a comprehensive fully integrated op-
timization approach for designing an innovative advanced spar-type floating support structure
by exploring as well alternative structural realization solutions and innovative materials; and,
finally, even reaches to a brief digression on direct optimization without the intermediate step
of upscaling to address the current trend in the wind turbine technology towards larger and
larger MW-class wind turbines.

The systematic conduct of the literature reviews, implying as well opinions and experiences
of knowledgeable academic and industrial experts, the comprehensive analyses for verifying
the developed fully-coupled model of dynamics for FOWTs and the approval of the proper
functioning of the established framework for automated simulation and optimization, which
additionally draws from a wide choice of sophisticated optimization tools, the adherence to
common and well-known approaches, recommendations from standards and classifications,
and real environmental statistical data for selecting optimization and simulation settings, as
well as the detailed assessment of all simulation results - focusing on convergence criteria,
elaborating different selection procedures, and utilizing the coefficient of determination - all
this proves the scientific soundness of the applied methods and approaches.

The work performed in the course of this thesis is of high significance for both research and
industry. The relevance of the thesis topic is underlined by the number of published papers in
scientific journals, their stats on how they are received by the academic and industrial audience,
as well as the high acceptance rate for presentations at scientific conferences. The elaborated
and applied approaches are future-oriented, address the current issues and challenges related
to FOWT support structures and their accelerated market uptake, focus on computationally
and time-efficient realization of design processes and detailed assessment of FOWT systems,
account for cost factors, reliability criteria, as well as innovations, and allow for user-specific
applications. These all add value to the floating offshore wind industry, which is as well experi-
enced - being employed as research associate at Fraunhofer IWES - based on recently incoming
requests from the industry on potential applications of the optimization framework, as well as
discussed and elaborated research projects and industrial orders on related topics. Some of
them are further outlined in Section[8.3.21
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8.3 Future work and outlook

The outlook is two-tired: focusing on future work required to overcome the perceived and
currently still prevailing limitations (Section [8.3.1)), as well as addressing future applications
of the research outcomes (Section [8.3.2)).

8.3.1 Efforts to overcome limitations

Despite the successful verification of the system-only analyses, as well as the system responses
in regular and steady environmental conditions - taking the required assumptions and miss-
ing information into account - the numerical MoWiT model for representing the aero-hydro-
servo-elastic coupled dynamics of FOWT systems has to be further improved, to better capture
various environmental inputs, to more accurately represent advanced physical relations, and to
increase the flexibility for its application to highly innovative floating support structure geome-
tries and designs. Thus, in particular, the improvement and separate verification of the envi-
ronmental spectra for both turbulent wind and irregular waves generated by means of MoWiT
is envisaged. The basic MoWiT model of the reference OC3 phase IV spar-buoy FOWT sys-
tem is already modified in Section[5.2.1.2]to allow for the realization of an advanced spar-type
floater design; however, the hydrodynamic calculations as well have to be enhanced accord-
ingly, as discussed in detail in Section Thus, the further development of MoWiT has to
incorporate geometry-dependent hydrodynamic coefficients, utilize a more sophisticated and
design-independent calculation approach for - especially the vertical - hydrodynamic loads,
consider extreme events and special load impacts, and account for the validity range of already
enhanced calculation approaches when dealing with various structural geometries. Finally, to
ensure the realistic representation of the real behavior of a FOWT system, the MoWiT model
has to be validated with real measurement data, as soon as this is available.

In general, to facilitate the computational efficiency of the entire (reliability-based) design
optimization approach, both the numerical model and the code implemented in the optimization
framework have to be further enhanced. Currently real-time simulations with MoWiT models
of onshore wind turbine systems are already feasible; however, the increased complexity of
offshore and floating systems comes with increased computational effort. Optimizing the code
and improving the computational efficiency are ongoing development works on MoWiT, as
well as the MoWiT-Dymola®-Python framework.

With respect to RBDO - as discussed in detail in Section [6.4.4] - the reliability criteria
can already now be implemented as objective functions, which, however, currently entails sig-
nificantly increased computational effort. Thus, the improvements regarding the optimized
code - mentioned beforehand - will definitely benefit a realization of design optimization tasks
with reliability-based objectives. Furthermore, it is aimed for the future to precisely capture
a definite value for the reliability index in a time- and computationally efficient manner. The
currently realization by means of MCS is only suitable due to the low limit of the reliability
index specified in the application example. However - as initially also envisaged and tried - in

the end, the reliability index calculation should be based on an alternative or modified HL-RF
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method. Due to the well-known convergence issues for certain applications, this has to be stud-
ied in more detail in future work, so that a customized HL-RF method suitable for the applied

optimization problem and considered complex FOWT system is found or developed.

8.3.2 Future applications of the research outcomes

The broad range of applications of the MoWiT-Dymola®-Python framework for automated
simulation and optimization is already pointed out and discussed in Section #.2.4] In the fol-
lowing, more specific future potential application examples of the developed framework are
presented, based on recently incoming requests from the industry, as well as discussed and
prepared research projects and industrial orders.

The capability of the MoWiT-Dymola®-Python framework of performing tasks in an auto-
mated manner can be at first utilized for the automated execution of especially a huge number
of simulations. This is required for simulating DLCs - as already applied in this research work
- and performing load analyses, but can further be extended to a comparative analysis of dif-
ferent wind turbine systems in the same environmental conditions - meaning running the entire
set of DLCs not only with one but several different wind turbine models. Additionally, the
automated execution of simulations is highly beneficial when aiming for generating for a wind
turbine system, for instance, response amplitude operators for different environmental loading
conditions.

The extended capability of the MoWiT-Dymola®-Python framework of performing opti-
mization tasks can be utilized for realizing various conceivable design, system, or component
optimization tasks, requiring different levels of detail. Thus, as already indicated in Sec-
tion 4.2.4.3] the wind turbine controller can be tuned and optimized in order to realize an
adaption to different wind turbine systems and environmental conditions, to optimize the op-
erational management of a single wind turbine or an entire wind farm for reducing the loads
on the system and increasing the overall farm power output, as well as to control the wind
turbine operation with the focus on its remaining lifetime and best utilization. With respect
to design optimization tasks, as already addressed in Section [4.2.4.4] and covered in detail by
means of the exemplary approaches presented in Chapters [5| and [6] there is a whole spectrum

of imaginable and possible applications, such as:

* the development of a rough design for obtaining an initial cost estimate already at an
early stage of the project planning - as financial institutes and insurance companies have
to be convinced of the planned wind farm project already way before the detailed engi-

neering phase;

* the detailed design optimization of a wind turbine support structure for a specific site
and certain prevailing constraints and requirements, including as well structural integrity

checks;

* the reliability-based design optimization of a wind turbine support structure to focus on

lifetime-related aspects and reduce the required maintenance and repair work;

243



* the design of wind turbine support structures for different sites, based on an already

optimized design solution;

* the elaboration of the best option for a planned wind farm - meaning investigating which
wind turbine MW-class would be most efficient and economic for the considered site and

planned project;

* the preparation of (especially floating) support structure designs for the current rapid
wind turbine trend towards larger MW-class turbines, including an estimate on costs,

dimensions, and loads on the structure; and

* the optimization of a first draft innovative wind turbine support structure design.

8.4 Concluding remarks

In the course of the research thesis, a highly flexible and fully-coupled numerical model of
dynamics of a FOWT system is developed, verified to some extent, and utilized together with a
developed holistic framework for automated simulation and optimization throughout a number
of application examples for design optimization of floating support structures for offshore wind
turbines. The degree of complexity is further and further increased, starting with global limit
states, continuing with innovative geometrical shapes and realization methods, briefly touching
upon the future development towards larger MW-class wind turbines and the commonly asso-
ciated upscaling process, and, finally, ending with the realization of both design optimization
and reliability assessment of a FOWT system at the same time.

The elaborations demonstrate the high complexity of FOWT systems, RBDO tasks, and of
course the combination of both; however, they also show and prove that the coupling of FOWT
design optimization with reliability assessment is possible and can be realized in a time- and
computationally efficient manner, when applying a thoughtful approach.

RBDO is already highly relevant for considering prevailing uncertainties directly within the
design process and at the same time achieving a cost-efficient design solution. The knowledge
and outcomes of this research thesis add to the significance of RBDO of FOWTs and, hence,
are of high value for both research and industry, offering a broad range of future applications
with invaluable benefits for the floating offshore wind industry and support for an accelerated

market uptake of the floating offshore wind technology.
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Appendix A

Additional dissemination activities

Additionally to the paper publications in scientific journals, listed in Section parts of the

research work are presented at the following scientific conferences.

Leimeister, M. & Ward, D. (2017), ‘REMS CDT research on floating wind’, oral pre-
sentation at the 3rd REMS Annual Conference, Cranfield, United Kingdom, September
18-19, 2017.

Leimeister, M. (2017), ‘Global limit states for the design of floating wind turbine support
structures’, oral presentation at the 13th eawe PhD Seminar, Cranfield, United Kingdom,
September 20-22, 2017.

Leimeister, M., Kolios, A. & Collu, M. (2018), ‘Critical review of floating support struc-
tures for offshore wind farm deployment’, poster presentation at the 15th Deep Sea Off-
shore Wind R&D Conference, EERA DeepWind’2018, Trondheim, Norway, January 17-
19, 2018.

Leimeister, M. (2019), ‘Python-Modelica framework for automated simulation and opti-
mization’, oral presentation at the /3th International Modelica Conference, Regensburg,
Germany, March 4-6, 2019.

Leimeister, M. (2019), ‘Optimization of floating support structures’, oral presentation at
the 4th REMS Annual Conference, Glasgow, United Kingdom, May 23-24, 2019.

Leimeister, M. (2019), ‘Larger MW-class floater designs without upscaling? — a direct
optimization approach’, oral presentation at the ASME 38th International Conference on
Ocean, Offshore and Arctic Engineering, Glasgow, Scotland, UK, June 9-14, 2019.

Leimeister, M. (2019), ‘MDAO of wind turbine systems for various applications, using
Python and Modelica’, oral presentation at the Wind Energy Science Conference 2019,
Cork, Ireland, June 17-20, 2019.

Leimeister, M. (2020), ‘Optimization of floating wind support structures for cost-reduction
and preparation for innovations in wind turbine technology’, oral presentation at the
Floating Offshore Wind 2020, Online (Aberdeen, UK), October 7-8, 2020.
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Appendix B

Statistics of DLC 4.2

The numerical comparison of the statistics - in form of minimum, mean, maximum, and stan-

dard deviation values - from the DLC 4.2 simulation with irregular waves is given in Tables
to[B.7|for the considered parameters.

Table B.1: Wave elevation statistics (in m) from DLC 4.2 from OC3 phase IV codes and MoWiT in
comparison, deviations are highlighted in red.

Statistics OC3mean OC3min OC3max MoWiT MoWiT deviation

Minimum —5.5807 —6.4400 —4.7322  —3.2456 +31.4% to +49.6%
Mean —0.0017 —0.0352 0.0092 0.1207  +443.3%to +1.2 x 10°%
Maximum 5.0790 4.2337 6.6900 3.2456 —51.5% to —23.3%
Stand. dev. 1.5832 1.4920 1.9773 2.2959 +16.1% to +53.9%

Table B.2: Platform surge motion statistics (in m) from DLC 4.2 from OC3 phase IV codes and
MoWiT in comparison, deviations are highlighted in red.

Statistics OC3mean OC3min OC3max MoWiT MoWiT deviation

Minimum —3.3505 —4.6930 —1.8170 —1.0557 +41.9% to +77.5%
Mean —0.1598 —1.3636 0.2958 0.0088  —97.0% to +100.6%
Maximum 2.9966 1.4121 4.9000 1.0491 —78.6% to —25.7%

Stand. dev. 1.0280 0.7442 1.2832 0.6947 —45.9% to —6.7%
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Table B.3: Platform heave motion statistics (in m) from DLC 4.2 from OC3 phase IV codes and
MoWiT in comparison, deviations are highlighted in red.

Statistics OC3mean OC3min OC3max MoWiT MoWiT deviation
Minimum —0.6242 —-0.8686  —0.3630 —0.2217 +38.9% to +74.5%
Mean 0.0145 —0.0048 0.0630  —0.2169 —4.4x103% to —444.3%
Maximum 0.6732 0.3943 0.9931 —-0.2112 —153.6% to —121.3%
Stand. dev. 0.2142 0.1343 0.3549 0.0026 —99.3% to —98.1%

Table B.4: Platform pitch motion statistics (in deg) from DLC 4.2 from OC3 phase IV codes and
MoWiT in comparison, deviations are highlighted in red.

Statistics OC3mean OC3min OC3max MoWiT MoWiT deviation

Minimum —1.3885 —1.6900 —1.1030 —0.6033  +45.3% to +64.3%
Mean —0.0021 —-0.0759 0.1643 —0.0515 —131.4% to +32.1%
Maximum 1.5053 1.0902 2.2200 0.5017  —77.4% to —54.0%
Stand. dev. 0.4781 0.3788 0.6270 0.3861 —38.4% to +1.9%

Table B.5: Tower-top fore-aft shear force statistics (in kN) from DLC 4.2 from OC3 phase IV codes
and MoWiT in comparison, deviations are highlighted in red.

Statistics OC3mean OC3min OC3max MoWiT MoWiT deviation

Minimum —818.6 —968.7 —675.3 —454.7  +32.7% to +53.1%
Mean —-1.5 =75 8.3 —1.1 —112.9% to +85.6%
Maximum 845.2 715.6 943.7 453.4 —52.0% to —36.6%
Stand. dev. 238.1 221.1 245.3 317.2 +29.3% to +43.5%

Table B.6: Tower-top fore-aft bending moment statistics (in kNm) from DLC 4.2 from OC3 phase IV
codes and MoWiT in comparison, deviations are highlighted in red.

Statistics OC3mean OC3 min OC3 max MoWiT MoWiT deviation

Minimum  —54x10° —1.1x10* —33x10° —25x10°  +24.4% to+77.3%

Mean —906.4 —14x10° 601.4 —1.4x10° —3282%to +4.2%
Maximum 3.0 x 103 355.2 9.9x10° —260.8  —173.4% to —102.6%
Stand. dev. 1.0x 10° 530.4 2.4x10° 776.7 —67.4% to +46.4%
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Table B.7: Downstream fairlead tension statistics (in kN) from DLC 4.2 from OC3 phase IV codes and
MoWiT in comparison, deviations are highlighted in red.

Statistics OC3mean OC3min OC3max MoWIiT MoWiT deviation
Minimum 791.1 536.0 882.8 854.8 —3.2% to +59.5%
Mean 953.3 904.4 1.1x10®>  907.6 —20.0% to +0.4%
Maximum 1.1 x 10° 929.2 1.7x 10> 9577 —44.3% to +3.1%
Stand. dev. 53.6 7.9 181.0 326  —82.0% to+311.3%
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Appendix C

Statistics of DLLC 5.3

The numerical comparison of the statistics - in form of minimum, mean, maximum, and stan-
dard deviation values - from the DLC 5.3 simulation with irregular waves and turbulent wind
is given in Tables to for the considered parameters.

Table C.1: Wave elevation statistics (in m) from DLC 5.3 from OC3 phase IV codes and MoWiT in
comparison, deviations are highlighted in red.

Statistics OC3mean OC3min OC3max MoWiT MoWiT deviation

Minimum —-5.2739 —5.8400 —4.5990 —3.2456  +29.4% to +44.4%
Mean —0.0026 —0.0352 0.0092 0.0956  +371.8% to +935.7%
Maximum 47815 4.2337 5.0840 3.2456  —36.2% to —23.3%
Stand. dev. 1.6065 1.4920 1.9773 2.2946 +16.0% to +53.8%

Table C.2: Wind speed statistics (in m/s) from DLC 5.3 from OC3 phase IV codes and MoWiT in
comparison, deviations are highlighted in red.

Statistics OC3mean OC3min OC3max MoWIiT MoWiT deviation

Minimum 9.6860 6.2960 11.6000 114535 —1.3% to+81.9%
Mean 16.9765 11.6818 183935 174750 —5.0% to +49.6%
Maximum 23.1860 15.1200 25.1300  22.4952 —10.5% to +48.8%
Stand. dev. 24818 1.9452 2.6690 1.8384  —31.1% to —5.5%
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Table C.3: Platform surge motion statistics (in m) from DLC 5.3 from OC3 phase IV codes and
MoWiT in comparison, deviations are highlighted in red.

Statistics OC3mean OC3min OC3max MoWIiT MoWiT deviation
Minimum 6.5274 2.0168 15.2762 8.0755 —47.1% to +300.4%
Mean 14.2786 5.8164 247603  11.3390 —54.2% to +95.0%
Maximum 22.9980 10.4593 38.0489  14.2555 —62.5% to +36.3%
Stand. dev. 3.2317 1.4129 6.6082 1.1624  —82.4% to —17.7%

Table C.4: Platform heave motion statistics (in m) from DLC 5.3 from OC3 phase IV codes and
MoWiT in comparison, deviations are highlighted in red.

Statistics OC3mean OC3min OC3max MoWiT MoWiT deviation
Minimum —1.2479 —1.7048  —0.8807 —0.7968 +9.5% to +53.3%
Mean —0.2240 —0.4101  —0.0173 —0.3893 —2.2x10°% to+5.1%
Maximum 0.7375 0.3448 1.0191 —0.0205 —105.9% to —102.0%
Stand. dev. 0.4259 0.2626 0.5779 0.1597 —72.4% to —39.2%

Table C.5: Platform pitch motion statistics (in deg) from DLC 5.3 from OC3 phase IV codes and
MoWiT in comparison, deviations are highlighted in red.

Statistics OC3mean OC3min OC3max MoWiT MoWiT deviation
Minimum 0.1508 —0.7656 1.0512 0.3473  —67.0% to +145.4%
Mean 2.8102 1.1912 4.6988 23567  —49.8% to +97.8%
Maximum 5.5084 3.6456 8.6379 4.1972 —51.4% to +15.1%
Stand. dev. 1.1025 0.6258 2.2428 0.7097  —68.4% to +13.4%

Table C.6: Platform yaw motion statistics (in deg) from DLC 5.3 from OC3 phase IV codes and
MoWiT in comparison, deviations are highlighted in red.

Statistics OC3mean OC3min OC3max MoWiT MoWiT deviation

Minimum —2.8602 —4.5918  —0.1371 —1.8569 —1.3 x 10°% to +59.6%
Mean —0.1384 —0.3682  —0.0002  0.1489  +140.4% to +8.6 x 10*%
Maximum 2.8284 0.1463 4.1148 21273  —483%to+1.4x10°%
Stand. dev. 0.9825 0.0581 1.4656 0.7398  —49.5% to +1.2 x 103%
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Table C.7: Tower-top fore-aft shear force statistics (in kN) from DLC 5.3 from OC3 phase IV codes
and MoWiT in comparison, deviations are highlighted in red.

Statistics OC3mean OC3min OC3max MoWiT MoWiT deviation

Minimum —525.8 —580.5  —4463  —353.7 +20.7% to +39.1%
Mean 523.6 417.2 625.6 3145  —49.7% to —24.6%
Maximum  1.7x10°  1.5x10° 19x10*° 9254  —50.4% to —39.9%
Stand. dev. 327.4 300.6 374.8 3500  —6.6% to +16.4%

Table C.8: Tower-top fore-aft bending moment statistics (in kNm) from DLC 5.3 from OC3 phase IV
codes and MoWiT in comparison, deviations are highlighted in red.

Statistics OC3mean OC3 min OC3 max MoWiT MoWiT deviation

Minimum  —5.7x10° —7.9x10° —3.7x10° —23x10° +38.4% to+71.0%
Mean 991.5 —425.8 1.6x10°  3.0x10°  +79.6% to +795.5%
Maximum  7.5x10°  69x10° 82x10° 95x10°  +15.9% to +37.6%
Stand. dev. 1.9x10° 13x10° 23x10° 19x10° —19.0% to +43.0%

Table C.9: Downstream fairlead tension statistics (in kN) from DLC 5.3 from OC3 phase IV codes
and MoWiT in comparison, deviations are highlighted in red.

Statistics OC3mean OC3min OC3max MoWIiT MoWiT deviation

Minimum 564.8 456.7 621.6 674.1 +8.4% to +47.6%
Mean 668.7 5753 726.4 721.7 —0.7% to +25.4%
Maximum T77.7 685.7 840.0 787.1 —6.3% to +14.8%
Stand. dev. 45.8 344 69.5 23.6 —66.1% to —31.4%

Table C.10: Upstream fairlead tension statistics (in kN) from DLC 5.3 from OC3 phase IV codes and
MoWiT in comparison, deviations are highlighted in red.

Statistics OC3mean OC3min OC3max MoWIiT MoWiT deviation

Minimum 993.0 966.7 1040.1 987.1 —5.1% to +2.1%

Mean 1.1x10° 1.0x10° 13x10° 1.1x10° —16.8% to+0.8%
Maximum 1.3 x10°  1.1x10® 1.7x10> 1.1x10° —33.9%to—1.3%
Stand. dev. 66.9 35.7 162.1 26.9 —83.4% to —24.6%
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Table C.11: Generator power statistics (in kW) from DLC 5.3 from OC3 phase IV codes and MoWiT
in comparison, deviations are highlighted in red.

Statistics OC3mean OC3min OC3max MoWiT MoWiT deviation
Minimum  4.1x10°  3.8x10° 43x10° 1.6x10° —63.2% to —59.0%
Mean 51x10°  5.0x10° 52x10° 47x10° —9.7%to —6.7%
Maximum  5.8x10°  52x10° 6.0x10° 53x10° —11.5%to+1.2%
Stand. dev. 309.4 174.4 381.8 508.2  +33.1% to +191.4%

Table C.12: Rotor speed statistics (in rpm) from DLC 5.3 from OC3 phase IV codes and MoWiT in

comparison, deviations are highlighted in red.

Statistics OC3mean OC3min OC3max MoWiT MoWiT deviation
Minimum 9.8675 9.2700 10.3200  6.4171  —37.8% to —30.8%
Mean 12.1864 12.1662 12.2095 10.8476 —11.2% to —10.8%
Maximum 14.2706 14.0500 14.4024  13.6663 —5.1% to —2.7%

Stand. dev. 0.8298 0.7435 0.9231 1.5016  +62.7% to +102.0%

Table C.13: Out-of-plane blade-tip deflection statistics (in m) from DLC 5.3 from OC3 phase IV
codes and MoWiT in comparison, deviations are highlighted in red.

Statistics OC3mean OC3min OC3max MoWIiT MoWiT deviation
Minimum —1.7581 —2.4453  —1.3810 —4.3522 —215.1%to —78.0%
Mean 1.8017 1.5810 2.1870 2.0758 —5.1% to +31.3%
Maximum 5.3812 5.0540 5.8790 7.0813 +20.5% to +40.1%
Stand. dev. 1.0941 1.0550 1.1710 1.8944 +61.8% to +79.6%
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Appendix D

Potential risks and consequences

associated with global system

performance criteria

Table D.1: Potential risks and consequences associated with global system performance criteria,

adapted from Bhattacharyal (2019) and extended.

Criterion

Potential risks and consequences in case of too large values

Total incli-
nation an-
gle

e Risk of wind turbine shutdown due to exceeded total inclination angle crit-
ical to the operation of the system;

e Reduced efficiency of the wind turbine due to inclined rotor plane area;

e Reduced clearance between blade and tower and risk of collision due to
weight-induced blade bending when the FOWT system is strongly tilted out
of the wind;

e Increased demands on and potential failure of the yaw system (motor and
brake) to control the position when the FOWT system is strongly tilted out of
the wind;

e Increased fatigue and wear of bearings (for both yaw and pitch systems,
as well as main shaft) because of changing load direction and amount due to
tilting motion of the FOWT system;

e Increased demands on and potential failure of the lubrication system to
maintain required fluid flow when the FOWT system is strongly inclined;

e Risk of exceeding ultimate bending stress at, for example, the tower base
due to strongly inclined FOWT system;

e Increased bending and potential failure of the power cable at the exit point
from the floating platform when the FOWT system is strongly inclined;

e Potential buckling and failure of a mooring line at the fairlead due to tilting
motion of the FOWT system.
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Table D.1: Potential risks and consequences associated with global system performance criteria.

(cont.)

Criterion

Potential risks and consequences in case of too large values

Horizontal
nacelle ac-
celeration

Dynamic
transla-
tional
motion

Mean
transla-
tional
motion

e Risk of wind turbine shutdown due to exceeded horizontal nacelle acceler-
ation critical to the operation of the system;

e Increased demands on and potential failure of the yaw system (motor and
brake) to control the position against the direction of the horizontal nacelle
acceleration;

e Increased fatigue and wear of bearings (for both yaw and pitch systems,
as well as main shaft) because of changing frequency and magnitude of load
cycles due to increased horizontal nacelle acceleration;

e Increased demands on and potential failure of the lubrication system to
maintain required fluid flow when the nacelle experiences high horizontal ac-
celerations;

e Increased fatigue and potential failure of the power cable due to large dy-
namic motion in case of high horizontal nacelle accelerations.

e Risk of wind turbine shutdown due to exceeded horizontal nacelle acceler-
ation critical to the operation of the system because of large dynamic transla-
tional motion of the FOWT system;

e Increased fatigue and wear of bearings (for both yaw and pitch systems, as
well as main shaft) because of changing frequency, magnitude, and direction
of load cycles due to dynamic translational motion of the FOWT system;

e Increased structural fatigue and risk of excitation of a system or component
natural frequency due to critical dynamic translational motion of the FOWT
system;

e Increased fatigue and potential failure of the power cable due to large dy-
namic translational motion of the FOWT system.

e Risk of wind turbine capsize because of mooring or anchoring system fail-
ure due to exceeded mean translational motion critical to the operation of the
system;

e Increased bending and potential failure of the power cable when the floating
system experiences a large mean translational motion away from the power
cable laying route;

e Increased loads on and potential failure of a fairlead due to exceeded mean
translational motion critical to the operation of the system;

e Increased loads on and potential failure of a mooring line due to exceeded
mean translational motion critical to the operation of the system;

e Increased loads on and potential failure of an anchor due to exceeded mean
translational motion critical to the operation of the system.
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Appendix E

Pareto filtering

The results of the global design optimization are filtered according to Pareto dominance. This
is performed in MATLAB® by means of the following listing, which is based on the code by
Simone| (2020) but adjusted (line number 15), as the Pareto dominance needs to be for the
smaller values.

function [p,idxs] = paretoFront (p)

% Filters a set of points P according to Pareto dominance, i.e.,

points that are dominated (both weakly and strongly) are filtered.

% Inputs:
%4 - p : N-by-D matriz, where N <s the number of points and D <s the

number of elements (objectives) of each point.
% Outputs:
% - p : Pareto-filtered p.

% - tdxs : Indices of the mon-dominated solutions.

[i, dim] = size(p);

idxs = [1 : i]’;
while i >= 1
0ld_size = size(p,1);
indices = sum( bsxfun( @le, p(i,:), p ), 2 ) == dim;
indices (i) = false;
p(indices,:) = [];
idxs (indices) = [];
i =1i -1 - (old_size - size(p,1)) + sum(indices(i:end));

end

end
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Appendix F

Characteristics of a two-parameter
Weibull distribution

A common two-parameter Weibull distribution (of a parameter *) with scale factor b (of unit
m/s in case of the considered Weibull distribution of the wind speed applied in Section [6.1.5.1])
and unitless shape factor ¢ can be formulated as cumulative density function (CDF) F(x),

given in Equation or its derivative the probability density function (PDF) f(x), given in

Equation [E.2
F(x)= 1*67(%)6 (ED)
c—1 £\ C
f() = % (2) e () (F2)

The corresponding mean () and standard deviation o (*) can be obtained following

Equations [F-3]and [F.4]and using the gamma function presented in Equation [F.5]

p(x) = b <1+l> (E.3)
o=nyfr(1+2) - [r(1+1)] F
[(n)=(n—1)! (F.5)

The value of the considered parameter (the wind speed in the applied example, as selected
in Section [6.1.5.T)) that corresponds to a specific percentile p is determined by setting Equa-
tion [F 1] for the CDF equal to p, leading to Equation [F.6|

«=b[-In(1-p)

a

: (F.6)
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Appendix G

Characteristics of a three-parameter
Weibull distribution

A three-parameter Weibull distribution uses - compared to a two-parameter Weibull distribu-
tion - as well a scale factor b (of unit m in case of the considered Weibull distribution of the
significant wave height applied in Section and shape factor ¢ (unitless), but has addi-
tionally a location parameter a (of unit m in case of the considered Weibull distribution of the
significant wave height applied in Section[6.1.5.2)). All two-parameter Weibull functions and
characteristics can be derived from the corresponding three-parameter Weibull expressions by
setting a equal to zero. The three-parameter Weibull cumulative density function (CDF) F (x)
and probability density function (PDF) f(x) are given in Equations [G.1]and[G.2] respectively.

F(x)=1—e (5) G.1)

c—1
fx) = g (*;a) e (5°) (G.2)

The corresponding mean p(*) and standard deviation () are obtained following Equa-

tions [G.3]and [G.4] respectively, using again the gamma function, as already presented in Equa-
tion [F.5]in Appendix

(+) = a+bT <1+i> (G.3)

st=mfr(1+2) - [r(1+ )] G

Considering an extreme event, such as SSS with the number N of extreme events fitting

theoretically in one year, the corresponding CDF Fggs(*) and PDF fgss(*) are extrapolated
according to Equations [6.3](given in Section[6.1.5.2) and[G.5]

fsss(¥) = [Fsss(x)] = N[F ()N f(x) (G.5)
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The corresponding mean value ugss(*) and standard deviation Osgs(*) pertained to the

extreme event are then obtained following Equations[G.6]and respectively.

psss () = [ af(x)as (G.6)

Gsss (+) = \/ /O " (6 — passs (+))? £(%)ds (G.7)

The value of the considered parameter in an extreme event (the significant wave height
in SSS in the applied example, as selected in Section that corresponds to a specific
percentile p is determined by setting Equation [6.3] for the CDF for a SSS event equal to p,
leading to Equation|G.8

c

*:a+b[—1n(1—p%)} (G.8)
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Appendix H

Python function for closest value

In order to find for a given value the closest number out of a vector of numbers, the function

nearest is introduced. The applied approach is as follows:

1. from the entries in the vector the specific given value is subtracted and the absolute value

of this difference is calculated (line number 11);

2. from the resulting vector the position (index) of the minimum entry is determined (line

number 12);

3. the number in the vector, which is the closest to the provided value, is found as the entry

in the vector with the index determined in step 2 (line number 13).

As this function is required within the interpolation approach (Section [6.2.2.3)), which is
utilized within the iterative optimization algorithm (Section |6.2.3.2)) performed by means of
the MoWiT-Dymola®-Python framework, the function is coded in Python as written in the

following listing.

def nearest (array,value):

n = [abs(i-value) for i in array]
idx = n.index(min(n))

return array[idx]
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