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Abstract

Outdoor air pollution (AP) is a serious public threat which has been linked to severe

respiratory and cardiovascular illnesses, and premature deaths especially among those

residing in highly urbanised cities. As such, there is a need to develop early-warning

and risk management tools to alleviate its effects. The main objective of this research is

to develop AP forecasting models based on Artificial Neural Networks (ANNs) accord-

ing to an identified model-building protocol from existing related works. Plain, hybrid

and ensemble ANN model architectures were developed to estimate the temporal and

spatiotemporal variability of hourly NO2 levels in several locations in the Greater Lon-

don area. Wavelet decomposition was integrated with Multilayer Perceptron (MLP)

and Long Short-term Memory (LSTM) models to address the issue of high variability

of AP data and improve the estimation of peak AP levels. Block-splitting and cross-

validation procedures have been adapted to validate the models based on Root Mean

Squared Error (RMSE), Mean Absolute Error (MAE), and Willmott’s index of agree-

ment (IA). The results of the proposed models present better performance than those

from the benchmark models. For instance, the proposed wavelet-based hybrid approach

provided 39.15% and 28.58% reductions in RMSE and MAE indices, respectively, on

the performance of the benchmark MLP model results for the temporal forecasting of

NO2 levels. The same approach reduced the RMSE and MAE indices of the benchmark

LSTM model results by 12.45% and 20.08%, respectively, for the spatiotemporal esti-

mation of NO2 levels in one site at Central London. The proposed hybrid deep learning

approach offers great potential to be operational in providing air pollution forecasts in

areas without a reliable database. The model-building protocol adapted in this thesis

can also be applied to studies using measurements from other sites.
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Chapter 1

Introduction

Research on the development of air quality models continues to rapidly progress as out-

door air pollution (AP) remains the biggest environmental risk to public health (Oliveri

Conti et al., 2017). For instance, 4.2 million premature mortalities worldwide per year

were linked to outdoor AP the majority of which were due to ischaemic heart dis-

eases and strokes (see Figure 1.1a). Furthermore, the number of respiratory diseases

among children and adults and premature deaths due to outdoor AP is projected to

skyrocket at substantial levels from 2010 to 2060 (see Figure 1.1b). Although outdoor

air quality has improved in many areas especially in high-income countries over the past

decades (Fann et al., 2009; Crippa et al., 2016), peak AP levels continue to escalate at

an alarming rate affecting economies and public health due to rapid industrialisation.
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Fig. 1.1. (a) Breakdown of outdoor AP-related premature death causes per
year (WHO, 2016), and (b) Projected number of cases (in millions) of AP-related
respiratory diseases and premature deaths from 2010 to 2060 (OECD, 2016).
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As such, various approaches have been implemented by policy-makers and the sci-

entific community to manage and mitigate the adverse effects of outdoor AP levels

especially on public health. Firstly, abatement measures have been put in place to en-

sure that concentration levels of pollutants such as ozone (O3), fine particles (PM10 and

PM2.5), and nitrogen dioxide (NO2), fall within acceptable legislative standards (Bak-

lanov et al., 2007; Gers et al., 2001). For instance, European Union (EU) member

states are mandated to assess their AP levels especially in densely-populated areas via

measurements, modelling and other empirical techniques and report the collected data

to the European Commission for compliance (Nagl et al., 2016). On the other hand,

the modelling of outdoor AP levels has been employed to assist urban planners in pro-

viding well-informed decisions that reduce the impacts of outdoor AP (Baklanov et al.,

2007; Chen et al., 2018; McLaren and Williams, 2015). For instance, the restriction

on driving and certain industries has been implemented during the predicted periods

of peak pollution episodes in Santiago, Chile (Gers et al., 2001). Such an action was

reported to minimise PM2.5 concentration levels by 20% and reduced around 8 deaths

per day. Rapid alerts derived from AP forecasting models also act as early-warning

systems which can reduce the health and economic burdens of peak AP episodes in

urbanised locations (McLaren and Williams, 2015; Kelly et al., 2012). In detail, the

public especially those with underlying respiratory conditions can enforce personal mit-

igation measures against outdoor AP. For instance, daily pollution forecasts in Canada

have been found to help decrease the number of asthma-related cases by 25% (Chen

et al., 2018). This has lead to the increasing demand for intensive research efforts to

help improve the performance of existing AP modelling systems.

However, AP modelling is a non-trivial task, and the difficulty of such task primarily

depends on the specific purpose of the AP model itself. Colls (2001) summarises the

different purposes of AP models as follows:

• to determine which sources are responsible for what proportion of AP concentra-

tion at any location where a measuring device is placed;

• to estimate population exposure on a higher spatial or temporal resolution than

is practicable by measurement;
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• to target emission reductions on the highest contributors; and

• to forecast and predict AP concentration variations over time.

In the context of building AP forecasting models, modellers have faced limitations

due to the complex, non-linear, and poorly understood dynamics that exist between

outdoor air pollutants and many parameters in the environment, e.g. meteorology,

traffic, etc. (Colls, 2001; Gardner and Dorling, 1998; Sportisse, 2010). Colls (2001) de-

scribes a perfect AP model as “one that is able to predict the spatial and temporal

variations of AP concentrations to sufficient accuracy for all practical reasons, deeming

other measurements unnecessary.” Since then, various outdoor AP forecasting ap-

proaches attempting to satisfy the conditions of the above-mentioned definition have

already been developed. They are fundamentally categorised as either physics-based or

statistical approaches.

1.1 Physics-based Approaches

Physics-based approaches model air quality through a detailed understanding of the

physical, chemical and fluid dynamical processes in the atmosphere (Colls, 2001; Gard-

ner, 1999). They require parameters that describe the formation, generation and dis-

persion of air pollutants in the ambient environment In order to operate (Jacobson,

1997). The main advantage of implementing physics-based models is their ability pro-

vide insights describing the mechanisms between AP and meteorological variables in

the atmosphere.

Popular examples of physics-based models include the Urban Airshed Model (UAM)

(Chang and Cardelino, 2000), Weather Research and Forecasting Model with Chem-

istry (WRF/Chem) (Chuang et al., 2011), Community Multiscale Air Quality (CMAQ)

model (Mueller and Mallard, 2011) and ensemble systems (Ganev et al., 2008).

However, physics-based models are limited in various aspects. Firstly, they rely on

highly-simplified assumptions concerning air pollutant behaviours, e.g. constant source

emissions and homogeneous atmospheric conditions over space and time (Gardner,

1999; Lagzi et al., 2013). This can restrict the usefulness and accuracy of model out-
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puts especially in locations with highly dynamic conditions of variables associated with

outdoor AP levels (Lu and Xue, 2015; Luecken et al., 2006).

Physics-based models also yield results that do not share the spatial resolution of

real-world observations from monitoring sites (Colls, 2001; Chave and Levin, 2003; Na-

tional Research Council, 2007). In more detail, the dynamics describing the dispersion

of air pollutants is usually complex that modellers resort to producing forecasts on

coarse grids. As such, the resulting forecasts can be useless in most cases when utilised

to explain the outdoor AP conditions in local situations (Valput et al., 2019). Further-

more, such results cannot be automatically compared to conventional observations of

real-world pollutant levels.

Physics-based models also require several types parameters which are difficult to

obtain and usually estimated by modellers based on experience leading to reduced

accuracy of results (Xu et al., 2017; De Ridder et al., 2012).

Finally, the implementation of physics-based models can be computationally ex-

pensive and intractable (Beelen et al., 2009; Dutot et al., 2007; Fernando et al., 2012;

Gocheva-Ilieva et al., 2014).

1.2 Statistical Approaches

In contrast, statistical models estimate the underlying dynamics between a pollutant

behaviour directly from measured data. That is, data on AP concentration levels at

a given site alongside explanatory data that might affect them are used to estimate

their future values. Hence, statistical models do not share the difficulties exhibited

by physics-based models. Many of the traditional statistical AP models include re-

gression methods, time series analysis, classification and cluster analysis and princi-

pal component analysis (Gardner, 1999; Shahraiyni and Sodoudi, 2016). Given the

complex non-linear and ill-defined dynamics between outdoor air pollutants and envi-

ronmental parameters, the performance of traditional linear statistical models is often

limited (Gardner and Dorling, 1998; Shahraiyni and Sodoudi, 2016). In detail, most

statistical models assume linearity between AP concentration levels and explanatory

variables making them unable to capture the complex non-linear relationship among
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different variables in the ambient environment.

Alternatively, statistical models that incorporate AI-based techniques have gained

massive popularity in recent years as they are able to circumvent the limitations of tra-

ditional statistical models (Gardner and Dorling, 1998; Shahraiyni and Sodoudi, 2016;

Abderrahim et al., 2016; Chen et al., 2008). Such a shift of interest can also be due

to the availability of more powerful computing systems that are capable of perform-

ing more sophisticated algorithms (IEEE Spectrum, 2018). Popular examples include

Artificial Neural Networks (ANNs) (McCulloch and Pitts, 1943), Support Vector Ma-

chines (SVMs) (Corani, 2005), Fuzzy Logic (FL) (Zadeh, 1988) and hybrid AI-based

models. More specifically, research activity involving the use of ANNs in AP forecast-

ing applications has skyrocketed over past the 19 years alone (Cabaneros et al., 2019).

ANNs have successfully been employed to address the issues encountered by its linear

statistical and physics-based counterparts (Gardner and Dorling, 1998; Shahraiyni and

Sodoudi, 2016). Hence, this research solely focuses on the development of effective

AP forecasting models based on ANNs.

1.3 Artificial Neural Network Models

ANNs are essentially simple abstractions of biological neural networks. The basic prin-

ciple of an artificial neuron was first conceptualised by Warren McCulloch and Walter

Pitts in their paper “A Logical Calculus of the Ideas Immanent in Nervous Activ-

ity” (McCulloch and Pitts, 1943).

Figure 1.2 illustrates the similarities between a biological and an artificial neuron.

The tree-like nerve receptors called dendrites collect information from neighbouring

neurons and carry electrical signals into the cell body. The cell body then processes

the incoming signals by summing and mapping them. The single long fiber called

an axon then carries the resulting signal from the cell body to the dendrites of other

neurons. The point of contact between an axon of one neuron and a dendrite of another

neuron is called the synapse. Synaptic weights determine the strength of the signals

being transferred from one neuron to another. The adjustable network parameters are

formally called the weights and biases, while the non-linear mapping is commonly called
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as the transfer function.
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Fig. 1.2. (a) A cartoon drawing of a biological neuron (Durak, 2020), and (b) its
mathematical model.

In comparison, an artificial neuron resembles its biological counterpart in two re-

spects: 1) their building blocks are both highly interconnected, and 2) the connections

between neurons dictate the function of the network (Hagan et al., 1995).

ANNs are popularly employed in a wide range of applications due to the following

advantages:

• ANNs can approximate any mapping between a set of input variables or pre-

dictors to a set of target variable(s) or predictands. They also operate without

any assumption regarding the statistical distribution of the data being used and

instead rely on the data being used to ”train” them.

• ANNs can model non-linear relationships, setting them apart from many tradi-

tional statistical models which assume linearity between predictors and predic-

tands (Hornik et al., 1989). For instance, ANNs have been found to be suitable

tools in the atmospheric sciences as the dynamics between numerous variables in

the ambient environment is usually non-linear (Colls, 2001; Gardner and Dorling,

1998).

• ANNs can adaptively learn through network training, e.g. calibration of its weights

and bias parameters, just as a biological neuron understands patterns over time

through the modification of their synaptic strengths (see Chapter 3 Section 3.2.5).

Just like any other modelling scheme, ANN models also encounter limitations.

Firstly, there is no clean-cut approach in developing them. One can only provide a set of
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guidelines that help modellers build their own ANN models. Developing ANN models

generally comprises several steps, e.g. division of data, data preprocessing, determina-

tion of model inputs and network architecture, training, validation (Maier and Dandy,

2000). The implementation of each step requires the selection of several settings that

usually involve a combination of a priori knowledge, an ad-hoc approach and optimi-

sation schemes. Consequently, this lack of one-size-fits-all approach creates more free

parameters than any conventional physics-based or statistical models, thus creating

more uncertainty among modellers. Maier and Dandy (2000) once argued that the lack

of the comprehensive guide makes it difficult for future modellers to draw meaningful

comparisons between existing ANN models. Gardner (1999) even pointed out that the

unguided use of ANN models will not automatically guarantee superior model results.

Furthermore, ANN models are case-specific. In the context of AP modelling,

ANN models, are site-specific, e.g. they can be only employed in areas where the data

used to train them were collected. Thus, the application of AP forecasting models

based on ANNs is limited in areas with the lack or absence of monitoring stations due

to defective instruments, budget cuts, etc. In such cases, modellers usually resort to

spatial interpolation techniques in which available measurements from other monitoring

stations are utilised to model AP concentration levels at unmonitored stations. While

ANN models have been employed to estimate spatiotemporal variations of AP levels

more recently, this is currently a growing sub-field within the ANN modelling liter-

ature (Cabaneros et al., 2019). Most existing works also employ plain ANN models

which can limit the overall performance of their developed models (Alimissis et al.,

2018; Pfeiffer et al., 2009; Tzanis et al., 2019).

Finally, ANN models have been found to have difficulties when dealing with extreme

AP concentration levels (Catalano et al., 2016; Gong and Ordieres-Meré, 2016). This

issue is attributed to the limited continuous observations of extreme pollutant levels

leading to fewer representative training data, e.g. the imbalance data problem, and

the highly variable concentration levels at a local scale. To address the said issue, a

number of studies dealing with hybrid or ensemble forms of ANN models has grown

rapidly in the past five years alone (Cabaneros et al., 2019). One popular class of
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hybrid models is known as data-intensive in which raw AP time series are initially

decomposed into several sub-series in order to extract important features, and make

the forecasting scheme more accurate. For instance, decomposition techniques based on

wavelets have been shown to improve the performance of plain ANN models (Cabaneros

et al., 2019; Siwek and Osowski, 2012; Osowski and Garanty, 2007). The use of more

sophisticated forms of ANNs, including the Non-linear Autoregressive ANN model with

Exogenous Inputs (NARX-ANN) and the deep learning techniques such as the Long

Short-term Memory (LSTM) models, has been also been shown to outperform standard

ANN models (Shahraiyni and Sodoudi, 2016; Cabaneros et al., 2019). On the other

hand, the development of ensemble systems wherein the results of multiple models are

integrated into one final output has been recently proposed in the literature (Siwek

and Osowski, 2012; Di et al., 2019; Araujo et al., 2020). Ensemble modelling has been

argued to take advantage of the strengths of the individual models. Simultaneously, it

compensates for the weaknesses of the individual models. However, results pertaining

to the effectiveness of both hybrid and ensemble approaches are still limited (Cabaneros

et al., 2019).

1.4 Research Aim and Objectives

Therefore, the primary aim of this research is to develop temporal and spatiotemporal

models based on state-of-the-art ANN models in forecasting outdoor AP levels. In

detail, this work attempts to achieve the following objectives:

1. conduct a critical review of existing works and state-of-the-art ANN models to

identify gaps in the literature;

2. develop AP forecasting models based on ANNs according to the identified ANN

model-building protocol from the literature review;

3. build and evaluate wavelet-based data-intensive hybrid ANN models for the tem-

poral and spatiotemporal forecasting of outdoor AP levels, e.g. extrapolation in

the temporal and spatiotemporal domain, respectively, across several monitoring

sites in Central London; and

8



Chapter 1. Introduction

4. build and evaluate data-intensive ensemble forms of ANN models in the spa-

tiotemporal forecasting of outdoor AP levels across the Greater London area.

This work investigates the use of popular feedforward ANN model, e.g. the Mul-

tilayer Perceptron (MLP), and a deep recurrent ANN models, e.g. LSTM model, and

their hybrid forms to model outdoor AP. The selection of these models was based

upon the perceived benefits that the techniques offered when compared to traditional

statistical and other forms of ANN models.

1.5 Project Methodology

This research will perform a thorough review of related literature from published peer-

reviewed articles dealing with ANN models for outdoor AP forecasting. Research gaps

will then be identified to justify the objectives of this thesis. Three general experiments

will then be conducted to achieve the said objectives. The said experiments are as

follows:

Experiment 1: Temporal modelling of hourly NO2 levels in London Marylebone Road

using ANN models and various feature selection techniques;

Experiment 2: Temporal and spatiotemporal modelling of hourly NO2 levels in Cen-

tral London with wavelet-based ANN models;

Experiment 3: Spatiotemporal modelling of hourly NO2 levels in Greater London

using wavelet-based fully-connected LSTM models;

The model development and parameter configurations of each experiment are described

in detail in Chapters 3 and 4.

1.6 Thesis Structure

To encompass the overall aim and objectives, this thesis is structured as follows:

Chapter 1 provides a background on the use of ANN models in ambient AP fore-

casting. This chapter also provides the main aims and objectives of the research.
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Chapter 2 presents the results of the undertaken critical review of the application

of ANN models in forecasting outdoor AP levels. This chapter also provides a brief

discussion of the stages in building ANN models and the taxonomy of options available

for each step as guides in assessing existing works in the literature.

Chapter 3 discusses the underlying theories regarding the methods applied in each

of the experiments carried out. Most importantly, the underlying mechanisms of feed-

forward ANN models are described in more detail in this chapter.

Chapter 4 outlines the experimental settings adapted to performing the experi-

ments. The said settings include details regarding the collected data and case study

locations, and model and software parameter values utilised.

Chapter 5 compares and analyses the results obtained from the experiments. This

chapter particularly makes critical comparisons between plain, hybrid and ensemble

forms of ANN-based models developed in this research.

Chapter 6 draws conclusions based on the analysis of the experimental results pre-

sented in the preceding chapters and identifies the components of this research and

current state of AP modelling using ANN models that need to be addressed by future

researchers.

10



Chapter 2

Literature Review

2.1 Introduction

The objectives of this chapter are twofold: (1) to provide a critical review of the

application of ANN models in forecasting outdoor AP levels, and (2) to identify current

research gaps in the literature. A total of 139 papers have been selected and reviewed

in this chapter (see Appendix A for a full list of the identified papers for review).

Details regarding the methods and scopes applied in the selection process can be found

in Cabaneros et al. (2019).

The papers are reviewed in terms of the following components: (a) basic model set-

tings, (b) model development protocol, and (c) model performance. Basic settings such

as the distribution of papers according to the year of publication, model time-steps,

forecasting horizon, and utilised air pollutant parameters are discussed in Chapter 2

Section 2.2.1. The general protocol in building ANN models are described in Chapter 2

Section 2.2.2. The identified papers are then assessed in terms of model performance in

Chapter 2 Section 2.2.3. A summary of the key findings of this review is found in Chap-

ter 2 Section 2.3. Finally, the identified research gaps according to the aforementioned

results are presented in Chapter 2 Section 2.4.
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2.2 AP Forecasting using ANN models

2.2.1 Overview of identified modeling settings

The distribution of articles by year of publication is given in Figure 2.1. There is

a growing number of published articles since year 2000 that deal with AP forecast-

ing using ANN models. Almost half of the identified papers were published since

2015 alone. This can be well explained by the availability of more computing envi-

ronments tailored for running algorithms supporting ANN models (IEEE Spectrum,

2018). Furthermore, large datasets of good quality are frequently collected due to the

installation of more monitoring sites in many cities, especially those regulated by air

quality directives (Date, 2018; Jinran, 2017; Upadhay, 2019).

0 10 20 30 40 50 60

Number of Papers

2000 to 2003

2004 to 2007

2008 to 2011

2012 to 2015

2016 to 2019

Fig. 2.1. Distribution of papers by year of publication.

The number of occurrences in which various air pollutant variables were exam-

ined is shown in Figure 2.2. Airborne particulate matter with a diameter smaller

than 10 µm (PM10) and 2.5 µm (PM2.5), oxides of nitrogen (NO, NOx, and NO2) and

ozone (O3) are the most selected variables for estimation by the identified papers. In

more detail, particulate matter was examined 89 times, almost 50% of which dealt with

PM10 prediction, while almost 45% of which for PM2.5, and the remainder for fine dust

and total suspended particles (TSP). The results above highlight the growing number
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of studies that investigate the reduction of the disease burden resulting from PM10 and

PM2.5 exposure using early warning mechanisms such as ANN models (RCP, 2016).

On the other hand, oxides of nitrogen and O3 were examined by 53 and 45 papers,

respectively. The forecasting of carbon monoxide (CO) and sulphur dioxide (SO2) were

carried out by 18 and 23 papers, respectively. It is also worth noting that a third of

the identified papers examined more than one air pollutant species.

0 10 20 30 40 50 60 70 80 90

Frequency

Others

Sulfur Dioxide

Ozone

Carbon Monoxide

Particulate Matter

Oxides of Nitrogen

Fig. 2.2. Number of occurrences various pollutants were predicted.

The number of occurrences various time-steps have been utilised is shown in Fig-

ure 2.3. The hourly time step was most commonly utilised (71 times), followed by

daily (51 times), yearly (5 times) and 5-minute steps (4 times). Several time steps

including 2-hourly, 4-hourly, 1-minute and 30-minute were also used. The time steps

of the selected variables are primarily determined by the sampling periods of the in-

struments used to measure pollutant species and meteorological data at monitoring

stations. For instance, the predominant use of hourly time steps is influenced by the

guidelines set by most legislative directives, and the availability of reliable measured

data (DEFRA, 2004). In some cases, however, authors pre-process their data via aver-

aging and linear interpolation techniques to create model datasets with consistent time

steps.
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Fig. 2.3. Number of occurrences various time steps have been utilised.

Figure 2.4 shows the number of times various forecasting time steps have been used

by the identified papers. Only 105 (64%) of the reviewed papers explicitly described the

forecast length they used. Of these papers, short-term forecasting (forecast length = 1)

was carried out 73 times. Long-term forecasting (forecast length> 1) was done 94 times.

In more detail, + 24 h, + 48 h and + 72 h forecasts were carried out 26, 7, and 4 times,

respectively. This result highlights the need for early-warning mechanisms that can

provide longer range forecasts. Finally, prediction (forecast length of 0) was carried

out by 5 papers.
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Fig. 2.4. Number of occurrences various forecasting horizons have been utilised.
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2.2.2 Model development protocol

Building an ANN model generally requires eight main steps, namely: (1) data collec-

tion, (2) data preprocessing, (3) selection of predictors, (4) data splitting, (5) selection

of model architecture, (6) determination of model structure, (7) model training, and

(8) model performance validation (Cabaneros et al., 2019; Maier and Dandy, 2000).

The said steps, alongside the manner the collected data move through them, and their

corresponding outputs are presented in Figure 2.5. Each step, as well as their corre-

sponding taxonomy of options, is presented in the following sections. The identified

papers are then assessed according to the options presented above.

2.2.2.1 Data Collection

ANN models are data-dependent which means their performance primarily relies on

the following factors: (a) size and (b) type of data utilised to train them.

In terms of data size, one important requirement is for the dataset to span the

full range of input space for which the network will be trained to approximate (Hagan

et al., 1995). In AP forecasting applications, the use of predictors covering a period

of a year or more has been highly recommended to ensure that seasonal factors that

strongly influence AP levels are taken into account (Colls, 2001; Arhami et al., 2013;

Kumar et al., 2017).

The number of occurrences various lengths of input data have been collected is

shown in Figure 2.6. All but six studies provided details regarding input data lengths.

The majority of the papers utilised input data with lengths covering more than a period

of one year. Datasets with a duration from one to three years were used 60 times, while

those with lengths longer than three years 43 times. The use of datasets covering a

period of less than 6 months occurred 22 times, while only 8 studies used data with

lengths between six months to one year.
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Fig. 2.5. Basic stages in building an ANN model (Maier et al., 2010).
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Fig. 2.6. Number of occurrences various data lengths have been collected.

The selection of various predictor types also affects the performance of ANN mod-

els as air quality is a complex function of meteorology, emissions and other parame-

ters (Colls, 2001). In this research, predictors are categorised as either meteorological,

emissions, traffic, or others for simplicity. Meteorological predictors refer to parame-

ters influenced by the turbulence within the atmosphere. Variables such as wind speed,

wind direction, relative humidity and atmospheric turbulence have been found to have

a massive influence on the dispersion and concentration of several air pollutants such

as O3, NO2, PM10 and PM2.5 (Colls, 2001; Kumar et al., 2017; Dominick et al., 2012;

Peng et al., 2017). Emissions predictors refer to primary and secondary air pollutant

species in the ambient environment. They are also considered important as they are

highly correlated to other air pollutants (Colls, 2001; WHO, 2018). Traffic predic-

tors refer to parameters that characterise traffic behaviour. These include traffic flow

density, speed, occupancy degree, queues length, and travel time which are typically

monitored on roads in close proximity to air quality stations.

As shown in Figure 2.7, the use of both meteorological and pollutant emissions

variables was observed 92 times. The removal of both meteorological and emissions

predictors has been found to cause negative effects on model performance (Al–Dabbous

et al., 2017; Juhos et al., 2009; Rahimi, 2017). On the other hand, the utilisation of

only meteorological predictors was carried out 9 times, while the sole use of emissions
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data 14 times. Additionally, the use of traffic data alongside other variables occured in

18 papers. The use of data based on satellite-derived imagery also appeared in 6 papers.

For instance, the utilisation of satellite-derived Aerosol Optical Depth (AOD) variables

was explored in the forecasting of PM2.5 on several occasions (Mao et al., 2017; Wen

et al., 2019; Yeganeh et al., 2017). Other predictors such as land-use, economic and

stability predictors were used by only a few identified papers, limited mainly to spatial

or spatiotemporal forecasting of AP levels (Chen et al., 2008; Yeganeh et al., 2017;

Antanasijević et al., 2018; Alam and McNabola, 2015; Yeganeh et al., 2018).
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W/ satellite

Met + Emissions

Emissions only

Met only

Fig. 2.7. Number of occurrences various sets of predictors have been utilised.

2.2.2.2 Data Preprocessing

Data preprocessing refers to the preliminary techniques that improve the representation

of predictors. Two popular data preprocessing techniques in the field of AP modelling

are data normalisation or missing data imputation.

Normalisation is applied to make sure that predictor values fall within a similar

range. This process is important as inputs with large values disproportionately mask

the impact of those with smaller ones (Hagan et al., 1995). Normalisation techniques

are either categorised as range scaling or standardisation techniques (see Figure 2.8).

Under range scaling, predictor values are being mapped to a range of values between 0

and 1 or -1 to 1, inclusive. In contrast, standardisation converts an old variable into a
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new variable with zero mean and unit standard deviation.

Data Normalisation Standardisation

Others

Range Scaling

Range: [0,1]

Range: [-1,1]

Others

Fig. 2.8. Taxonomy of data normalisation techniques.

The majority of the studies identified (76 papers) did not provide sufficient details

describing the methods utilised for data normalisation. Of those that did, 43 papers

employed the standard normalisation scheme. There are 10 occasions where the input

data were adjusted to have zero mean and unity variance. However, there are only

two occasions where other normalisation methods were used. For instance, Osowski

and Garanty (2007) transformed all their data using reverse Mallat filtering, while Zhu

et al. (2018) divided each sample by the maximum value of the entire dataset for each

predictor.
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Range scaling (0 to 1)

Fig. 2.9. Number of occurrences various missing data normalisation techniques have
been implemented.

Missing data imputation addresses the issue of missing data, which is a common

problem in air quality forecasting (Junninen et al., 2004). Missing data is caused by

many factors such as insufficient sampling, errors in measurements or faults in data
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acquisition (Junninen et al., 2004). Over the years, several imputation techniques

have been developed (Junninen et al., 2004; Pigott, 2001; Plaia and Bondı, 2006). A

taxonomy of missing data imputation approaches is given in Figure 2.10.

Missing Data
Imputation Imputation

Others

Deletion
Single

Hybrid

Multiple

Nearest
Neighbour

Linear
Interpolation

Fig. 2.10. Taxonomy of missing data imputation procedures.

One popular missing data imputation approach is the list-wise or pair-wise deletion

of predictors with missing data. Another one is the substitution of missing values with

the mean of the entire dataset. However, the said practices are highly discouraged as

they can disrupt the inherent structure of the original dataset, thus potentially degrad-

ing the performance of a model (Junninen et al., 2004). Other missing data imputation

techniques such as univariate, multivariate, nearest neighbour, and the hybrid of the

previous approaches are also available (Junninen et al., 2004; Plaia and Bondı, 2006).

Univariate methods include linear (LIN), spline and nearest neighbour (NN) interpo-

lation. Multivariate methods include regression-based imputation, nearest neighbour

interpolation, Self-organizing Map (SOM) and MLP models. A more detailed discus-

sion of the said techniques can be found in Junninen et al. (2004) and Plaia and Bondı

(2006).

Figure 2.11 shows the number of occurrences various missing data imputation ap-

proaches has been undertaken. Only 34 papers provided details regarding missing data.

The deletion of predictors with missing data was the most predominant step under-

taken (16 times). Under univariate methods, the NN interpolation was carried out

5 times, whereas linear interpolation was only used 4 times. There are 6 instances in

which the combination of multiple methods was implemented to address specific gap

lengths.
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Fig. 2.11. Number of occurrences various missing data imputation techniques have
been implemented.

2.2.2.3 Predictor Selection

The performance of ANN models is highly dependent on model predictors (Hagan

et al., 1995; Bishop, 1995). However, the inclusion of too many predictors results in

more network connections leading to overfitting issues (Hagan et al., 1995). Conversely,

the absence of relevant predictors inhibits the model from correctly approximating the

underlying dynamics between predictors and predictands (Maier and Dandy, 2000).

As such, several approaches that determine the most significant predictors have been

proposed and tested. They are categorised as either model-free or model-based (Maier

et al., 2010), see Figure 2.12.

Predictor Selection

Model-based

Model-free
Analytical

Ad-hoc

Linear

Non-linear

Step-wise
Ad-hoc

Sensitivity Analysis

Global

Fig. 2.12. Taxonomy of approaches to selection of optimal model predictors.
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Model-free approaches select predictors without relying on the performance of the

developed ANN models. In detail, such approaches carry out the selection before an

ANN model is trained. Model-free approaches can further be classified as either ad-hoc

or analytical. The selection of predictors in an arbitrary manner or based on domain

knowledge falls under the ad-hoc approach. In contrast, the analytic approach employs

a statistical measure of dependence between predictors and predictands. This is mostly

carried out through Correlation Analysis (CA). On the other hand, model-based ap-

proaches operate by determining the effect of a candidate predictor or set of predictors

on the overall model performance. One popular example is the stepwise selection, where

a network iteratively selects, e.g. forward selection, or removes, e.g. backward elimina-

tion, a candidate predictor. An ad-hoc approach can also be carried out in which ar-

bitrary combinations of model predictors are tested. Global approaches employ global

optimisation algorithms to select the combination of predictors that maximises model

performance. Finally, an approach based on sensitivity analysis examines the plots of

the influence of each predictor to a predictand or set of predictands.

The number of occurrences various predictor selection approaches have been applied

is shown in Figure 2.13.
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Fig. 2.13. Number of times various predictor selection techniques have been used.

Model-free approaches were implemented 95 times, while model-based approaches

were employed 40 times. There are several factors that might explain the predominant
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use of the former over the latter. The implementation of the model-based approach is

time-consuming as ANN models also need to be trained in the process. The approach

might also not clearly identify the effects of sets of predictors on model performance,

as the latter is also a function of other model components such as model structure and

calibration settings. Of the model-free approaches, ad-hoc methods were most widely

implemented occurring in 82 papers. Linear approaches, especially correlation analysis,

were utilised in 13 papers, while non-linear methods only 4 times. Stepwise techniques

were applied 10 times, while the use of global search approaches 7 times.

2.2.2.4 Data Splitting

Data division is carried out by splitting the available data into three subsets, namely, the

training, validation and test sets. The training subset is used for computing the gradient

and adjusting the network weights and biases (see Chapter 2 Section 2.2.2.7). On the

other hand, the validation subset is utilised to stop the network training before model

overfitting occurs. Model overfitting is a scenario in which the network memorises the

data in the training subset making it unable to generalise new situations or unforeseen

data (Hagan et al., 1995). The error in the validation subset monitors the network

performance during training. When this error begins to increase for several iterations,

the training is stopped. The weights and bias values that yielded the minimum error

are then used as the final trained network weights and biases. Lastly, the testing subset

is used to determine the generalisation ability of the developed model.

Data splitting approaches can be categorised as either supervised or unsupervised

approaches (see Figure 2.14). Supervised approaches split the collected dataset into

three subsets while accounting for the statistical properties of each subset. On the

other hand, unsupervised approaches do not take the statistical properties of the sub-

sets into account explicitly. Only stratified unsupervised approaches ensure that the

statistical properties of the subsets are similar (Maier et al., 2010). Random unsuper-

vised approaches split data in a random manner. The v-fold cross-validation randomly

divides the dataset into v independent subsets, of which v − 1 subsets are chosen for

training while remaining data is used for testing. The process is repeated several times
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until a criterion is met. Physics-based approaches split data into different classes ac-

cording to knowledge about the underlying physical processes. Ad-hoc approaches split

data in an ad-hoc manner. One popular example is known as block splitting which al-

locates the first N observations for the training set, and the next group of observations

for the validation and testing sets.

Data Splitting

Unsupervised

Supervised
Trial-and-error

Others

Stratified
Random
k-fold Validation
Physics-based
Ad-hoc

Fig. 2.14. Taxonomy of data splitting techniques.

Only a few identified papers did not discuss the process of data division explicitly.

Of those that did, only unsupervised methods were implemented (see Figure 2.15). In

more detail, the ad-hoc method was implemented 79 times, while random data division

methods were carried out 40 times. The v-fold cross-validation method was imple-

mented only 8 times. Finally, only a small number of papers employed unsupervised

stratified techniques.
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Fig. 2.15. Number of occurrences various unsupervised data splitting methods have
been implemented.
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2.2.2.5 Selection of Model Architecture

Model architecture refers to how information flows from one layer to the subsequent

layers in a given network. The taxonomy of model architectures is shown in Figure 2.16.
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Multilayer
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Others

Radial Basis
Function Network
Generalised Regression
Neural Network

Elman Network

Long Short-term
Memory Network

Hybrid

Data-intensive

Model-intensive

Techniques-intensive

Fig. 2.16. Taxonomy of model architectures.

Two of the most popular network architectures for prediction and function approx-

imation are the feedforward and recurrent networks (Hagan et al., 1995). In a feedfor-

ward network, information moves from the input layer through the succeeding layers

in a single direction. The Multilayer Perceptron (MLP) is a very popular feedforward

ANN model for the non-linear approximation of AP variables (Gardner and Dorling,

1998; Cabaneros et al., 2019). Other examples of feedforward ANNs include Radial

Basis Function Networks (RBFNs), General Regression Neural Networks (GRNNs),

Ward Neural Networks (WNNs) and Extreme Learning Machine (ELM). In contrast,

Recurrent Neural Networks (RNNs) allow feedback in which some output nodes are

connected to the nodes of the preceding layers. One popular example of RNNs is the

Elman network, while recent sophisticated examples of RNNs include LSTM networks.

RNNs have been argued to be potentially more effective than feedforward ANNs be-

cause of their feedback mechanism which improves their capacity to learn (Hagan et al.,

1995; Samarasinghe, 2006).

The application of hybrid ANN models has also been highlighted in recent years

(Makridakis et al., 2018). The hybrid modelling approach has been argued to capitalise
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on the strengths and overcomes the weaknesses of the individual models involved (Chen

et al., 2008; Shahraiyni et al., 2015; Sharma et al., 2005). In this work, hybrid models

are categorised as either data-intensive, model-intensive or technique-intensive (Maier

et al., 2010). Data-intensive approaches initially classify input data with respect to var-

ious dynamics dependent on the problem specifications or the criteria set by the mod-

eller. Separate models are then developed for the identified separate classes. Popular

examples include the use of ANNs and techniques such as Principal Component Anal-

ysis (PCA), k-means clustering, Ensemble Empirical Mode Decomposition (EEMD)

and Wavelet Transformation (WT). The model-intensive approach employs different

models for different sub-components of the overall physical system and then aggre-

gates the various responses calculated from different models. Popular examples include

Fuzzy-neuro networks, e.g. the hybrid of a feedforward ANN and fuzzy systems, multi-

ple Restricted Boltzmann Machine (RBM) layers and a Back-propagation (BP) layer,

and LSTM and Convolutional Neural Networks (CNNs). Lastly, a technique-intensive

approach is one that combines an ANN model with a different technique to develop an

ensemble approach exploiting the advantages offered by different techniques. Examples

include the use of MLP with SVM, and Stacked Auto-encoders (SAE) with a Learning

Regression (LR) layer.

Figure 2.17 shows the number of times various model architectures have been used

by the identified papers. MLP models were found to be the most commonly used model

architecture, implemented in 73 papers. The number of studies in which alternative

network architectures were employed was reasonably uniform, ranging from 4 to 13.

Other feedforward ANN models were also applied, including the GRNN (Antanasijević

et al., 2018, 2013; Singh et al., 2012; Stamenković et al., 2017) and RBFN (Ibarra-

Berastegi et al., 2008; Ordieres et al., 2005; Zhou et al., 2014; Zito et al., 2008). Plain

recurrent models such as the Elman network (Brunelli et al., 2007; Biancofiore et al.,

2015, 2017; Chelani et al., 2002) and LSTM models (Li et al., 2017; Freeman et al.,

2018; Wang et al., 2018) were also chosen.
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Fig. 2.17. Number of occurrences various model architectures have been used.

The majority of the implemented hybrid models are data-intensive (25 papers). One

of the most popular data-intensive approaches involves the use of wavelets. The predic-

tion of several subseries with lower variability has been shown to yield more accurate

estimation results than predicting the original time series of higher variability (Siwek

and Osowski, 2012; Osowski and Garanty, 2007; Dunea et al., 2015; Prakash et al.,

2011). Other examples include the use of EMMD and GRNN model (Zhou et al.,

2014), Imperialist Competitive Algorithm (ICA), EMMD and BPNN model (Jiang

et al., 2018), and ICA, EMMD and ELM model (Li and Zhu, 2018). Several model-

intensive approaches were also applied in 18 occasions. Examples include the use of

CNN and LSTM models (Wen et al., 2019; Huang and Kuo, 2018; Pak et al., 2018; Qin

et al., 2019), Fully-connected LSTM models (Zhao et al., 2019), and Neuro-Fuzzy (NF)

models (Yeganeh et al., 2017, 2018; Dursun and Taylan, 2015; Jain and Khare, 2010;

Taylan, 2017).

Network architecture also refers to the way information is mapped from the input

nodes through the nodes of the succeeding layers. The said mapping is influenced by

the choice of transfer function. Furthermore, the superimposition of different trans-

fer functions determines the ability of an ANN to approximate different input-output

dynamics (Gardner and Dorling, 1998; Hagan et al., 1995; Bishop, 1995). In fact, feed-

forward ANNs with linear transfer functions and without hidden nodes are equivalent
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to linear statistical models (Bishop, 1995). Transfer functions are selected based on the

nature of the task and the layer in which they are to be utilised. In AP forecasting,

sigmoidal functions are commonly used in the hidden layer as they are non-linear and

easily differentiable (Gardner and Dorling, 1998). Popular sigmoid functions include

the logistic and hyperbolic tangent functions. Linear or identity function is commonly

used in the output layer (see Chapter 3 Section 1.3).

Almost 30% of the identified papers did not provide details concerning their use

of transfer functions. Among those that did provide information, the logistic sigmoid

function was predominantly used in the hidden layer nodes, to be followed by hyperbolic

tangent function. In the output nodes, identity function was widely utilised, followed

by logistic sigmoid.

2.2.2.6 Determination of Model Structure

Model structure refers to the number of layers and the number of nodes in each layer.

Determining the number of nodes in both input and output layers is fairly easy as they

correspond to the number of predictors and predictands, respectively. However, finding

the optimal number of hidden layers and nodes is a non-trivial task as the relationship

between predictors and predictands is captured in the hidden layer (Hagan et al., 1995).

Furthermore, the hidden layer structure directly corresponds to the number of network

weights which directly influences model complexity.

Hidden layer parameters are case-specific as they are dependent on the data com-

plexity of a specific application (Gardner and Dorling, 1998). Unfortunately, a general

method for model structure determination still remains unknown (Cabaneros et al.,

2019). As a result, different approaches have been employed to address the said uncer-

tainty.

The methods for determining the optimal ANN model structure can be classified

either as global, stepwise trial-and-error or ad-hoc (see Figure 2.18). Global approaches

employ global methods based on competitive evolution found in nature, e.g. Genetic

Algorithm (GA), Particle Swarm Optimisation (PSO), simulated annealing, etc. Using

this approach, it is possible to simultaneously optimize the network weights and biases,
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and the number of hidden layers and nodes. If implemented properly, global methods

are likely to yield the best ANN structure and parameters. However, they are found to

be computationally expensive (Maier and Dandy, 2000).

Model Structure
Stepwise

Global

Pruning

Constructive

Ad-hoc

Trial-and-error

Partial

Knowledge-based

Fig. 2.18. Taxonomy of model structure determination procedures.

Stepwise trial-and-error approaches can also be used, in which a basic ANN struc-

ture is first assumed, which is modified with each trial with the objective of achieving a

structure that is neither too complex nor too simple. They can further be categorised

into two types, one based on pruning algorithms and the other on constructive ap-

proaches. Lastly, ad-hoc approaches determine the optimal model structure without

adhering to strict pruning and constructive techniques. One ad-hoc approach is based

entirely on trial-and-error approach. The partial ad-hoc approach is based on the use of

both a trial-and-error approach and an empirical formula that provides upper and/or

lower bounds of the number of hidden nodes. Finally, the knowledge-based ad-hoc

approach is based on the experience or intuition of the modeller.

The number of occurrences various model structure optimisation techniques has

been used is shown in Figure 2.19. The ad-hoc approach was by far the most popular,

with 132 instances. It is worth noting that 15 identified papers implemented both a

trial-and-error and empirical rules. Of the structured approaches, constructive stepwise

approaches were implemented 4 times, while global approaches only three times.
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Fig. 2.19. Number of occurrences various model structure optimisation techniques
have been used.

2.2.2.7 Calibration of Model Parameters

Training an ANN is the process of calibrating the connection network weights to im-

prove the performance of the resulting model. Weights and biases are usually initialised

randomly (Bishop, 1995). The network is repeatedly presented with the desired re-

sponse for each input pattern as the network weights and biases are calibrated un-

til the target outcome, e.g. the acceptable difference between the desired and actual

output, is met. Network calibration methods are classified as either local or global

approaches (see Figure 2.20).

Model Calibration

Deterministic

Local

First-order

Stochastic

Genetic Algorithm

Bayesian

Global

Second-order

Others

Others

Others

Fig. 2.20. Taxonomy of model calibration techniques.
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Local methods usually work on gradient information and are therefore prone to be-

coming trapped in local optima if the error surface is reasonably rugged. However, these

methods are generally computationally efficient. Gradient methods can be further sub-

divided into first-order, e.g. back-propagation, or second-order methods, e.g. Newton’s

method and conjugate gradient method (Hagan et al., 1995; Bishop, 1995). With back-

propagation, suitable values of the network training parameters, e.g. learning rate and

momentum term, also need to be initialised. The suitable values of the said parameters

are also case-specific. A few empirical formulas for calculating them are available in the

literature (Gardner and Dorling, 1998; Hagan et al., 1995; Samarasinghe, 2006). There

are several established criteria for initialising the training parameters to attain optimum

model performance. Global optimization methods, such as genetic algorithms, have an

increased ability to find global optima in the error surface, although this is generally at

the expense of computational efficiency. Alternatively, stochastic calibration methods

can be applied to account for parameter uncertainty. These approaches can be used to

obtain distributions of the model parameters, rather than finding a single parameter

vector. This advantage lies in their ability to estimate confidence intervals. In order to

achieve this, Bayesian methods are commonly used (Maier et al., 2010; Bishop, 1995).

The number of occurrences various training methods have been used is shown in Fig-

ure 2.21.
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Deterministic (Local, first-order)

Fig. 2.21. Number of occurrences various training methods have been used.
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Deterministic local calibration techniques were predominantly used, e.g. 93 times

out of the 107 cited techniques by the identified papers. Of those deterministic tech-

niques, first-order and second-order approaches were employed in 43 and 35 instances,

respectively. Additionally, there were 9 studies that utilised global techniques and

3 that employed stochastic techniques.

2.2.2.8 Validation of Model Performance

A wide range of statistical indices must be employed to quantify model performance

which is usually assessed using quantitative error metrics. There are three aspects of

model validity, namely, replicative validity, predictive validity, and structural validity.

In this review, the studies were assessed only in terms of predictive validity, e.g. the

ability of models to approximate unforeseen or independent data. Other works such

as Humphrey et al. (2017), Gass (1983) and Dawson et al. (2007) provide a more

detailed discussion regarding model validation. The commonly used predictive validity

metrics are categorised as squared, relative, absolute or correlation metrics.

Squared errors are based on the squares of the differences between actual and mod-

elled output values. Common examples include the Mean Squared Error (MSE), Sum

of Squared Errors (SSE) and Root Mean Squared Errors (RMSE). Absolute errors are

based on the absolute differences between actual and modelled outputs. Metrics under

this type include the Mean Sum of Absolute Deviations (MSAD) and Total Sum of

Absolute Deviations (TSAD). Relative errors measure the performance of models with

outputs. Common examples under this type include the Average Absolute Relative Er-

ror (AARE), Normalised Root Mean Squared Error (NRMSE) and Normalised Mean

Bias Error (NMBE). Correlation errors measure the empirical error between actual

and modelled outputs. One common example is the Pearson correlation coefficient (R).

Other metrics include the information criteria, such as the Akaike Information Crite-

rion (AIC) and Bayesian Information Criterion (BIC), which consider model complexity

in addition to model error. Visual inspection tools qualitatively describe the perfor-

mance of developed models by either comparing the plots between real and estimated

values or providing several charts of the model residual errors, e.g. bar charts, error
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scatter plots, and error distribution.

The number of times various model predictive performance metrics were used to

validate the models is shown in Figure 2.22. While correlation and squared error metrics

were also widely used (163 and 118 times, respectively), measures based on absolute

and relative errors, were also employed extensively.

0 20 40 60 80 100 120 140 160

Frequency

Other

Visual inspection

Correlation

Relative

Absolute

Squared

Fig. 2.22. Number of occurrences various predictive validity metrics have been con-
sidered.

Visual inspection was carried out by the majority of the papers identified. The com-

parison between plots of actual and predicted values was predominantly shown (44 times),

to be followed by scatter plots (36 times) and error histogram and surfaces (9 times).

2.2.3 Comparison of model performance

2.2.3.1 MLP vs. linear statistical models

As one of the most popular ANN architectures applied for outdoor AP modelling,

MLP models have been demonstrated by many studies to outperform traditional linear

statistical models such as Multiple Linear Regression (MLR) models (Gardner and

Dorling, 1998; Shahraiyni and Sodoudi, 2016; Cabaneros et al., 2019).

The scope and results of the said studies are summarised in Table 2.1. Note that

those with the superscript ∗ denotes results derived from a testing set collected from

warm season, while ∗∗ from cold season. Although the studies included in the table
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have different forecast targets and locations and a direct comparison of the results is

not possible, they were included nonetheless for completeness.

Table 2.1. Identified studies comparing the performance of MLP and linear statistical
models.

Performance

Publication Location MLP MLR

a) Forecasting of PM10:

Kukkonen et al. (2003) Helsinki R2 = 0.30-0.43; R2 = 0.03-0.38;

R2 = 0.20 R2 = 0.26

Vlachogianni et al. (2011) Athens R = 0.64-0.72* R = 0.59-0.73*

Paschalidou et al. (2011) 4 sites in Cyprus R2 = 0.65-0.76 R2 = 0.33-0.35

Russo et al. (2015) Lisbon R = 0.81 R = 0.75

b) Forecasting of NO2:

Kukkonen et al. (2003) Helsinki R2 = 0.44-0.73; R2 = 0.47-0.48;

R2 = 0.28-0.59 R2 = 0.01

Agirre-Basurko et al. (2006) 4 sites in Bilbao R = 0.89-0.91; R = 0.88;

R = 0.85-0.89; R = 0.84;

R = 0.89-0.90; R = 0.88;

R = 0.88 R = 0.88

Elangasinghe et al. (2014) Auckland R2 = 0.77 R2 = 0.17-0.60

Rahimi (2017) Tabriz R2 = 0.92 R2 = 0.41

c) Forecasting of NOx:

Vlachogianni et al. (2011) Athens R = 0.85-0.76* R = 0.64-0.73*

R = 0.62-0.74** R = 0.60-0.69**

Rahimi (2017) Tabriz R2 = 0.94 R2 = 0.44

d) Forecasting of O3:

Agirre-Basurko et al. (2006) 4 sites in Bilbao R = 0.91-0.92; R = 0.88;

R = 0.92-0.93; R = 0.90;

R = 0.91-0.93; R = 0.91;

R = 0.83-0.90 R = 0.89

The majority of the studies indicate a significant improvement in terms of R or

R2 score whenever MLP models are compared to MLR models. In the study of Rahimi

(2017) to provide short-term forecasts of hourly NO2 and NOx concentrations at two lo-

cations in Tabriz, the results report the superiority of MLP models (R2 of 0.92 and 0.94

for NO2 and NOx, respectively) over linear statistical models (R2 of 0.41 and 0.44 for

NO2 and NOx, respectively). Elangasinghe et al. (2014) also demonstrated the superi-

ority of MLP models over linear regression models in their study to forecast NO2 levels

in a major highway in Auckland. Their results reported an improvement in terms of
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R2 scores from 0.17 to 0.60 of the benchmark model results when MLP models were

employed. Kukkonen et al. (2003) developed several MLP models with a linear model

and a deterministic modelling system in estimating NO2 and PM10 levels at two urban

locations in Helsinki. Despite the poor performance of the said developed, their findings

revealed a better agreement between the actual and predicted NO2 and PM10 values

from the MLP models than those by the benchmark models. Agirre-Basurko et al.

(2006) implemented MLP and MLR models to forecast NO2 and O3 levels at four lo-

cations in Bilbao. The work developed a total of 32 models, accounting for the four

stations at each forecasting time step k, for k = 1, 2, . . . , 8. Their results showed that

the MLP models performed better than the MLR models in 75% of the cases (in six

forecasts up to eight) in the study area.

However, a few studies report a marginal improvement of forecasting results achieved

by the MLP models. Vlachogianni et al. (2011) suggests the use of simpler statistical

techniques as alternatives to the use of ANN models especially for regulatory purposes,

while Russo et al. (2015) reports no clear superiority of non-linear models over linear

models in general.

2.2.3.2 Hybrid vs. plain ANN models

As shown in Table 2.2, hybrid forms of ANN models have been shown to be superior

to plain ANN models by numerous identified studies.

Table 2.2. Identified studies comparing the performance of MLP and linear statistical
models.

Model Performance Model Details*

Publication Hybrid Plain Hybrid Plain

a) Forecasting of PM10:

Dı́az-Robles et al. (2008) R2 = 0.98 R2 = 0.77 ARIMAX; MLP

MLP

Siwek and Osowski (2012) R = 0.92 ± 0.03 R = 0.61 ± 0.09 WT; MLP MLP

Ul-Saufie et al. (2013) R2 = 0.78 R2 = 0.64 PCA; MLP MLP

Dunea et al. (2015) R = 0.97 R = 0.76 WT; MLP MLP

Bai et al. (2016) RMSE = 15.39 RMSE = 23.62 WT; MLP MLP

b) Forecasting of PM2.5:

Continued on next page
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Table 2.2 – Continued from previous page

Model Performance Model Details*

Publication Hybrid Plain Hybrid Plain

Zhou et al. (2014) RMSE = 29.41 RMSE = 32.31 EEMD-GRNN GRNN

Feng et al. (2015) R = 0.86 R = 0.71 WT; MLP MLP

Yeganeh et al. (2017) R2 = 0.84 R2 = 0.61 Neuro-Fuzzy MLP

Li and Zhu (2018) R2 = 0.90 R2 = 0.21 ICEEMDAN MLP

-ICA-ELM

Bai et al. (2019) RMSE = 12.08 RMSE = 24.30 EEMD-LSTM MLP

Zhao et al. (2019) RMSE = 35.82 RMSE = 37.71 LSTM-FC MLP

Qi et al. (2019) AAR = 0.81** AAR = 0.74** GC; LSTM MLP

Wen et al. (2019) RMSE = 12.08 RMSE = 39.92 C-LSTME SVR

Qin et al. (2019) R = 0.97 R = 0.92 CNN; LSTM MLP

Huang and Kuo (2018) RMSE = 23.83 RMSE = 29.99 CNN; LSTM MLP

Ma et al. (2019) RMSE = 8.24 RMSE = 11.20 BLSTM; IDW MLP

RMSE = 8.24 RMSE = 8.98 BLSTM; IDW LSTM

c) Forecasting of NO2:

Dunea et al. (2015) R = 0.79 R = 0.76 WT; MLP MLP

Bai et al. (2016) RMSE = 2.62 RMSE = 5.41 WT; MLP MLP

Catalano et al. (2016) R = 0.92 R = 0.91 Ensemble: MLP

SARIMAX;

MLP

Li and Zhu (2018) R2 = 0.90 R2 = 0.50 ICEEMDAN MLP

-ICA-ELM

d) Forecasting of O3:

Feng et al. (2011) RMSE = 18.01 RMSE = 67.89 SVM-ANN ANN

Mishra and Goyal (2016) R = 0.85 R = 0.83 Neuro-Fuzzy ANN

R = 0.85 R = 0.84

R = 0.84 R = 0.67

R = 0.92 R = 0.79

Pak et al. (2018) RMSE = 3.20 RMSE = 21.37 CNN; LSTM MLP

RMSE = 3.20 RMSE = 4.98 CNN; LSTM LSTM

Li and Zhu (2018) R2 = 0.91 R2 = 0.55 ICEEMDAN MLP

-ICA-ELM

e) Forecasting of SO2:

Li and Zhu (2018) R2 = 0.97 R2 = 0.72 ICEEMDAN MLP

-ICA-ELM

To cite a few, Mishra and Goyal (2016) demonstrated that hybrid NF models pro-

vided approximately 14% more accurate predictions than the benchmark plain ANN

model. Yeganeh et al. (2018) showed that their NF models improved the performance

of plain ANN models. Bai et al. (2016) reported that the estimates of wavelet-based
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hybrid models are closer to the actual observations than those yielded by the plain

ones. The same conclusions were reached in a study by Dunea et al. (2015) where

hybrid ANN models based on the Daubechies Db3 wavelets were utilised to estimate

the hourly AP levels at four various urban locations in Romania.

Data-intensive hybrid models have also been shown to significantly improve the

performance of benchmark models in almost all cases (Siwek and Osowski, 2012; Dunea

et al., 2015; Li and Zhu, 2018; Ul-Saufie et al., 2013; Bai et al., 2016; Feng et al.,

2015). On the other hand, model-intensive hybrid models based on deep learning

have been shown to outperform MLP and LSTM models, especially in the forecasting

of PM2.5 levels (Huang and Kuo, 2018; Pak et al., 2018; Qin et al., 2019; Qi et al.,

2019).

Finally, Table 2.2 reveals that MLP models have been widely used as benchmarks

for hybrid models. It appears that it is standard practice to compare the performance

of the proposed hybrid approaches to MLP models.

2.2.4 Spatial or spatiotemporal modelling using ANN models

Several studies have also attempted to incorporate ANN models in estimating the spa-

tial and spatiotemporal variations of AP concentration levels in ambient environments.

One popular approach is by utilising predictors from neighbouring sites to estimate

the concentration levels of a given target site. For instance, Li et al. (2017) estimated

PM2.5 levels in China using multiple RBM (Restricted Boltzmann machine) layers and

a BP layer. The proposed model was trained using PM2.5 observations from both

neighbouring sites and the same station along with other predictors. Alimissis et al.

(2018) applied MLP models to spatially forecast NO2, NO, O3, CO and SO2 levels

at several locations in Athens. The models were trained using only the information

from the neighbouring sites to estimate the concentration levels at the target site. A

similar methodology was employed by Tzanis et al. (2019) to spatially estimate PM10

and PM2.5 levels at several sites in Athens. The results also demonstrated the superior

performance of MLP models when compared to other spatial interpolation schemes,

e.g. MLR, Inverse Distance Weighting (IDW) and Linear Mixed Effects (LME) models.
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Papaleonidas and Iliadis (2013) estimated O3 levels at an urban location in Athens

utilising various predictors from neighbouring sites using feedforward ANN models. The

selection of the optimal neighbouring sites was carried out using correlation analysis.

Kurt and Oktay (2010) built three MLP models based on geographic modelling to

predict the concentration levels of SO2, CO, and PM10 at ten different locations in

Istanbul. The first geographic model utilised additional observed AP values from a

selected neighbouring site, the second used two neighbouring sites instead of one, and

the third considered the distance between the triangulating districts.

The utilisation of predictors revealing spatial information of a given geographical

area of interest is also a popular approach. For instance, Yeganeh et al. (2018) applied

an NF model to estimate the spatiotemporal variability of the monthly mean NO2 lev-

els at 1km spatial resolutions at a location in Australia using land-use, meteorological,

satellite, and traffic predictors from 12 monitoring sites. Yeganeh et al. (2017) applied

NF, SVR and MLP models to estimate the spatiotemporal variations of the monthly

PM2.5 levels in using land-use, satellite, and meteorological predictors from eight mon-

itoring stations in Queensland. Di et al. (2019) proposed a generalised additive model

based on ANN, random forest and gradient boosting to estimate daily PM2.5 levels at

a 1 km x 1 km resolution across the contiguous USA. Each model of the ensemble ap-

proach was trained using several predictors including satellite, meteorological, land-use,

emissions and others. Mao et al. (2017) developed MLP models using meteorological

and satellite-based predictors. Backward air mass trajectory predictors were also used

to account for the contribution of regional transport of PM2.5. Each grid cell on the

AOD retrievals was assigned to a prediction model trained by information from the

nearest neighbouring station.

The use of sophisticated deep learning ANN models, especially LSTM models, have

been recently applied to extract both temporal and spatial features from collected

datasets. Such studies usually entail a vast amount of training data from numerous

monitoring sites. For instance, Li et al. (2016) developed a model based on a Stacked

Autoencoder (SAE) and a logistic regression layer to forecast PM2.5 levels at 12 sta-

tions in Beijing. Tong et al. (2019) applied a bidirectional LSTM model to perform
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spatiotemporal interpolation of PM2.5 levels in Florida using several predictors from

neighbouring sites. The authors argued the use of a bidirectional variant of an LSTM

model to account for both past and future values of PM2.5 levels which can provide

valuable information for the estimation of the current PM2.5 levels. Qi et al. (2019)

proposed a hybrid approach based on graph CNN and LSTM models to estimate the

spatiotemporal variation of PM2.5 levels in Jing-Jin-Ji. Li et al. (2017) applied extended

LSTM models to forecast the spatiotemporal variations of PM2.5 levels at 12 monitor-

ing stations in Beijing. Wang et al. (2018) proposed an ensemble approach consisting

of several LSTM models with regression layers to forecast multiple pollutant species

at 35 stations in Beijing. The relevant neighbouring sites were selected based on the

Granger causality analysis of the spatial correlations among the stations. Zhao et al.

(2019) proposed an approach combining LSTM models and a feedforward ANN model

to respectively extract temporal and spatial features of the input data. In more detail,

the hybrid model was applied to estimate the PM2.5 concentration of a given central

site Beijing using the previous measurements of the same site and neighbouring sites.

2.3 Summary

A critical review of 139 papers dealing with the forecasting of outdoor AP levels using

ANN models was conducted for this research. The results of the comprehensive review

are as follows:

1. Pollutants such as PM10, PM2.5, and oxides of nitrogen have been the most examined

variables. Most identified studies also utilised data covering more than one year for

ANN model development which is considered a good practice (Hagan et al., 1995;

Arhami et al., 2013). However, the practice does not fully address other prevailing

issues regarding input data including the imbalanced data problem, and high levels

of data variability (Fernando et al., 2012; Gong and Ordieres-Meré, 2016; Bai et al.,

2019);

2. Meteorological and pollutant emissions data have been most commonly utilised pre-

dictors. However, the choice of predictor types and size should be dealt with extra
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care as the use of too many predictors tend to reduce non-linear models such as

ANN models to linear models (Ibarra-Berastegi et al., 2008);

3. Data-processing has been handled really well by most practitioners, except for miss-

ing data imputation in which data deletion was commonly practised;

4. Ad-hoc approaches have been employed predominantly in predictors selection, data

splitting and model architecture and structure selection. That is, there has been a

little adoption on the utilisation of systematic approaches limiting future modellers

from repeating the results of the identified papers (Wu et al., 2014);

5. Much effort has been directed towards the application of existing popular ANN

architectures, especially MLP models. However, there has been a growing interest

in the use of novel and more sophisticated network types recently. In more detail,

hybrid models incorporating deep learning ANN models have been built in the spatial

and spatiotemporal estimation of pollution levels;

6. First-order and second-order local search procedures, such as the backpropagation

algorithm, have been primarily used in training ANN models. However, studies

investigating the potential benefits of using global optimization techniques in terms

of improving the predictive ability of ANN models are rather limited; and

7. A wide range of performance criteria, mainly those assessing the predictive per-

formance of models, was used predominantly by the identified papers. While this

suggests a good modelling practice, the replicative and structure validity of the

models developed were generally ignored.

2.4 Research Gaps

Based on the results of the undertaken review, the following gaps were identified:

1. Systematic approaches that implement most of the steps in developing ANN models.

Analytic techniques in developing ANN models should be further examined. This is

critical given the lack of a clean-cut set of ANN model settings for all applications.
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This can be circumvented by adhering to a set of general model building guidelines

to minimise uncertainty and increase the reproducibility of the results of a given

application: data preprocessing (Bowden et al., 2012), predictor selection (Galelli

et al., 2014), data splitting (Wu et al., 2013), model architecture selection (Hunter

et al., 2018), model structure selection (Kingston et al., 2008), and model valida-

tion (Humphrey et al., 2017; Dawson et al., 2007).

2. The development of data-intensive ANN models. Coupling ANN models with tech-

niques that reveal additional information regarding the predictors can address exist-

ing issues such as the imbalanced data problem and measurements exhibiting high

variability (Gong and Ordieres-Meré, 2016; Siwek and Osowski, 2012).

3. The use of sophisticated models, especially those that employ deep learning and en-

semble modelling techniques. Data-intensive hybrid model approaches based on deep

learning models and ensemble modelling techniques should be tested and validated

given the rapidly increasing availability of data from continuous sensors in recent

years.

4. The demand for robust ANN models capable of revealing inherent features from a

small number of predictors. Although the utilisation of several significant predictors

is encouraged, parsimonious ANN models developed especially in monitoring sites

where data is limited should be developed and tested.

The aim of this research is to fill the said gaps as mentioned in Chapter 1 Section 1.4.
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Chapter 3

Methodology

3.1 Introduction

This chapter presents the methods involved in implementing the experiments briefly

outlined in Chapter 1 Section 1.5. A diagram of the framework for each experiment is

provided to guide the readers.

3.2 Modelling Hourly NO2 using ANN Models with Pre-

dictor Selection Techniques

This section discusses the various predictor selection techniques implemented in Exper-

iment 1.

As shown in Figure 3.1, the experiment has two main components: (1) predictor

selection, and (2) the training of the feedforward ANN model. The experiment attempts

to determine the optimal set of p out of a candidate of set P predictors (p ≤ P ) using

various predictor selection techniques, e.g. model-free and model-based techniques. The

said predictor selection techniques are discussed in Section 3.2.1 through Section 3.2.4.

Finally, the MLP model, as well the basic theories behind ANN computations to be

trained using the selected predictors, is thoroughly described in Section 3.2.5.
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Fig. 3.1. The framework of the proposed forecasting model in Experiment 1.

3.2.1 Stepwise Regression

Stepwise regression is a linear search strategy procedure based on two known predictor

selection techniques, namely, forward selection and backward elimination. It is a filter

type class (model-free) selection technique as the results of the linear search strategy

do not rely on the results of an ANN model. (The following notations are consistent

with those used by Wilks (2006).)

Forward selection begins without any predictor, yielding an uninformative predic-

tion model:

ŷ = b0, (3.1)

where ŷ is the estimate of the predictand, Y , and b0 is the intercept which is the sample

mean of the predictand. The process proceeds by subsequently adding a predictor, x1,

from a set of P predictors that is most linearly correlated with the predictand. The

resulting model is then given by

ŷ = b0 + b1x1, (3.2)

44



Chapter 3. Methodology

where bi is the coefficient of xi. Note that b0 is no longer the average of the Y values.

Together with the previously selected predictor, x1, an additional predictor from the

remaining (P − 1) predictors is then selected. The predictor that provides the best

regression performance of the model given by

ŷ = b0 + b1x1 + b2x2 (3.3)

is selected as x2. The performance of the model is usually assessed in terms of the R2,

MSE and F values. The same selection process is carried out in the subsequent steps

until a stopping criterion is met. Note that as the regression equations are updated,

the coefficients for the intercept and for the previously chosen predictors will change.

Algorithm 1 provides the pseudocode for the basic steps of Forward Selection tech-

nique.

Algorithm 1 Forward Selection

1. Define L that measures the correlation between a predictor X+ and the predictand Y

2. Create an empty candidate set of predictors: C(k) = {∅}, k = 0

3. Select the best remaining predictor:

X+ ← arg max
X+∈C(k)

[
L
(
C(k) ∪X+

)]

4. If L
(
C(k) ∪X(k)

)
> L

(
C(k)

)
a) Update: C(k+1) ← C(k) ∪X+

b) k ← k + 1

c) Repeat step 2

On the other hand, backward elimination is the opposite of Forward Selection.

Backward elimination begins with the regression model utilising all P predictors:

ŷ = b0 + b1x1 + b2x2 + . . . , bPxP . (3.4)

At each step of the process, the predictor whose coefficient is smallest in absolute value
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relative to its estimated standard error is removed from the equation.

3.2.2 Neighbourhood Component Analysis (NCA) with Regularisa-

tion

Neighbourhood component analysis (NCA) with regularisation is a nearest neighbour-

based method predictor weighting technique developed by Yang et al. (2012). NCA is a

filter type (model-free) predictor selection technique which learns the predictor weights

that minimise an objective function evaluating the prediction loss over the training

data. (The following notations are consistent with those used by Yang et al. (2012).)

Let T = {(x1,x2, . . . ,xN}, be a set of training samples, where xi is P -dimensional

vector which corresponds to the i-th sample of the all predictors, yi is the i-th sample

of the predictand Y , and N is the number of samples. The objective of NCA is to find

a weighting vector w that lends itself to select the predictor subset optimising nearest

neighbour prediction.

Now consider a randomised regression model that randomly picks a reference point

for x, Ref (x), and sets the response value at x equal to the response value of the

reference point Ref (x). The probability P (Ref (x) = xj | T ) that point xj is picked

from T as the reference point for x is given by:

P (Ref (x) = xj | T ) =
k (dw (x, xj))∑n
j=1 k (dw (x, xj))

, (3.5)

where dw (xi,xj) measures the weighted distance between two samples xi and xj ,

dw (xi,xj) =

P∑
p=1

w2
p |xip− xjp| , (3.6)

where wp is the weight associated with the p-th predictor. Afterwards, a leave-one-out

approach is applied in which the response for xi using the data in T−i, e.g. the set

T without the point (xi,yi), is estimated. Hence, the probability P (Ref (x) = xj | T )
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that point xj is picked from T as the reference point for x is

P
(
Ref (x) = xj | T−i

)
=

k (dw (x, xj))∑n
j=1,j 6=i k (dw (x, xj))

. (3.7)

Now, let L : R2 7→ R be a loss function that measures the disagreement between the

predicted value of the randomised regression model, ŷi, and response, yi. Then, the

average value of L (yi, ŷi) is given by

Li = E
(
L (yi, ŷi) | T−i

)
=

N∑
j=1,j 6=i

pijL (yi, yj) . (3.8)

The objective function to be minimised is then given by:

f (w) =
1

N

N∑
i=1

Li + λ

P∑
r=1

w2
r , (3.9)

where λ is a regularisation parameter for all weights.

Algorithm 2 provides the pseudocode for the basic steps of NCA predictor selection

technique.

Algorithm 2 Neighbourhood Component Analysis

1. Initialise: w(k) = (1, 1, . . . , 1), k = 0

2. Select Ref(x)

3. Compute: dw (xi, xj) and P (Ref (x) = xj | T ) using w(k)

4. w← arg minRef(x)(k) f (w)

5. Update: w(k) ← w

6. k ← k + 1

7. Repeat step 2

3.2.3 Sequential Forward Selection (SFS)

Sequential forward selection (SFS) is a technique that identifies a subset of optimal

predictors by sequentially selecting predictors until there is no improvement in the
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prediction or a stopping criterion is met.

SFS adapts the same forward selection approach of stepwise regression in Sec-

tion 3.2.1 by starting from an empty set of candidate predictors. However, unlike

stepwise regression, SFS carries out a 10-fold cross-validation procedure by utilising

the candidate set of predictors to train a given regression model. This makes SFS a

wrapper (model-based) predictor selection technique. SFS then assesses the importance

of the predictors based on a predefined loss function. SSE is a commonly used loss func-

tion. A candidate predictor that minimises the mean loss value is then selected, and

SFS continues until the addition of more predictors does not reduce the loss value.

Algorithm 3 provides the pseudocode for the basic steps of SFS technique.

Algorithm 3 Sequential Forward Selection

1. Initialise predictor set: C(k) = {∅}, k = 0

2. Define estimator F such that ŷi = F
(
C(k)

)
3. Define criterion E measuring the error between estimated ŷi and yi ∈ Y

4. Select an optimal predictor:

X+ ← arg min
X+∈C(k)

[
E
(
C(k) ∪X+

)]

5. If E
(
C(k) ∪X(k)

)
< E

(
C(k)

)
a) Update: C(k+1) ← C(k) ∪X+

b) k ← k + 1

c) Repeat step 4

3.2.4 Classification and Regression Trees (CART)

Classification and Regression Trees (CART) is a set of statistical procedures intro-

duced by Breiman et al. (1984). CART employs the methodology known as the Binary

Recursive Partitioning (BRP) algorithm.

As described by Merkle and Shaffer (2011), the BRP algorithm has three main

characteristics:
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(1) it estimates the value of the predictand by partitioning the training data into

subgroups based on the predictors;

(2) at any step, it partitions the training data into two subgroups; and

(3) within the subgroups produced from a predictor, it repeats the partitioning pro-

cess based on other predictors or other splits of the same predictor.

Classification trees are designed for predictands that take a finite number of un-

ordered values, while regression trees are for predictands that take continuous or or-

dered discrete values. Since this work only utilises predictors with continuous values,

this paper shall be focusing on regression trees henceforth.

In a regression problem, there is a training dataset of n observations on a predic-

tand Y and P predictors, X1, X2, . . . , XP . A regression tree is formed by finding the

split in the predictor space X that best discriminates between classes of the predictand

with continuous values. The result of the said process is a binary decision tree, whose

terminal nodes represent distinct classes or categories of data.

The binary decision tree starts with a root node t derived from a predictor in the

dataset that minimises the measure of impurity or entropy of the two sibling nodes.

The node impurity is usually evaluated by the sum of squared deviations about the

mean and the node predicting the sample mean of Y . The regression model is then

fitted to each node to give the predicted values of Y . The binary splitting of the original

dataset is repeatedly performed to determine the predictors that minimise Eq. (3.10)

and until some pre-specified criteria are met. The importance of the predictors are

then assessed by summing the changes in the mean squared error incurred due to splits

on every predictor and dividing the sum by the total number of branch nodes formed:

The said node impurity is given by

i (j, s) =
∑

i:xi∈C1(j,s)

(yi − ŷC1)2 +
∑

i:xi∈C2(j,s)

(yi − ŷC2)2 , (3.10)

where C1 and C2 denote the two distinct non-overlapping regions (child node 1 and

child node 2) produced by dividing the predictor space set using the splitting point s ∈ S
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for any predictor j, and y and ŷ are the actual and predicted values using regression

according to the points in C1 and C2.

Algorithm 4 gives the pseudocode for the basic steps of the Regression Tree predictor

selection technique.

Algorithm 4 Pseudocode for Regression Tree construction

1. Start at the root node

2. For each predictor Xj , select the best split s

s∗ ← arg min
s∗∈S

[i(j, s)]

3. If a stopping criterion is reached, exit

4. Otherwise, repeat step 2 to each child node

3.2.5 The Multilayer Perceptron (MLP) model

As mentioned in Chapter 2 Section 2.2.2.5, the MLP is one of the most commonly

used feedforward ANN forms for prediction and function approximation (Gardner and

Dorling, 1998). Although the inner mechanisms of feedforward ANNs were mentioned

several times in the preceding chapters, the following provides a mathematical descrip-

tion of their structure and training. The MLP consists of the following components:

• an input layer with p inputs, corresponding to the number of utilised predictors,

• one or more hidden layer, where each layer has an arbitrary number of nodes,

and

• an output layer with o number of nodes, corresponding to the number of outputs

of the ANN.

Each layer in an MLP network is fully-connected to the succeeding layer, forming

a forward connection between each node in layer l to each node in layer l + 1. Fig-

ure 3.2 shows a graphical representation of an MLP with P input nodes, one hidden

layer with M nodes, and an output layer with K nodes. The MLP shown in the figure

has (P +M +K) nodes.
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Fig. 3.2. A feedforward ANN with N input, M hidden, and K output nodes.

The structure of a node is shown in Figure 3.3. Each node in the hidden layer is

initially fed with the values of the input nodes, x1, . . . , xP , each of which is scaled by

the network connection weights w and biases b. The resulting value n is then mapped

by f to each node in the succeeding layers.

∑ �(�)
n

�

��

�2

�1

�

�1

�2

��

Fig. 3.3. Structure of an ANN hidden node.

Adapting the notations used in Bishop (1995), the forward process described above

is generally given by Eq. (3.11):

aj = f

(
p∑
i=1

xiw
(1)
ji + b

(1)
j

)
, (3.11)
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where j ∈ [1,M ], and M is the number of hidden nodes, w
(l)
ji and b

(l)
j are the weights

and bias parameters, respectively, f(·) is the mapping commonly referred to as the

transfer function, and the superscript (l) denotes that the corresponding parameters

are those in the l-th layer of the network.

Transfer functions can be any mapping and are normally chosen based on the na-

ture of the modelling task (Hagan et al., 1995). One of the most popular transfer

functions in environmental modelling applications is the sigmoid transfer function. As

shown in Figure 3.4a, a sigmoid function has a graph that looks like a stretched ‘S’ and

has a range between either 0 to 1 or -1 to 1. These characteristics enable an ANN to

approximate any non-linear and complex relationships between predictors and predic-

tands (Hornik et al., 1989; Bishop, 1995). As such, the sigmoid function is commonly

used in the nodes of the hidden layers (Cabaneros et al., 2019).

0

-1

0

1

(a) f(x) = 1
1+e−x

0

-1

0

1

(b) f(x) = x

Fig. 3.4. The graphs of the (a) sigmoid and (b) linear transfer functions.

Another popular transfer function is the linear transfer function which is com-

monly used in the output nodes of ANNs employed to estimate continuous predictand

values (see Figure 3.4b). For a comprehensive list of transfer functions, the reader is

referred to Hagan et al. (1995).

Following Eq. (3.11), the final result of the output layer of an ANN with only one
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hidden layer can be computed as follows:

ŷK =

M∑
j=1

ajw
(lo)
kj + b

(lo)
k , (3.12)

where k ∈ [1, k], and lo refers to the output layer.

The training of feedforward ANNs is carried out in a supervised manner in which a

series of input and target output values are presented to the model. That is, an ANN

model is fed with the following sequence of proper network behaviour:

{p1, y1} , {p2, y2} , . . . , {pQ, yQ} , (3.13)

where pq is an input to the ANN model and yq is the corresponding target output.

The values of the weights and bias parameters are initially set at random. During the

training process, the weights and bias values are adjusted based on the network error,

e.g. the difference between the input and target values (see Figure 3.5). The process is

repeated until a predefined threshold is met.

ANN w/ weights
and biases

Compute 
errorInput Output

Target

adjust weights
and biases

Fig. 3.5. ANN training algorithm (Cabaneros et al., 2017).

The network error is given by:

E =
1

2Q

Q∑
i=1

(yi − ŷi)2 , (3.14)

where Q is the total number of training data. ANNs are trained using the backpropa-

gation algorithm which adjusts the weights and biases of the network according to the
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error gradient to descend the error surface. The algorithm attempts to improve the

performance of an ANN by reducing the network error along its gradient.

Note that E in Eq. (3.14) can be expressed as the function of the network weights

and biases. The MSE of the network outputs can then be given by:

F (w) = (y (k)− ŷ (k))T (y (k)− ŷ (k)) = eT (k) e (k) , (3.15)

As mentioned in Chapter 2 Section 2.2.2.7, there are several variants of the gradient

descent methods. The Levenberg-Marquardt (LM) algorithm is utilised in the experi-

ments of this thesis. The LM algorithm is a variant of the backpropagation algorithm

for minimising functions that are sums of squares of other non-linear functions. Since

the performance or error index for MLP models is the MSE, the use of the LM algo-

rithm is considered appropriate (Hagan et al., 1995; Bishop, 1995). A full description

of the algorithm is provided in Appendix B.

Based on Figure 3.2 and Eq. (3.12), ŷ is dependent on the transfer function of the

output node and the collective outputs of the hidden nodes. As such, the final output

of an ANN in general depends on the inputs and hidden-node transfer functions.

3.2.6 Multiple Linear Regression (MLR) model

The MLR model is one of the most popular statistical models in AP forecasting appli-

cations (Shahraiyni and Sodoudi, 2016; Cabaneros et al., 2019).

The general form of the MLR model is given by:

Ŷi = β0 + β1xi,1 + β2xi,2 + . . .+ βPxi,P + εi, (3.16)

where, for the i-th observation, Ŷi is the estimated value of the predictand Yi, β0 is the

regression coefficient, and βp are the coefficients of the P independent predictors xi,p,

p = 1, 2, . . . , P , and εi is the residual error.

The MLR model assumes linearity between the predictors and a predictand, inde-

pendence between predictors, and normality and independence between residual errors

εi, with 0 mean and σ2 constant variance. As such, a linear predictor selection technique
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is normally applied to identify the set of independent predictors of the model.

To employ the MLR model, βi coefficients are initially estimated using the obser-

vations during the calibration stage. The estimated coefficients are then used to apply

the model using the test set for assessing model performance.

3.3 Temporal and spatiotemporal modelling of hourly NO2

levels in Central London using wavelet-based ANN mod-

els

This section describes the wavelet-based modelling approach adapted in Experiment 2

which has been split into two sub-experiments, namely the temporal and the spatiotem-

poral analyses. With regards to the temporal modelling of NO2 levels, data from the

target site, e.g. MAR site, are utilised in training the proposed and benchmark models.

On the other hand, the spatiotemporal modelling involves the estimation of pollutant

NO2 levels at a given site using only the data from the neighbouring sites. In detail, six

sites in Central London are examined in the sub-experiment (see Chapter 4 Section 4.4).

As shown in Figure 3.6, the experiment has three main stages, namely: (1) wavelet

preprocessing or decomposition, (2) ANN model development and training, and (3) re-

construction of results. In more detail, a wavelet decomposition technique is initially

applied on the collected AP concentration time series. Discrete wavelet transformation

is described in Section 3.3.1, while the Daubechies wavelets are defined in Section 3.3.2.

The resulting subseries are then considered as the new predictands. Afterwards, sepa-

rate ANN models are developed and trained to estimate the said predictands. Finally,

the results of the ANN models are combined to yield the final wavelet-based ANN model

result. Finally, other forms of ANN models are considered in the current experiment

instead of the standard feedforward approach which was applied in Experiment 1. The

said model are discussed in Section 3.3.3.
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Sub-series

Collected air pollutant concentration time series

Wavelet Decomposition

Final Result

Sub-series

ANN

Sub-series

ANN

Collected predictors

ANN

Reconstruction

Fig. 3.6. The framework of the proposed spatio-temporal forecasting model in Exper-
iment 2.

3.3.1 Discrete Wavelet Transformation (DWT)

Discrete Wavelet Transformation (DWT) is a technique that decomposes a given time

series into several subseries of various scales. In general, wavelet transformation can

be thought of as a prism that exhibits the properties such as points of abrupt changes,

seasonality or periodicity of a given time series (Parmar and Bhardwaj, 2013). The

following describes the way the original time series is decomposed using DWT.

A sequence of wavelet and binary scale functions, denoted by ψj,k (t) and ϕj,k (t),

respectively, can be calculated as

ψj,k (t) = 2j/2ψ
(
2jt− k

)
, (3.17)

ϕj,k (t) = 2j/2ϕ
(
2jt− k

)
, (3.18)

where t, j, and k denote the time, scaling, and translation parameters, respectively,
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ψ (t) is a given mother wavelet function, and ϕ (t) is its corresponding scaling function.

The initial step of DWT is to map the elements of a given time series S to its wavelet

coefficients, and from these coefficients, two components are formed, namely a smooth

version called approximation and a component corresponding to the deviations called

details of the signal:

S (t) =
n∑
k=1

cj,kψj,k (t) +
J∑
j=1

n∑
k=1

dj,kψj,k (t) , (3.19)

where cj,k and dj,k denote the approximation and detailed coefficients, respectively, at

scale j and location k, n is the size of the original time series, and J is the decomposition

level.

For instance, a decomposition of S (t) into a low frequency part A1 (t) and a high

frequency part D1 (t) is given by S (t) = D1 (t)+A1 (t). The same process is carried out

on A1 (t) in order to obtain decomposition in finer scales: A1 (t) = D2 (t) +A2 (t) (see

Figure 3.7).

A1(t)

D1(t)

Level 1

A2(t)

D2(t)

Level 2

AJ(t)

DJ(t)

Level J

S(t)

Fig. 3.7. Decomposition of time series S into approximation AJ and detailed compo-
nents Di i ∈ [1, J ].

Hence, Eq. (3.19) can be simplified into

S (t) =
J∑
i=1

Di (t) +AJ (t) , (3.20)

where Di (t) =
∑n

k=1 dj,kψj,k (t) and AJ (t) =
∑n

k=1 cj,k. In other words, DWT rep-

resents S in terms of the sum of subseries consisting of high frequency detail signals

D1, D2, . . . , DJ and a low frequency approximation signal AJ .

The proposed approach in this work is to use the separately-built ANN models in
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estimating the detailed and approximation signals, instead of a single original time

series St. The form of the final estimated value of S (t) is then given by

Ŝ (t) =

J∑
i=1

D̂i (t) + ÂJ (t) , (3.21)

where D̂i (t) and Âj (t) are respectively the detailed and approximation coefficients

separately estimated by ANN models.

3.3.2 Daubechies wavelets

The Daubechies mother wavelets (Daubechies, 1988) are chosen in this work because

they provide a smoother overall approximation of any given signal (Nievergelt, 2013).

Daubechies wavelets are based on a basic ”building block” or ”scaling function”, de-

noted by ϕ. The Daubechies basic building block ϕ is shown in Figure 3.8.

0 0.5 1 1.5 2 2.5 3

-0.4

0

0.4

1

1.4

Fig. 3.8. Daubechies’ scaling function ϕ.

The said building block function has no closed form, although it satisfies several alge-

braic relations that prove as useful as a formula for the purpose of calculations (Niev-

ergelt, 2013). For instance, ϕ equals zero outside [0, 3]:

ϕ (r) = 0 if r ≤ 0 or 3 ≤ r. (3.22)

Furthermore, starting with the initial values ϕ (0) = 0, ϕ (1) = 1+
√
3

2 , ϕ (2) = 1−
√
3

2 ,
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and ϕ (3) = 0, the building block ϕ satisfies the following recurrence relation:

ϕ (r) =
1 +
√

3

4
ϕ (2r) +

3 +
√

3

4
ϕ (2r − 1)

+
3−
√

3

4
ϕ (2r − 2) +

1−
√

3

4
ϕ (2r − 3) .

(3.23)

The function ϕ serves as the basic building block for the associated Daubechies mother

wavelet, denoted by ψ, defined by the following recursion:

ψ (r) = −1 +
√

3

4
ϕ (2r − 1) +

3 +
√

3

4
ϕ (2r)

− 3−
√

3

4
ϕ (2r + 1) +

1−
√

3

4
ϕ (2r + 2) .

(3.24)

The Daubechies wavelet function ψ is shown in Figure 3.9.
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Fig. 3.9. Daubechies’ wavelet function ψ.

Figure 3.10 illustrates a sample decomposition in four subsequent components of

the NO2 time series collected at Westminster-Marylebone Road site from 01/01/2007

at 00:00 to 11/02/2007 at 13:00 (King’s College London, 2019). It is evident that the

fluctuation patterns of each subseries differ, and that higher wavelet levels exhibit lower

signal variability. Consequently, the task of estimating the said wavelets using a general

approximator such as ANNs becomes significantly easier as demonstrated by previous

studies (Siwek and Osowski, 2012; Dunea et al., 2015).
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Fig. 3.10. Example of time series decomposition for NO2 concentrations in µg/m3

recorded at MY1 site using Daubechies db4 level-3 mother wavelet, where D1 to D3 are
the detail signals and A3 is the level 3 approximation signal.

3.3.3 Long Short-term Memory Neural Network (LSTM) Model

LSTM neural networks are special types of RNNs in which self-connected neurons are

used to allow a cyclic flow of information. The LSTM neural network was proposed

by Hochreiter and Schmidhuber (1997).

LSTM neural networks consist of one input layer, one output layer, and a series of

memory blocks. Each LSTM block is composed of one or more self-recurrent memory

cells and three multiplicative units, i.e. input, output and forget gates. Each gate pro-

vides continuous analogs of read, write and reset operations for the blocks, respectively.

The blocks enable the network to accumulate enough information to update their train-
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ing parameters. These mechanisms allow LSTM models to extract long-range temporal

dependencies of inputs in the form of sequential series. An LSTM memory block with

a single cell is illustrated in Figure 3.11.

Input gate Forget gate Output gate

w(C)

It Ft
Ot

xt xt xt

ht

w(I) w(F) w(O)

xt

Fig. 3.11. A diagram of a single LSTM memory block

The input gate allows incoming information to modify the state of the nodes. The

output gate permits or impedes the cell state from affecting other neurons. The forget

gates were designed to learn and reset memory cells once their status is out of date,

thereby preventing the cell status from growing without bounds and causing saturation

of the transfer functions.

The forward training process of an LSTM unit with xt, ct and ht as the input,

memory cell status and output values, respectively, can be formulated as described

in Eq. (3.25) to Eq. (3.29):

Ft = σ
(
w(F ) · xt + w(H) · ht−1 + w(C) · ct−1 + b(F )

)
(3.25)

It = σ
(
w(I) · xt + w(H) · ht−1 + w(C) · ct−1 + b(I)

)
(3.26)

ct = Ft · ct−1 + It · σ
(
w(C) · xt + w(H) · ht−1 + b(C)

)
(3.27)

Ot = σ
(
w(O) · xt + w(H) · ht−1 + w(C) · ct + b(O)

)
(3.28)
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ht = Ot · σ (ct) (3.29)

where It, Ot, and Ft are the function values of the input, output and forget gates at

time t, respectively, ct and ht represent the activation vector for each cell and memory

block, respectively, σ denotes the transfer function, and w and b are the weighting and

bias constants. Commonly used transfer functions for the LSTM model include the

sigmoid, tanh and relu functions.

3.4 Spatiotemporal modelling of hourly NO2 levels in Greater

London using fully-connected wavelet-based LSTM mod-

els

3.4.1 Framework of the fully-connected Hybrid Deep Learning Ap-

proach

The proposed modelling approach is presented in this section and is depicted in Fig-

ure 3.12. The proposed modelling approach consists of four parts, each of which is

briefly summarised as follows:

(1) The k-optimal neighbouring sites of each target site are selected based on the

Pearson correlation coefficient, r (·), of the concentration values between sites si and sj :

r (si, sj) =
Cov (si, sj)

σ (si)σ (sj)
, (3.30)

where Cov (·) denotes the covariance function, and σ (·) is the standard deviation. A

correlation threshold value is initially set, and the k-optimal sites with correlation values

higher than the threshold value are chosen. Hence, the number of neighbouring sites for

each target site may vary. It is also worth noting that the most relevant neighbouring

sites may not necessarily be the nearest ones due to the presence of other meteorological

factors and human activities (Wang and Song, 2018). Hence, the distance constraint is

not considered in the selection of the neighbouring sites.

The selection process is carried out to reduce the tendency of model overfitting due
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Collected air pollutant concentration time series

Selection of k-optimal
neighbouring sites
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Fig. 3.12. The framework of the proposed fully-connected hybrid LSTM modelling
system in Experiment 3.

to the utilisation of too many irrelevant or redundant predictors (Bishop, 1995). It is

worth noting that as much as previous works have reported the advantages of utilising

other auxiliary predictors such as meteorological and traffic variables (Shahraiyni and

Sodoudi, 2016; Cabaneros et al., 2019), this work only considered the past concentration

values from the selected neighbouring sites. This is to ensure that the results are

influenced not by the relationship between the utilised predictors but only by the past

NO2 data and complexity of the proposed model architectures. Furthermore, the said
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scheme attempts to assess the spatiotemporal performance of hybrid ANN architectures

using only minimum number of predictors.

(2) The hourly AP concentration data from the selected k neighbouring sites are

then decomposed into several sub-series through DWT (see Section 3.3.1).

(3) Each decomposed data, i.e. the subseries, from each selected sites is then fed to

a single temporal approximator represented by the LSTM models (see Section 3.3.3).

LSTM models are selected to extract temporal information from the input time series.

The individual LSTM model estimates are then reconstructed using Eq. (3.21) to form

the final LSTM result. Note that the said results represent the initial estimates (or

pre-estimates) of the pollutant concentration at the target station by the LSTM models

using only the information from the k neighbouring sites.

(4) The LSTM pre-estimates are then fed to a fully-connected ANN represented

by the MLP model (see Section 3.2.5). The MLP is chosen to extract information

regarding the spatial variation of the individual forecasts from the neighbouring sites.

The output of the feed-forward model is considered as the final forecasting result of the

proposed hybrid spatiotemporal wavelet-based model.

3.5 Summary

The Chapter has described the methods that are applied to implement the various

experiments needed to achieve the objectives of this research. The schematics for each

experiment were discussed in detail, while the individual techniques needed to carry

out each component of the said schematics were fully described.

The basic components such as the network architecture, hidden node configurations,

and calibration schemes of a standard feedforward ANN model, e.g. the MLP model,

were fully covered. Sophisticated recurrent variant of the MLP model, e.g. the LSTM

model, was also covered.

The basic theory behind the proposed predictor selection techniques, e.g. stepwise

regression, NCA with regularisation, SFS and CART, were also discussed in this chap-

ter. Furthermore, distinctions between filter-, wrapper-, and ensemble-type techniques

were described according the mechanisms of the selected predictor selection techniques.
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Finally, the underlying principles into developing data-intensive hybrid and ensem-

ble ANN models were discussed. For instance, the development of hybrid ANN models

that underwent wavelet preprocessing and various ensemble modelling approaches were

fully covered in this chapter.
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Chapter 4

Experimental Design and Model

Development

4.1 Introduction

In this chapter, the settings of the experiments in this thesis are presented. Details

including the model-building protocol, data ratification and monitoring site types, the

multi-step forecasting scheme, and performance evaluation indices are first covered in

Section 4.2, while the settings of the experiments mentioned in Chapter 1 Section 1.6

are described in Sections 4.3 through 4.5.

4.2 An overview of the experimental settings

4.2.1 Model-building protocol

As discussed in Chapter 2 Section 2.2.2, the development of ANN models generally

consists of the following steps: (1) data collection, (2) data preprocessing, (3) predictor

selection, (4) data splitting, (5) selection of model architecture selection, (6) model

structure determination, (7) model training, and (8) model validation. The settings of

each experiments in the following sections are therefore described according to the said

steps. The choice of certain parameters and techniques that were incorporated in the

experiments are also justified in the succeeding sections.
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4.2.2 Data collection and site location details

A special emphasis on the details regarding the collected data and case study locations

are provided due to the data-driven nature of ANN models. There are a couple of

technical terms relating to the locations where the data have been obtained that need to

be defined. Such details include site environment types and data ratification practices.

First, several site environment types were considered in the following experiments.

A detailed description of various air quality monitoring site types is provided in Ta-

ble 4.1. Common instruments used for the continuous monitoring of O3 concen-

trations include the Dobson spectrophotometer and the Brewer spectrophotometer,

while NO2 concentrations are monitored using the chemiluminescent analyser (DEFRA,

2004). Fine particles such as PM10 and PM2.5 are measured using the Tapered Ele-

ment Oscillating Microbalance (TEOM) analysers Model 1400AB with different sam-

pling heads design, Filter Dynamics Measurement System (FDMS) and β-attenuation

analysers (Charron and Harrison, 2005).

Finally, the data presented online by DEFRA are either marked as provisional or

fully ratified. Hourly mean monitoring results from the Automatic Urban and Rural

Monitoring Network (AURN) are uploaded as provisional data. Data validation is

then undertaken in which the provisional data are screened and “cleaned”. Additional

reviews and screenings on a quarterly basis are then carried out to exclude faulty values

as far as possible (DEFRA, 2017). When provisional data have been quality-assured,

they are considered fully ratified or verified. All data utilised in all the experiments in

this research have been fully ratified, and are therefore fit for computational analyses

and interpretation (DEFRA, 2017). A screenshot of DEFRA’s online data selector

interface is shown in Appendix C.
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Table 4.1. Description of various site environment types (DEFRA, 2004).

Type Description

Urban area (U) Area with complete or at least highly predominant building-up of the

street front side by buildings with at least two floors or large detached

building with at least two floors. With the exception of city parks, the

built-up area is not mixed with non-urbanised areas. For the measure-

ment of O3, the urban area is described as residential or commercial

areas of cities, parks (away from trees), big streets or squares with

very little or no traffic, open areas characteristic of educational, sports

or recreation facilities. Urban sites should measure air quality which

is representative of a few km2.

Suburban area (S) Area with contiguous settlement of detached buildings of any size

with a lesser building density than those in urban areas.

The built-up is mixed with non-urbanised areas such as agricultural,

lakes and woods. For the measurement of O3, suburban areas include

where population, sensitive crops or natural ecosystems located in

the outer fringe of an agglomeration are exposed to high ozone levels.

Suburban sites should measure air quality which is representative

of some tens of km2.

Rural area (R) Area situated more than 20 km away from agglomerations and more

than 5 km away from other built-up areas, industrial installations

or motorways major roads. Rural sites should measure air quality

which is representative of at least 1000 km2.

Traffic station (T) Area located such that its pollution level is determined predominantly

by the emissions from nearby traffic, such as roads, motorways, and

highways. Traffic sites should measure air quality representative of

a street segment no less than 100m length. Furthermore, sampling

probes shall be at least 25m from the edge of major junctions and

more than 10m from the kerbside.

Industrial station (I) Area located such that its pollution level is influenced by emissions

from nearby single industrial sources or industrial areas with many

sources. Industrial stations should measure air quality representative

of at least 250m × 250m.

Background station (B) Area located such that its pollution level is not influenced signifi-

cantly by any single source or street, but rather by the integrated

contribution from all sources upwind of the station, e.g. by all

traffic, combustion sources, etc. upwind of the station in the city.

Background sites should measure air quality representative for

several km2.

4.2.3 Forecasting horizon

The structure of a multi-step ahead forecasting scheme which was adapted in the ex-

periments is given in Figure 4.1. It can be seen that some related measurements in

the previous hours is utilised by the model. The parameter h refers to the forecasting
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horizon. It can be seen that the farther out the forecasting horizon, i.e. the greater the

value of h, the lesser samples become available due to the time shifting required. As

such, the total amount of samples available for training and training could be calculated

as total samples = (N − h), where N is the total number of samples. On the other

hand, the parameter d refers to the delay or lag, which determines how much data in

the past are used for model training.

Fig. 4.1. The structure of the multi-step ahead forecasting scheme.

4.2.4 Performance Indices

The models that were developed in all the experiments are validated using various

comprehensive performance metrics. In detail, the replicative and predictive validity

of the model results are assessed to ensure that the models can be utilised for their

intended purpose with confidence.

As thoroughly discussed by Humphrey et al. (2017), replicative validation metrics

ensure that the model has captured the underlying relationship in the training data,

while predictive validation metrics assess the generalisation ability of the model.

The following statistical metrics were employed: the RMSE, MAE, and Index of

Agreement (IA) or Willmott’s index (Willmott et al., 2012). The said metrics are
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described in Table 4.2. The RMSE is one of the most popular indices based on the

squares of the differences between actual and modelled output values, while MAE is

based on the absolute differences between actual and modelled output values. Lower

RMSE and MAE values translate to better model performances. IA is a dimensionless

index that is more rationally accounts the accuracy of model results than any other

existing indices. In fact, the use of the more traditional linear correlation coefficient, R,

and its square, R2, are not recommended as a measure of model performance as their

magnitudes are not consistently related to the accuracy of model results (Willmott,

1982). The metric values are bounded by -1.0 and 1.0, and should be closer to 1.0 for

best-performing models.

Table 4.2. Model performance metrics.

Abbreviation Definition Formula

RMSE Root Mean Squared Error RMSE =

√√√√√ 1

N

N∑
i=1

(Pi −Oi)
2

MAE Mean Absolute Error MAE =
1

N

N∑
i=1

|Pi −Oi|

IA Index of Agreement IA = 1−
∑N

i=1 (Pi −Oi)
2∑N

i=1

[∣∣Pi − Ō
∣∣+
∣∣Oi − Ō

∣∣]2
Note that Pi and Oi are the predicted and observed values of NO2 concentration,

respectively, and P̄ and Ō are the mean value of the predicted and observed values of

the predictand, respectively.

The models developed in Experiment 2.2 are further assessed by determining their

ability to accurately forecast hourly AP limit exceedances or hourly episodes, see the

contingency table shown in Table 4.3 The columns are the forecast values and the rows

are the actual values. In the matrix,

• TN is the number of hourly episodes correctly identified as an episode;

• FP is the number of hourly episodes incorrectly identified as an episode, e.g. false

alarm;

• FN is the number of hourly episodes incorrectly identified as a non-episode, and
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• TP is the number of hourly episodes correctly identified as an episode.

The NO2 level of 100 µg/m3 was selected as it is found that levels beyond it are

considered unhealthy for sensitive groups, including those with lung disease, children

and older adults (USEPA, 2016).

Table 4.3. Contingency table for a two-category forecast.

Forecast

< 100 µg/m3 ≥ 100 µ g/m3

Actual < 100 µg/m3 TN FP

≥ 100 µg/m3 FN TP

Based on Table 4.3, several metrics can be calculated:

• probability of detection (POD) which represents the fraction of correctly forecast

NO2 limit exceedance, ranging between 0 to 1 and with the best value of 1; and

• false alarm rate (FAR) which is the fraction of false alarms over the total forecast

positive events, ranging between 0 to 1 and with the best value of 0.

Ideally, the POD score should be reasonably high while the FAR score should be rea-

sonably low to maintain public confidence in the NO2 level early warnings. The said

ratios are given by Eq. (4.1), and Eq. (4.2), respectively:

POD =
TP

FN + TP
, (4.1)

FAR =
FP

FP + TP
. (4.2)

Lastly, a visual inspections was undertaken to reveal the performance of the models.

For instance, the following figures were shown: scatter plots of actual versus predicted

data, plots of actual and predicted data, and histogram of residuals.

4.2.5 Software and Hardware Specifications

All computations such as the development of the ANN models and implementation of

all preprocessing techniques are carried out in MATLAB R2019b environment (The
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MathWorks, 2019). All spatial analyses and mapping were performed by ArcGIS soft-

ware version 10.6 (Environmental Systems Research Institute, 2020). Furthermore, the

computations were performed in an Intel(R) Xeon(R) E5-2620 CPU with 2.10GHz

processors, 8 physical cores, 16 logical processors, NVIDIA Quadro K620 2 GB DDR3

GPU memory, and 16 GB memory.

4.3 Settings for Experiment 1

4.3.1 Collected data and site locations

The selected target site for Experiment 1 is the London Marylebone Road (MAR)

which is a busy road comprising of three lanes of traffic in each direction and carry-

ing approximately 90,000 vehicles per weekday (DEFRA, 2020). As such, MAR site

is considered as one of the most polluted streets in the United Kingdom, exceeding

annual legal limit of 40 µg/m3 for NO2 levels several times in the past four years (The

Guardian, 2017). The dataset collected from MAR site thus exhibits a wide range of

NO2 levels, particularly numerous peak levels. As such, the dataset was as selected

to assess the performance of the proposed models of all experiments in this thesis.

MAR site is also expected to represent many other urban locations exhibiting a similar

range of NO2 concentration values. To account for the influence of the AP levels from

a neighbouring site, measurements from the London Bloomsbury (BLM) site, which is

approximately 2 km away from MAR site, were also collected. As shown in Figure 4.2,

MAR and BLM sites fall under traffic and background types, respectively.

(a) MAR site (b) BLM site

Fig. 4.2. Maps describing a) MAR and b) BLM sites (via Google Maps).
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Continuous measurements of emissions and meteorological predictors were used to

train the MLP models in Experiment 1. In more detail, hourly values of NO, NO2, CO,

PM10, PM2.5, O3, barometric pressure (BP), temperature (T), wind direction (WD)

and wind speed (WS) levels measured from January 2014 to December 2016 were col-

lected. The set of predictors were initially selected based on availability and complete-

ness. Furthermore, a combination of primary and secondary gaseous and particulate air

pollutants were chosen as relationships between them are known to occur. The meteo-

rological parameters were selected as they influence the dispersion of air pollutants in

the ambient environment. Note that the wind-related variables were transformed into

two components, namely, Wx = WS cos (WD), and Wy = -WS sin (WD), to account

for their cyclic characteristic and avoid sudden jumps of values (Arhami et al., 2013).

Table 4.4 lists the selected predictors and their statistical properties for the specified

collection period. Note that those ending with ’ bg’ denote the predictors collected from

a background site, e.g. BLM site.

Table 4.4. Descriptive statistics of hourly air pollutant and meteorological data for
the period January 2014 to December 2016 (DEFRA, 2004).

Predictor Unit Mean Median Std. Dev. Min Max Missing

data (%)

NO2 µg/m3 90.35 84.63 40.91 8.06 321.91 1.34

O3 µg/m3 14.81 10.28 13.18 0 98.69 3.06

NO µg/m3 142.19 108.19 115.37 1.53 872.83 1.34

CO µg/m3 0.52 0.47 0.27 0 2.51 6.56

PM10 µg/m3 25.44 22.70 14.14 0 118.50 6.19

PM2.5 µg/m3 16.63 14.40 10.88 0 97.10 3.37

WD ◦ 197.40 225.00 98.14 0 360.00 3.10

WS m/s 3.42 3.10 1.68 0 12.60 3.10

T ◦C 10.16 10.10 5.70 -6.70 29.60 3.10

BP m̄ 1009.99 1011.00 9.90 976.00 1038.00 3.10

O3 bg µg/m3 28.12 26.14 19.88 0 138.09 1.03

NO bg µg/m3 18.91 8.66 29.71 0.06 432.42 1.49

NO2 bg µg/m3 46.92 45.23 21.21 0.48 192.43 1.54

PM10 bg µg/m3 19.40 16.10 12.61 0 147 12.28

PM2.5 bg µg/m3 12.51 9.40 10.71 0 96.50 4.62

WD bg ◦ 202.33 229.80 92.36 0 360 3.01

WS bg m/s 3.34 3.00 1.72 0 13.10 3.01

T bg ◦C 10.34 10.30 5.75 -6.80 29.40 3.01

The collected NO2 data from MAR site has the mean and median concentrations of
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90.35 µg/m3 and 84.63 µg/m3, respectively. The statistics reveal the relatively higher

pollution levels in MAR site when compared to those collected from BLM site. Fur-

thermore, the emissions data in MAR site exhibit higher variability than those from

BLM site according to the computed standard deviation values of the NO2 data from

both sites. Finally, it is evident that the collected dataset suffer from varying amounts

of missing values, ranging from 1.03% to 12.28%.

Figure 4.3 displays the complete (and imputed) time series of the hourly NO2 data,

the parameter to be estimated in the current experiment. Note that the Data Aug-

mentation (DA) was used to address the issue of missing data (see Section 4.3.2 for

more details). The collected hourly NO2 levels appear to vary rapidly and cover a wide

range of values between short periods of time. Due to the complexity of the dynamics

between NO2 pollution and other parameters, a more comprehensive visual inspection

needs to be done. The time series plots of the predictors utilised in Experiment 1 can

be found in Appendix E.
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Fig. 4.3. Hourly NO2 measured in MAR site during from January 2014 to December
2016.

Figure 4.4 shows the plot of the same hourly NO2 values over hourly (at the top)

and daily (at the bottom) cycles. Higher mean values and amplitudes take place from

7am to 10am and from 3pm to 6pm in comparison to the other times of the day. The

said observed peaks represent peak travel hours demonstrating the strong influence of

road transportation especially from diesel vehicles on roadside NO2 levels (DEFRA,

2004; Colls, 2001; WHO, 2003). The said differences in the mean concentration level
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and the amplitude of the hourly time series indicate the presence of hourly seasonality.

Furthermore, the box plot of the collected data over daily cycles exhibits seasonality of

NO2 levels. For instance, higher levels are observed on weekdays while lower ones are

seen during on weekends.
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Fig. 4.4. Hourly box plots of the collected NO2 data for each hour from January 2014
to December 2016.

Given the said findings, temporal predictors such as hour of the day, e.g. 1, 2, . . . , 24,

and day of the week, e.g. 1, 2, . . . , 7, were also included in the candidate set of predictors.

However, such values introduce abrupt changes especially when fed to sigmoidal transfer

function. To avoid discontinuity and account for their cyclic trend, the temporal pre-

dictors were transformed using the following expressions: sin (2πh/24), cos (2πh/24),

sin (2πd/7), and cos (2πd/7), where h is the hour of the day, and d the day of the

week (Chelani et al., 2002).
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4.3.2 Model Development

The Data Augmentation (DA) algorithm (Tanner and Wong, 1987) was applied to

address the missing data. It consists of an iterative process that alternatively fills in

missing data and makes inferences about the unknown parameters in a random manner.

Details regarding the algorithm can be found in Appendix D. Furthermore, the max-

min data normalisation was performed to ensure that all values fall between zero to

one (Hagan et al., 1995). Given a predictor set X, the technique can be described as

follows:

xnorm =
x− xmin

xmax − xmin
, (4.3)

where xnorm is the normalised value of x ∈ X, and xmin and xmax are the minimum

and maximum values of X, respectively.

Several MLP models based on different sets predictors selected by stepwise regres-

sion, NCA with regularization, SFS, and regression trees techniques were built in this

experiment. In addition, a MLP model that use all set of collected predictors was also

developed to serve as a benchmark. Table 4.5 shows the settings used to implement

the said predictor selection techniques.

Table 4.5. List of parameter settings utilised by the predictor selection techniques.

Technique Parameter Value

Stepwise Regression Intercept term Constant

Distribution Normal (default)

Criterion SSE

NCA with regularisation Regularisation (λ) Optimised via 5-fold CV partition

Fitting method Fitting using all data

Weight solver Stochastic Gradient Descent

Loss function MSE

Gradient tolerance 1e-4

Epsilon value (Interquartile range of Y )/13.49

Iteration limit 30

SFS No. of CV partition 10-fold

Objective function MSE of MLP model results

Regression Tree Leaf Merge Flag On

Minimum parent size 10

No. of bins Empty

Predictor Selection Curvature Test
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Furthermore, a plain MLR model was also developed to serve as linear benchmark

to the employed non-linear models in this experiment. Note that the only stepwise

regression was applied to identify the best predictors for the MLR model. Table 4.6

lists all the models built in Experiment 1.

Table 4.6. List of proposed and benchmark models developed in Experiment 1.

Model Code Model Details

MLPSR MLP model using the predictors selected by Stepwise Regression

MLPNCA MLP model using the predictors selected by NCA with regularisation

MLPSFS MLP model using the predictors selected by SFS

MLPRT MLP model using the predictors selected by Regression Tree

MLPALL MLP model using all predictors

MLPMET MLP model using only meteorological predictors

MLPPOL MLP model using only emission-type predictors

MLPTIME MLP model using only time-scale predictors

MLRSR MLR model using the predictors selected by Stepwise Regression

Both 10-fold cross-validation and block splitting approaches were applied to train

and evaluate the performance of the developed models. In detail, all points during

the collection period, e.g. from January 2014 to December 2016, were utilised for the

training and testing of the model under 10-fold cross-validation. On the other hand,

the first 90% of the collected hourly data were allocated to train the models while the

remaining points were used for validation purposes under block splitting.

The MLP-based models built in this experiment have the structure P-H-1, where

P denotes the number of predictors used, H is the number of nodes in the hidden

layer, and 1 output node. Only one hidden layer was applied as it was found to be

sufficient in approximating any smooth measurable mapping between predictors and

predictands (Hornik et al., 1989). The value of H is determined through a trial-and-

error approach in which several models with various hidden node configurations were

run 100 times to account for the sensitivity of the initial random values of the weight

and bias parameters. The value of H that yields the least average residual scores of the

model using the training set was then chosen for the model testing stage. Finally, the

log sigmoid transfer function was chosen for the hidden layers, and the linear function

for the output layer.

The MLP models in this experiment were trained using the LM algorithm. In
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addition, the forecasting horizon values used in this experiment are h = 0, 1, 2, 3. Lastly,

the models were evaluated using the statistical indices described in Table 4.2.

4.4 Settings for Experiment 2

4.4.1 Collected data and site locations

The models employed in Experiment 2 were developed based on the air quality data

collected in Central London. For the Experiment 2.1 which involves the temporal

modelling of NO2 levels, predictors from MAR site were utilised. The selection of the

optimal predictors is based on the results of Experiment 1. On the other hand, several

monitoring sites surrounding MAR site were chosen in Experiment 2.2 dealing with the

spatiotemporal modelling of NO2 levels. The number of sites considered for investiga-

tion was limited to five, representing those closest to MAR site. As such, the following

sites were selected: (1) London Marylebone Road, (2) London Bloomsbury, (3) Cam-

den Kerbside, (4) North Kensington, (5) Tower Hamlets Roadside, and (6) London

Westminster (see Figure 4.5).
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Fig. 4.5. Case study area.
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The number of sites considered for investigation was limited to five, representing

those closest to MAR site. The neighbouring sites were also selected based on data

availability and site environment type. In more detail, only urban type monitoring sites

and those with missing values of less than or equal to five percent of the total number

of data from January 2013 to December 2014 were selected. A total of 105,120 data

points were collected in total, e.g. 17,520 data points from each chosen site.

Table 4.7 provides the location and description of the selected monitoring sites,

while the maps describing the selected sites and their vicinity are given in Figure 4.6.

Table 4.7. Air quality monitoring sites, coordinates, and site environment type.

Site name Site Latitude / Longitude Environment

Code type

London Marylebone Road MAR 51◦ 31 ′ 21.10 ′′ N, 0◦ 9 ′ 16.59 ′′ W Urban traffic

London Bloomsbury BLM 51◦ 31 ′ 20.24 ′′ N, 0◦ 7 ′ 33.20 ′′ W Urban background

Camden Kerbside CAM 51◦ 32 ′ 39.15 ′′ N, 0◦ 16 ′ 30.96 ′′ W Urban traffic

North Kensington KEN 51◦ 31 ′ 15.78 ′′ N, 0◦ 12 ′ 48.57 ′′ W Urban background

Tower Hamlets Roadside HAM 51◦ 31 ′ 21.10 ′′ N, 0◦ 2 ′ 31.75 ′′ W Urban traffic

London Westminster WST 51◦ 29 ′ 40.81 ′′ N, 0◦ 7 ′ 54.92 ′′ W Urban background

All selected monitoring stations are part of the AURN that has been monitoring AP

levels since 1997 (DEFRA, 2004). The key characteristics of the said sites are described

as follows:

1) MAR is a kerbside site located within one meter of the edge of a busy six-lane

road, A501. Its surrounding area forms a canyon;

2) KEN is a background site situated at a mainly residential area and is 5 meters

away from a quiet residential road, St. Charles Square. CAM is a kerbside site situated

at the southern end of a broad street canyon where the road is often busy;

3) BLM is a background site situated within the north-east corner of a central

London garden with all four sides surrounded by a two-lane one-way road system. The

site is surrounded by small buildings;

4) WST is a background site situated in the car park of a building, Westmin-

ster Coroner’s Court, 17 meters away from an intersection between two-lane roads,

B323 Horseferry Road and Regency Street. The site is surrounded by a mix of com-

mercial and residential areas; and
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(a) MAR (b) BLM

(c) CAM (d) KEN

(e) HAM (f) WST

Fig. 4.6. Maps of the selected sites and their vicinity (via Google Maps).

5) HAM is a kerbside site situated within an existing building, part of Queen Mary

and Westfield College, on a busy dual carriageway road, A11 Mile End Road. Its

surrounding area consists of commercial and residential buildings.

Table 4.8 presents the measure of central tendency and dispersion of the collected

NO2 concentration data from all chosen sites. It is evident that the NO2 concentration

measured from MAR, CAM and HAM sites during the period 2013-2014 suffer from

high NO2 concentrations with recorded mean values of 89.18 µg/m3, 68.10 µg/m3 and

61.29 µg/m3. In fact, breaches of the legal limit were observed 127 and 56 times at MAR

and CAM sites, respectively, while a breach was recorded only twice at HAM site. On

the other hand, the annual mean NO2 concentration levels at KEN, BLM and WST sites
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were significantly lower, e.g. 35.63 µg/m3, 51.46 µg/m3, and 45.40 µg/m3, respectively,

compared to those from the roadside sites. Finally, the missing NO2 concentration data

in this study ranged from approximately 0.5% to 2.0%.

Table 4.8. Descriptive statistics of the collected hourly NO2 concentration data.

Sites

MAR KEN CAM BLM WST HAM

Mean [µg/m3] 89.18 35.63 68.10 51.46 45.40 61.29

Median [µg/m3] 82.99 31.03 62.46 50.27 43.62 59.36

Maximum [µg/m3] 280.74 173.73 368.86 192.43 174.72 237.79

Minimum [µg/m3] 7.25 0 5.56 1.14 0.29 0.92

Standard deviation [µg/m3] 40.30 21.32 35.58 22.47 22.57 28.63

Missing data [%] 1.32 1.63 0.47 1.26 1.03 1.79

The observations above are in agreement with the box plots of the hourly variations

of the collected NO2 concentration data shown in Figure 4.7. The time series plots of

the collected NO2 data can be found in Appendix H. Higher mean NO2 concentration

values and range are exhibited by the data collected from MAR, CAM and HAM

sites in comparison to those shown by the data from BLM, KEN and WST sites.

Results from using the said collected datasets with a wide range of characteristics

could provide valuable information revealing the influence of site location types on

model performance.
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Fig. 4.7. Hourly box plots of the collected NO2 data from the selected monitoring
sites during the two-year study period.
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4.4.2 Model development

In this experiment, the schemes employed in the data preprocessing in the previous

experiment are also applied. Experiment 2 can be split into two main sub-experiments,

namely, temporal modelling, and spatiotemporal modelling. As such, there are major

distinctions regarding the predictors selected for the models of each sub-experiment.

For the temporal modelling tasks, the schemes applied for prediction selection in

Experiment 1 adapted. In contrast, leave-one-out cross-validation methodology and

correlation analysis were carried out to train the spatiotemporal models. In more detail,

the information from the neighbouring sites will be used to estimate the pollutant level

of a given target site. For instance, the NO2 levels in MAR site will be modelled using

only NO2 levels from the neighbouring sites. The aim of this approach is to determine

to ability of the proposed wavelet-based ANN models estimate the spatiotemporal

variations of air pollutant levels.

A similar ANN architecture, e.g. a feedforward ANN (the MLP model), was also cho-

sen as benchmark models for both sub-experiments. However, a deep RNN, e.g. LSTM

model, was developed in Experiment 2.2 for the spatiotemporal estimation of NO2 lev-

els.

Data-intensive hybrid models that underwent wavelet preprocessing were proposed

to test their superiority over the plain MLP models in both sub-experiments. As

described in Chapter 3 Section 3.3.1, a wavelet decomposition technique is applied to

split the original time series exhibiting high variability into several subseries with lower

variability. Daubechies wavelets were chosen to approximate the raw time series signal

for various reasons. Firstly, Daubechies wavelets are a family sophisticated wavelets

capable of approximating continuous signals more accurately with fewer fixed scaling

functions (Nievergelt, 2013). Secondly, Daubechies wavelets have been found to perform

well in the past (Siwek and Osowski, 2012; Osowski and Garanty, 2007; Dunea et al.,

2015). The names of the Daubechies family wavelets are usually written as DbNv,

where Nv is the number of vanishing moments which determine the ability a wavelet

to approximate any given signal (Nievergelt, 2013).
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Several types and levels of the Daubechies wavelet were tested and selected based on

the ratio std (Aj) /std (S). That is, the standard deviation of Aj must be substantially

smaller than that of the original time series S. However, choosing a larger value of J

increases the number of terms in Eq. (3.19), thus accumulating more approximation

errors when Eq. (3.19) is computed (Osowski and Garanty, 2007). As such, the levels

of the tested Db wavelets were limited from 3 to 5. On the other hand, the number

of vanishing moments, Nv, was limited from 4 to 6. Considering the above-mentioned

conditions, various configurations of Daubechies wavelets were selected.

The use of wavelets has implications on the resulting structure of the ANN models.

Since several wavelets are applied to decompose each time series, the hidden layer

configurations of resulting ANN models corresponding to the number of wavelets need

to optimised. The same trial-and-error procedure for determining the hidden layers for

the MLP models in Experiment 1 was applied here.

All models except the LSTM model are trained and tested using the same process

described in Chapter 4 Section 4.3.2. The LSTM model trained using the ’adam’

training algorithm. Finally, the forecasting horizon values for Experiment 2.1 are h =

0, 1, 6, 12. Only 1-h ahead forecasts are to be carried out in Experiment 2.2.

The list of models to be developed in Experiment 2.1 are as follows: W-MLP

model, e.g. the wavelet-based MLP temporal model, and MLP model, e.g. the plain

MLP temporal model.

On the other hand, the list of models to be developed in Experiment 2.2 is provided

in Table 4.9. Note that CA denotes correlation analysis.

Table 4.9. List of proposed and benchmark models developed in Experiment 2.2.

Model code Model description

W-LSTM-CA Wavelet-based LSTM with predictors selected via CA

W-LSTM Wavelet-based LSTM with all predictors

LSTM-CA Plain LSTM with predictors selected via CA

LSTM Plain LSTM with all predictors

W-MLP-CA Wavelet-based MLP with predictors selected via CA

W-MLP Wavelet-based MLP with all predictors

MLP-CA Plain MLP with predictors selected via CA

MLP Plain MLP with all predictors
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4.5 Settings for Experiment 3

4.5.1 Collected data and site locations

The proposed models were developed using the hourly NO2 concentration data from

monitoring sites across the Greater London area. Figure 4.8 shows the distribution of

the selected air quality monitoring sites across the Greater London area.
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Fig. 4.8. The selected monitoring sites for Experiment 3.

The monitoring sites are part of the AURN of the United Kingdom, and maintained

by the London boroughs, DEFRA, and Transport for London (TfL). Only urban or

suburban monitoring sites with at least 80% of available NO2 concentration data were

considered. As such, 19 monitoring sites were selected, of which approximately 74%

are considered as strategic for AP level assessments by Moorcroft and Marner (2011).

As shown in Table 4.10, the selected sites consist of two kerbside, eleven roadside, two

suburban, and four urban background sites.
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Table 4.10. Air quality monitoring sites, coordinates, and site environment
type (King’s College London, 2019).

Site name Site Site type Latitude / Longitude

code

Bexley - Slade Green BX1 Suburban 51◦ 27 ′ 57.71 ′′ N, 4◦ 11 ′ 5.30 ′′ E

Brent - Ikea BT4 Roadside 51◦ 33 ′ 8.98 ′′ N, 0◦ 15 ′ 29.86 ′′ W

Camden - Bloomsbury BL0 Background 51◦ 31 ′ 20.24 ′′ N, 0◦ 7 ′ 33.20 ′′ W

Camden - Shaftesbury Avenue CD3 Roadside 51◦ 30 ′ 55.92 ′′ N, 0◦ 7 ′37.30 ′′ W

Camden - Swiss Cottage CD1 Kerbside 51◦ 32 ′39.16 ′′ N, 0◦ 10 ′30.97 ′′ W

City of London - Sir John Cass CT3 Background 51◦ 30 ′49.85 ′′ N, 0◦ 4 ′39.96 ′′ W

City of London - Walbrook Wharf CT6 Roadside 51◦ 30 ′ 37.80 ′′ N, 0◦ 5 ′ 29.8 ′′ W

Greenwich - A206 Burrage Grove GN0 Roadside 51◦ 29 ′ 25.92 ′′ N, 0◦ 4 ′ 26.4 ′′ E

Greenwich - Trafalgar Road GR5 Roadside 51◦ 29 ′ 0.42 ′′ N, 0◦ 0 ′0.52 ′′ W

Greenwich - Westhorne Avenue GR9 Roadside 51◦ 27 ′ 22.90 ′′ N, 0◦ 2 ′ 26.59 ′′ E

Greenwich - Woolwich Flyover GR8 Roadside 51◦ 29 ′ 12.78 ′′ N, 0◦ 1 ′ 4.44 ′′ E

Greenwich - Eltham GR4 Suburban 51◦27 ′9.32 ′′ N, 0◦4 ′15.28 ′′ E

Hackney - Old Street HK6 Roadside 51◦ 31 ′ 35.23 ′′ N, 0◦ 5 ′ 5.68 ′′ W

Islington - Holloway Road IS2 Roadside 51◦ 33 ′ 19.41 ′′ N, 0◦ 6 ′ 58.06 ′′ W

Kensington and Chelsea - North Ken KC1 Background 51◦ 31 ′ 15.78 ′′ N, 0◦ 12 ′ 48.57 ′′ W

Tower Hamlets - Blackwall TH4 Roadside 51◦ 30 ′ 54.17 ′′ N, 0◦ 0 ′ 30.31 ′′ W

Tower Hamlets - Mile End Road TH2 Roadside 51◦ 31 ′ 21.11 ′′ N, 0◦2 ′ 31.76 ′′ W

Westminster - Horseferry Road WM0 Background 51◦ 29 ′ 40.81 ′′ N, 0◦ 7 ′ 54.95 ′′ W

Westminster - Marylebone Road MY1 Kerbside 51◦ 31 ′ 21.11 ′′ N, 0◦ 9 ′ 16.59 ′′ W

The kerbside and roadside sites are located within 1 and 12 meters from major

roads. Many of the sites, i.e. CD3, CD1, GR5, GR8, TH4, are situated near a junction

while CT6, HK6, IS2 and MY1 sites are located in street canyons. Only BT4, GN0,

GR9 and TH2 sites are placed in open areas. On the other hand, the urban background

and suburban sites, i.e. CT3, BX1, BL0, GR4, KC1 and WM0, are mostly located on

the outskirts of a city which are away from major AP sources.

Table 4.11 presents the descriptive statistics for the collected hourly NO2 concen-

tration data from the 19 selected monitoring sites within the period 2007 to 2012. The

average hourly NO2 concentrations at all sites are between 24.94 µg/m3 at GR4 and

118.78 µg/m3 at CT6. In all selected sites except BX1, GR4 and KC1, the mean

NO2 values fell above the EU limit value of 40 µg/m3 annual average. The majority

of the high average NO2 levels are observed from roadside and kerbside sites while

relatively low average NO2 levels are exhibited by the urban background and suburban

sites (Beckerman et al., 2008).
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Table 4.11. Descriptive statistics for the collected NO2 concentration data from the
19 selected monitoring sites.

Site code Available Mean NO2 Median NO2 Min NO2 Max NO2 Standard

Data (%) (µg/m3) (µg/m3) (µg/m3) (µg/m3) deviation

(µg/m3)

BX1 95.48 33.22 29.00 -0.51 187.00 21.36

BT4 86.65 69.73 67.00 3.20 331.30 29.46

BL0 94.27 55.95 53.00 6.00 300.00 23.32

CD3 89.93 81.72 78.80 10.20 303.90 29.43

CD1 90.30 78.06 71.00 -8.88 390.00 43.84

CT3 96.01 55.32 53.00 6.10 247.65 23.49

CT6 85.81 124.27 117.70 9.60 367.00 49.50

GN0 96.60 52.65 49.00 -2.34 251.50 29.65

GR5 86.51 52.34 49.60 1.10 258.70 26.80

GR9 96.28 44.07 40.00 -1.05 209.50 27.58

GR8 97.29 74.32 69.50 0.10 310.40 39.00

GR4 93.11 26.56 21.00 -3.56 151.00 19.49

HK6 90.02 66.88 64.40 3.50 294.20 26.53

IS2 98.99 63.58 61.10 0.10 281.50 29.11

KC1 94.93 35.59 31.00 -1.95 401.00 23.57

TH2 81.49 63.56 61.00 2.00 300.00 30.66

TH4 95.08 63.35 60.35 4.80 257.10 27.05

WM0 93.85 41.33 38.00 -1.06 225.00 23.51

MY1 97.49 108.31 99.00 4.00 378.00 55.13

Figure 4.9 shows the box plots of the collected NO2 concentration data from the

selected monitoring sites across the Greater London area.
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Fig. 4.9. Box plots of the collected NO2 data from all 19 sites.

The data collected roadside sites clearly exhibit higher mean values, e.g. all greater
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than 63 µg/m3, and amplitudes than those collected from suburban or background sites.

The roadside and kerbside sites are selected as target sites while the remaining sites

are utilised as reference sites. The evaluation of the proposed modelling approach is

performed through the use of the leave-one-out cross-validation methodology, where the

pollutant concentration of each selected target site is estimated using the information

from the neighbouring sites.

4.5.2 Model Development

The collected data in the current experiment are also preprocessed using the techniques

applied in the previous experiments. To avoid model overfitting, 90% of the data were

allocated for the training, while 10% was utilised for the testing set. For instance, data

from 01/01/07 to 25/05/12 was used to train the model while the data from 26/05/12

to 31/12/12 was used to evaluate the performances of the model.

The architecture of the proposed model is a deep wavelet-based LSTM model,

e.g. wavelet FC-LSTM model. On the other hand, the following models are devel-

oped to serve as benchmark models: (1) a plain feed-forward ANN model, i.e. MLP

model, (2) a plain LSTM model, and (3) a wavelet-based LSTM model. Note that

the benchmark models are built using the same parameter settings used to develop the

proposed model.

The optimal network structure, e.g. hidden nodes and input lags, of both the LSTM

and feed-forward ANN models are determined by trial and error. The optimum number

of hidden layer nodes for the LSTM layer was selected between 100 to 200, and the

optimum number of hidden layer nodes was searched between 10 to 45. Furthermore,

A trial and error procedure was carried out by running the models 100 times to account

for the sensitivity of the training algorithm to initial synaptic weights. The individual

parameter setting that yields the least average forecasting error, i.e. root mean squared

error (RMSE) value was selected. Finally, only 1-h ahead forecasts are to be carried

out in Experiment 3.

The parameter settings of the modelling schemes are shown in Table 4.12.
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Table 4.12. Parameter setting of the developed models.

Modelling process Parameter setting

Wavelet-based LSTM model Input node: Si (t); Input lag: 4; Output node: Ŝi (t);

LSTM: single layer; LSTM node: [100, 125];

Transfer functions: tanh (state) and sigmoid (gate);

Solver: ’adam’; Train epoch: 100; Gradient threshold: 1;

Initial learning rate: 0.005; Learn rate drop period: 125;

Drop factor: 0.2.

Feed-forward ANN model Input node: Ŝi (t); Input lag: 12; Output node: ŷi (t+ 1);

Hidden layer: single; Hidden node: [30, 40, 45];

Transfer functions: tanh (hidden) and linear (output);

Training algorithm: Levenberg-Marquardt; Train epoch: 1000

Initial weights and bias values: random values between -1 and 1.

4.6 Summary

This Chapter has described the settings applied in developing the proposed and bench-

mark models in this research. The site locations and data utilised in training the ANN

models were discussed. More than two years worth of hourly NO2 measurements at sev-

eral roadside locations in Central London were considered in the proposed experiments

set out in Chapter 1.5. The application of the specific model development protocol de-

scribed in Chapter 2.2.2 was also documented in the current chapter. The differences

model configurations between experiments, e.g. predictors utilised, network architec-

ture, hidden layer configurations, etc., were fully described and justified. Finally, the

performance metrics applied in assessing the predictive and replicative validity of the

results of the proposed models were discussed.
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Chapter 5

Results and Discussion

5.1 Introduction

As detailed in Chapter 4, several experiments were conducted to determine the effec-

tiveness of state-of-the-art ANN-based models in forecasting outdoor AP levels. The

following sections provide the results of each step of the model development protocol

presented in Figure 2.5. It is worth noting that the results of the preceding experiments

were utilised in the succeeding experiments which will be thoroughly discussed in the

following sections.

5.2 Experiment 1 results

In the current experiment, four predictor selection techniques have been applied to

identify the best predictors from a candidate set of 21 predictors (see Table 4.4). Several

variants of MLP models were then trained based on the various selected predictor

subsets. In addition, benchmark MLP models based on a pre-defined set of predictors

were also developed to test whether the use predictor selection techniques improve the

performance of plain MLP models.

5.2.1 Predictor Selection

Table 5.1 shows the predictors that were identified by several predictor selection tech-

niques discussed in Chapter 3 Section 3.2. Note that the complete results of the pre-
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dictor selection techniques are given in Appendix F. From an initial set of 21 potential

predictors, forward SR technique identified Wx, T bg and HoDx as insignificant pre-

dictors. NCA with regularisation technique eliminated CO, PM10, PM10 bg, Wx bg,

T bg and HoDx as predictors. SFS technique considered a combination of emissions,

meteorological and temporal-based dummy variables, e.g. O3, NO, Wx, T, O3 bg, and

HoDx, as significant model inputs. Lastly, RT technique only identified O3, NO, CO,

PM2.5, T, O3 bg, and HoDx as significant predictors. For completeness, the predictors

of the benchmark models other than MLPALL were also shown in the table.

Table 5.1. Predictors identified by the predictor selection techniques.

Predictors

Predictor selection techniques

SR NCA SFS RT MET POL TIME

O3 x x x x x

NO x x x x

CO x x x

PM10 x x

PM2.5 x x x x

Wx x x x

Wy x x x

T x x x x x

BP x x x

O3 bg x x x x x

NO bg x x x x

NO2 bg x x x x

PM10 bg x x

PM2.5 bg x x x

Wx bg x x

Wy bg x x x

T bg x

HoDx x x

HoDy x x x x

DoWx x x x

DoWy x x x

In summary, predictors such as O3, T, and O3 bg were identified as significant by

all predictor selection techniques, while PM2.5 was selected by at least three of the

said techniques. The finding supports several results within the literature indicating

that the concentration of any pollutant depends mainly on meteorological conditions

and emission rates (Gorai and Mitra, 2017; Robeson and Steyn, 1990; Ziomas et al.,

1995). The temporal-based dummy predictors such as HoDx, HoDy, DoWx, and DoWy
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were also chosen by the said selection techniques. This finding reveals that the said

predictors can provide information needed by the model to account for the variations

in outdoor NO2 emissions according to these time scales (Elangasinghe et al., 2014).

In contrast, T bg was considered irrelevant by all of the techniques, which could be

explained by the presence of another variable, e.g. T, that already has a significant

influence on the target variable.

5.2.2 Hidden Layer Optimisation

The results of the trial-and-error scheme for identifying the optimal number of hid-

den nodes according to the selected predictors are shown in Table 5.2. Note that all

models share the same initial training parameters. In more detail, each model were

implemented using the similar data splitting configurations, number of max iteration

limits, initial weights and bias factors, and training algorithm.

Table 5.2. Final structure of the MLP-based models (where ni, nh and no denote the
number of nodes in the input, hidden and output layers, respectively).

Model Predictors utilised ni − nh − no

MLPSR O3, NO, CO, PM10, PM2.5, Wy, T, BP, O3 bg, NO bg, NO2 bg, 18-27-1

PM10 bg, PM2.5 bg, Wx bg, Wy bg, HoDy, DoWx, DoWy

MLPNCA O3, NO, PM2.5, Wx, Wy, T, BP, O3 bg, NO bg, NO2 bg, PM2.5 bg, 16-25-1

Wy bg, HoDy, DoWx, DoWy

MLPSFS O3, NO, Wx, T, O3 bg, HoDx 6-28-1

MLPRT O3, CO, PM2.5, T, O3 bg, NO bg, NO2 bg, HoDy 8-28-1

MLPALL All predictors 21-25-1

MLPMET Wx, Wy, T, BP, Wx bg, Wy bg, T bg 7-28-1

MLPPOL O3, NO, CO, PM10, PM2.5, O3 bg, NO bg, NO2 bg, PM10 bg 10-27-1

MLPTIME HoDx, HoDy, DoWx, DoWy 4-20-1

The minimum and maximum number of hidden nodes were chosen according to the

results of an initial study (Cabaneros et al., 2017). Table 5.2 indicates that most models

exhibit minimal average RMSE values on the testing set using 25 to 28 hidden nodes.

Furthermore, the findings reveal that a higher number of utilised predictors does not

necessarily translate to higher number of optimal hidden nodes. This observation is

demonstrated by the MLPNCA and MLPALL models. The complete results are provided

in Appendix G.
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5.2.3 Model Validation Results

Table 5.3 shows the validation results of the developed ANN models in forecasting

hourly NO2 concentration levels in MAR site using the test sets. The third to fifth

columns of the table show the performance metrics results in terms of RMSE (in

µg/m3), MAE (in µg/m3) and IA, respectively, using the block data splitting con-

figuration. The last three columns of the table show the same metrics but using 10-fold

cross-validation.

The best forecasting results are achieved by the models that implemented predictor

selection techniques. In detail, the MLPSFS models yielded the best results, with IA

scores ranging from 0.87 to 0.97 and from 0.93 to 0.98 using block splitting and 10-fold

cross-validation, respectively. This finding indicates that a combination of emissions,

e.g. O3, O3 bg and NO, meteorological, e.g. Wx and T , and temporal-based, e.g. HoDx,

variables can accurately approximate the hourly NO2 levels in MAR site 0-h to 3-h in

advance. The findings are in agreement with the results of previous related case studies

within the literature (Cabaneros et al., 2019).

The MLPRT models also provided satisfactorily superior results comparable to those

from the MLPSFS models. Although both MLPSR and MLPNCA models also exhibit

highly accurate forecasts, MLPRT and MLPSFS models outperform the rest in terms of

model parsimony. That is, the models provided accurate results while only utilising a

minimal number of predictors. This is beneficial in some real-world applications where

only a few predictors are available or measured accurately. Satisfactory results are also

achieved by the MLPPOL models, indicating the significance of emission-type predictors

in estimating the concentration levels of outdoor air pollutants such as NO2 (Colls,

2001).

On the other hand, poor performance are exhibited by the MLPTIME and MLPMET

with IA scores below 0.70 and RMSE and MAE scores higher than 36 µg/m3 and

27 µg/m3, respectively. This indicates that information either temporal-based or me-

teorological parameters alone are not enough in accurately modelling NO2 levels.
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Table 5.3. Predictive validation results of the developed models for the forecasting of
hourly NO2 levels.

Model Horizon

Performance Criteria

RMSE MAE IA RMSECV MAECV IACV

MLP SR + 0 hr 15.862 11.753 0.964 13.641 10.114 0.969

+ 1 hr 21.089 14.904 0.933 18.502 13.772 0.940

+ 2 hr 24.502 17.573 0.908 22.283 16.842 0.905

+ 3 hr 27.199 19.565 0.880 24.788 18.856 0.876

MLPNCA + 0 hr 16.514 12.298 0.961 12.093 25.595 0.976

+ 1 hr 21.378 15.360 0.931 17.325 25.610 0.948

+ 2 hr 25.458 18.075 0.897 20.585 26.011 0.923

+ 3 hr 27.783 20.264 0.873 22.476 26.395 0.904

MLPSFS + 0 hr 13.754 10.120 0.972 11.855 8.534 0.977

+ 1 hr 19.228 13.792 0.942 17.169 12.557 0.949

+ 2 hr 23.551 17.248 0.905 20.355 15.102 0.925

+ 3 hr 26.953 20.128 0.868 22.374 16.763 0.905

MLPRT + 0 hr 15.901 12.054 0.965 12.311 8.911 0.975

+ 1 hr 21.237 15.115 0.933 17.843 13.087 0.944

+ 2 hr 24.879 17.925 0.901 21.793 16.313 0.911

+ 3 hr 28.516 21.055 0.861 24.376 18.507 0.882

MLPALL + 0 hr 17.456 15.591 0.927 16.698 13.459 0.948

+ 1 hr 22.159 18.434 0.899 21.708 17.182 0.912

+ 2 hr 25.432 20.826 0.874 24.368 19.260 0.903

+ 3 hr 27.351 23.438 0.856 26.086 20.651 0.878

MLPMET + 0 hr 36.444 28.013 0.693 32.570 25.595 0.718

+ 1 hr 36.028 27.771 0.701 32.424 25.610 0.722

+ 2 hr 35.931 27.736 0.701 32.757 26.011 0.712

+ 3 hr 36.076 27.948 0.695 33.173 26.395 0.698

MLPPOL + 0 hr 17.138 12.931 0.958 12.713 9.212 0.974

+ 1 hr 21.077 14.922 0.931 18.732 13.843 0.938

+ 2 hr 26.270 19.135 0.880 24.093 18.085 0.885

+ 3 hr 30.642 23.036 0.821 27.785 21.162 0.831

MLPTIME + 0 hr 37.575 30.590 0.657 33.219 26.500 0.701

+ 1 hr 37.584 30.591 0.657 33.203 26.495 0.701

+ 2 hr 37.580 30.592 0.657 33.211 26.497 0.702

+ 3 hr 37.575 30.581 0.657 33.215 26.492 0.702

Figure 5.1 shows the plots of the first 500 samples of the 1-h ahead forecasting

results of MLPALL and MLPSFS models. The plots represent the results of the said

models using the block data splitting scheme, e.g. the plotted values represent those

hourly NO2 concentration levels measured and modelled from 03/01/17 at 22:00 to

24/01/17 at 18:00. The plot of the forecasting results of the MLPSFS model coincides
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very well with the actual hourly NO2 data, which is in agreement with the error indices

in Table 5.3. In contrast, the MLPALL model clearly encounters some difficulties in

approximating peak actual NO2 levels measured at MAR site. Even the MLPSFS model

slightly fails in estimating several peak NO2 concentration trends. This finding can be

explained the inability of empirical models in general to capture extreme concentration

levels due to the under-representation of these cases in the training data (Gong and

Ordieres-Meré, 2016).
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Fig. 5.1. Comparison of the 1h-ahead forecasting results of MLPALL and MLPSFS

models.

The findings above can also be said of the model results using the training sets (see

Table 5.4). The best performance is also achieved by MLPSFS models while the worst

by the MLPTIME models. The models are clearly able to replicate the intrinsic qualities

of the training set for the actual NO2 levels in MAR site. It is also apparent that the

results in the table below are slightly better than those listed in Table 5.3. This finding

expected as the training set contains more sample that enables the models to learn and

perform better.
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Table 5.4. Replicative validation results of the developed models

Model Horizon

Performance Criteria

RMSE MAE IA RMSECV MAECV IACV

MLP SR + 0 hr 13.441 9.988 0.970 13.502 10.030 0.970

+ 1 hr 18.328 13.720 0.939 18.266 13.624 0.941

+ 2 hr 21.934 16.605 0.906 22.075 16.709 0.907

+ 3 hr 24.483 18.678 0.875 24.476 18.649 0.879

MLPNCA + 0 hr 11.526 8.376 0.978 11.686 8.525 0.978

+ 1 hr 16.585 12.210 0.952 16.817 12.392 0.951

+ 2 hr 19.618 14.608 0.929 19.911 14.800 0.928

+ 3 hr 21.454 16.114 0.911 21.786 16.352 0.910

MLPSFE + 0 hr 11.234 8.138 0.979 11.283 8.218 0.980

+ 1 hr 16.394 12.054 0.953 16.531 12.156 0.953

+ 2 hr 19.474 14.531 0.930 19.609 14.607 0.931

+ 3 hr 21.313 16.044 0.913 21.526 16.177 0.913

MLPRT + 0 hr 11.873 8.599 0.977 11.988 8.738 0.977

+ 1 hr 17.268 12.756 0.947 17.455 12.879 0.947

+ 2 hr 21.239 15.923 0.914 21.515 16.126 0.913

+ 3 hr 23.725 18.038 0.885 23.902 18.171 0.887

MLPALL + 0 hr 14.134 10.056 0.950 15.218 11.147 0.940

+ 1 hr 18.875 13.647 0.926 19.982 14.738 0.917

+ 2 hr 21.465 15.621 0.908 22.621 17.753 0.909

+ 3 hr 22.992 16.864 0.895 24.161 19.489 0.886

MLPMET + 0 hr 31.942 25.113 0.723 32.390 25.462 0.721

+ 1 hr 33.956 26.272 0.723 32.207 25.428 0.717

+ 2 hr 35.220 28.574 0.714 32.555 25.849 0.696

+ 3 hr 36.650 30.010 0.701 33.002 26.255 0.672

MLPPOL + 0 hr 12.253 8.855 0.975 12.498 9.087 0.975

+ 1 hr 18.340 13.609 0.939 18.361 13.625 0.941

+ 2 hr 23.568 17.741 0.888 23.650 17.797 0.890

+ 3 hr 27.211 20.799 0.834 27.351 20.875 0.837

MLPTIME + 0 hr 32.589 25.945 0.708 33.107 25.407 0.714

+ 1 hr 34.594 26.950 0.698 34.111 26.413 0.703

+ 2 hr 35.586 27.944 0.681 35.096 27.397 0.694

+ 3 hr 39.582 30.139 0.657 37.993 29.393 0.677

The error histograms of both the 1-h forecasting results of MLPALL and MLPSFS

models are shown in Figure 5.2. The error distribution of the MLPSFS model is centered

at around 25 ± 5µg/m3 but with a smaller range, e.g. -60 µg/m3 to 150 µg/m3. This

reveals that the model has less under- and over-predictions of the measured data. In

contrast, the error distribution of the MLPALL model tends to center around 0 µg/m3
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to 10 µg/m3 but with a much wider range, e.g. from -150 µg/m3 to 150 µg/m3.
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Fig. 5.2. Error histograms of the 1-h ahead forecasting results of MLPALL and MLPSFS

models.

Figure 5.3 and Figure 5.4 show the comparison of the 1-h ahead forecasting results

of all MLP-based models and the actual NO2 values from MAR site. The scatter plots

reveal the effectiveness of the predictor selection techniques. In detail, the majority

of the points yielded by the models that applied predictor selection are concentrated

near the ideal fit. Conversely, the points representing the results of the MLPALL model

tend to disperse away from the ideal fit especially above 150 µg/m3 values of the actual

NO2 data. Finally, the underwhelming performance of both MLPMET and MLPTIME

models are clearly depicted in the scatter plots in which a lot of points are sparsely

located at both high and low concentration ends.
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(a) MLPSR
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(b) MLPNCA
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(c) MLPSFS
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(d) MLPRT
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(e) MLPALL
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(f) MLPMET

Fig. 5.3. Scatter plots of the 1-h ahead results of the developed MLP models.

Figure 5.5 and Figure 5.6 show the RMSE, MAE and IA values of all developed

models across various forecasting horizon values. At the lower forecasting horizons,

e.g. h = 0 and h = 1, the performance of the MLP models that employed predictor
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(a) MLPPOL
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(b) MLPTIME

Fig. 5.4. (continued) Scatter plots of the 1-h ahead results of the developed MLP
models.

selection is comparable. As with any forecasting tasks, however, the performance of

all models tend to degrade as the forecasting horizon increases (Valput et al., 2019;

Cabaneros et al., 2020; Coman et al., 2008). As shown in Figures 5.5a and 5.6a, the

RMSE and MAE values of the models increase as forecasting horizons move from 0-h

to 3-h. On the other hand, the decreasing accuracy of results of the developed models

in terms of IA scores is also clearly exhibited as seen in Figure 5.6b.
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Fig. 5.5. Scatter plots of the 1-h ahead results of the developed MLP models.
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Fig. 5.6. (continued) Scatter plots of the 1-h ahead results of the developed MLP
models.

The degradation of model performance results as the forecasting horizon increases

is also illustrated in terms of error distributions. As shown in Figure 5.7, the range of

errors of the MLPSFS model becomes larger as the forecasting horizon moves from 1-h

to 3-h.
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Fig. 5.7. Error histograms of the 1-h, 2-h, and 3-h ahead forecasting results of the
MLPSFS model.

To compare the MLP model performance with linear approaches, MLR models

were also developed to serve as benchmark to the MLP models. The predictive and

replicative validation results of the MLPSR and MLR models are shown in Table 5.5.

Table 5.5. Predictive and replicative validation results of the MLPSR and MLR mod-
els.

Model Horizon

Predictive Replicative

RMSE MAE IA RMSE MAE IA

MLPSR + 0 hr 15.862 11.753 0.964 13.441 9.988 0.970

+ 1 hr 21.089 14.904 0.933 18.328 13.720 0.939

+ 2 hr 24.502 17.573 0.908 21.934 16.605 0.906

+ 3 hr 27.199 19.565 0.880 24.483 18.678 0.875

MLR + 0 hr 26.891 20.890 0.869 22.3733 17.361 0.8977

+ 1 hr 28.717 22.279 0.842 24.9724 19.341 0.8637

+ 2 hr 30.606 23.865 0.807 27.6189 21.408 0.8196

+ 3 hr 32.234 25.300 0.774 29.4702 22.952 0.7809

The results indicate the superiority of the MLP models over the MLR models ac-

cording to the RMSE, MAE and IA results. For instance, the RMSE and MAE values of

the real-time predictions of the MLPSR model are 69.53% and 77.74% lesser than those

yielded by the MLR model. Moreover, the IA values of the said MLP model is 9.85%
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higher than those from the MLR model. This finding clearly show the ability of MLP

models in capturing the non-linearity in the relationship between several predictors and

hourly NO2 levels in MAR site that a linear model is unable to approximate (Gardner

and Dorling, 1998; Elangasinghe et al., 2014). On the other hand, a sudden decrease

in accuracy is exhibited by the MLR model results as the forecasting horizon moves

from h = 1 to h = 2. Although the findings above indicate that all the accuracy of the

MLP model forecasts suffer as the forecasting horizon increases, the performance of the

developed MLR models seem to degrade more quickly. Although some studies suggest

that the MLP models do not necessarily outperform traditional linear models such as

the MLR model (Shahraiyni and Sodoudi, 2016; Cabaneros et al., 2019), the findings

of the experiment clearly indicate the superiority of the former over the latter.

5.3 Experiment 2 Results

In the current experiment, temporal and spatiotemporal ANN models coupled with a

preprocessing technique based on DWT have been developed. Experiment 2.1 focused

on the development of the temporal models while the second on the spatiotemporal

ones.

5.3.1 Daubechies Wavelet Configuration Determination

The results of the trial-and-error procedure for identifying the optimal configuration of

the Daubechies wavelets are shown in Figure 5.8. The complete results can be found in

Appendix I. For models with target sites MAR through HAM, level-5 Db5, Db4, Db4,

Db6, Db6, and Db5 wavelets provided the least std (Aj) /std (S) ratios, respectively.

As such, the said wavelet configurations were used in the succeeding experiments. This

finding means that six ANN models will be trained for every experiment. That is, the

current experiment attempts to replace the modelling task of the original NO2 time

series of high variability by modelling its wavelet coefficients on different levels with

lower variability. As such, five different ANN models will be built for the detailed

coefficients, Di, (i = 1, 2, . . . , 5) and one for the residual signal, A5. The final forecast
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of the NO2 pollution level at any time point t is then calculated by applying Eq. (3.21).

Since most of the wavelet coefficients exhibits lower variability, the method is argued

to increase the total forecasting accuracy of the original NO2 time series (Siwek and

Osowski, 2012).
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Fig. 5.8. Daubechies type and level optimisation results.

Figure 5.9 presents the results of the 5-level wavelet decomposition of the first 1000
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samples of actual NO2 data from MAR site, e.g. the upper curve, s(t), using MATLAB

software. The said decomposition were obtained by applying Daubechies Db5 wavelets.

A significant difference of variability can be observed after inspecting the fluctuations

of D1 through D5 signals. That is, the higher is the wavelet level, the lower is the

variation of its coefficients which translates to coefficients becoming easier to model.
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Fig. 5.9. Wavelet decomposition of the first 1000 samples of the collected NO2 data
from MAR site, s(t); D1 to D5 represent the detailed coefficients, and A5 the coarse
approximation of s(t) on the fifth level.

Note that their sum, together with A5 signal, represents the original NO2 time series.

The said decomposition will be used in Experiment 2.1. The wavelet decomposition
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of the actual NO2 data measured from KEN, CAM, BLM, WST, and HAM sites are

shown in Appendix J.

5.3.2 Model Validation Results of Experiment 2.1

As mentioned in Chapter 4 Section 4.4, Experiment 2 is split into two sub-experiments.

The first one attempts to build a wavelet-based temporal forecasting model using the

MLP model providing the best results in Experiment 1, e.g. the MLPSFE model. Us-

ing the same data preprocessing schemes, predictors, hidden layer configurations and

training parameters, a wavelet-based model is developed to assess the effectiveness of

applying a level-5 Daubechies Db5 wavelet on the raw NO2 data from MAR site.

The predictive and replicative validation results of models developed in Experi-

ment 2.1 are presented in Table 5.6. Note that the computed RMSE (in µg/m3),

MAE (in µg/m3) and IA values represent the mean values obtained in 10 repetitions

of experiments at random initial training parameters.

Table 5.6. Predictive and replicative validation results of W-MLP and MLP models
for the forecasting of hourly NO2 levels.

Model Horizon
Predictive Replicative

RMSE MAE IA RMSE MAE IA

W-MLP + 0 hr 11.701 9.851 0.980 9.504 7.313 0.982

+ 1 hr 18.131 13.166 0.950 13.851 10.049 0.954

+ 6 hr 27.418 21.295 0.827 22.817 17.739 0.829

+ 12 hr 32.939 23.978 0.759 26.427 20.321 0.776

MLP + 0 hr 13.754 10.120 0.972 11.234 8.138 0.979

+ 1 hr 19.228 13.792 0.942 16.394 12.054 0.953

+ 6 hr 30.777 23.344 0.819 26.763 20.440 0.841

+ 12 hr 34.498 26.557 0.748 30.288 23.503 0.771

Overall results show that the use of wavelet preprocessing translates to better fore-

casting results across various forecasting horizons. In detail, the W-MLP models are

able to improve the accuracy of the MLP models results: decrease from 1.1 µg/m3 to

3.36 µg/m3 and from 0.27 µg/m3 to 2.58 µg/m3 in RMSE and MAE values, respec-

tively, and increase from 0.007 to 0.011 in IA values. For the 1-h ahead forecasting,

the W-MLP model reduced the RMSE and MAE values of the MLP model by up to
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14%, and increased the IA values by 0.74%. A similar observation can be made when

assessing the replicative validity of both proposed and benchmark models.

Similar to the results in Experiment 1, however, the forecasting accuracy of the pro-

posed wavelet-based models in the current experiment suffer as the forecasting horizon

increases. This time, forecasting horizons of 6-h and 12-h in advance were considered

to test the ability of the models to provide accurate long-term forecasts. In detail,

an increase from 9.29 µg/m3 to 14.81 µg/m3 and from 8.13 µg/m3 to 10.81 µg/m3

in RMSE and MAE values can be observed as the forecasting horizon move from 1-h

to 6-h and 12-h, respectively. In particular, an increase by 60% and 69% in terms of

RMSE and MAE values, respectively, and a 13% decrease in IA values were observed

as the forecasting horizon moves from 1-h to 6-h. Nonetheless, the 6-h ahead forecasts

of the W-MLP model are still fairly acceptable. Figure 5.10 illustrates the 1-h ahead

forecasting results of both W-MLP and MLP models. The figure only corresponds to

the first 500 samples from the testing data set for illustrative purposes.
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Fig. 5.10. Comparison of the 1h-ahead forecasting results of W-MLP and MLP mod-
els.

It can be seen that the 1-h forecasting results of the W-MLP model follow the hourly

variations of the NO2 data more accurately than those by the MLP model. Peak NO2

levels are also better approximated by the W-MLP model in comparison with to plots
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of the MLP model results. However, under-predictions by the W-MLP results can still

be seen in a few hourly instances.

Figure 5.11 presents the distribution of 1-h ahead forecasting errors of both W-MLP

and MLP models for the testing data. It can be observed that most of the errors of

the W-MLP model are concentrated between the values of 0 µg/m3 and 15 µg/m3.

Furthermore, the wavelet-based model has fewer number of significantly large errors

(above 50 µg/m3) than those from the plain MLP model. Such observations indicate

that the W-MLP model performed better than the MLP model.

Fig. 5.11. Error histograms of the 1h-ahead forecasting results of W-MLP and MLP
models.

The scatter plots of 1-h ahead forecasting results of both W-MLP and MLP models

shown in Figure 5.12. It can be observed that the findings above are also in agree-

ment with the scatter plots. Although both models suffer from both under- and over-

prediction of NO2 concentration values above 50 µg/m3, the scatter plots of the W-MLP

model are less dispersed around the ideal fit for value above 150 µg/m3.

5.3.3 Hidden layer optimisation results for Experiment 2.2

The hidden layer configurations determined using the procedure described in Section 4.4

are summarised in Table 5.7. The optimal number of hidden nodes for the proposed
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Fig. 5.12. Scatter plots of the 1-h ahead results of the W-MLP and MLP models.

LSTM models ranges from 100 to 150. More nodes tend to be needed to estimate the

pollutant values at the kerbside target sites, e.g. MAR, CAM and HAM sites.

Table 5.7. Optimal hidden layer configurations of the both plain and wavelet-based
MLP models.

Site / Plain W-MLP W-LSTM

Predictors MLP LSTM D1 D2 D3 D4 D5 A5 D1 D2 D3 D4 D5 A5

MAR:
All 35 150 20 30 20 25 20 30 125 115 115 110 115 110
CAM; HAM 30 125 20 25 25 20 25 25 115 120 115 115 105 105

KEN:
All 35 130 20 20 40 20 20 40 120 115 120 110 105 100
BLM; WST 30 115 25 20 25 25 30 30 115 115 110 115 110 100

CAM:
All 25 135 25 20 30 20 20 40 120 125 110 115 115 105
BLM; WST 25 120 20 25 25 20 25 30 115 120 115 110 110 105

BLM:
All 25 130 20 35 20 45 20 50 125 120 120 115 110 110
KEN; WST 25 125 20 25 25 30 30 25 120 115 115 110 115 105

WST:
All 30 130 25 20 25 20 25 40 125 125 115 120 115 115
KEN; BLM 25 125 30 20 20 25 20 25 125 120 120 110 110 100

HAM:
All 25 145 25 25 20 35 25 40 130 125 125 120 125 115
BLM; WST 25 135 20 20 25 30 20 35 125 125 120 115 120 120

Furthermore, a lesser number of hidden nodes is needed as the decomposition level

using Daubechies wavelets increases, indicating that the variability of a given time

series directly influences the complexity of the model needed to estimate the time

series. On the other hand, the computed number of hidden nodes for the benchmark

MLP models varies from 20 to 35 for the standalone MLP models and 20 to 50 for the
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wavelet-based MLP models. Similar to the results for the LSTM models, more hidden

nodes are required to estimate the data collected from the kerbside urban sites. Lastly,

the number of hidden nodes in most cases is less in models that use less number of

predictors.

5.3.4 Correlation and Lag Analysis for Experiment 2.2

As shown in Figure 5.13, there is a high mutual correlation (> 60%) between the

NO2 data collected from all sites but MAR site. The data from BLM and WST sites

exhibit the highest mutual correlation index (85.2%). With the exception of MAR site,

CAM and KEN sites obtained the lowest mutual correlation index (58.4%) despite their

close proximity, e.g. approximately 2.55 km apart. It also appears that the data ex-

hibiting the highest variability levels, e.g. data taken from MAR site, is least correlated

with those data collected from the remaining sites. Conversely, the dataset with the

least variability level, e.g. data taken from KEN site, is highly correlated with the rest

of the collected data.

Ideally, the dataset that is least correlated with the rest of the datasets should be

discarded. However, one of the objectives of the study is to test the spatial estimation

ability of the proposed model at locations with a limited or poor quality of data.

As such, variants of the wavelet-based and plain LSTM and MLP models are also

built based on the predictors. Given the results provided in Figure 5.13, the top two

neighbouring sites with data that are highly correlated to a given target site are chosen.

For the lag analysis of the model predictors, the number of lags for each predictor

was determined using the autocorrelation function. The computed optimum number

of lagged inputs varies from 1 to 2. That is, for a specific target site j, the predictors

utilised are xi (t− h), xi (t− h− 1), and xi (t− h− 2), where i ∈ [1, 6] and i 6= j.

5.3.5 Model Validation Results of Experiment 2.2

The predictive validation results of the models developed in the current experiment are

presented in Table 5.8. Similar to Experiment 2.1, the values in the table represent the

mean values of computed RMSE (in µg/m3), MAE (in µg/m3) and IA values from ten
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Fig. 5.13. The correlation scores between the collected NO2 concentration data from
between a target site and neighbouring sites.

repeated experiments to account for the random initial training parameters.
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Table 5.8. The predictive validation results of different models for the 1h-ahead
forecasting of hourly NO2 levels.

Target sites

Model Code Error Index MAR KEN CAM BLM WST HAM

W-LSTM-CA RMSE 34.791 10.204 23.012 9.110 11.311 22.052

MAE 25.021 7.241 18.001 6.177 8.006 16.122

IA 0.594 0.882 0.753 0.931 0.902 0.812

W-LSTM RMSE 33.665 8.414 22.022 7.656 10.373 21.723

MAE 24.500 5.808 16.785 4.892 7.086 15.224

IA 0.610 0.946 0.809 0.953 0.930 0.847

LSTM-CA RMSE 34.911 10.831 23.621 10.135 12.051 22.178

MAE 26.331 8.333 18.731 6.819 9.563 17.019

IA 0.592 0.883 0.754 0.922 0.887 0.799

LSTM RMSE 34.224 9.610 22.708 9.579 10.854 22.730

MAE 24.996 7.510 17.301 7.233 7.805 16.670

IA 0.603 0.935 0.782 0.926 0.918 0.829

W-MLP-CA RMSE 34.899 11.019 23.981 9.953 12.377 23.423

MAE 26.872 8.627 18.763 7.391 9.599 18.053

IA 0.589 0.869 0.740 0.910 0.873 0.793

W-MLP RMSE 33.224 9.320 22.421 9.232 11.117 23.199

MAE 24.796 7.324 17.116 7.115 8.371 18.031

IA 0.594 0.931 0.794 0.937 0.905 0.826

MLP-CA RMSE 35.665 11.065 24.213 10.244 12.689 23.823

MAE 27.029 8.680 19.110 7.673 10.003 18.432

IA 0.587 0.872 0.736 0.918 0.881 0.804

MLP RMSE 36.654 9.664 22.924 10.186 11.201 23.695

MAE 26.224 7.520 17.828 7.883 8.430 18.962

IA 0.588 0.921 0.772 0.909 0.901 0.818

The overall results show that the integration of a wavelet decomposition technique

and a deep learning model provides superior forecasting results. For instance, a sig-

nificant increase in forecasting accuracy ranging from 0.007 to 0.063 (IA scores) is

achieved by the W-LSTM models when compared to the plain LSTM models. The

W-MLP models also exhibited improvement in results, e.g. 0.004 to 0.059 (IA scores),

when compared to the plain MLP models. A reduction of RMSE and MAE values are

also observed when the wavelet-based models are compared with the plain ones. For

instance, a decrease by 1.633% and 1.984% of RMSE and MAE values, respectively, are

achieved by the LSTM models for MAR site when DWT was implemented. In addition,
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a decrease by 9.357% and 5.445% of RMSE and MAE values, are achieved by the MLP

models for the same site when DWT was implemented.

The reduction of some utilised predictors through correlation analysis tends to de-

grade the overall performance of the models. For instance, the greatest decrease in

accuracy, e.g. 0.064 decrease in IA, was observed by the W-LSTM model for KEN site

when only two predictors are utilised. A similar observation can be made for most

remaining models where decrease in IA scores ranges from 0.001 to 0.062. The results

above suggest that the information derived from all selected reference sites is important

in helping the ANN models approximate the NO2 levels at a given target site. However,

it is worth noting that the models with a reduced number of predictors for KEN, BLM

and WST sites still provided satisfactory results. This indicates the applicability of

the proposed spatiotemporal model in cases where the number of neighbouring sites is

severely limited.

Consistent with the findings of several previous works (Alimissis et al., 2018; Tzanis

et al., 2019), the performance of the models tend to be site-dependent. That is, the

models for the background sites, e.g. KEN, BLM and WST sites, significantly outper-

form the models for the kerbside sites, e.g. MAR, CAM and HAM sites. It is also

worth the emphasis that the performance of the plain LSTM and MLP models for

KEN and BLM sites are almost similar. Factors such as the traffic characteristics,

location, pollution sources, and geometry of the buildings around the target site tend

to explain the results above. In summary, the ranking of the sites in terms of the

model performance (in decreasing order) is as follows: BLM, KEN, WST, HAM, CAM

and MAR (see Table 5.8).

The overall model results are also influenced by the level of variability of the data.

That is, the models for the target sites with dataset exhibiting high variability perform

poorly. For instance, the ranking of the sites in terms of standard deviation values (in

increasing order) almost matches the ranking above: KEN, BLM, WST, HAM, CAM

and MAR sites (see Table 4.8). Finally, the mutual relationship between data from the

neighbouring and targets sites has a significant effect on model results. That is, the

NO2 level data from KEN, BLM and WST sites are highly correlated, e.g. correlation
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score from 0.58 to 0.85, with the data of the remaining sites except MAR site.

Figure 5.14 presents the distribution of the 1-h ahead forecasting errors of both

W-LSTM and LSTM models for all six monitoring sites.

Fig. 5.14. Error histograms of the forecasting results of both proposed and benchmark
LSTM models for (a) MAR, (b) KEN, (c) CAM, (d) BLM, (e) WST, and (f) HAM
sites.

It can be observed that the errors of both models are concentrated around 0 µg/m3.

Consistent with the findings above, the improvement achieved by applying DWT on

the base LSTM models is not apparent for those models employed for the kerbside sites.

Furthermore, the site-dependency of the model results are clearly highlighted as the er-
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ror values of best-performing models, e.g. models for KEN, BLM and WST sites, range

from -40 µg/m3 to 30 µg/m3. In contrast, the error values of best-performing models,

e.g. models for MAR, CAM and HAM sites, range from approximately -100 µg/m3 to

50 µg/m3.

Figure 5.15 presents the distribution of the 1-h ahead forecasting errors of both

W-MLP and MLP models for all six monitoring sites.

Fig. 5.15. Error histograms of the forecasting results of both proposed and benchmark
MLP models for (a) MAR, (b) KEN, (c) CAM, (d) BLM, (e) WST, and (f) HAM sites.

Similar to the findings from the error distribution plots above, the error values
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of the MLP model forecasts are centered at 0 µg/m3. However, it is apparent that

both W-MLP and MLP models have slightly wider range of residuals, e.g. -50 µg/m3

to 30 µg/m3, for the best-performing models. In contrast, the worst-performing ones

have a slightly wider range of residual values, e.g. -105 µg/m3 to 55 µg/m3. As above,

the site-dependency of the accuracy of the model results is quite apparent in the error

distribution plots below.

The scatter plots of the results produced by the W-LSTM and W-MLP models are

shown in Figures 5.17 and 5.16.
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Fig. 5.16. Scatter plots of the actual NO2 data and the forecasting results of the
wavelet-based MLP models for (a) MAR, (b) KEN, (c) CAM, (d) BLM, (e) WST and
(f) HAM sites.
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As shown in Figures 5.16b, 5.16d, and 5.16e, the actual and predicted NO2 data

points from the W-LSTM models for KEN, BLM and WST sites are concentrated near

the ideal fit. In addition, the said models demonstrate their ability to capture the

higher values of concentrations more accurately.
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Fig. 5.17. Scatter plots of the actual NO2 data and the forecasting results of the
wavelet-based MLP models for (a) MAR, (b) KEN, (c) CAM, (d) BLM, (e) WST and
(f) HAM sites.
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A similar observation can be made for the results of the W-MLP models for KEN,

BLM and WST sites (see Figures 5.17b, 5.17d, and 5.17e). In contrast, the poor

performance of the models for MAR site is clearly depicted in Figures 5.17a and 5.16a.

The scatter plot between the actual data and the results of the W-MLP model for MAR

site also exhibits a very high tendency to over-and under-predict. This is also true for

the W-MLP model for CAM site. In general, the plots demonstrate the suitability of

the proposed wavelet-based approach for forecasting NO2 levels at sites utilising only

the data from their neighbouring sites.

5.3.6 Probability of detection and false alarm rate results of Experi-

ment 2.2

The POD and FAR results results of selected developed models in Experiment 2.2

are summarised in Table 5.9. The W-LSTM and LSTM results for KEN, CAM and

WST sites reveal the ability of the models to correctly forecast NO2 episodes. In general,

the wavelet-based LSTM models provide the best results although the wavelet-based

MLP models also obtain satisfactory predictions. The application of DWT improves the

ability of the plain LSTM and MLP models to correctly identify peak NO2 pollution

values. Both W-LSTM and W-MLP models for MAR site provide fairly reasonable

results despite their generally poor results shown in the previous sections. The fre-

quency of peak hourly NO2 data from MAR site may have helped the models learn to

approximate and reproduce peak values. However, the LSTM and W-LSTM models

for both BLM and HAM sites correctly identified only 19% to 22% of the potential

high levels of the actual NO2 concentration data. On the other hand, all models that

demonstrated good performance in correctly detecting potential episodes seem to dis-

play higher tendencies in issuing false alarms. The W-LSTM models for KEN, CAM

and WST performed poorly, releasing false alerts 44% to 71% of the time. In contrast,

the models for HAM and MAR sites exhibit the least tendencies in issuing false alarms,

e.g. FAR of 0.03% and 19.10%, respectively.
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Table 5.9. The results of different models for the 1h-ahead forecasting of hourly NO2

levels.

Target sites

Model Code Alarm Results MAR KEN CAM BLM WST HAM

W-LSTM No. of predicted episodes 810 9 461 18 20 162

No. of correctly predicted episodes 716 7 211 9 15 126

POD 0.612 0.909 0.718 0.188 0.882 0.216

No. of false alarms 147 4 233 6 10 4

FAR 0.191 0.444 0.524 0.333 0.714 0.027

LSTM No. of predicted episodes 740 11 463 15 20 135

No. of correctly predicted episodes 603 4 198 9 13 82

POD 0.532 0.801 0.623 0.196 0.565 0.148

No. of false alarms 159 8 296 7 11 5

FAR 0.197 0.464 0.614 0.383 0.015

W-MLP No. of predicted episodes 721 9 490 16 26 81

No. of correctly predicted episodes 563 5 186 9 14 73

POD 0.499 0.649 0.576 0.196 0.609 0.145

No. of false alarms 168 4 294 7 7 2

FAR 0.247 0.444 0.6204 0.438 0.350 0.030

MLP No. of predicted episodes 680 14 471 15 20 67

No. of correctly predicted episodes 512 5 177 7 13 63

POD 0.477 0.625 0.543 0.152 0.565 0.129

No. of false alarms 185 9 304 8 12 8

FAR 0.257 0.6429 0.6242 0.533 0.462 0.100

No. of observed episodes 1074 8 326 46 23 503

In general, the findings indicate that the wavelet-based deep learning approach im-

proves the overall ability of the models for all sites to correctly identify actual episodes

and avoid issuing false alerts. However, it should also be noted that the results in Ta-

ble 5.9 are based on the predefined NO2 level limit of 100 µ g/m3. The said results

vary depending on the specific limit levels set by various legislative bodies across the

globe. Finally, it should be emphasised that the developed models in Experiment 2

still exhibit limitations in approximating peak NO2 levels as shown in the preceding

sections.

5.4 Experiment 3 Results

In the current experiment, wavelet-based spatiotemporal ANN models are developed

using a two-approach involving the training of temporal estimators, e.g. LSTM models,
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and spatial ensemble estimators, e.g. MLP models.

5.4.1 k-optimal neighbouring site selection

Before the proposed model was developed, the k-optimal neighbouring sites for each

selected target site were determined. The step was carried out to determine the signif-

icant neighbouring sites for each target site. As shown in Figure 5.4.1, the correlation

values between two monitoring sites varies from 0.11 to 0.87. The full numerical results

of the correlation analysis is provided in Appendix K. Based on the findings, it follows

that the number of neighbouring sites selected for each target site varies.
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Fig. 5.18. A heat map of the Pearson correlation values between the NO2 concentra-
tion data of the selected sites.

The results of the predictor selection approach based on correlation analysis are

provided in Table 5.10. In most cases, the optimal correlation threshold value was

selected to be low, e.g. equivalent to 0.65, as higher threshold values result to fewer

selected neighbouring stations which might lead to poor network performance. This

is particularly evident on the sites where the NO2 data are weakly correlated to other

sites.

Conversely, the use of a much lower correlation threshold value was also not as

beneficial as the selection of many weakly correlated neighbouring sites leads to model
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Table 5.10. Predictor selection results using the Pearson correlation values.

Site Correlation
Selected neighbouring sitesname threshold

BT4 0.65 CD1, CT3, GR9, KC1

CD1 0.65 BT4, GR9, BL0, WM0

CD3 0.65 GN0, BL0, WM0, TH2

CT6 0.6 BT4, CT3, MY1

GN0 0.65 CD3, CT3, GR5, GR9, BX1, BL0, GR4, WM0, TH2, TH4

GR5 0.75 CT3, GN0, BX1, BL0, GR4, TH2, TH4

GR8 0.65 HK6, IS2, MY1, TH4

GR9 0.65 BT4, CD1, CT3, GN0, GR5, BX1, BL0, GR4, KC1, WM0, TH4

HK6 0.65 CT3, GR5, GR8, IS2, BX1, BL0, GR4, KC1, WM0, TH2, TH4

IS2 0.7 CT3, GR8, HK6, TH4

MY1 0.6 CT6, GR8, IS2

TH2 0.65 CD3, CT3, GN0, GR5, GR9, HK6, BX1, BL0, GR4, KC1, WM0, TH4

TH4 0.65 CT3, GR5, GR9, HK6, IS2, BX1, BL0, GR4, WM0, TH2

overfitting (Hagan et al., 1995). It can also be observed that the measure of central

tendency and dispersion of NO2 data influence the correlation values between two

monitoring sites. For instance, the sites exhibiting higher mean and standard deviation

values, e.g. CT6 and MY1, are weakly correlated to the rest of the sites. Consequently,

only three neighbouring sites were selected for each of the said sites. Conversely, the

sites with the least mean and standard deviation of NO2 concentrations, e.g. GN0,

GR5, GR9, HK6, IS2, TH2 and TH4 sites, tend to be strongly correlated to many

neighbouring sites. As such, approximately nine neighbouring sites were selected for

the said target sites.

5.4.2 Model Validation Results for Experiment 3

Table 5.11 presents the predictive validation results of the proposed wavelet-based FC-

LSTM model. Similar to the results of the previous experiments, the results presented

in the table are the average RMSE (in µg/m3), MAE (in µg/m3) and IA values from

10 repeated experiments.
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Table 5.11. The predictive validation results of the proposed wavelet-based FC-LSTM
models for the forecasting of hourly NO2 levels.

Target Sites

BT4 CD1 CD3 CT6 GN0 GR5 GR8 GR9 HK6 IS2 MY1 TH2 TH4

RMSE 25.26 21.27 16.95 34.4 10.00 9.34 18.44 10.59 11.21 11.94 28.88 10.34 14.62
MAE 18.40 16.05 13.55 25.51 7.60 7.33 13.77 7.89 8.65 9.43 22.75 7.99 11.14
IA 0.78 0.89 0.87 0.81 0.96 0.94 0.92 0.94 0.93 0.90 0.86 0.96 0.90

The majority of the proposed models yielded significantly accurate forecasts, i.e. with

IA scores of greater than 0.90. The best performance is achieved by the wavelet FC-

LSTM models for GN0 and TH2 sites, both exhibiting the best agreement with the

actual NO2 concentrations at the respective locations. It is worth noting that GN0 and

TH2 sites are among the few target sites with more than seven selected optimal neigh-

bouring sites (see Table 5.10). This indicates the strong impact of highly correlated

NO2 data between target and neighbouring sites on model performance. For instance,

the FC-LSTM model for BT4 site with NO2 data which is weakly correlated with the

NO2 data of most neighbouring sites exhibited the worst performance. Modellers may

opt to utilise the NO2 data from all neighbouring sites but increasing the tendency of

model overfitting due to the increased number of network parameters. In addition, the

findings clearly indicate the site-dependency of the model results which is in agreement

with previous results within the literature (Alimissis et al., 2018; Tzanis et al., 2019;

Cabaneros et al., 2020).

Based on the findings above. several factors such as the variability of measured

NO2 data and its correlation to the data from neighbouring sites tend to have a massive

influence on the accuracy of model results.

The comparison between the wavelet-based FC-LSTM model results and the actual

NO2 concentration values is presented in Figures 5.19 through 5.21. As shown in

Figure 5.19e, 5.19f, 5.20a, 5.20b, 5.20d, 5.20f, and 5.21a, the estimated values of those

models with an IA score of at least 0.90 are consistent with the actual NO2 values.
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Fig. 5.19. Scatter plots of the 1-h ahead forecasting results of the Wavelet FC-LSTM
models.
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Fig. 5.20. (continued) Scatter plots of the 1-h ahead forecasting results of the Wavelet
FC-LSTM models.
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Fig. 5.21. (continued) Scatter plots of the 1-h ahead forecasting results of the Wavelet
FC-LSTM models.

The scatter plots clearly illustrate the ability of the said models to estimate the

observed NO2 data as the majority of the points are concentrated near the ideal fit.

Conversely, the models with the worst performance exhibit strong tendencies to over- or

under-estimate the actual NO2 concentration data (see Figures 5.19a, 5.19d, and 5.20e).

For instance, the poor performance of the proposed models at BT4 and MY1 sites is

clearly depicted in the scatter plots, where a lot of points are sparsely located at both

high and low concentration ends.

The comparison of the predictive validation results of all developed models is sum-

marised in Figure 5.22. It can be seen that the Wavelet FC-LSTM models for all sites

provided the least RMSE and MAE scores, and highest IA scores. The general results

demonstrate the effectiveness of applying a preprocessing method based on DWT and a

deep learning LSTM model combined with a feed-forward ANN model. Models for sites

CT6, GR8 and MY1 sites seem to underperform. In contrast, all performance indices

favour both the proposed and benchmarking models for GN0, GR5 and TH2 sites. The

findings can be explained the variability of the NO2 levels in those sites (Cabaneros

et al., 2020).
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Fig. 5.22. The RMSE, MAE, and IA results of the proposed and benchmark models.

Table 5.12 provides the improvement of the performance accuracy (in %) between

the wavelet FC-LSTM model and the benchmark models. Note that the said improve-

ment of performance refers to the decrease of the RMSE and MAE values and increase

of the IA values. In the comparison between the proposed and plain MLP models, the

reductions of RMSE and MAE scores range from 3% to 26% and 5% to 26%, respec-

tively, and the improvements of the IA scores range from 0.002 to 0.028. Such findings

clearly indicate the improvement obtained by the benchmark models when DWT and

an additional layer of MLP model serving as spatial estimator were implemented. On

the other hand, the MLP model for BT4 site attained the highest improvement of ac-

curacy. This finding is very noteworthy considering that such a site only considered a
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very minimal number of neighbouring sites. The finding indicates that the proposed

approach can help improve the performance of models with originally underwhelming

forecasting results.

Table 5.12. The accuracy promotion of the benchmark models by the Wavelet FC-
LSTM model.

Proposed model vs. Plain MLP model

BT4 CD1 CD3 CT6 GN0 GR5 GR8 GR9 HK6 IS2 MY1 TH2 TH4

PRMSE (%) 16.15 19.18 10.18 3.16 20.54 11.51 12.83 23.12 20.76 15.94 12.17 21.32 25.74

PIA (%) 28.24 9.82 4.39 3.30 4.39 2.21 4.81 6.52 7.31 3.32 5.40 4.13 15.89

PMAE (%) 18.89 21.02 12.18 5.02 21.48 12.37 12.19 25.57 19.19 15.83 13.78 18.63 25.29

Proposed model vs. Plain LSTM model

BT4 CD1 CD3 CT6 GN0 GR5 GR8 GR9 HK6 IS2 MY1 TH2 TH4

PRMSE (%) 6.00 17.07 5.77 3.16 15.71 10.41 10.17 18.45 17.30 7.21 11.07 15.67 21.67

PIA (%) 4.84 8.01 3.43 2.07 1.96 1.52 3.03 3.38 5.70 2.56 5.24 2.46 11.76

PMAE (%) 4.65 18.70 6.37 4.44 18.21 11.81 10.68 22.61 15.12 7.46 11.73 14.62 21.99

Proposed model vs. Wavelet-based LSTM model

BT4 CD1 CD3 CT6 GN0 GR5 GR8 GR9 HK6 IS2 MY1 TH2 TH4

PRMSE (%) 1.78 7.39 5.17 1.09 13.40 0.22 5.34 15.76 10.94 0.73 5.10 14.38 10.53

PIA (%) 1.44 2.37 2.71 1.72 2.04 0.59 1.74 3.23 2.29 2.29 0.10 1.73 3.69

PMAE (%) 1.05 9.65 5.01 2.15 15.29 1.27 5.05 17.16 10.20 0.19 5.56 3.39 9.84

In the comparison between the proposed and plain LSTM models, the reductions

of RMSE and MAE scores range from approximately 3% to 22% and 4% to 23%,

respectively, and the improvements of the IA scores range from 0.002 to 0.012. The said

results also reveal the superior performance of deep learning LSTM models such as the

LSTM model can still be improved when the original data is further analysed through

a preprocessing technique such as DWT. The LSTM model for TH4 site exhibited the

highest improvement when the proposed methodology was applied. The model for

CT6 site observed the least improvement given how close its results are to those of the

proposed model.

In the comparison between the proposed models and the wavelet-based LSTM mod-

els, the reductions of RMSE and MAE scores range from 0.22% to 16% and 0.20% to

17%, respectively, and the improvements of the IA scores range from 0.001 to 0.004.
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This finding reveals that the proposed addition feed-forward ANN model that acts as a

spatial estimators can still improve the already outstanding results of the wavelet LSTM

models. A significant improvement in performance accuracy is observed for GN0 and

GR9 sites. However, the differences between the forecasts of the wavelet LSTM and

proposed models are very small for GR5 and IS2 sites.

The plots of the 1-h ahead forecasting results of the proposed model with the

best performance, e.g. the wavelet FC-LSTM model for GN0 and TH2 sites, and the

corresponding benchmark models are presented in Figure 5.23.
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Fig. 5.23. Comparison of the model forecasting results at (a) GN0 and (b) TH2 sites
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Note that for illustration purposes, only the last 19% of the test set, i.e. 500 hourly

samples, is depicted in the figures. It can be observed that the 1-h ahead estimates of

the proposed wavelet-based models coincide very well with the actual NO2 data. This

observation is in agreement with the calculated error indices presented in Table 5.12.

The plots also highlight the improvement achieved by the proposed models when com-

pared to the benchmark models. However, it is very apparent that all models encounter

difficulty in approximating the peak actual NO2 concentration measured at both sites.

This observation is similar to those presented from the previous experiments. For in-

stance, all models struggle to correctly estimate the extremely low and high actual

NO2 concentrations in almost all occasions. Nonetheless, it is very evident that the

proposed models were able to provide estimates closer to those peaks than those from

the benchmark models.

The plots of the forecasting results obtained for the remaining target sites are

presented in Figures 5.24 and 5.25. Similar to the plots depicted in Figure 5.23, the

plots of forecasting results of models for all target sites other than GN0 and TH sites

reveal difficulty in estimating peak NO2 levels. This observation is very apparent

especially for models with CT6 and MY1 target sites, which suffer from high RMSE

and MAE values (see Table 5.11). The superiority of the proposed Wavelet FC-LSTM

models are also highlighted by the comparison plots below.
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(c) CD3
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(d) CT6
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(e) GR5
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Fig. 5.24. Predicted and actual NO2 concentration values at (a) BT4, (b) CD1,
(c) CD3, (d) CT6, (e) GR5, and (f) GR8 sites.
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(b) HK6
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(c) IS2
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(d) MY1
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Fig. 5.25. (continued). Predicted and actual NO2 concentration values at (a) GR9,
(b) HK6, (c) IS2, (d) MY1, and (e) TH4 sites.
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The hourly surface distribution of the actual and estimated NO2 concentrations

across the Greater London area is shown in Figure 5.26. The spatial distribution of the

NO2 concentrations of the test dataset, e.g. 14/09/2012 to 31/12/2012, was obtained

through inverse distance weighted interpolation. Details regarding the construction of

the said spatial distribution can be found in Appendix L.
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Fig. 5.26. Surface distribution of average NO2 concentrations for (a) the actual data,
(b) the proposed wavelet FC-LSTM, (c) wavelet LSTM, (d) LSTM, and (e) MLP
models.

As shown in Figure 5.26a, the areas located in Central London, particularly at CT6,

MY1 and GR8 sites (see Figure 4.8), suffer with mean NO2 concentrations of more

than 75 µg/m3. Sites including the one located in London Marylebone Road, i.e. MY1

site, have been considered as one of most polluted areas in Central London often breach-
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ing the NO2 annual limits in recent years (The Guardian, 2017). Furthermore, it can

be seen that the interpolation using the estimated values of the proposed model (see

Figure 5.26b) is consistent with the interpolation using the actual NO2 values in Fig-

ure 5.26a. The resulting interpolation result is significant considering only information

from a selected number of optimal neighbouring sites were utilised to estimate the NO2

level of a particular target site. Future studies may look into the effect of incorporating

other predictors such as meteorological parameters on the performance of the proposed

model. However, the proposed model, together with the benchmark models, tend to un-

derestimate the surface values for locations with NO2 concentrations between 62 µg/m3

to 71 µg/m3, highlighting the need to develop novel approaches to improve the ability

of ANN models to estimate peak pollution levels in future works.

5.5 Summary

This Chapter has provided the results of applying temporal and spatiotemporal models

based on several variants of plain and data-intensive hybrid ANN models in the short-

and long-term forecasting of NO2 levels in several outdoor locations in the Greater

London area. Several criteria and visual inspection tools were applied in assessing the

performance of the models. The proposed models were also validated using benchmark

models based on their simpler or plain configurations.

Subsection 5.2 presented the results of employing various techniques in selecting the

optimal predictors of an MLP model. Comparisons were made between the accuracy

of forecasting results of models utilising various sets of predictors according to the

results of three different predictor selection techniques. The developed MLP models

were also compared with the MLR model across various forecasting horizons to assess

the superiority of ANN models over linear statistical models.

Subsection 5.3 described the results of applying data-intensive hybrid MLP models

based on DWT processing techniques. The developed models were employed in var-

ious applications, namely, the temporal and spatiotemporal modelling of NO2 levels.

Wavelet-based MLP models were validated against benchmark MLP models in tempo-
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rally estimating NO2 levels at a single site in Central London. In addition, wavelet-

based variants of both MLP and LSTM models were validated against benchmark plain

ANN models in spatially estimating NO2 levels across six urban locations in Central

London. The best-performing models were identified, while the influence of the target

sites on the performance of each model were analysed.

Subsection 5.4 concluded the chapter with the results of applying a wavelet-based

fully-connected LSTM models in estimating the spatiotemporal variations of hourly

NO2 levels across 19 monitoring sites in Greater London area. The proposed wavelet-

based ensemble models were validated against several plain and hybrid models across

multiple targets. Similar to the analyses from the preceding experiments, the influence

of factors such as site locations and data variability on overall model performance were

discussed and analysed.
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Conclusions and Future Work

6.1 Introduction

This Chapter provides the conclusions based on the numerical results presented in

this research. Originally stated in Chapter 1, the primary aim of this research was

to develop temporal and spatiotemporal models based on state-of-the-art ANNs in

forecasting outdoor AP levels.

6.2 Research Conclusions

Each conclusion is numbered against the matching research objectives listed in Chap-

ter 1. Each objective of this research is restated before each conclusion is provided.

1. Conduct a critical review of existing works and state-of-the-art ANN mod-

els to identify gaps in the literature.

A critical review of existing literature was conducted for this research (see Chap-

ter 2). The review covered a total of 139 peer-reviewed articles from 2000 to 2019

dealing with the use of ANN-based models to forecast urban AP concentration levels.

The review highlighted the lack of systematic approaches implementing the protocol

in building ANN models. The development of data-intensive hybrid and ensemble

models were also emphasised given the prevailing issues in forecasting AP levels such

as the peak levels and high variability of measured data. Preprocessing techniques
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that reveal several inherent features from collected datasets were argued to help

improve the performance of ANN models. Another identified gap that needed to be

addressed is the development of parsimonious ANN models in the spatiotemporal

estimation of AP levels. In more detail, models capable of estimating pollution lev-

els in sites with limited or unreliable data using a few predictors from neighbouring

sites need to be proposed and evaluated.

2. Develop an AP forecasting model based on ANNs according to the iden-

tified model-building protocol from the literature review.

Several models were developed according to the protocol identified from the critical

review presented in Chapter 2. For instance, the use of predictor selection, various

forms of data-splitting and more comprehensive model validation techniques were

carried out to address the limitations of previous works identified by the said critical

review. The integration of various predictor selection techniques with MLP models

provided superior results to those from plain MLP models that utilised all collected

predictors. In detail, the MLP models coupled with the SFS technique provided the

best 0h- to 3h-ahead forecasts of hourly NO2 levels in MAR site. For instance, the

application of the SFS technique reduced the RMSE and MAE values of real-time

predictions of the benchmark MLP model by 9.13% and 24.62%, respectively. Al-

though most MLP models that combined with predictor selection techniques yielded

relatively similar accurate forecasts, the general results favour the MLPSFS models

as the said models utilised almost half of the total number of predictors in training

the MLP model and still managed to yield accurate forecasts. However, the per-

formance of the developed models did suffer which is consistent to the results of

previous works.

3. Build and evaluate wavelet-based data-intensive hybrid ANN models for

the temporal and spatiotemporal forecasting of outdoor AP levels across

several monitoring sites in Central London.

Several data-intensive hybrid ANN models were developed based on wavelet prepro-

cessing. The proposed wavelet-based approach demonstrated an improvement on
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the performance of plain MLP models in the temporal forecasting of NO2 levels in

MAR site. For instance, 39.15% and 28.58% reductions in RMSE and MAE indices,

respectively, were calculated when wavelet preprocessing was applied to a plain 1-h

ahead MLP forecasting model. In regards to the spatiotemporal estimation of NO2

levels in several sites in Central London, the overall results favour the wavelet-based

LSTM models over those calculated by the non-hybrid ones. For instance, reduc-

tions by 12.45% to 20.08% in terms of RMSE and MAE indices, respectively, were

observed when DWT was coupled with the LSTM model for KEN site. The results

above highlight the effectiveness of implementing preprocessing approaches based on

wavelets in reducing the variability of the original collected NO2 which eventually

improves the model results. However, the findings of the developed wavelet-based

models still exhibit difficulty in correctly estimating all peak AP values present at the

selected monitoring sites. This finding is especially true for those models developed

for the selected urban type sites.

4. Build and evaluate data-intensive ensemble forms of ANN models for

the spatiotemporal forecasting of outdoor AP levels across the Greater

London area.

The application of ensemble modelling approaches based on DWT and LSTM models

was extended by employing them to more urban monitoring sites across the Greater

London area. The proposed deep spatiotemporal forecasting models were found to

provide significantly accurate estimates of NO2 levels at several target sites utilising

only the information from neighbouring sites. For instance, one of the developed

models provided predictive results with an agreement score of up to 96%. Further-

more, the integration of a wavelet-preprocessing technique and deep spatiotemporal

estimators represented by MLP and LSTM models has been found to improve the

performance of the benchmark MLP and LSTM models by up to 28% in terms of

IA scores.

Based on the conclusions set out above, the primary aim of this research has been

achieved.
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6.3 Contribution to knowledge

In addition to the research described in this thesis and the conclusions outlined in

Subsection 6.2, the following contributions to knowledge are claimed:

1. An effective framework for forecasting outdoor AP levels using state-of-the art ANN

models has been presented. Although the models in this thesis were trained using

measurements from specific locations in the Greater London area, the protocol em-

ployed in performing the experiments can easily be adapted to build ANN models

using datasets from other urban locations.

2. The ability of hybrid and ensemble ANN models which were based only on the

NO2 pollution data from neighbouring sites to produce accurate NO2 forecasts has

been demonstrated. The parsimonious approach offers a high theoretical significance

as the influence of other explanatory variables such as meteorology, emissions, and

traffic characteristics is not present. Hence, the effectiveness of the developed models

relied mainly on the proposed techniques, e.g. wavelet preprocessing and ensemble

modelling framework.

3. Data-intensive hybrid and ensemble temporal and spatiotemporal ANN models have

been developed which demonstrated their ability to correctly reproduce NO2 con-

centration values and superiority over existing hybrid ANN models.

6.4 Future Work

The following areas were identified as worthy for further investigation to extend the

results that are presented within this thesis.

1. There is still a need to focus on more sophisticated hybrid modelling techniques

while carefully accounting for the trade-off between model complexity and perfor-

mance. In cases where reliable data and computational resources are both limited,

the development of an effective yet parsimonious model should be one of the primary

aims of future studies.
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2. Although the proposed data-intensive hybrid and ensemble models have improved

the performance of the benchmark ones, they are still limited in estimating most

peak AP concentration levels from the utilised datasets. The integration of data

re-sampling approaches with hybrid ANN models could be adapted and examined

to address the issue of imbalanced data problem.

3. There is still a need to develop a general framework for determining the optimal

amount of data to be used in calibrating any ANN model configuration. Although

several studies have highlighted the use of a large number of historical data for

training ANN models, there are only a small number that attempt to provide a

systematic framework that can be applied to any case study.

4. The optimisation of several hidden layer configurations can be a tedious process and

a clean-cut approach is still not available. One step in addressing this shortcoming

would be to develop evolutionary model-based techniques that determine the optimal

number of nodes while taking into account model parsimony and computational

complexity.

5. The hybrid of physics-based and ANN-based models has been rarely examined within

the literature. Using the same principles into building ensemble-type ANN models,

the coupling of physics-based and data-driven approaches could potentially take ad-

vantage of the strengths and alleviate the weaknesses of the said involved techniques.

139





Appendices

141





Appendix A

Peer-reviewed Articles Selected

for Comprehensive Review

Tables A.1 through A.4 present the full list of the selected 139 peer-reviewed articles,

including details such as name of authors, year of publication, case study location,

and examined air pollutant(s). Full details of the comprehensive review can be found

in Cabaneros et al. (2019).

Table A.1. Details of papers reviewed

Authors (year) Location(s) Air pollutants examined

Kolehmainen et al. (2001) Stockholm, Sweden NO2

Perez and Trier (2001) Santiago, Chile NO; NO2

Chelani et al. (2002) Delhi, India SO2

Abdul-Wahab and Al-Alawi (2002) Khaldiya, Kuwait O3

Kukkonen et al. (2003) Helsinki, Finland NO2

Lu et al. (2003) Hong Kong RSP

Wang et al. (2003) Mong Kok, Hong Kong RSP

Hasham et al. (2004) Edmonton, Canada NOx

Heo and Kim (2004) Seoul, Korea O3

Jiang et al. (2004) Shanghai, China TSP; SO2; NOx

Niska et al. (2004) Helsinki, Finland NO2

Nunnari (2004) Syracuse, Italy SO2

Olcese and Toselli (2004) Cordoba, Argentina ?

Chelani et al. (2005) Kolkata, India NO2

Hooyberghs et al. (2005) Belgium PM10

Niska et al. (2005)a Helsinki, Finland NO2; PM2.5

Ordieres et al. (2005) Ciudad Juarez PM2.5

El Paso, Mexico

143



Appendix A. Peer-reviewed Articles Selected for Comprehensive Review

Table A.2. (continued) Details of papers reviewed

Authors (year) Location(s) Air pollutants examined

Agirre-Basurko et al. (2006) Bilbao, Spain O3; NO2

Grivas and Chaloulakou (2006) Athens, Greece PM10

Nagendra and Khare (2006) New Delhi, India NO2

Schlink et al. (2006) Several EU countries O3

Slini et al. (2006) Thessaloniki, Greece PM10

Brunelli et al. (2007) Palermo, Italy SO2; O3; PM10;

NO2; CO

Dutot et al. (2007) Orleans, France O3

Osowski and Garanty (2007) Warsaw, Poland CO; NO2;

SO2; dust

Sousa et al. (2007) Porto, Portugal O3

Al-Alawi et al. (2008) Kuwait O3

Coman et al. (2008) Paris, France O3

Dı́az-Robles et al. (2008) Temuco, Chile PM10

Ibarra-Berastegi et al. (2008) Bilbao, Spain SO2; CO; NO2;

NO; O3

Mart́ın et al. (2008) Algeciras, Spain CO

Perez and Salini (2008) Santiago, Chile PM2.5

Solaiman et al. (2008) Ontario, Canada O3

Zito et al. (2008) Leicestershire, UK CO; NO2

Ettouney et al. (2009) Jahra, Kuwait O3

Galatioto and Zito (2009) Palermo, Italy CO; C6H6

Hrust et al. (2009) Zagreb, Croatia NO2; O3; CO;

PM10

Juhos et al. (2009) Szeged, Hungary NO; NO2

Pisoni et al. (2009) Milan, Italy O3

Tsai et al. (2009) Taiwan O3

Demir et al. (2010) Istanbul, Turkey PM10

Inal (2010) Istanbul, Turkey O3

Jain and Khare (2010) Delhi City, India CO

Kurt and Oktay (2010) Istanbul, Turkey SO2; CO; PM10

Mahapatra (2010) New Delhi, India O3

Moustris et al. (2010) Athens, Greece ERPI (NO2; CO;

SO2; O3)

Pires et al. (2010) Oporto, Portugal O3

Feng et al. (2011) Beijing, China O3

Paschalidou et al. (2011) 4 cities in Cyprus PM10

Prakash et al. (2011) New Delhi, India CO; NO2; NO;

O3; SO2; PM2.5

Vlachogianni et al. (2011) Thessaloniki, Greece PM10; NOx

Helsinki, Finland

Voukantsis et al. (2011) Thessaloniki, Greece PM10; PM2.5

Helsinki, Finland

Barrón-adame et al. (2012) Salamanca, Mexico SO2

Chattopadhyay and Chattopadhyay (2012) Kolkata, India O3

Fernando et al. (2012) Phoenix, Arizona PM10

Perez (2012) Santiago, Chile PM10
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Table A.3. (continued) Details of papers reviewed

Authors (year) Location(s) Air pollutants examined

Singh et al. (2012) Lucknow, India RSPM; SO2; NO2

Siwek and Osowski (2012) Warsaw, Poland PM10

Antanasijević et al. (2013) 26 EU countries PM10

Arhami et al. (2013) Tehran, Iran CO; NOx; NO;

NO2; O3

Gennaro et al. (2013) Northeast Spain PM10

Moustris et al. (2013) Greater Athens Area, Greece PM10

Papaleonidas and Iliadis (2013) Athens, Greece O3

Russo et al. (2013) Lisbon, Portugal NO2

Ul-Saufie et al. (2013) Negeri Sembilan, Malaysia PM10

Yan and Jian (2013) Hangzhou, China PM10; PM2.5

Zhang et al. (2013) Taiyuan, China PM10

Azid et al. (2014) Malaysia API

Elangasinghe et al. (2014) Auckland, New Zealand NO2

He et al. (2014) Mong Kok, Hong Kong PM10; PM1

Luna (2014) Rio de Janeiro, Brazil O3

Özdemir and Taner (2014) Kocaeli, Turkey PM10

Russo and Soares (2014) Lisbon, Portugal PM10

Zhang et al. (2015) Xi’an Province, China PM2.5

Alam and McNabola (2015) Vienna, Austria PM10

Biancofiore et al. (2015) Pescara, Italy O3

Cortina-Januchs et al. (2015) Salamanca, Mexico PM10

Dunea et al. (2015) Oltenia, Romania O3; PM10; PM2.5

Dursun and Taylan (2015) Konya City, Turkey SO2

Feng et al. (2015) Jing-Jin-Ji area, China PM2.5

Mishra et al. (2015) Agra, India NO2

Russo et al. (2015) Lisbon, Portugal PM10

Santos and Fernández-olmo (2015) Cantabria Region, Spain As; Cd; Ni; Pb

Zhu et al. (2015) Chongqing, China NOx

Zou et al. (2015) Texas, USA PM2.5

Abderrahim et al. (2016) Algiers, Algeria PM10

Bai et al. (2016) Chongqing, China PM10; SO2; NO2

Catalano et al. (2016) London, United Kingdom NO2

Chellali et al. (2016) Algiers, Algeria PM10

Ding et al. (2016) Hong Kong NO2; NOx; O3;

SO2; PM2.5

Durao et al. (2016) Sines, Portugal O3

He et al. (2016) Lanzhou, China SO2; NO2; PM10

Hoshyaripour et al. (2016) Sao Paulo, Brazil O3

Li et al. (2016) Beijing, China PM2.5

Li et al. (2017) China PM2.5

Lightstone et al. (2017) United States of America PM2.5

Mao et al. (2017) Eastern China PM2.5

Peng et al. (2017) Canada O3; PM10; NO2

Rahimi (2017) Tabriz, Iran NOx; NO2
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Table A.4. (continued) Details of papers reviewed

Authors (year) Location(s) Air pollutants examined

Stamenković et al. (2017) 17 EU countries, USA, NOx

China, Japan, Russia

and India

Taylan (2017) Jeddah, Saudi Arabia O3

Yeganeh et al. (2017) Queensland, Australia PM2.5

Zhang and Ding (2017) Hong Kong NO2; NOx; O3;

PM2.5; SO2

Alimissis et al. (2018) Athens, Greece NO2; NO; O3;

CO; SO2

Antanasijević et al. (2018) 26 EU countries SOx; NOx; NH3;

NMVOC; PM10

Dotse et al. (2018) Brunei Darussalam PM10

Franceschi et al. (2018) Bogota, Colombia PM2.5; PM10

Freeman et al. (2018) Kuwait O3

Gao et al. (2018) Jinan, China O3

Huang and Kuo (2018) Beijing, China PM2.5

Jiang et al. (2018) Beijing, China PM2.5; SO2; NO2;

CO; O3

Li and Zhu (2018) China PM2.5; PM10; CO

Nidzgorska-Lencewicz (2018) Tricity Agglomeration, Poland PM10

Pak et al. (2018) Beijing, China O3

Radojević et al. (2018) Belgrade, Serbia SO2; NOx

Tzanis et al. (2019) Attica, Greece PM2.5; PM10

Ventura et al. (2019) Rio de Janeiro, Brazil PM2.5

Wang and Song (2018) Beijing, China CO; NO2; SO2;

O3; PM10; PM2.5

Yeganeh et al. (2018) Queensland, Australia NO2

Zhu et al. (2018) China PM2.5

Bai et al. (2019) Beijing, China PM2.5

Liu et al. (2019) Beijing, China PM2.5; SO2; NO2;

CO

Qi et al. (2017) Jing-Jin-Ji, China PM2.5

Qin et al. (2019) Shanghai, China PM2.5
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Appendix B

Levenberg-Marquardt (LM)

Algorithm

LM algorithm is based on the backpropagation algorithm which utilises the chain rule

to compute the derivatives of the squared error according to the weights and biases in

the hidden layers of an ANN. However, backpropagation algorithm suffers from long

training time which limits its practicability on real-world tasks. The Newton’s method

addresses the said issue as it generally provides faster convergence to a solution that

minimises the mean squared error. (The following notations are consistent with those

in Hagan et al. (1995).)

Recall in Chapter 3 Section 3.2.5 that the performance index of a MLP model is

given by:

F (w) =
N∑
i=1

(yi(w)− ŷi(w))T (yi(w)− ŷi(w)) = eT (w) e (w) , (B.1)

where y and ŷ are the actual data and estimated values by the MLP model, respectively,

and w is the vector containing the weights and biases. The goal of calibrating ANN

models is to minimise the performance index, F (w), by adjusting the values of w.

The Newton’s method for optimising the performance index F (w) is given by

wk+1 = wk −A−1k gk, (B.2)
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Appendix B. Levenberg-Marquardt (LM) Algorithm

where Ak ≡ ∇2F (w) |w=wk
and gk = ∇F (w) |w=wk

. Finding the factors Ak and gk

requires the determination of the Jacobian and Hessian matrices, respectively.

The j-th element of the gradient can be expressed as

[∇F (w)]j =
∂F (w)

∂wj
= 2

N∑
i=1

ei (w)
∂ei (w)

∂wj
. (B.3)

The gradient can therefore be expressed in matrix form as

∇F (w) = 2JT (w) e (w) , (B.4)

where

J (w) =



∂e1 (w)

∂w1

∂e1 (w)

∂w2
. . .

∂e1 (w)

∂wn
∂e2 (w)

∂w1

∂e2 (w)

∂w2
. . .

∂e2 (w)

∂wn
...

...
...

∂eN (w)

∂w1

∂eN (w)

∂w2
. . .

∂eN (w)

∂wn


(B.5)

matrix J (w) is the Jacobian matrix.

On the other hand, the factor ∇2F (w) is the Hessian matrix. The k, j element of

the Hessian matrix can be expressed as

[
∇2F (w)

]
k,j

=
∂2F (w)

∂wk∂wj
= 2

N∑
i=1

{
∂ei (w)

∂wk

∂2ei (w)

∂wj
+ ei (w)

∂ei (w)

∂wk∂wk

}
. (B.6)

The Hessian matrix can then be written in matrix form as

∇2F (w) = 2JT (w) J (w) + 2S (w) , (B.7)

where

S (w) =

N∑
i=1

ei (w)∇2ei (w) . (B.8)
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Appendix B. Levenberg-Marquardt (LM) Algorithm

If S (w) is assumed to be small, the Hessian matrix can be approximated as

∇2F (w) ∼= 2JT (w) J (w) . (B.9)

Substituting Eq. (B.9) and Eq. (B.4) into Eq. (B.2), the expression for the Gauss-

Newton method is obtained:

wk+1 = wk −
[
2JT (wk) J (wk)

]−1
2JT (wk) e (wk)

= wk −
[
JT (wk) J (wk)

]−1
JT (wk) e (wk) . (B.10)

However, one disadvantage of the Gauss-Newton method is that the matrix H = JTJ

may not be invertible. The issue can be addressed by the following modification of the

Hessian matrix:

G = H + µI. (B.11)

This leads to the LM algorithm:

wk+1 = xk −
[
JT (xk) + µkI

]−1
JT (xk) e (wk) (B.12)

or

∆wk = −
[
JT (wk) J (wk) + µkI

]−1
JT (wk) e (wk) . (B.13)

The LM algorithm initialises by setting µk to some small value, e.g. µk = 0.01. If the

chosen parameter yields a smaller F (w), then the step is repeated by multiplying µk by

some factor ϑ > 1, e.g. ϑ = 10. Otherwise, then the same step is repeated by dividing

µk by ϑ. The iterations of the LM algorithm are summarised as follows:
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Algorithm 5 Levenberg-Marquardt Algorithm

1. Present all network inputs and compute the network outputs and errors.

2. Compute the sum of squared errors over all inputs, F (w), using Eq. (B.1).

3. Compute the Jacobian matrix using Eq. (B.5)

4. Solve Eq. (B.13) to obtain ∆wk.

5. Recompute the sum of squared errors using wk + ∆wk. If the new sum of squares is smaller

than that computed in Step 1, then divide µ by ϑ, let wk+1 = wk + ∆wk and go back to

Step 1. Otherwise, multiply µ by ϑ and go back to Step 4.
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Appendix C

DEFRA Data Selector Online

Interface

Figure C.1 shows the online interface of Department of Environment Food & Rural

Affairs’ data selector page: https://uk-air.defra.gov.uk/. The page contains all

information needed to access and download data such as monitoring data, descriptive

statistics, exceedance statistics and more from the UK-AIR database.

Fig. C.1. The online interface of DEFRA’s Data Selector (DEFRA, 2017).
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Appendix D

Data Augmentation (DA)

Algorithm

Data Augmentation (DA) algorithm is a popular missing data imputation technique (Tan-

ner and Wong, 1987). The following notations are consistent with those in Tanner and

Wong (1987).

DA algorithm initially imputes missing data in a random manner according to

assumed values of the parameters, and then draws new parameters from a Bayesian

posterior distribution based on the observed and imputed values. The desired posterior

density is represented as:

p (θ | y) =

∫
Z
p (θ | z, y) p (z | y) dz, (D.1)

where p (θ | y) denotes the posterior density of the parameter θ given the data y, p (z | y)

denotes the predictive density of the latent data z given y, and p (θ | z, y) denotes the

conditional density of θ given the augmented data x = (z, y). The predictive density

of z can be related to the desired posterior density by

p (z | y) =

∫
θ
p (z | φ, y) p (φ | y) dφ. (D.2)

In the above equations, the sample space for the latent data z is denoted by Z and

the parameter space for θ is denoted by Θ. Substituting Eq. (D.2) into Eq. (D.1) and
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interchanging the order of integration, it can be seen that p (θ | y) must satisfy the

integral equation

g (θ) =

∫
K (θ, φ) g (φ) dφ, (D.3)

where

K (θ, φ) =

∫
p (φ | z, y) p (z | φ, y) dz. (D.4)

Let T be the integral transformation that transforms any integrable function f into

another integrable function Tf by the equation

Tf (θ) =

∫
K (θ, φ) f (φ) dφ. (D.5)

The method of successive substitution for solving Eq. (D.3) thereby suggest an iterative

method for solving p (θ | y). Namely, begin with any initial approximation g0 (θ) to

p (θ | y), and successively calculate

gi+1 (θ) = (Tgi) (θ) . (D.6)

Unfortunately, the integration in Eq. (D.1), Eq. (D.2) and Eq. (D.6) is challenging to

perform analytically. Monte Carlo simulation can be employed to perform the integra-

tion. As such, Eq. (D.1) motivates the following iterative scheme: Given the current

approximation gi to p (θ | y),

(a) generate a sample z(1), . . . , z(m) from the current approximation to the predictive

density p (z | y); and

b) update the current approximation to p (θ | y) to be the mixture of conditional

densities of θ given the augmented data patterns generated in (a), that is,

gi+1 (θ) = m−1
m∑
j=1

p
(
θ | z(j), y

)
. (D.7)

The said procedure of alternately simulation missing data values and parameters forms

a Markov chain that eventually converges to a distribution (Tanner and Wong, 1987).
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The iterations of the DA algorithm are summarised as follows:

Algorithm 6 Data Augmentation Algorithm

1. Define parameter matrix X

2. Define X#
k and X∗ as the missing and known parts of X at iteration k, respectively

3. Estimate initial values of the parameter set Θ

4. For iteration k, alternately do the following steps:

a) Imputation: draw X#
k from their conditional distribution given X∗ and Θk−1

b) Posterior: draw Θk from their posterior distribution given X∗ and X#
k
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Appendix E

Time Series Plots of Predictors

in Experiment 1
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Fig. E.1. (Plots of predictors (in hours) measured in MAR site during from January
2014 to December 2016.
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Fig. E.2. (continued) Plots of predictors (in hours) measured in MAR site during
from January 2014 to December 2016.
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Fig. E.3. (continued) Plots of predictors (in hours) measured in MAR site during
from January 2014 to December 2016.
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Fig. E.4. Plots of predictors (in hours) measured in BLM site during from January
2014 to December 2016.
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Fig. E.5. (continued) Plots of predictors (in hours) measured in BLM site during from
January 2014 to December 2016.
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Fig. E.6. (continued) Plots of predictors (in hours) measured in BLM site during from
January 2014 to December 2016.

(a) MAR site (b) BLM site

Fig. E.7. Wind rose of the predictors collected in MAR and BLM sites.
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Appendix F

Predictor Selection Results in

Experiment 1

Figure F.1 presents the results of the regression trees implementation for selecting the

optimal predictors. The results were obtained by employing the stepwiseglm built-in

function in MATLAB which uses both forward and backward stepwise regression. A

predictor is added to or removed from the regression model according to the change in

the SSE value.
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Fig. F.1. Predictor selection results using Stepwise Regression.
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The results indicate that all but four predictors, e.g. T bg, HODx bg and DoWy bg,

were selected. Note that CO got the largest magnitude of coefficient value, e.g. -122.95,

and is therefore not included in Figure F.1 for illustration purposes as it masks the

coefficient values of rest of the predictors.

The results of the NCA with regularisation method are shown in Figure F.2. The

results were obtained by employing the fsrnca built-in function in MATLAB which

performs predictor selection for regression based on a diagonal adaptation of NCA with

regularisation. The regularisation parameter λ was initially calibrated using five-fold

cross-validation with MSE as the loss function.
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Fig. F.2. Predictor selection results using Neighbourhood Component Analysis with
Regularisation.

The importance weights of most predictors are above 0.3. For the experiment, only

the predictors with weights greater than 0.4 were selected, amounting to a total of

16 predictors. The selection of the predictor weight criterion is usually undertaken

arbitrarily, and it is usually the prerogative of the modeller to determine which value

reduces the total count of predictors without fully removing all of predictors.

The results of the SFS technique are shown in Figure F.3. The results were ob-
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Appendix F. Predictor Selection Results in Experiment 1

tained by employing the sequentialfs built-in function in MATLAB which sequen-

tially selecting predictors from an initial set of candidate predictors until there is no

improvement in the prediction. The said improvement is assessed in terms of the MSE

values after performing 10-fold cross-validation.
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Fig. F.3. Predictor selection results using Sequential Forward Selection.

The optimal predictors are automatically selected by the technique (in this case,

a total count of 6 predictors). In contrast to all other predictor selection techniques,

SFS selected the least number of predictors which minimise the MSE value. The said

technique also took the longest time to implement. This is no surprise considering SFS is

model-based technique and involved the training of MLP models multiple times (Maier

et al., 2010; Galelli et al., 2014).

The results of the predictor selection technique based on regression trees are shown

in Figure F.4. The results were obtained by employing the fitrtree built-in function

in MATLAB which returns a regression tree based on the initial candidate set of predic-

tors. The predictorImportance built-in function was then employed to compute the

estimates of predictor weights of the resulting regression tree by summing the change

in the MSE due to splits on every predictor and dividing the sum of the number of
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Appendix F. Predictor Selection Results in Experiment 1
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Fig. F.4. Predictor selection results using Regression Tree Analysis.

Only predictors with importance weights above 0.002 were selected. For instance,

O3 bg is considered as the most important predictor, followed by HoDy. Notice that

several background predictors were selected by the RT technique as predictors collected

from the same site may not exhibit significant variances from the predictand, NO2, to

trigger binary splits.
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Appendix G

Hidden Layer Optimisation

Results in Experiment 1

Table G.1. Optimal hidden layer configurations of developed MLP models.

Model / nh

RMSE [µg/m3]

20 21 22 23 24 25 26 27 28 29 30

MLPSR 21.07 21.23 21.26 21.07 21.07 21.17 21.14 21.04 21.13 21.20 21.22

MLPNCA 21.70 21.86 21.72 21.81 21.74 21.64 21.66 21.79 21.71 21.77 21.74

MLPSFS 20.16 20.18 20.18 20.15 20.15 20.12 20.14 20.13 20.10 20.10 20.12

MLPRT 20.59 20.15 20.54 20.46 20.52 20.32 20.11 20.15 20.05 20.14 20.16

MLPALL 20.71 20.57 20.67 20.78 20.54 20.46 20.61 20.88 20.68 20.67 20.70

MLPMET 36.12 36.10 36.27 36.17 36.03 36.12 36.06 36.05 35.99 36.12 36.12

MLPPOL 21.41 21.35 21.37 21.38 21.33 21.42 21.44 21.28 21.44 21.38 21.47

MLPTIME 36.22 36.23 36.23 36.23 36.22 36.22 36.23 36.23 36.23 36.23 36.23
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Appendix H

Time Series Plots of Predictors

in Experiment 2.2
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(a) MAR site

Fig. H.1. Plots of hourly NO2 concentration data measured from January 2013 to
December 2014.
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Appendix H. Time Series Plots of Predictors in Experiment 2.2
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(b) CAM site
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(c) BLM site

Fig. H.2. Plots of hourly NO2 concentration data measured from January 2013 to
December 2014.
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Appendix H. Time Series Plots of Predictors in Experiment 2.2
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(a) WST site
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Fig. H.3. Plots of hourly NO2 concentration data measured from January 2013 to
December 2014.
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Appendix I

Optimisation Results for the

selection of Daubechies Wavelet

Types in Experiment 2
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Appendix I. Optimisation Results for the selection of Daubechies Wavelet Types in
Experiment 2

Table I.1. The std (Aj) /std (S) ratios based on various Daubechies wavelet configu-
rations in Experiment 2

Site Level

Wavelet type

Daubechies Db4 Daubechies Db5 Daubechies Db6

MAR 3 0.9013 0.9075 0.9032

4 0.6962 0.6995 0.6985

5 0.6185 0.6178 0.6219

KEN 3 0.8862 0.9019 0.8894

4 0.7982 0.8025 0.8014

5 0.7263 0.7265 0.7233

CAM 3 0.8818 0.8798 0.8797

4 0.6949 0.7029 0.6959

5 0.6273 0.6283 0.6296

BLM 3 0.8784 0.9102 0.8821

4 0.7896 0.7961 0.7920

5 0.7304 0.7309 0.7289

WST 3 0.8885 0.9028 0.8884

4 0.7872 0.7933 0.7902

5 0.7250 0.7221 0.7197

HAM 3 0.9157 0.9283 0.9176

4 0.8332 0.8344 0.8322

5 0.7607 0.7582 0.8322
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Appendix J

Discrete Wavelet Decomposition

Results in Experiment 2.2

Figure J.1 through Figure J.5 show the 5-level wavelet decomposition of the first 1000

samples of the collected NO2 data from KEN, CAM, BLM, WST and HAM sites. The

said samples were transformed using various Daubechies wavelets.
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Appendix J. Discrete Wavelet Decomposition Results in Experiment 2.2

0 100 200 300 400 500 600 700 800 900 1000
0

100

200

s
(t

)

0 100 200 300 400 500 600 700 800 900 1000
0

50

100

A
5
(t

)

0 100 200 300 400 500 600 700 800 900 1000

-20

0

20

D
5
(t

)

0 100 200 300 400 500 600 700 800 900 1000
-20

0

20

D
4
(t

)

0 100 200 300 400 500 600 700 800 900 1000

-20

0

20

D
3
(t

)

0 100 200 300 400 500 600 700 800 900 1000
-20

0

20

D
2
(t

)

0 100 200 300 400 500 600 700 800 900 1000

Time (h)

-40

-20

0

20

D
1
(t

)

Fig. J.1. Wavelet decomposition of the first 1000 samples of the collected NO2 data
from KEN site, s(t); D1 to D5 represent the detailed coefficients, and A5 the coarse
approximation of s(t) on the fifth level.
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Appendix J. Discrete Wavelet Decomposition Results in Experiment 2.2
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Fig. J.2. Wavelet decomposition of the first 1000 samples of the collected NO2 data
from CAM site, s(t); D1 to D5 represent the detailed coefficients, and A5 the coarse
approximation of s(t) on the fifth level.
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Appendix J. Discrete Wavelet Decomposition Results in Experiment 2.2
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Fig. J.3. Wavelet decomposition of the first 1000 samples of the collected NO2 data
from BLM site, s(t); D1 to D5 represent the detailed coefficients, and A5 the coarse
approximation of s(t) on the fifth level.
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Appendix J. Discrete Wavelet Decomposition Results in Experiment 2.2
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Fig. J.4. Wavelet decomposition of the first 1000 samples of the collected NO2 data
from WST site, s(t); D1 to D5 represent the detailed coefficients, and A5 the coarse
approximation of s(t) on the fifth level.
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Appendix J. Discrete Wavelet Decomposition Results in Experiment 2.2
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Fig. J.5. Wavelet decomposition of the first 1000 samples of the collected NO2 data
from HAM site, s(t); D1 to D5 represent the detailed coefficients, and A5 the coarse
approximation of s(t) on the fifth level.
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Appendix K

Correlation Analysis Results in

Experiment 3
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Appendix K. Correlation Analysis Results in Experiment 3
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Appendix K. Correlation Analysis Results in Experiment 3
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Appendix L

Construction of the AP Level

Spatial Distribution Map in

Experiment 3

As mentioned in Chapter 3 Section 5.4.2, the spatial distribution of the hourly NO2

concentration estimates of the proposed and benchmark models in Experiment 3 (see

Figure 5.26) was produced by utilising inverse distance weighted interpolation. The en-

tire procedure was carried using ArcGIS software version 10.6 (Environmental Systems

Research Institute, 2020).

To generate a full surface distribution of hourly NO2 concentration of the test

dataset in Experiment 3, information from several sites surrounding the 13 examined

and selected monitoring sites across the Greater London area. Details regarding the

surrounding sites are provided in Table L.1. Fixed NO2 values collected from the said

surrounding sites have been used while the selected sites have varying ones based on

the results of the proposed and benchmark models.
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Appendix L. Construction of the AP Level Spatial Distribution Map in Experiment 3

Table L.1. Air quality monitoring sites and coordinates utilised for generating the
AP spatial distribution in Figure 5.26.

Site name Latitude / Longitude

Bexley - Slade Green 51◦ 27 ′ 57.71 ′′ N, 0◦ 11 ′ 5.30 ′′ E

Camden - Bloomsbury 51◦ 31 ′ 20.24 ′′ N, 0◦ 7 ′ 33.20 ′′ W

City of London - Sir John Cass 51◦ 30 ′ 49.86 ′′ N, 0◦ 4 ′ 39.97 ′′ W

Greenwich -Eltham 51◦ 27 ′ 9.29 ′′ N, 0◦ 4 ′ 14.76 ′′ E

Kensington and Chelsea - North Ken 51◦ 31 ′ 15.78 ′′ N, 0◦ 12 ′ 48.57 ′′ W

Westminster - Horseferry Road 51◦ 29 ′ 40.81 ′′ N, 0◦ 7 ′ 54.95 ′′ E

Thurrock - Stanford-le-Hope 51◦ 31 ′ 5.38 ′′ N, 0◦ 26 ′ 22.37 ′′ E

Castle Point - Hadleigh 51◦ 33 ′ 14.63 ′′ N, 0◦ 36 ′ 21.82 ′′ E

Brentwood - Brentwood Town Hall 51◦ 37 ′ 7.27 ′′ N, 0◦ 18 ′ 27.89 ′′ E

Redbridge - Fullwell Cross 51◦ 35 ′ 38.17 ′′ N, 0◦ 5 ′ 7.86 ′′ E

Harrow - Stanmore 51◦ 37 ′ 2.38 ′′ N, 0◦ 17 ′ 55.59 ′′ E

Hounslow and Ealing - Gunnersbury Avenue 51◦ 30 ′ 2.43 ′′ N, 0◦ 17 ′ 3.78 ′′ W

Windsor and Maidenhead - Clarence Road 51◦ 28 ′ 48.64 ′′ N, 0◦ 37 ′ 25.72 ′′ W

Reigate and Banstead - Horley 51◦ 9 ′ 57.09 ′′ N, 0◦ 10 ′ 3.84 ′′ W

Sevenoaks - Bat and Ball 51◦ 17 ′ 19.56 ′′ N, 0◦ 11 ′ 36.32 ′′ E

Reigate and Banstead - Reigate High St. 51◦ 14 ′ 15.60 ′′ N, 0◦ 12 ′ 21.64 ′′ W

Sutton - Worcester Park 51◦ 22 ′ 40.52 ′′ N, 0◦ 12 ′ 25.49 ′′ W

Lewisham - Catford 51◦ 26 ′ 43.68 ′′ N, 0◦ 1 ′ 12.96 ′′ W

Enfield - Bush Hill Park 51◦ 38 ′ 42.13 ′′ N, 0◦ 3 ′ 58.25 ′′ W

Hillingdon - Keats Way 51◦ 29 ′ 46.71 ′′ N, 0◦ 27 ′ 38.97 ′′ E

Borehamwoord Meadow Park 51◦ 39 ′ 40.42 ′′ N, 0◦ 16 ′ 14.41 ′′ W

Chatham Roadside 51◦ 22 ′ 27.35 ′′ N, 0◦ 32 ′ 52.69 ′′ E

London Teddington 51◦ 25 ′ 31.03 ′′ N, 0◦ 20 ′ 44.18 ′′ W
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A. Ã. Plaia, A. L. Bondı, Single imputation method of missing values in environmental

pollution data sets, Atmos. Environ. 40 (2006) 7316–7330. doi:10.1016/j.atmosenv.

2006.06.040.

C. M. Bishop, Neural Networks for Pattern Recognition, Oxford University Press, Inc.,

New York, NY, USA, 1995.

197

http://dx.doi.org/10.1016/j.apr.2017.10.011
http://dx.doi.org/10.1016/j.apr.2017.10.011
http://www.tandfonline.com/doi/full/10.1080/10962247.2015.1006377
http://www.tandfonline.com/doi/full/10.1080/10962247.2015.1006377
http://dx.doi.org/10.1080/10962247.2015.1006377
https://doi.org/10.1016/j.envsoft.2017.11.031
https://doi.org/10.1016/j.envsoft.2017.11.031
http://dx.doi.org/10.1016/j.envsoft.2017.11.031
http://dx.doi.org/10.1016/j.envsoft.2017.11.031
https://www.sciencedirect.com/science/article/pii/S1352231018302292
https://www.sciencedirect.com/science/article/pii/S1352231018302292
http://dx.doi.org/10.1016/J.ATMOSENV.2018.04.004
http://dx.doi.org/10.1016/j.atmosenv.2004.02.026
http://dx.doi.org/10.1016/j.atmosenv.2004.02.026
http://dx.doi.org/10.1016/j.atmosenv.2006.06.040
http://dx.doi.org/10.1016/j.atmosenv.2006.06.040


Bibliography

S. Samarasinghe, Neural Networks for Applied Sciences and Engineering, Taylor

& Francis, 2006. URL: http://books.google.com.br/books?id=EyFeUiJibooC.

doi:10.1017/CBO9781107415324.004. arXiv:arXiv:1011.1669v3.

S. Makridakis, E. Spiliotis, V. Assimakopoulos, The M4 Competition: Results, find-

ings, conclusion and way forward, Int. J. Forecast. 34 (2018) 802–808. URL:

https://linkinghub.elsevier.com/retrieve/pii/S0169207018300785. doi:10.

1016/j.ijforecast.2018.06.001.

H. T. Shahraiyni, S. Sodoudi, A. Kerschbaumer, U. Cubasch, New technique for ranking

of air pollution monitoring stations in the urban areas based upon spatial represen-

tativity (Case study: PM monitoring stations in Berlin), Aerosol Air Qual. Res. 15

(2015) 743–748. doi:10.4209/aaqr.2014.12.0317.

N. Sharma, K. K. Chaudhry, C. V. C. Rao, Vehicular pollution modeling using artificial

neural network technique : A review, J. Sci. Ind. Res. (India). 64 (2005) 637–647.
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M. L. Mart́ın, I. J. Turias, F. J. González, P. L. Galindo, F. J. Trujillo, C. G. Puntonet,

J. M. Gorriz, Prediction of CO maximum ground level concentrations in the Bay of

Algeciras, Spain using artificial neural networks, Chemosphere 70 (2008) 1190–1195.

doi:10.1016/j.chemosphere.2007.08.039.

P. Perez, G. Salini, PM2.5forecasting in a large city: Comparison of three meth-

ods, Atmos. Environ. 42 (2008) 8219–8224. URL: http://dx.doi.org/10.1016/j.

atmosenv.2008.07.035. doi:10.1016/j.atmosenv.2008.07.035.

T. A. Solaiman, P. Coulibaly, P. Kanaroglou, Ground-level ozone forecasting us-

ing data-driven methods, Air Qual. Atmos. Heal. 1 (2008) 179–193. doi:10.1007/

s11869-008-0023-x.

R. S. Ettouney, S. A. Wahab, A. S. Elkilani, Emissions inventory , ISCST , and neural

network modelling of air pollution in Kuwait Emissions inventory , ISCST , and

neural network modelling of air pollution in Kuwait, Int. J. Environ. Stud. 7233

(2009). doi:10.1080/00207230902859929.

F. Galatioto, P. Zito, Traffic Parameters Estimation to Predict Road Side Pollutant

Concentrations using Neural Networks, Environ. Model. Assess. (2009) 365–374.

doi:10.1007/s10666-007-9129-z.
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