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Abstract

This thesis presents a faulted section identification scheme designed for
modern distribution networks, which is applicable to power system protection
and/or to the emergent “fault location, isolation, and service restoration”
(FLISR) set of functions (often also termed “distribution automation” or
“distribution system automation”). The scheme relies solely on current
measurements and employs a binary coded data exchange mechanism between
measurement and processing locations that is used to compare the current
angle and magnitude changes from pre- to during-fault conditions. The system
can be implemented in distributed or centralised architectures.

The scheme addresses many of the challenges arising from the increasing
integration of distributed energy resources (DERs), which are described in
detail in the thesis, and include reduced and variable system strength and
short-circuit capacity (or fault level), bi-directional power flows and protection-
specific issues such as blinding and sympathetic tripping.

The reliability, selectivity, and accuracy of the scheme have been validated
through extensive non-real-time simulation in MATLAB/Simulink, as well as
hardware-in-the-loop (HIL) testing using a real-time digital simulator (RTDS).
Simulations cover a range of scenarios including variation in fault location,
fault resistance, short-circuit level, and load conditions. The HIL results, which
include actual processing hardware and communications links, confirmed the
scheme’s ability to meet the timing and performance requirements of
contemporary distribution protection and monitoring systems. In the

concluding section, a range of areas for future work is suggested.
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Chapter 1

Introduction

1.1 Objectives and motivations of research

1.1.1 Context: decarbonisation of global energy
systems

Climate change, emission of greenhouse and other harmful gases and the
global push for decarbonisation of energy has led to the need for government
intervention and policy change on a global scale, with the goal of managing
and decreasing pollution and emissions. In June 2019, the United Kingdom
(UK) amended the Climate Change Act, which established a legally-binding
commitment to achieve net zero greenhouse gas emissions by the year 2050.
This commitment is commonly referred to as the UK’s net zero target, which
was reaffirmed during the discussion at COP27 [1.1]|. This necessity, combined
with the growing demand for energy, has driven many changes and innovations
in the electricity supply industry. One of these changes includes the widespread
incorporation of small-scale renewable energy sources (RES) integrated directly
into power grids, particularly at the distribution level. The transition to
cleaner, low-carbon energy sources is further supported by technological
advancements in areas such as hydroelectric, wind, solar, and nuclear power.
This global shift can be illustrated by the renewable and non-renewable energy

generation and consumption in the United Kingdom.



The UK has positioned itself as a global leader in the transition from fossil
fuels to RES. The UK government has outlined targets for expanding both
offshore wind, including floating installations, and solar PV capacity, aiming
for 50 GW and 70 GW of installed capacity respectively, by 2030 and 2035
[1.2]. Over the past two decades, the UK has witnessed a remarkable increase
in the contribution of renewables to its national energy mix, as shown in Figure
1.1. In 2000, RESs only accounted for 2.8% of total energy generation [1.3].
This figure was projected to reach an estimated 50.8% by 2024 [1.4]. This
marked the first time that more than half of the UK’s electricity supply has
originated from renewable sources. It can be attributed to several key factors,
including supportive government policies, advancements in renewable energy
technologies, and a growing public commitment to environmental

sustainability.
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Figure 1.1: Electricity generated by fuel type in the UK during year 2000 —
2024 [1.3] — [1.27]



Wind energy, encompassing both onshore and offshore ingstallations,
currently is the UK’s leading source of renewable energy. It contributed an
estimated 60.61% of the total renewable energy generation in 2023. Solar
photovoltaic (PV) systems arc playing an increasingly significant role,
accounting for approximately 10.24% in 2023. Biomass and hydropower further
diversify the UK’s renewable energy portfolio [1.27].

Despite the significant progress made in transitioning towards rencwables,
non-rencwable cnergy sources still hold a substantial sharc of the UK’s cnergy
mix. In 2000, non-renewable energy accounted for roughly 92.5% of total
generation |1.3]. However, by 2024, this figure was projected to decrease to less
than 50% [1.4], highlighting a noteworthy shift toward cleaner energy sources.
This shift aligns with government policics aimed at reducing carbon cmissions
from fossil fuels and gas used in electricity generation to 5% by 2030 [1.2§],
ultimately targeting net-zero carbon emissions by 2050 |1.1] — [1.2], [1.28].

The global trend towards rencwable encrgy adoption is not limited to the
UK; many other countrics arc cxpericncing similar shifts. This can be
illustrated through the data presented in Figure 1.2, which depicts renewable
and non-renewable energy generation from 2000 to 2023 in the United States
(US), Europcan Union (EU), China and Thailand (the author’s home country).
The data clearly indicates a significant increase in RES consuimption
worldwide, reflecting the effectiveness of government policies and public
support for clean energy initiatives. This growth is indicative of a broader
commitment to sustainability and environmental stewardship.

Although the reduction in the use of fossil fuels for electricity generation is
not uniform for the various countries illustrated, it does show that there is an
ongoing and persistent global effort to reduce carbon footprints and transition
towards a low-carbon cconomy. This shift is particularly cvident in the gradual
phase-out of coal and the increasing reliance on natural gas as a transition fuel

|1.29], as shown in Figure 1.3.
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Figure 1.2: Share of electricity production from renewables for a range of

different countrics [1.30)
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The comparative analysis of renewable and non-renewable energy
consumption highlights the complexities and challenges inherent in the
transition towards renewables and low/zero-carbon energy systems. Although
the growth of RES is commendable, it is essential to recognise the need for a
balanced approach to energy policy [1.31]. The energy landscape is
characterised by a dynamic interplay between the push for RES and the

realities of existing infrastructure and market conditions.

1.1.2 Decarbonisation: implications for electrical
power systems

The widespread adoption of RES presents both positive and negative
implications for modern power systems. In addition to transmission-connected
renewables, a great deal of future energy will be generated and connected at
the distribution voltage levels, leading to a growing presence of distributed
energy resources (DER) — especially those in the form of distributed generation
(DG) derived from RES — within distribution networks. By generating power
closer to the point of consumption, DER reduces transmission losses and can
alleviate congestion on the “upstream” grid [1.32]|. In terms of resilience and
enhancing reliability, if the transmission or centralised generation is lost or
reduced, DER can provide backup power to critical infrastructure, contributing
to a more robust energy infrastructure, although the ability to operate power
systems in “island” mode is often limited due to DER capabilities and/or
policies that do not allow islanded operation due to operational and safety
reasons |1.33].

Despite offering considerable environmental and economic advantages, the
integration of DERs also introduces a range of technical considerations that
must be addressed. Traditional electricity systems were structured around
large, centralised energy generation, with unidirectional power flows
transmitting electricity over long distances to end wusers. However, the

increasingly penetration of DERs has significantly altered the structure and



behaviour of modern power networks. Existing grid infrastructure —
particularly at the distribution level (medium and low voltage) — was not
originally designed to accommodate the decentralised and bidirectional nature
of power flows introduced by RES [1.3]. As more DERs are integrated,
substantial upgrades to infrastructure and operational paradigms are required.
This transition also introduces regulatory and market complexities, as existing
policies and frameworks may not adequately support the technical and
economic requirements of decentralised energy integration. Moreover, the
coordination among diverse stakeholders — including utilities, regulators,
aggregators, and consumers — becomes increasingly complex. Enhancing grid
flexibility and resilience, both technically and institutionally, is therefore

critical to the success of this energy transition.

1.1.3 Specific challenges for power system
protection

Among the various technical systems affected by this transition, power
system protection remains particularly vulnerable. Malfunction of protection
systems can lead to severe consequences, including equipment damage,
personnel hazards, and wide-area outages. Conventional protection schemes,
which were developed for centralised generation and largely passive networks,
are often based on static settings and operate under the assumption of
predictable fault current behaviour. However, the integration of DERs
introduces variability in fault characteristics and network topology, making
traditional protection methods increasingly unreliable (either in the form of
unnecessary operation or non-operation — both of which are extremely
undesirable), leading to unnecessary outages and economic losses, as well as
potential physical damage to system assets and customers. The specific
limitation of conventional protection in DER-rich environments are discussed

further in Chapter 3 of this thesis.



Moreover, modern power networks increasingly rely on advanced monitoring
systems and digital technologies to support more efficient, intelligent, and
resilient grid operations [1.34]. The growing availability of digital tools, such as
intelligent electronic devices (IEDs) and IoT-based sensors, provides new
opportunities to enhance protection systems [1.35|. In the distribution context,
these technologies underpin applications such as the Distribution Management
System (DMS) for real-time monitoring and control, as well as automation
function like Fault Location, Isolation, and Service Restoration (FLISR). These
systems enable real-time measurement, fast data exchange, and decentralised
decision-making — capabilities that are crucial for operating networks with

DER-rich [1.36].

1.1.4 Responding to the challenge — motivation and
objectives for the research reported in this

thesis

Rather than presenting a challenge, the widespread adoption of digital
infrastructure acts as an enabler for more selective, responsive, and scalable
protection schemes. Leveraging these technologies allows the transition from
conventional protection to intelligent, communication-assisted methods that
are better suited to the evolving characteristics of distribution networks. This
shift has motivated many researchers to develop novel protection schemes, as
discussed further in literature review in Chapter 3. These solutions typically
incorporate advanced technologies and strategies to improve reliability and
performance. However, several of these approaches are overly complex or
resource-intensive, making them less suitable for practical implementation in
distribution-level systems where simplicity and cost-effectiveness are critical
[1.37]. Furthermore, few studies have thoroughly evaluated the actual benefits
or effectiveness of the approaches in term of realistic deployment. There is also
a lack of in-depth analysis regarding the supporting systems required for these

schemes — such as the underlying communication networks, monitoring



infrastructure, or applications that facilitate protection coordination and

system-wide integration.

Based on the above discussion, the objectives of this thesis are defined as

follows:

To address the challenges posed by the changing network behaviour
resulting from high penetration of DERs, particularly those connected
at the distribution level, which may compromise the performance of
conventional protection methods.

To develop a protection scheme specifically designed for modern grid-
connected distribution networks with multiple infeed sources, which
are becoming increasingly common due to the widespread integration
of RE technologies.

To conduct a comprehensive review and comparative analysis of
communication technologies suitable for use within the protection
scheme, with particularly focus on key technical aspects such as
requirements of bandwidth, latency, and architecture.

To ensure that the proposed protection scheme achieves a balance
between technical effectiveness and cost-efficiency, and operational
simplicity, making it not only robust but also practical and easy to

implement in modern digital network environments.

1.2 Research contributions

This research has delivered a principal contribution to knowledge, which is

to present and demonstrate a novel faulted section identification algorithm

using solely current measurements, that can be applied to both protection and

monitoring applications. It can be used over a wide area, could be deployed as

either a centralised or distributed scheme in terms of the decision-making

hardware, and is ideally suited for application to networks including significant

penetrations of DERs. The main features of the system, which address many

of the issues and shortcomings associated with related research, include the



fact that it can cope with widely variable short-circuit levels (that may be
apparent in modern and future systems due to different energy
sources/converter types and responses being connected to the system in an
intermittent fashion), plus the facts that voltage measurements are not
required, and that communications, while necessary, is not required
continuously, only being required when the operation of the system is initiated.
It can also operate with a very low-bandwidth communications system, and is
insensitive to variations in latency, meaning that relatively inexpensive
communications technologies would be suitable for an actual installation.

Another aspect of novelty and contribution lies in the fact that this approach
utilises readily-available measurement data to perform analysis of the
differences between pre- and during-fault currents from different measurement
locations. Specifically, the scheme analyses current angle and magnitude
changes, eliminating the need for complex and high-fidelity measurements, time
synchronisation or costly communications equipment (simple transfer of logical
codes is all that is required, as shown later). The robustness and adaptability
of the proposed technique are comprehensively validated through a range of
simulations encompassing a diverse range of fault and system configuration
scenarios.

The research demonstrates the adaptability of the proposed method by
showcasing its applicability for both protection and monitoring purposes. The
system offers flexibility in implementation, allowing for either distributed
(node-to-node) or centralised (node-to-centre) configurations. This enables
authorities to select the most appropriate option according to their specific
optimisation requirements.

There are several secondary contributions associated with this research:

. Detailed review, critique and comparison of various novel and proposed
solutions for protection and/or monitoring of future electrical power
systems, including analysis of pros and cons, and illustration of how
the system proposed and demonstrated in this thesis addresses many

of the identified issues and shortcomings associated with others’ works.



o A review of associated communications technologies that can be used
as part of the proposed scheme, focusing on several key aspects
including bandwidth requirements for data exchange between
measuring points, latency and the nature of the architecture — for
example distributed processors, or a centralised master processor, with
descriptions of the associated measurement locations and
communications architectural requirements. This comparison of
various communication options to determine their effectiveness for
protection and faulted section identification also represents a useful
contribution to knowledge.

o Evaluation of system performance and practical implementation
through both non-real-time simulation using MATTLAB/Simulink
software, and real-time simulation using Hardware-in-the-Loop (HIL)
with a Real-Time Digital Simulator (RTDS) system, ensuring accurate
and realistic testing conditions. This also completes initial work
towards an actual hardware implementation of the system for faulted
section identification and protection in the future.

. An analysis of the benefits and cost-effectiveness of the proposed
protection scheme in the context of modern distribution networks,
demonstrating its suitability for practical deployment and alignment
with the operational needs of future digital power systems.

. Recognition and descriptions of future challenges and proposals for
various areas of future work, which should assist other researchers in

establishing areas for research.

1.3 Thesis structure

The structure of the remainder of this thesis is as follows.
Chapter 2 explores the historical development of electrical distribution
networks. It outlines the transition from conventional systems to the

integration of DERs and other low-carbon technologies. The chapter also
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details protection schemes employed in traditional distribution systems, and
outlines network behaviours (in terms of behaviour during both normal and
fault conditions) compared to the past. This analysis serves as a foundation for
the following chapters exploring the challenges these changes pose to traditional
protection schemes. This chapter also includes the potential application of the
scheme to monitoring and automation functions, e.g., FLISR application in
futurce distribution network operations. Finally, it explores the communication
technologics supported in distribution networks and the proposed faulted
section identification scheme.

Chapter 3 outlines the challenges to conventional protection schemes arising
from the cvolving power network, as introduced in the previous chapter. It also
forms the fundamental literature review component of the thesis, containing
reviews of several potential solutions reported by other researchers, critically
examining the proposals, their benefits, practical application and potential
issucs or gaps in their work. By identifying the contributions and limitations
of other reported and relevant work, this chapter also justifics the choice and
design of methods used in the proposed faulted section identification algorithm
for protection and/or monitoring/FLISR applications.

Chapter 4 describes fully the principles of the proposed faulted section
identification scheme, and shows how it utilises current-only angle/direction
and magnitude measurements, comparing the transitions of the measurements
from pre- to during-fault conditions, with relatively simple and cheap
communications to transfer logical codes describing these transitions between
measurement locations. The detail of the data transmission process between
neighlbouring measurement point is also described in this chapter.

Chapter 5 demonstrates and validates the developed scheme through case
studics, simulation results, and performance verification. The chapter utilises a
modelled system created in MATLAB/Simulink to demonstrate the reliability
of the faulted section identification algorithm by simulating various fault and

non-fault scenarios, and a wide varicty of conditions.

11



Chapter 6 elaborates upon the scheme’s performance as described in
Chapter 5, but uses an implementation of the system in a Real-Time Digital
Simulator (RTDS) with Hardware-in-the-Loop (HIL) testing, incorporating
actual hardware and communications technology available at the University of
Strathclyde. This approach effectively evaluates the practical efficiency and
robustness of the protection protocol under realistic operating conditions and
further demonstrates the scheme’s operation in a more realistic experimental
arrangement.

Finally, Chapter 7 completes the thesis by presenting the key conclusion
drawn from this research, along with the economic implications and cost-benefit
aspects of the proposed scheme. The final chapter also explores and discusses

potential avenues for future work.

1.4 Publications

In the course of completing this PhD, the following publications have been

produced:

1.4.1 Journal articles

A journal paper entitled “A Protection Scheme for DER-Rich Distribution
Networks Using Current-Based Fault Section Identification” is currently in
preparation and is expected to be submitted to the International Journal of

Electrical Power & Energy Systems by August 2025.

1.4.2 Conference papers

1. P. Rajakrom, C. Booth and Q. Hong, “Analysis and Simulation of
Current-Only Directional Protection Incorporating Simple

Communications,” 2022 57th  International  Universities  Power

Engineering Conference (UPEC), Istanbul, Turkey, 2022, pp. 1-6
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2.

P. Rajakrom, C. Booth, Q. Hong and A. Rajakrom, “Fault Location,
Isolation, and Service Restoration Using Current-Only Directional
Approach with Simple Low-Cost Communication,” 2023 IEEE PES 15th
Asia-Pacific and Energy Engineering Conference (APPEEC), Chiang
Mai, Thailand, 2023, pp. 1-6

P. Rajakrom, C. D. Booth and Q. Hong, “Current-Only Directional
Protection of Distribution Network Using Low-Cost Communication,”

17th  International Conference on Developments in Power System

Protection (DPSP 2024), Manchester, UK, 2024, pp. 1-7
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Chapter 2

Evolution of Electrical Power

Distribution Systems

2.1 Chapter overview

This chapter presents an overview of the evolution of electrical power
distribution networks, with a particular emphasis on the transition from
conventional systems to modern and future systems incorporating DERs, which
can include both generation and storage of electricity. Various forms of DG are
described, along with their potential impacts on the behaviours of traditional
distribution networks. Furthermore, with the advancement of various
technologies, several notable applications relevant to modern distribution
systems are also described.

The chapter also contains an explanation of the fundamental principles
underlying conventional protection schemes, highlighting characteristics that
may be challenged by the increasing complexity and evolution of electricity
distribution networks. As the scheme developed in this research employs
communications, this chapter also contains a review of communication systems
and technologies that are used within electrical power systems, with reference
to those technology options that may be most appropriate for the scheme if it

were to be further developed into a practical application.
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2.2 Overview of electrical power networks

In 1881, the world’s first public electricity supply for street lighting
commenced operation in Britain, marking the beginning of the country’s
electrification journey. A significant milestone followed in 1935, with the
creation of the original 132 kV national grid — the first integrated transmission
network of its kind globally [2.1]. This pioneering infrastructure was managed
by the Central Electricity Generating Board (CEGB), which oversaw the
centralised planning and operation of the network until the electricity sector
underwent major privatisation reforms in the 1990s. There reforms led to the
unbundling of generation, transmission, and distribution activities,

fundamentally transforming the structure of the UK electricity market [2.2].
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Figure 2.1: Traditional electricity network adapted from |[2.3]
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The structure of the traditional electricity network in the UK is illustrated
in Figure 2.1 and Figure 2.2. Historically, the UK electrical system was
characterised by centralised generation and a top-down, hierarchical
transmission and distribution network. Electricity production was dominated
by large-scale thermal power stations, primarily fuelled by coal and, to a lesser
extent, oil and gas. These facilities were typically situated near fuel sources and
water bodies to ensure logistical efficiency and effective cooling. At its peak,
coal-fired power plants accounted for nearly 80% of total electricity generation,
while the remaining 20% was derived from a mix of other sources, including

oil, natural gas, nuclear, hydro, wind, and solar energy [2.4].
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Due to the often-remote locations (typically near coal fields and often in
coastal areas or near rivers for cooling) these power stations, electricity had to
be transmitted over long distances to reach end-users. This necessitated the
development of a high-voltage transmission system, initially operating at 132
kV and later upgraded to 275 kV and 400 kV to accommodate growing demand
and to ensure that thermal ratings and losses (driven largely by current levels)
were optimised. The transmission grid was designed to transport bulk power
efficiently to regional substations, where the voltage would be stepped down
for distribution. At the distribution level, power flow was conventionally
unidirectional — from the transmission network to the consumers — and the
system was designed as a passive infrastructure, with limited flexibility or

local/distributed generation integration.

2.3 Decarbonisation and increased

penetration of renewable energy and

DERs

By the early 2000s, the UK began integrating RES into its energy system.
However, their uptake was not yet widespread due to the continued dominance
of a centralised generation and associated network structure. A significant
turning point occurred in 2008, when the UK became the first country in the
world to enact a legally-binding carbon reduction framework through the
Climate Change Act [2.5]. The Act initially aimed to reduce greenhouse gas
emissions by 80% by 2050 (a target that was later revised in 2019 to a more
ambitious goal of achieving net zero carbon emissions by the 2050 [2.6]).

According to recent statistics, in 2024, renewable generation in the UK
produced 144.7 TWh of electricity, accounting for 50.8% of the total electricity
generation. This marks the first time that more than half of the nation’s
electricity supply has originated from renewable sources |2.7|. The percentage

share and generation capacity of each type of RES in 2024 are illustrated in
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Figure 2.3. Furthermore, the UK reached a significant milestone in the same

year with the decommissioning of its last remaining coal-fired power station
[2.8].
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As the author is Thai, some reflections on the situation in Thailand are
included. Although the outcomes are not yet as evident as those observed in
the UK, government policies — particularly following Thailand’s participation
in the COP26 summit [2.9] — Thailand has demonstrated a growing
commitment to clean energy. The Thai government has outlined a national
energy policy aimed at increasing the proportion of clean energy. The target

has been set at 51% by the year 2037, up from the current level of 25.6% [2.10].
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The enactment of this legislation has significantly elevated the role of RES,
positioning them as essential components within the UK’s (as well as
Thailand’s) decarbonisation strategy. As a result, the deployment of DERs —
particularly in the form of DG — has expanded steadily in the years that have
followed. This growing integration of DERs, especially at the distribution level,
has fundamentally reshaped the electricity network, shifting it from
traditionally passive infrastructure to a more dynamic and active system, as
depicted in Figure 2.5.

DERs encompasses a wide spectrum of decentralised technologies, including
DG and energy storage systems, all typically situated relatively close to the
point of consumption. Among these, DG, often renewable in nature, has exerted
the most significant influence on conventional power system, primarily due to
its decentralised and often intermittent nature. Therefore, this thesis focuses
specifically on the concept of DG, given its prominent role and substantial

impact on the transformation of traditional power systems.
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2.3.1 Distributed generation (DG)

DG refers to the generation of electrical energy from relatively small-scale
power sources located close to the point of consumption or integrated within
distribution network, thus eliminating or significantly reducing the reliance on
long-distance transmission [2.11]. In generally, DG can comprise both renewable
and non-renewable energy sources, although renewables are clearly the most

popular and will grow in future.
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One common classification distinguishes between synchronised and non-

synchronised DG systems [2.12].

Synchronised DG: typically includes synchronous generators such as
diesel generator or small-scale hydroelectric turbines driving
synchronous machines. Some non-synchronous sources that are
interfaced via inverter-based systems capable of grid-forming or grid-
supporting functionalities (sometimes termed as virtual synchronous
machines as they can provide inertial and frequency-control/droop
functions) could arguably belong lie in this category.
Non-synchronised DG: typically includes non-synchronous
generation technologies such as wind or solar, that are connected via
inverter interfaces that are grid-following in nature and therefore do not
behave as “virtual” synchronous machines.

DG is generally divided into micro, small, and medium scales based

upon their output capacities [2.12|. Micro DG refers to systems with a capacity

of less than 5 kW, while small DG includes units ranging from 5 kW to 5 MW.

Finally, medium DG generally encompasses system with capacities of between

5 MW and 50 MW.

2.3.2 Impact of DGs on power systems

The increasing penetration of DG has significantly altered the characteristic

of modern power system in the following ways:

Reduction in system inertia: the widespread integration of DG —
especially inverter-based resources such as solar PV and wind energy
systems — can result in a substantial reduction in system inertia, as this
is coupled with the decommissioning and reduction of directly-connected
large synchronous generators. Traditional synchronous generators
inherently provide rotational inertia. However, DG units, particularly
those interfaced via power electronic inverters, contribute negligible or

no inertia [2.13]. This can increase the frequency volatility of systems
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and increase the risk of significant (and faster) frequency excursions
following loss of infeed/load events (which are often initiated by faults

and protection actions).
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Figure 2.6: Declining inertia levels in Great Britain from 2008 — 2019 adapted

from [2.13]

Transition of power flow dynamics: the traditional model of power
systems was characterised by unidirectional power flow — from
centralised generation through transmission and distribution networks
to end-users. However, with the increasing deployment of DG units,
especially at the distribution level, this framework has shifted. Power
may now flow in both directions, a phenomenon referred to as
bidirectional power flow, depending on real-time generation and demand
across the network [2.14]. This also changes fault behaviour, as described
in the next point.

Change in short-circuit levels: inverter-based generators inherently
limit the amount of short-circuit current they can contribute, typically

to protect the power electronics components within the inverter from
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damage. As a result, the short-circuit level, particularly in transmission
systems, may decrease considerably, and this can be more pronounced
in some parts of the country [2.15], as depicted in Figure 2.7. However,
in distribution systems, the short-circuit level may either increase or
decrease, and will certainly vary in some way due to the rising number

of DG installations [2.16] — [2.17].
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Figure 2.7: Mean short circuit level in different areas in the UK over a range

of years, showing a general decline [2.15]

2.3.3 Benefits and challenges associated with
DERs

DERs, and DG specifically, provide numerous benefits to distribution
networks, providing technical, economic, and environmental benefits (when
compared with conventional centralised, often fossil-fuelled power generation).
There are, however, a number of challenges associated with incorporating

DERS and DG into networks. These are discussed in the following subsections.
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2.3.3.1 Benefits of incorporating DG within power

distribution networks

The key benefits can be details as follows:

Reduction in energy losses: by generating electricity close to the
point of consumption, DG minimises the distance electricity travels
through transmission and distribution networks, thus considerably
decreasing the energy losses typically experienced in centralised
generation systems with power being transmitted over long distances
[2.11].

Potentially enhanced network reliability: localised generation
enables the distribution system to maintain operation or recover quickly
form disturbance or outages, thus ensuring uninterrupted electricity
supply during peak demand periods or emergency scenarios — although
this depends on having the appropriate control and protection
technology, as well as rules and regulations that permit this to happen
[2.18].

Acceleration of uptake and increased proportion of renewable
energy produced: DG facilitates greater integration of RES directly
into local distribution systems. This decentralised approach not only
reduces dependency on fossil fuels but also contributes to lowering
greenhouse gas emissions, aligning with global environment and
sustainability goals [2.17].

Increased system flexibility and scalability and cost-effective
energy solutions: the modular nature of DG allows for incremental
expansion, enhancing the flexibility and scalability of networks. This
adaptability enables utilities to respond rapidly and economically to
changing electricity demands and evolving market conditions, without

substantial disruption or financial burden [2.18] — [2.19].
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Although DG offers numerous advantages, it is also accompanied by a range
of technical challenges. These challenges can be broadly categorised into three

core areas as outlined in the following subsections.

2.3.3.2 Challenges — control and system stability

Power stability in distribution systems with high DG penetration has
become an increasing concern due to the dynamic and variable nature of
generation sources. In particular, low inertia and intermittent generation
profiles have made voltage and frequency less stable and more sensitive to
system disturbances. The resulting instability can manifest in both short-term
and sustained operating issues.

When sudden load changes or generation fluctuation occur, the system
experiences rapid frequency excursions that are more difficult to control
compared to traditional networks. One of the key indicators of this instability
is the Rate of Change of Frequency (RoCoF). In systems with low inertia,
RoCoF becomes significantly higher, meaning that frequency can deviate
beyond acceptable limits within fractions of a second [2.20|. If RoCoF exceeds
the threshold configured in DG or inverter control and protection systems
(which are defined by standards in the UK [2.21]), it may trigger automatic
disconnection to protect the equipment, further compounding the instability as
the mismatch between supply and demand will be increased, as well as reducing
a source of voltage support from the network [2.16]. Such events increase the
likelihood of loss of synchronisation, unintentional islanding, and degraded
frequency regulation. These issues can cause cascading effects in weak grids
[2.13], leading to supply interruptions, potential system-wide blackouts, and
generally reduced system stability [2.22].

Intermittency in generation also introduces substantial voltage control
challenges. Rapid drops in power output can lead to voltage flicker, while the
opposite condition — overgeneration during periods of low demand — can cause

voltage rise. This will also affect systems frequency.
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2.3.3.3 Challenges — protection

In traditional radial system configurations, protection devices are designed
based on the assumption of unidirectional power flow and predictable fault
current levels. However, with the inclusion of DG, both of these assumptions
become invalid. Firstly, short-circuit level becomes increasingly variable [2.14].
Secondly, bidirectional power flow can disrupt traditional coordination among
protective devices, which are typically arranged based on the assumption of
downstream fault current flow [2.13|. These results are increased risk of
protection problems. Furthermore, the fast dynamic introduced by weak infeed
can lead to frequent relay operations in response to minor transient or
fluctuations. This increases the stress on protective equipment, accelerating its
wear and potentially reducing long-term system stability [2.16].

Detailed discussion on protection-related challenges, including fault
detection limitations, coordination issues, and possible solution strategies, are

presented in Chapter 3.

2.3.3.4 Challenges — system design and operation

The shift from passive to active distribution networks, driven by the
proliferation of DG, also necessitates a fundamental rethinking of system design
and operation. Distribution network with high amount of DGs complicates
planning, voltage control, thermal loading, and contingency management [2.23|.
For example, voltage rise, especially at locations close to DG sources, is now
common. The conventional placement of voltage regulators or capacitor banks
may no longer be sufficient or even appropriate [2.24]. Additionally, hosting
capacity — the maximum amount of DG that a feeder can accommodate without
violating voltage, thermal, or protection constraints — becomes a key design
constraint. This often necessitates the use of detailed time-series simulations,
probabilistic modelling, and advanced planning tools, which may not be
available to all utilities, particularly in developing regions. Furthermore, it can

require expensive upgraded implementations such as network automation,
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advanced metering, and local energy storage [2.25]. Some of automation
applications are described later in this chapter. In many cases, the economic
burden of these enhancements is significant, and without proper policy or
incentive structures, utilities may be reluctant to approve further DG
interconnection. Thus, technical challenges at the design level have direct

regulatory, financial, and operational implications that cannot be overlooked.

2.4 Overview of automation and related

applications for systems incorporating

DERs

With the rapid advancement of technology, utility providers are increasingly
seeking automated systems to reduce operational expenditures and mitigate
potential risked to personnel. Traditional distribution networks, which has
historically depended on manual operation and reactive maintenance, are now
undergoing a transformative shift driven by digital innovation. The integration
of smart sensors, advanced metering infrastructure sophisticated
communication platforms, and intelligent control systems in paving the way
towards more efficient, reliable, and resilient future distribution networks.
Designing and operating microgrids effectively requires balancing multiple
considerations — technical feasibility, economic viability, and environment
impact — all of which often present conflicting objective [2.26]. Automation not
only accelerates fault detection and restoration processes, but also supports the
integration of DERs, thereby enhancing grid flexibility and resilience. These
capabilities are becoming increasingly essential in addressing rising energy
demands, enabling the adoption of renewable energy, and ensuring the long-
term sustainability of power system.

This section explores examples of automation applications that play a key
role in enhancing the performance and intelligence of future distribution

networks.
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2.4.1 Distribution management systems (DMS)

DMS is typically a platform designed to enable real-time supervision,
analysis, and control of modern distribution networks, particularly as these
systems increasingly accommodate DERs [2.27]. The DMS operates by
collecting and analysing data from diverse sources, including Supervisory
Control and Data Acquisition (SCADA) systems, Advanced Metering
Infrastructure (AMI), remote terminal units (RTUs), and various smart sensors
deployment across the network [2.28]. This continuous stream of data,
integrated from a variety of sources, enables DMS controllers to monitor
voltage levels, power flows, and system status in real time, associated which
high-speed communication networks, allowing for fast and accurate decision-
making, thereby providing the situational awareness required for intelligent and
automated control actions.

The fundamental objective of the DMS controller is to support intelligent
grid operations through a suite of functions, such as load flow analysis,
automatic voltage regulation (e.g. Volt/VAR optimisation), load forecasting,
fault location and isolation, and feeder reconfiguration [2.29]. These functions
are essential not only for maintaining the operational balance of the grid but

also for maximising system reliability and minimising losses [2.28].

2.4.2 Fault location, isolation, and service
restoration (FLISR)

FLISR is an emerging term, and could be viewed as a component of a DMS
system. It is very relevant to this these as the scheme developed could be part
of an FLISR scheme. It is an increasingly prevalent application in modern
distribution networks, gaining significant traction in numerous countries,
including the UK and Thailand [2.30] — [2.31]. This application is particularly
well-suited to distribution systems incorporating DERs, as it facilitates the

automatic restoration of power following disturbance within the network.
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FLISR addresses both temporary and permanent faults through a structured
sequence: identifying the fault location and isolating the affected networks
segments, then restoring power service to unaffected areas [2.32]. This
sequential process aims to maximise the number of customers restored in the
shortest possible time, thereby minimising the scale of outage and improve key
reliability indices such as Customer Interruptions (CI) and Customer Minutes

Lost (CML) associated with such faults [2.33] — [2.34].

- Total Duration Time = 45 — 75 min >
Outage Crew Fault Fault Isolated & Back to
Fault  Reported On-Site Identified Power Restored Normal
Occurs
Crew Travel Fault Investigation Manual Switching Repair Time
55100 15-30min  15-20min | 10-15min

Time for occurrence of fault for current distribution network without FLISR

~<——Total Duration Time = 1 - 2 min———

Outage |
Detected Fault Fault Isolated & Crew Back to
Fault Automatically Identified Power Restored On-Site Normal
Occurs i i i i i
Fault Investigation y Automatic Switching Crew Travel Repair Time

<Ssec§ < 1min <1min 15 —-30 min

Time for occurrence of fault for current distribution network with FLISR

Figure 2.8: Example of outage time reduction using FLISR application
adapted from [2.33]

FLISR can be implemented through various architectures, depending on the
existing system implementation and available sensing infrastructure. A number

of architecture options are is outlined in the following subsections.

2.4.2.1 Centralised FLISR

In this configuration, FLISR functionalities are managed through DMS or
SCADA, with measurements and commands being exchanged between a central
and many distributed measurement locations and control devices (e.g.

remotely-controllable switchgear). The DMS coordinates fault detection,
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isolation, and restoration actions based on real-time data collected from the
network. This allows for system-wide operation and optimisation of responses
to events, but relies heavily on reliable communication infrastructure and data
integration across multiple substation and devices, which often comes with a

significant cost [2.29], [2.33].
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Figure 2.9: FLISR architecture: (a) Distributed and (b) Centralised [2.32]

2.4.2.2 Distributed FLISR

Autonomous field devices — such as IEDs, reclosers, and sectionalising
switches — carry out FLISR actions independently. These devices use local

measurements and  predefined logic associated with  peer-to-peer
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communication to identify and isolate faults and reconfigure the network
without central or regional oversight. However, this requires controllers at each
switch location, instead of solely sensors [2.32] — [2.33].

In practice, FLISR play a critical role in the realisation of self-healing grid
strategies, wherein the network autonomously reconfigures itself in response to
faults without the need for manual intervention. This capability not only
accelerates service restoration but also reduces the operational burden on
human operators, thus prompting more streamlined and efficient management

of large-scale distribution networks.

2.5 Protection schemes

Electrical faults and disturbances predominantly arise from short-circuit
events, which in turn result from a wide range of issues. These include
insulation ageing, adverse weather conditions such as wind, rain, snow, and ice,
as well as external objects like trees or animals. Additionally, equipment
malfunctions that lead to overvoltage, along with human error, contribute to
the occurrence of faults. However, these causes are inherently unpredictable
and thus cannot be prevented with certainly.

Faults can generally be categorised into two types: balanced faults, which
are typically three-phase (3-PH) faults, and unbalanced faults. Unbalanced
faults include single-phase-to-earth (P-E) faults, phase-to-phase (P-P) faults,
and double-phase-to-earth (P-P-E) faults. The likelihood of each fault type
occurring varies. According to |2.35], the most common fault is P-E, accounting
for approximately 85% of all occurrence, followed by P-P (8%), P-P-E (5%),
and, 3-PH, with only 2% of all faults being of this type.

These electrical faults and disturbances can result in significant thermal
stress, fires, explosions, and mechanical damage, posing severe risks to power
equipment, assets, and human safety. Moreover, they can often severely impact
power system stability and efficiency, often resulting in power outages. Such

events may lead to broader cascading consequences. Faults and sometimes the
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incorrect operation of power system protection has often been a root or major

contributory cause to the majority of major blackouts experienced [2.36|.

The extent of damage can be mitigated if disturbances are detected

promptly and effectively. Protection systems are implemented to reduce the

impact of faults, especially given their unpredictable nature. The principal

function of such systems is to isolate the affected equipment or faulty feeder

section as swiftly as possible, minimising disruption to the remainder of the

system. The accuracy and efficiency of a protection system rely on the

coordination of the following core components [2.37].

Measurement devices: these include voltage transformers (VT) and
current transformers (CT), which measure voltage and current levels,
respectively, reducing them to analogue values that can then typically
be input directly to devices such as protection relays or merging units.
Relay: acting as the “brain” of the protection system, the relay processes
the data received from the measurement devices in order to detect the
presence of faults or disturbances and make decisions on whether to take
any action — they may also communicate with other measurement
devices or relays in order to make the decisions.

Circuit breaker (CB): CBs are switches that are capable of
interrupting fault currents (as well as carrying out routine switching for
reclosing or reconfiguration. Circuit breakers are responsible for
physically isolating the faulted equipment from the network and
reconnecting it once the fault has been cleared. In protection systems,
it operates upon receiving commands from relay(s), which could be local

or remote.

In power system protection, schemes are generally classified into unit or non-

unit protection, depending on the principle of operation and effectively whether

their zones of protection are clearly and unambiguously defined (unit) or not

(non-unit). Typically, both systems are used throughout the system. While unit
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is attractive, it has no inherent backup, so non-unit schemes are required aliost
everywhere.

Unit protection schemes are designed to protect a specific and clearly defined
section of the power system, such as gencrator, transformer, or a line (or cven
section of line). They operate based on the principle of comparing the current
(and sometime voltage) at the boundaries of the protected zone. If a
discrepancy is detected (typically when the vector sum of the compared
currents from a phasc do not add to zcro, or close to zero), the protection
scheme will trigger. These system relay on measurements devices at both ends
of the equipment or line, or from multiple measurements in multi-terminal
circuits or for busbar protection applications. Unit protection schemes arce
highly sclective and fast-acting, minimising the risk of affecting adjacent system
components.

Non-unit protection schemes; on the other hand, do not confine their
operation to a clearly defined zone (no boundarics). Instead, they typically
protect larger arcas of the system and determine the presence of faults based
on measurements taken at a single location. These schemes may operate for
faults occurring outside the immediate zone or as “backup” of the protected
cquipment, and hence, discrimination with other protection schemes is crucial.
Time grading and coordination with downstream protection devices are
typically employed to ensure selectively and avoid unnecessary disconnections,
whereby the relay operates fastest for faults that are closer to the relay’s
location (dircctional capability can also be embedded), and progressively slower
for faults further away (to operate in backup zone as other protection systems
should clear the fault before the backup time delay expires).

Note that in the diagrams included in this section, only relays are shown.
Circuit breakers would normally be located very close to the rclays shown,
along with measurement transformers, but for simplicity and to aid clarity,

they are omitted.
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Figure 2.10: Unit protection system showing zone of protection
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Figure 2.11: Non-unit protection system — zone of protection not accurately

defined

A variety of protection schemes widely used in power systems generally are
outlined in the following section. The majority of distribution systems are
protected using relatively simple overcurrent protection, but in some cases
distance and differential are used for network protection, so a brief overview of

these types of protection is also included.

2.5.1 Differential protection

Differential protection is one of the most precise and widely applied unit
protection schemes, operates based on the continuous comparison of
measurements (which are monitored by CTs installed at the boundaries of the
protected equipment) — typically current — at both ends of the protected zone
(in a line protection application described here and in the figure). This method
can be implemented as a single-relay scheme, as shown in Figure 2.12, when
applied to the protection of single items of plant (e.g. busbar, transformer,
generator) or short lines. However, for the protection of longer lines, a
differential scheme employing dual relays may also be used. In such

configurations, a communication like is established between the relays at both

37



ends to ensure coordinated and synchronised operation, as depicted in Figure

2.13.

Zone of protection

— X XA
B

Relay
* Irelay = Il - I2

Figure 2.12: Single-relay current differential protection scheme

’e ————— Communication link- — — — — — a{
Relay A Relay B
LineA-B  /
‘ Zone of protection
Bus A F, Bus B

Figure 2.13: Dual relay current differential protection scheme

The operation of both schemes is shown in Figure 2.12 and Figure 2.13.
They are identical conceptually, in that they compare currents measured from
two or more locations to establish whether there is a difference between the
currents, that may be indicative of a fault condition. Single relay schemes are
typically applied to local equipment such as busbars and transformers, with
the interconnections from the CTs made directly to the relay, while dual relay
schemes would be used, with communications, between locations for the
protection of interconnecting lines.

Under normal operating conditions, the magnitude and phase of I; and I,
are equal, thus I,.¢q, is zero. In external fault conditions, I; and I, will be much

larger than normal, but still equal in magnitude and phase. However, if an
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internal fault occurs within the protected zone, a difference (or “differential)
arises between I; and I, which lead to0 L ¢4y is not equal to zero. That means
the fault is detected by the relay, which then initiates a trip signal to the CBs,
isolating the faulted section. In practical applications, a restraint or bias is
often included in the relay algorithm to avoid false tripping during CT
saturation or through-fault conditions.

The main advantages of differential protection include its high sensitivity,
fast operating time, and selectivity, as it only responds to faults within the
defined protection zone. However, it requires accurate matching and proper
coordination of CTs and may involve more complex wiring and configuration.
It also does not inherently provide backup, and is therefore typically deployed

with a non-unit scheme also protecting the same items of equipment.

2.5.2 Overcurrent protection

An overcurrent protection scheme, which is a non-unit protection scheme, is
typically based on measurement of current magnitudes only. It operates by
detecting current levels that exceed a predefined threshold (or “pickup”), which
typically indicates the presence of a fault such as a short-circuit or an
undesirable overload condition.

Overcurrent relays may operate with varying time delays depending on the
magnitude of fault current. If the fault occurs at a progressively greater
distance from the relay location, the relay will normally respond progressively
more slowly. This delayed response allows time for other relays that are located
closer to the fault to operate first and isolate the faulted section more rapidly.
However, if the primary relay nearest to the fault fails to operate and the fault
persists, the more distant overcurrent relay can still respond and trip the
circuit. In the way, it acts as a “backup” to the primary relay. For example, as
illustrated in Figure 2.14, if a fault F; occurs near relay A, relay A will operate
quickly and relay B should not operate (as long as there is no fault current

infeed from beyond relay B). Conversely, if a fault F, occurs closer to relay B,
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relay B will detect and clear the fault first. Should relay B fail to operate and
the fault remain on the system, relay A will still be capable of detecting the
fault and initiating tripping (with a time delay that is set to be slower than
the operate time of relay B, for a fault at B). In this scenario, relay A effectively

serves as a backup to relay B, thereby enhancing system reliability through

redundancy.
Relay A Relay B
/ Line A-B / LineB-C
Bus A F Bus B F;
Decreasing fault current ’
Figure 2.14: Overcurrent protection
Time
ta fault F2
ta fault F1 T Relay A
t 5
B fault F2 ﬁ-----—._.___|_|_'_‘_|_‘_Relay B
: ’ Current
Ipickup,B Ipickup,A I fault F2 I fault F1

Figure 2.15: Time-current characteristic curve

Overcurrent protection can be implemented using various time-current
characteristic, including instantaneous, definite-time, and inverse time curves,
depending on the application and coordination requirement. The IEC 60255

standard [2.38] provides guidelines for calculating trip curve equation of the
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inverse definite minimum time (IDMT) characteristic of overcurrent relays.
These calculation methods are summarised in Table 2.1. An example of a
standard inverse-time characteristic curve, approximated from relay operation
as displayed in Figure 2.14, is illustrated in Figure 2.15, where each relay (A
and B) has the same curve shapes (which are defined by the equations in Table
2.1., but are configured, via their settings, to lie in different locations on the

current vs time plane as shown.

Table 2.1: Definition of IDMT relay characteristic [2.39]

Relay Characteristic Equation
0.14
Standard Inverse t=TMS X 00T
0.01 _
13.5
Very Inverse t=TMS X

I, —1
Extremely Inverse t=TMS X 71

2 _

. 120
Long time standby earth fault t=TMS X T —1

-

In the table above, t is the time of operation of the relay for a given input
current, I, is the current input to the relay, which can be modified by a setting
knows as the PMS — plug multiplier setting — which reduces or increases the
CT current used by the relay via the setting value (e.g. 50-200%). This
effectively defines where the curve will lie on the x-axis (current). TMS is the
time multiplier setting, and changes the operating time of the relay by a factor,
and this effectively defines the location of the characteristic curve with respect
to the y axis on the figure. One of the key advantages of overcurrent protection
is its simplicity and cost-effectiveness. It does not require communication
between relays or extensive equipment, making it ideal for radial network
configurations. However, it is less selective and often slower than other schemes,
particularly in meshed or interconnected systems where fault discrimination is
more complex. Despite its limitations, overcurrent protection remains a vital

component of distribution system design, serving as both primary and backup
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protection, due to its simplicity and relatively low cost. However, it is being
increasingly challenged by changes to power systems as outlined in section 3.2.1

in the thesis.

2.5.3 Distance protection

Distance protection, also known as impedance protection, is a non-unit
protection scheme, typically applied to medium and high voltage transmission
networks. Unlike overcurrent protection, which relies solely on current
magnitude measurements, distance protection determines the location of a fault
by measuring the impedance (calculated from the measured voltages and
currents) between the relay location and the point of the fault. Since impedance
is proportional to the length of the line, the relay can estimate the distance to
the fault from the measurement location (although other factors such as
CT/VT errors and fault resistance may affect accuracy). Although distance
protection is generally classified as a non-unit protection scheme, it is
sometimes implemented with a communication link between relays to enhance
its performance. In some cases, the scheme can effectively function as a unit
protection system, allowing for faster and more selective fault clearance.

This method compares the ratio of measured voltage to current during a
fault condition to calculate the apparent impedance — the ratio is complex, and
the voltage and current phasors are used to calculate the magnitude and angle
of the complex impedance being measured. If this impedance falls within a
predefined protection zone which is set with using known line(s) impedance
data, the relay operates and issues a trip command to the CB. As an illustrative
case, consider a scenario where the relay detects an impedance equivalent to
90% of the total line impedance. Under the assumption of negligible fault
resistance, this implies that the fault has occurred approximately 90% along
the line length, measured form the relay position.

Distance relay are typically configured in multiple zones of protection

(normally 3 zomes, although sometimes there can be more), each covering
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progressively longer sections of the line with increasing time delays to provide

both primary and backup protection.

Zone 1: this zone is typically configured to operate instantaneously for
faults occurring within approximately 80% of the protection line’s length
(i.e., less than 80% of the line impedance). The remaining 20% margin
is reserved to accommodate potential measurement inaccuracies arising
from both current and voltage transformers, which are used in the
calculation of impedance.

Zone 2: this zone generally covers 125 — 150% of the line length (or line
impedance), extending beyond the protected section to offer backup
protection for the adjacent line segment. It operates with a delayed
response, typically in the range of 500 ms, to allow time for Zone 1 of
the downstream protection to clear the fault first.

Zone 3: designed to provide additional backup protection for faults
locate further down the network, Zone 3 covers approximately 200 —
250% of the line length. It is associated with a longer time delay, usually
around 1 s, to ensure proper coordination with Zones 1 and 2 under

fault conditions.

Figure 2.16 and Figure 2.17 show the operating zones of distance protection.

Figure 2.16 presents the zone coverage along the transmission line together

with their respective time delays, while Figure 2.17 depicts the zone boundaries

represented in the complex impedance plane.

Relay A
Zone 1 Zone 2 Zone 3
(Instantaneuos) (500 ms) (1s)
Bus A Bus B Bus C

Figure 2.16: Operating zone of distance protection
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Figure 2.17: Zone boundaries of distance protection in the complex

impedance plane

One of the main advantages of distance protection is its ability to provide
fast and selective fault clearance over wide areas. Another major benefit is that,
unlike overcurrent protection, it is not affected by variations in system fault
levels, as the measured impedance to faults will not change (the values of
voltage and current may change, but their ration — impedance — will normally
remain constant). However, for complex or heavily loaded systems, such as
those with multiple infeed points or series compensation, relay performance can
be affected by power swings, load encroachment, very weak infeeds (from local
or remote line-end sources) and fault resistance. The often non-sinusoidal
waveforms output from converters during faults may also challenge

measurement and subsequent relay operation (for all protection schemes).

2.6 Communications for power systems

Communication systems are integral to the efficient operation of both

transmission and distribution networks, particularly in modern grids. As the
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demand for reliable and optimised energy delivery increases, the importance of
robust and adaptive communication infrastructures becomes increasingly
evident. These systems facilitate real-time data exchange between key network
components, including power generation plants, substations, distribution
infrastructure, and end-users. Effective communication enables precise power
flow management, enhances fault detection and response mechanisms, and
supports advanced automation and control strategies. Furthermore, it plays a
crucial role in ensuring grid stability, resilience, and cybersecurity by enabling
rapid coordination between protection devices and control systems. As
distribution networks evolve, sophisticated communication technologies will
remain essential in achieving enhanced operational efficiency and a more

sustainable energy future.
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Figure 2.18: Overview of communication infrastructure in “smart grid”

adapted from [2.40]

2.6.1 Communication for distribution networks

In the context of distribution networks specifically, various applications

requiring some form of communications exist [2.41] These include:
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e Managing customers’ loads: enhancing demand-side management by
optimising energy distribution and consumption based on real-time and
predictive demand patterns.

e Monitoring system performance: ensuring operational stability by
detecting inefficiencies, identifying faults, and mitigating risks before
they impact grid functionality.

e Reading customers’ meters: enabling frequent and automated meter
readings, potentially several times per hour, to improve billing accuracy
and support real-time consumption tracking.

e Detecting stolen energy: identifying anomalies in power usage
patterns that may indicate instances of electricity theft, helping utilities
mitigate revenue losses and enhance system integrity.

e Controlling voltage levels: regulating voltage across the power
system to maintain stability, improve power quality, and ensure
compliance with operational standards.

e Reconfiguring the system post-fault: adjusting system
configurations following a disturbance or failure to restore power safely,
efficiently, and with minimal disruption.

e Detecting outages: continuously monitoring system parameters to
identify service interruptions, enabling rapid response and restoration
efforts.

e Balancing loads: ensuring optimal system operation by distribution
loads efficiently, preventing overloading, and enhancing grid resilience.

e Collecting load data: gathering and analysing data to support
strategic system planning, demand forecasting, and infrastructure

expansion.

Each of these applications requires a reliable and robust communication
infrastructure to function effectively [2.42|. As distribution networks evolve

towards smart grids, the integration of advanced communication technologies
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becomes increasingly critical to ensuring grid intelligence, resilience, and

sustainability.

2.6.2 Communication for protection

Communication systems are often integral to the functionally of modern
transmission protection systems (differential and distance), but are not often
deployed as key components of distribution protection systems, although many
modern and emerging applications (including the faulted section identification
scheme presented in this thesis) are employing various forms of communications
— from simple and cheap to complex and expensive. This is necessary to address
the changing nature and complexity of distribution systems and to cater for
the increasing penetration of DERs and DG.

Some researchers and companies have shown how communications can
enhance reliability and efficiency of fault detection and response mechanisms,
enabling faster and more precise fault clearing to help reduce fault clearing
time and increase selectivity and stability, thereby limiting the impact of short-
circuit currents and mitigating potential equipment damage [2.43]|.

Communication systems can be used to enhance selective tripping, allowing
for the isolation of only the affected section rather than triggering widespread
disconnections, which in turn minimises the outage area and enhances system
reliability [2.44].

Communications can also be used for transmitting alarm signals and logging
events [2.45], which are important for monitoring system performance and
conducting thorough post-event analyses. They also support the
implementation of adaptive protection strategies, permitting dynamic
adjustments to protective settings in response to evolving system conditions
and thereby optimising overall protection system performance, which in turn

can enhance power system reliability, resilience and safety.
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2.7 Analysis of communications requirements
for the faulted section identification
scheme

In this thesis, the focus is solely on communication used for signal
transmission and information exchange between two relays in a distributed
application of the scheme, although in a centralised implementation there could
be communications between multiple measurement points (which are often
termed “relays” in this thesis, although in monitoring applications they may be
more akin to simple processing devices or IEDs with no tripping responsibility).
Specifically, a point-to-point communication approach is employed, similar to
pilot-wire protection, where data is transmitted in packet format [2.46|. Each
packet consists of seven digital binary code bits, making the proposed fault
identification algorithm highly bandwidth-efficient. Consequently, this
approach requires low bandwidth, thereby expanding the rang of potential
communication applications, particularly within low-bandwidth
communication networks.

Nonetheless, since this communication system is an integral part of a
protection scheme, which must be a near real-time process, low latency remains
a critical requirement [2.44| . However, it is important to note that the latency
requirements in distribution network protection are generally less stringent
compared to those found in transmission networks. Typically, fault clearing in
distribution networks must be executed within a range from 12 to 20 cycles
[2.47], which is equivalent to 240 to 400 ms in a 50 Hz power system, such as
those in the UK and Thailand.

Furthermore, in terms of area coverage, medium-range communication is
sufficient, as the average length of a distribution line typically ranges from very
short to 30 km. Moreover, mobility is not a requirement, as the sensors and
relays are permanently installed within substations or as fixed pole-mounted

equipment [2.48] — [2.49].
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2.7.1 Review of candidate communication
technologies

The effectiveness of any protection scheme in a distribution network is
significantly influenced by the choice of communication technology. An
appropriate communication system ensures reliable data exchange, low latency,
and secure signal transmission, all of which are essential for maintaining system
stability and fault response efficiency. Given the diverse range of available
communication technologies available, selecting the most suitable approach
requires careful evaluation of performance parameters, infrastructure
constraints, and network requirements.

Communication technologies for protection schemes can be broadly classified
into wired and wireless communication methods, each offering distinct

advantages and limitations.

Communication Technologies

Wired Communication Wireless Communication
|: Power Line — Microwave
Fibre-Optic — Digital Radio
— ZigBee
— Cellular Network
— Satellites

Figure 2.19: Hierarchy of communication technologies

The following sections explores wired and wireless communication
candidates that are relevant to the proposed protection scheme, analysing their
suitability, challenges, and potential implementation considerations in the

context of distribution network protection.
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2.7.1.1 Wired communication

Wired communication remains a fundamental choice for protection systems
due to its high reliability, low latency, and resistance to external interference.
In critical applications, where precision and security and paramount, wired
networks provide dedicated and stable communication channels, ensuring fast
and accurate data transmission between protection devices. Specific
implementations and practical examples of wired communication are discussed

in the context.

2.7.1.1.1. Power line communication

Power Line Communication (PLC) is a technology that enables the
transmission of data over metallic conductors, which are primarily used for
electric power distribution. Over the past few decades, utility companies
worldwide have increasingly adopted PLC for applications such as remote
metering and load control [2.50]. The extensive installed base of metallic
infrastructure and the relative ease of interfacing make PLC an attractive
option for integrating digital communication into power transmission systems.
Additionally, enhancements have been made to metallic media to better
accommodate digital communication requirements [2.45], [2.51].

PLC is anticipated to be particularly well-suitable for distribution grids as
traditional substations within medium-voltage distribution networks typically
lack integrated communication capabilities [2.52]. This technology is considered
one of the most cost-effective communication solutions, as existing power lines
can be leveraged for data transmission without the need for extensive additional
infrastructure |2.52|. Furthermore, the data transmission speeds of PLC have
been significantly improved, making them sufficient for pilot wire protection
applications [2.43], [2.45].

However, security concerns remain a significant challenge due to the inherent
vulnerabilities of power lines in broadband PLC access systems and their
exposure to field deployment risks [2.53]. In practice, PLC-based protection

schemes have demonstrated a failure rate of approximately 17.5 %, primarily
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caused by pilot wires becoming shorted, open, or reversed [2.43|. Although
installation costs for PLC are relatively low, the expenses associated with
safeguarding personnel and equipment against damaging power surges can be
moderately high due to protective equipment requirements and maintenance
considerations [2.43|. Additionally, PLC faces challenges related to buffering,
retransmission, error correction, and unpredictable transmission speeds in noisy
conditions, which can negatively impact the reliability and performance of
protection [2.45]. PLC may also be affected by changes in impedances and the
presence of power transformers in the path (and of course if a disconnector or
breaker is opened, the signal will not pass) — hence they are normally used for
point-point applications in protection.

Given these limitations, PLC is often integrated with other communication
technologies, such as cellular networks, to develop hybrid solutions for smart
grid communication. A fully PLC-based network is considered impractical, as
the technology is highly susceptible to external disturbances, limiting its
effectiveness for comprehensive connectivity solutions [2.54].

Nevertheless, advancements in Integrated Services Digital Network (ISDN)
and Digital Subscriber Line (DSL) technologies have led to higher data
transmission speed and reduced latency, making PLC more promising for

protection applications.

2.7.1.1.2. Fibre-optic communication

Fibre optic technology involves the transmission of data as light pulses
through strands of glass or plastic fibres. Due to its high bandwidth capacity,
low signal attenuation, and resistance to electromagnetic and radio interference,
fibre optics have been widely adopted across various industrial applications
over the past 30 years [2.45], [2.55] — [2.56].

In the telecommunications infrastructure of electrical networks, fibre optics
are often integrated into optical ground wires (OPGW), or are deployed in
underground environments [2.45|. This integration allows for effective

utilisation of available bandwidth, enabling the consolidation of multiple
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communication needs within the electric utility sector, including SCADA
systems [2.45|. Owing to its high reliability and resilience, fibre optics is
commonly chosen as a backbone communication solution, minimising common-
mode failures and ensuring a stable and secure network [2.57].

Fibre optic technology offers exceptional performance characteristics,
including high data transmission rates, minimal end-to-end delay (typically
below 1 ms unless the distance is extremely high), and extremely low bit error
rates [2.45]. These attributes make fibre optics highly suitable for protection
systems, particularly in current differential relay, as their design mitigates the
impacts of induced noise, ground potential rise, and other interference sources,
making them an ideal choice for point-to-point protection schemes [2.43].

However, the primary drawback of fibre optic communication is its high cost,
both in terms of installation and maintenance. Deploying fibre optic cables
requires significant time and resources, making them unsuitable for immediate
deployment in urgent scenarios |[2.54]. Additionally, installing fibre optic
infrastructure in geographically challenging regions, such as rocky or
mountainous terrains, presents considerable difficulties, which is similar to
other wired communication technologies. Despite these limitations, some
researchers argue that the superior performance characteristics of fibre optics
make it a worthwhile investment, even in light of its high initial costs. It can
often be used for other purposes (e.g. leasing some fibre cores to other users

such as commercial telecommunications companies) [2.58] — [2.59] .

2.7.1.2 Wireless communication

Wireless communication has emerged as a viable alternative to traditional
wired communication in protection systems, offering flexibility, scalability, and
cost-effectiveness. Unlike wired solutions, which require physical infrastructure
and extensive cabling, wireless communication enables rapid deployment and
remote connectivity, making it particularly beneficial in challenging

environments where wired installation is impractical or cost-prohibitive [2.43].
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Various wireless communication technologies are examined to assess their
suitability for the proposed protection scheme, along with their key
performance characteristics, implementation challenges, and practical

considerations.

2.7.1.2.1 Microwave

Microwave communication had traditionally been employed for analogue
signal transmission, including its use in protection systems. For instance,
electric utilities have long-relied on microwave radio links to facilitate essential
communications for pilot protection schemes, particularly when transferring
control commands in point-to-point relay protection schemes between
Intelligent Electronic Devices (IEDs) for power lines protection [2.60]. This
widespread application is attributed to the small wavelengths of microwave
signals, which enable the deployment of compact directional antennas to
maintain secure and efficient data transmission [2.58].

In recent years, the adoption of digital microwave communication has been
steadily increasing. Terrestrial digital microwave signals operate within the
radio frequency spectrum, typically ranging from 890 MHz to 20 GHz [2.45].
This technology is implemented within licensed private networks [2.60],
incorporating sophisticated digital encryption techniques, thereby providing
robust reliability while maintaining lower equipment costs [2.45|. As a result of
these advantages, digital microwave communication sometimes serves as a
backup solution for fibre-optic wired communication systems [2.61|. Moreover,
microwave communication offers exceptionally low transmission time delays. In
particularly, digital microwave technologies exhibit a worst-case time delay of
approximately 600 ps [2.62].

In spite of its benefits, microwave communication is highly sensitive to
external interference. Due to its susceptibility to electromagnetic interference,
line-of-sight transmission is required to ensure uninterrupted data exchange
[2.63]. Additionally, weather-related disruptions pose a significant challenge, as

severe atmospheric conditions can degrade signal quality leading to data loss
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or transmission errors [2.64| — [2.65|, which can be problematic in mission-

critical protection applications.

2.7.1.2.2 Digital radio

Digital radio technology is increasingly being adopted within the electric
utility industry, supporting a wide range of general and emerging specialised
applications. Various types of radio communications systems — including very
high frequency (VHF), ultra high frequency (UHF), and trunked radio
networks — are primarily used for portable, mobile operation [2.45].

In general, digital radio is utilised in a mesh communication topology, often
referred to as a “wireless mesh network.” This approach offers several
advantages, including cost-effectiveness, dynamic self-organisation, self-healing
capabilities, self-configuration, and high scalability. These features enhance
network performance, optimise load distribution, and extend coverage range,
making wireless mesh technology a viable communication solution [2.40], [2.65]

Both VHF (30 — 172 MHz) and UHF (450 — 5112 MHz) radio systems,
particularly narrow-band UHF, enable direct communication, offering
performance comparable to that of microwave communication systems.
However, they may provide greater reliability due to their lower system
complexity. Despite these advantages, VHF and UHF systems are not typically
deployed for general protection purposes due to potential unavailability and
propagation constraints. As a result, their applications have been largely
confined to direct transfer trip schemes for low-speed, less critical protection
applications [2.45].

Furthermore, radio channels may be disrupted by antenna-pointing errors
and advised weather conditions. Although mechanical damage to the
infrastructure is unlikely to interfere with radio signals, these environmental
factors can significantly impact communication reliability [2.45].

Trunked radio systems operating in the 800 MHz band were originally
developed for shared voice communication. However, these systems are

unsuitable for protection channels due to variable user congestion and
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insufficient security measures, making them impractical for mission-critical

power system protection application [2.45].

2.7.1.2.3 ZigBee

ZigBee is a wireless communication technology based on the IEEE 802.15.4
standard, specially developed for radio-frequency applications that demand low
data transmission rates, prolonged battery life (of the communicating devices),
secure networking, and low-cost application [2.58], [2.67] — [2.68]. It is
considered one of the most widely-adopted communication technologies within
customer home networks. Moreover, ZigBee and its Smart Energy Profile (SEP)
have been established as key communication standards for use in customer
premise network domains within the smart grid infrastructure, as defined by
the United States National Institute of Standards and Technology (NIST) [2.69]
— [2.70].

ZigBee is particularly well-suited for smart metering applications [2.25], as
it provides a standardised platform for the exchange of data between smart
meters and household appliances. The SEP supports several advanced
functionalities, including demand response, real-time pricing, advanced
metering infrastructure, text messaging, and load control mechanisms [2.70|.
Given its technical characteristics, ZigBee operates at a data rate of
approximately 250 kilobits per second (Kbps), making it predominantly used
for establishing home automation networks and wireless sensor networks
(WSNs) [2.54], [2.70].

Despite its advantages in low-power, secure, and cost-effective application,
ZigBee has significant limitations when applied to protection systems. One of
its primary drawbacks is its high latency, which can reach up to 5000 ms [2.47].
This delay is excessive for protection systems, which require real-time, low-
latency communication to support critical applications. Another disadvantage
of ZigBee is that it operates in unlicensed frequency bands, making it highly
susceptible to mnoise and interference issues, particularly in dense

communication environments [2.54]. Additionally, ZigBee offers limited

95



coverage area — typically less than 1 km — which further restricts its

applicability in wide-area protection schemes [2.71].

2.7.1.2.4 Cellular network

Cellular mobile radio, operating within the 700 — 900 MHz frequency band,
is classified as a Machine-Type Communication (MTC) technology aimed at
enabling direct data transfers between MTC devices. One of the primary
advantages of cellular communication is its pre-existing network infrastructure,
which removes the need for deploying separate antenna towers. This
significantly accelerates the installation process, facilitating seamless
connectivity for IEDs in power systems [2.60]. Due to its high data rates,
widespread adoption, and improve data reliability, cellular communication is
considered one of the fastest-growing technologies globally [2.54].

A diverse range of MTC access technologies is available, spanning from 2G,
3G, NB-IoT, LET-M, 4G, to 5G. Below is an overview of key MTC
technologies:

A. Narrow-band Internet-of-Thing (NB-IoT)

NB-IoT is characterised by extensive coverage, enabling communications
with devices in remote areas. By utilizing a narrow bandwidth, it ensures
efficient spectrum usage, making it particularly advantageous for massive
device connectivity applications, such as smart city infrastructure.
Furthermore, it is an energy-efficient technology, resulting in lower power
consumption [2.72]. However, its latency ranges between 1.6 to 10 seconds,
rendering it unsuitable for real-time mission-critical application |2.73].

B. Long-Term Evolution for Machine (LTE-M)

Particularly enhanced Machine-Type Communication (eMTC) includes LTE
Category M1 (CAT-M1), and Category M2 (CAT-M2), both of which also offer
wide coverage [2.72]. However, compared to NB-IoT, LTE-M offers a wider
bandwidth, supporting higher data rates for applications such as video

surveillance [2.72|. additionally, LTE-M has a latency of approximately 10 — 15
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ms, making it more appropriate for time-sensitive tasks, including protection
relaying, despite its higher power consumption relative to NB-IoT [2.73].

C. Fifth-Generation (5G) Cellular network

Ongoing research is exploring the practical deployment of 5G, which promise
ultra-fast data rates of up to 100 Gbps with end-to-end latency as low as 5 ms
and a reliability of 99.999 percent, making them a viable candidate for high-
speed and low-latency applications in the power industry, positioning it as a
highly promising option for time-critical application. [2.46|, [2.54].

Despite its numerous advantages, cellular communication has inherent
limitations. One of the primary concerns is network sharing, as multiple users
access the same cellular infrastructure simultaneously. When a user requests
access to a communication path from a central controller, which then assigns
an available channel for data transfer. However, this channel assignment may
remain static or switch dynamically during transmission, introducing security
vulnerabilities. Consequently, mission-critical applications that require
uninterrupted, real-time communication may not be fully supported, making
cellular communication unsuitable for high-priority protection system [2.45],
[2.54].

However, as the introduction of personal digital service, digital cellular
technology has led to the development of devices specifically designed for data
transport. As Time Division Multiple Access (TDMA) and Code Division
Multiple Access (CDMA) technologies continue to evolve, their ability to meet
real-time communication requirements for protection applications is improving,
enabling limited use in selected relay protection schemes [2.45]. Future
advancements in CDMA technology are of particularly interest due to its secure
spread spectrum techniques, which hold potential for digital power line carrier
applications. Additionally, there is increasing research into private cellular
technologies, such as Ultra-Reliable Low-Latency Communication (URLLC)
within private 5G networks. For instance, universities — including the

University of Strathclyde — have begun experimenting with private cellular SIM
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cards within laboratory settings, further advancing the development of

dedicated cellular communication of power system applications [2.74].

2.7.1.2.5 Satellite communications

Satellite networks provide almost universal coverage, making them a
potential solution for various utility applications. With advancement in Very
Small Aperture Terminal (VSAT) technology — such as smaller dish sizes,
reduced costs, and lower-orbiting satellites — this method has become a viable
option for applications including supervisory and adaptive control. However, a
significant drawback of VSAT technology is its inherent signal delay, as signals
must travel several hundred kilometres to and from satellites [2.54]. This
substantial latency makes VSAT largely unsuitable for real-time monitoring
and control application, particularly in protection systems, where low-latency
communication is essential for ensuring rapid fault detection and maintaining

system stability [2.45].

2.7.2 Most suitable communication technologies
for faulted section identification scheme

Following the presentation of communication technologies in the previous
section, their suitability can be assessed in relation to the defined criteria, which
include:

e Low bandwidth requirements

e Low latency, keeping the fault clearing time within 400 ms— ideally less

(for a 50 Hz system)

e Resistance to noise interference

e (overage area of approximately 30 km

Wired (or optical) communication technologies typically present no
significant issues concerning bandwidth, latency, or noise immunity, as data
transmission occurs within a controlled and isolated medium. Nevertheless, for

systems requiring extensive coverage areas, such solutions may impractical due
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to the installation complexity and associated costs of physical infrastructure
over long distances.

Considering coverage limitations, wireless communication technologies
present a more appropriate alternative. A comparative analysis of their

suitability is provided in Table 2.2.

Table 2.2: Comparison of wireless communication options

Technology |[Bandwidth|Latency| Noise Tolerance |Coverage Cost

Microwave v v i A . v Medium - high
(need line-of -sight)

Digital radio v v & v Low - medium
: X
ZigBee v v v (< 1 km) Very low
Cellular v/ v v v/ High
Satellite v X X v Very high

In the context of faulted section identification schemes, microwave, digital
radio, and cellular networks may all be considered viable communication
technologies. However, when cost-effectiveness is taken into account, digital
radio emerges as the most reasonable choice among the three.

One aspect that requires careful consideration is the system’s tolerance to
noise, which can be influence by actors such as antenna quality and weather
conditions. For the application discussed in this thesis — binary-code signal
transmission — noise is expected to have a minimal impact. This is due to the
extremely low data complexity, which provides a higher margin for signal
interpretation.

For example, a binary ‘0’ may be transmitted using a 0 V signal, while a ‘1’
may correspond to a 5 V signal. In this case, even if noise causes minor voltage
fluctuations, the receiver can still reliably distinguish between the two logical

states, thus maintaining communication integrity.

29



2.8 Chapter summary

This chapter has described the evolution of electrical power systems,
beginning with a detailed overview of conventional networks structures. It
outlined the roles of transmission and distribution networks in delivering
electricity from centralised generation sources to consumers, thereby
establishing a foundation for understanding the subsequent transformation of
these systems.

The growing integration of DERs into existing distribution networks was
also presented. This shift, motivated by global sustainability objectives and the
drive towards net-zero emission, has introduced many changes and complexities
into the system. While the chapter summarised the key benefits of DG
adoption, it has also been acknowledged that there are several characteristics
presenting challenges to network protection (and operation). These protection-
related issues are be discussed in greater detail in the next chapter. A number
of other innovations enhancing real-time monitoring, decentralised control, and
dynamic optimisation, were also described, which are beneficial in DER-rich
environments.

The chapter also provided a review of traditional protection schemes and
their inadequacies when applied to modern distribution systems.

This chapter has also provided a detailed overview of communications
system technologies and their application in power systems generally.
Commentary on candidate technologies for protection in general, and more
specifically for the faulted section identification scheme reported in this thesis,

has also been included.
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Chapter 3

Review of Challenges and

Proposed Solutions for
Distribution Network with DERs

3.1 Chapter overview

In this chapter, focus is upon the challenges introduced by distributed energy
resources (DERs), both from the generation and energy storage perspectives.
The primary area of review and discussion will be on challenges related to the
protection of power networks when DER penetration increases. As DER
integration becomes more widespread, traditional protection schemes face
difficulties in maintain reliability, selectivity, and stability. These challenges can
disrupt the functioning of the grid, leading to miscoordination in fault detection
and increased risk of cascading failures. There may also be challenges due to
widespread integration of electric vehicles and electric heat pumps, which may
also benefit from the protection system described in this thesis, but a detailed
analysis of this is not in the scope of this work.

A particular emphasis is placed on the issues that arise in fault location,
isolation, and service restoration (FLISR), which is an emerging and crucial
application in power networks that incorporate DERs. FLISR is a relatively
new term, but similar functions have been around for many years, often under

the umbrella term “Distribution Automation” or “Distribution Network
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Automation”. Other related terms include “Smart Grid” or “Active Network”
management functions. For the purpose of this thesis the term FLISR is used.
The presence of multiple and decentralised energy sources in the grid
complicates the identification and isolation of faults, thus potentially leading
to delays in restoration times and higher operational costs, possibly involving
penalties if the system operator is deemed to be responsible for extended
outages due to them having ineffective or defective protection and FLISR
systeimns.

After identifying these challenges, the chapter reviews various solutions
proposed by other researchers to address these issues. The solutions are
compared based on the methods employed, the specific problems they aim to
solve, and their respective advantages and disadvantages. Through this
comparison, the effectiveness and limitations of each approach are highlighted,
providing a comprehensive understanding of how DER-related challenges can
be mitigated in modern power systems, while it will also be shown later the
gaps and shortcomings in other proposed solutions that the solution proposed

in this thesis can address.

3.2 Challenges due to penetration of DERs

3.2.1 Protection challenges

The increasing integration of DERs within distribution networks can present
significant protection challenges that affect system performance under both
normal and fault conditions. As DERs, including solar photovoltaic (PV)
systems, wind turbines, and energy storage, become more prevalent, they alter
the traditional dynamics of (typically unidirectional) power flow, leading to
changes in the magnitude and directions of current. This can have an impact
during both normal and faulted system states. This shift complicates the
operation of protection devices, which are typically designed for unidirectional

power flow, thereby impacting on the processes of fault detection, protection
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sensitivity, discrimination and stability, and in some cases isolation mechanisms
(e.g. if fault levels are exceeded, or faults need to be isolated by devices that
do not have interrupting capabilities).

Additionally, the presence of DERs can result in voltage fluctuations,
imbalances, and harmonic distortion, further complicating the operation of
protection schemes. These changes may lead to maloperations of protection
devices, such as unnecessary tripping, which can disrupt service and increase
operational costs.

The following sections provide a detailed examination of the specific
protection challenges that may be encountered due to high penetration of DERs
in distribution networks. This analysis aims to inform the development of
effective solutions, which is discussed in the next main section of this chapter.
These proposed solutions are designed to address the identified challenges,
ultimately contributing to the enhanced reliability and safety of modern

distribution networks.

3.2.1.1 Sympathetic tripping

Sympathetic tripping is frequently cited as a significant challenge for
protection networks that incorporate DERs. In electrical power systems,
protection schemes are specifically designed to detect faults and isolate affected
areas, thereby preventing damage to equipment and ensuring safety. However,
under certain conditions, these devices may trip unnecessarily, a phenomenon
sometimes termed sympathetic tripping (although they can trip incorrectly for
other reasons). Sympathetic tripping is a class of maloperation of protection
where there is usually a fault somewhere in the vicinity of the maloperating
protection, but this is a fault that the specific protection (i.e. the protection
that may trip sympathetically) should not react to. This issue poses a
considerable challenge to system reliability, particularly in networks with
DERs, where the integration of renewable energy sources can exacerbate the
problem. Sympathetic tripping may apply to network protection and also
protection used to protect DER/DG units and their interfaces to the grid [3.1].
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Sympathetic tripping can occur when network relays activate due to
variations in fault current magnitude or phase associated with remote or
external faults. It can also happen if faults are on the system for a longer time
than undervoltage protection is designed for  and can result in DG interface
protection tripping unnecessarily for remote network faults — situations for
which the protection has not been designed for [3.2]. This phenomenon is
somctimes also referred to as false tripping [3.3]. The implications of
sympathetic tripping include unnceessary outages, diminished reliability and
availability of the power grid, increased operational costs through more
remedial activity and possibly penalties for loss of service to
customers;/ generators, ctc.

A primary causc of sympathetic tripping in systems with distributed
generators (DGs) is the bidirectional nature of power flow introduced by these
generators, particularly during faults on the network [3.4] — |3.5]. Conventional
protection systems in distribution networks arc designed for unidirectional
power flow. Conscquently, when a fault occurs, the current may cxhibit a
sufficiently high magnitude (which increases during a fault) but it may result
in the direction/angle of the current being different to (even opposite to) the
normal opcrational power How and current angle. Conventional protection
mechanising, such as overcurrent protection, which focus solely on current
magnitude, may misinterpret this condition. They may detect a current
magnitude exceeding the predetermined pick-up setting, leading to relay
tripping cven in the absence of a fault within the specific section.

To illustrate this concept, consider Figure 3.1, which presents a single-line
diagram of a portion of a distribution network comprising three buses: one
utility, two DGs, and three overcurrent relays (OCRs). Assume a fault F occurs
between Bus 1 and Bus 2. All gencrators, including the utility and DGs
connected to bus 3 and bus 4, will generate fault current directed toward the
fault location, as illustrated by the green lines in Figure 3.1. OCR2 and OCR3
can detect the fault current produced by DG 1 and DG 2. If the magnitude of

the fault current exceeds the set pick-up current, these relays may activate,
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despite the current flowing in the opposite direction. Consequently, in the event
of fault F occurring between Bus 1 and Bus 2, in extreme cases, all three OCRs
— OCRI1, OCR2, and OCR3 — could potentially trip (particularly if the fault is
not cleared by OCR1 quickly for some reason), even though only OCR1 should
ideally respond. The activation of OCR2 and/or OCR3 in this scenario is
classified as sympathetic tripping. Another issue could be the DG interface
protection(s) tripping as the voltage may be depressed while the fault F is
present on the system — and if OCR1 does not operate sufficiently quickly (i.e.
within the time delay of the DG undervoltage protection) — then there is a risk
of DG operation. This could also happen with significant unbalance and other
conditions that may be caused by faults in the locality of the DG interface

protection.

Bus 2
OCR1

o~~~

: Load 1

Grid
Bus 3 Bus 4
OCR2 OCR3
Bus 1 I <L ‘ ?
DG 1 Load 2 DG 2 Load 3

Figure 3.1: Example of sympathetic tripping

3.2.1.2 Protection blinding

Protection blinding occurs when relays are unable to detect faults due to
diminished fault current levels measured by them, which could be caused by

the presence of DERs in the vicinity of the fault [3.6].
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Several factors may contribute to the phenomenon of protection blinding,
primarily arising from alterations in the fault current profile of the power
system due to presence of DER. These changes are largely driven by the DGs,
cspecially  non-synchronous sources such as solar I’V systems, and the
increasing amount of energy storage (also electric vehicles) could also
contribute to changes in fault current profiles in the future. One significant
factor lecading to protcction blinding is the reduced overall fault current
contributions from DGs compared to grid infeeds from higher voltage levels,
which are traditionally “strong” and provide high levels of fault current.
Reductions in overall fault levels would be particularly evident in systems that
arc allowed to operate in islanded-mode in the future (and also may opcrate in
grid-connected mode). This is not so common in many developed power
systems, but could become more prevalent in the future. In traditional power
systems, fault currents are predominantly supplied by synchronous generators
(often connected to transmission systems, which would in turn supply fault
current to distribution systcms via transformers connected to the lower voltage
systems), which are capable of delivering high fault current levels during system
disturbances. In contrast, many DGs (and storage) typically utilise power
clectronic interfaces that do not provide the same of fault current [3.7]. Another
contributing factor is the location of the fault in relation to the DG unit. If a
fault occurs “downstream” of the DG unit with respect to the main grid infeed,
the DG may effectively reduce the fault current observed by upstream
protection devices. In such instances, the relay closest to the fault may fail to
detect the presence of the fault (or may be slower in clearing that in should
be) because the current is less than expected, or in extreme cases falls below

its operational threshold

3.7|. This situation, sometimes referred to as ‘under-
rcaching’, is where the relay’s zone of protection is cffectively compromised duce
to the current contribution from the DG, and its potential to reduce “upstream”
fault currents supplied from the grid (due to the DG supplying fault current

and supporting the voltage at its point of conncetion, cffectively increasing the
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impedance presented to upstream relays and therefore the levels of fault
current, which may slow down or “blind” upstream relays.

As illustrated in Figure 3.2, a DG is connected between protection relay R1
and R2, and the fault F is located downstream of the DG unit. In this

configuration, the relative direction of the fault current supplied by the DG
(denoted as If pg), is from Bus 2 to fault, and voltage at Bus 1 and Bus 2 will
be increased (but still depressed) compared to the fault situation of this system
without any DG present. As a result, the current If,Grid) supplied from the

grid will be relatively decreased due to the voltage being supported by DG. In
some cases (particularly if the grid infeed is relatively low and the fault level
from the DG is relatively high) then this reduction in fault current could lead
to a situation where the protection relay R1 would operate more slowly than
it should, or would not operate (e.g. in backup mode), resulting in blinding of
the protection relay and prevention of its operation [3.8]. While in the diagram
below R2 may operate correctly, in cases where R1 was required to operate in
backup mode, then the operation of the overall protection system may be

compromised.

Bus 1 Bus 2
I

e Rz

Crid |7

I~

DG
Figure 3.2: Example of protection blinding
3.2.1.3 Nuisance tripping

Nuisance tripping refers to the unintended or unnecessary activation of
protective devices in the absence of a legitimate fault condition. Even in

systems that do not incorporate DERs, protection mechanisms can experience
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nuisance tripping due to a variety of factors. These factors include transient
faults, inrush currents when transformers are energised, high currents
associated with large motors starting directly, unbalance, harmonics, power
quality issucs [3.9] [3.10]. Note that many modern protection relays have
functions to reduce or eliminate nuisance tripping, but it is still a risk for many
systems. Furthermore, transient conditions in power systems, for example due
to temporary disturbances in the system, such as lightning strikes or switching
opcrations, may also causc protective devices to trip unnccessarily.

The integration of DERs introduces additional complexities in protection,
both from introducing risks (such as harmonics and unbalance) and in terms
of sctting and coordination of protection devices. Traditional protection devices
arc typically designed to operate within specific voltage thresholds. However,
the presence of overvoltage or undervoltage conditions — often resulting from
fluctuating loads or the variability associated with DERs — can lead relays to
misinterpret these voltage anomalics as fault conditions. This misinterpretation
can result in unnccessary tripping, further complicating the opcration of the
power system and potentially leading to cascading failures if not managed
appropriately [3.11] — |3.12].

Onc approach to “desensitising”, protection is to make adjustments to
protection settings, such as increasing time grading and/or thresholds to
address operational errors in overcurrent protection devices when extensive
amounts of DERs are connected to the protection system. However, this can
lead to dclays (or even non-operation) with respect to relay operation, which
could lead to further problems or risks. These delays may result in the relay
failing to respond in a timely manner to actual fault conditions, thereby
increasing the risk of extensive damage to the system in the event of uncleared
(or slowly cleared) faults, increasing the likelihood of nuisance tripping of other
protection relays that should not operate for the fault in questions, tripping of

generation unable to ride-through, ete. |3.13].



3.2.1.4 High impedance faults

High impedance faults (HIFs) present a distinct challenge in power system
protection due to their characteristically low fault current magnitudes, which
may fall below the threshold settings of conventional overcurrent protective
devices. Such faults commonly arise when conductors come into contact with
surfaces that restrict current flow, including dry soil, trees, or asphalt [3.14]. In
these instances, the resulting low fault current is often inadequate to activate
standard protective mechanisms, thereby leaving the fault undetected and
posing significant risks to both equipment and public safety [3.15] — [3.17]. In
certain cases, these devices may still operate; however, their response times are
considerably delayed [3.18]. There can be dedicated protection to cater for this
(such as sensitive earth fault) and other more costly schemes such as differential
can also detect such faults, but in basic overcurrent protection schemes, this
can be sometimes difficult to detect.

In this thesis, HIF detection was investigated through experimental
validation. The study employed a maximum fault resistance of 50 2. The
faulted section identification scheme demonstrates accurate and effective
performance when the fault resistance is less than 40 ). Comprehensive details
of the validation process and outcomes related to HIFs are presented in Chapter

d.

3.2.1.5 Weak infeeds

In future power systems, fault levels may decrease due to the widespread
integration of DERs, with power electronics converter interfaces, at all levels of
the grid, including transmission (e.g. offshore and onshore wind, solar farms
etc.). These sources typically exhibit relatively low fault levels [3.19] — [3.20].
In some instances, this scenario can lead to outcomes similar to protection
blinding, where certain protection schemes operate with delays or fail to

operate entirely [3.21].
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In this thesis, the performance of the faulted section identification scheme
was evaluated under varying short-circuit levels. The lowest tested grid infeed
short-circuit level was 10 MVA, for which the method continued to operate
correctly and reliably. Further details regarding this aspect of the research,

alongside the validation of HIFs fault identification, are provided in Chapter 5.

3.2.2 Challenges for FLISR applications

From the previous chapter, the emergence and applications of FLISR
systems has been described. However, the protection and faulted section
identification/location elements of FLISR schemes presented in the literature
remain largely focused on traditional methods. These approaches continue to
face significant challenges, as previously discussed, particularly in systems with
a high penetration of DERs [3.22|. Moreover, several challenges related to
circuit configuration can further impact performance such as:

e Load sectionalising device locations: strategic placement of these
devices is crucial to effectively manage load distribution and address the
intricacies of looped configurations, which can complicate fault isolation
and service restoration processes.

e Load transfers without protection devices: altering loads through
cuts, ties, and taps without corresponding protection devices. This issue
can also arise during restoration actions following isolation, where
configuration intended to restore service inadvertently bypasses
protection coordination, increasing the likelihood of incorrect relay
operations.

e Formation of new loops during faults: the inadvertent creation of
new loops during short-circuit events can risk exceeding the equipment’s
withstand capabilities. Additionally, non-directional protection scheme
may experience sympathetic tripping [3.4] — [3.5] .

The reliance on communication networks for monitoring and controlling the

automation system can introduce vulnerabilities. Delays or failure in data
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transmission can hinder the timely operation of FLISR, potentially
compromising the system’s effectiveness. Therefore, it is imperative to design
communication infrastructures that ensure protection functions remain
operational even in the event of communication degradations or failures [3.22]

— [3.24].

3.3 Literature review of schemes and
solutions proposed by other researchers

This section presents a critical literature review of solutions proposed by
researchers to address some of the challenges associated with protection and
FLISR systems, as discussed in the previous section.

The literature reveals a variety of strategies aimed at mitigating these
challenges. In terms of protection-related issues, advanced and adaptive
protection schemes are proposed to enhance fault detection, accelerate fault
isolation, and improve the selectivity and sensitivity of protection devices. Such
enhancements are essential for minimising system downtime and preventing
cascading failures. With respect to FLISR, proposed solutions focus on
improving fault detection and location accuracy, automating the isolation
process, and expediting service restoration. These technologies aim to enhance
the system’s ability to respond swiftly and effectively to faults, thereby
bolstering overall grid resilience and reducing outage durations.

Finally, this section, in addition to presenting an overview of existing and
proposed solutions to the identified challenges, also lays the groundwork for the
subsequent part of the research. It shows how the solutions proposed in this
thesis build upon and extend the contributions of prior research. The novel
approach introduced integrates and enhances various elements of previous work
and studies/proposals, offering a more robust, adaptive, and resilient solution
to the protection and FLISR challenges faced by modern power distribution

networks with integration of DERs.

78



3.3.1 Protection solutions

The traditional design of protection schemes for distribution systems has
been primarily developed for radial configurations, where the flow of power is
unidirectional from source (typically the “upstream” grid via a transformer at
a primary or grid supply substation) and loads are typically connected via
individual (multi-section) radial feeders that supply loads directly or via other
transformers. In contrast, modern and future electrical systems, such as
microgrids, are characterised by multi-source and multi-loop configurations. In
these modern setups, the applicability of traditional protection schemes may
be significantly limited, as they may not function effectively under the complex
operational conditions that arise in such environments.

To address these challenges, many novel protection schemes have been
proposed and, in some cases, introduced, designed to operate effectively across
a wide range of scenarios that may occur within modern networks. In this
section of the thesis, several researched and proposed protection schemes are
described, focusing on the methods employed and their contribution/novelty.
Additionally, the advantages and limitations of each scheme are summarised
and critiqued. This examination aims to provide a foundation and reference
points for the scheme developed in this research, ensuring that the benefits and
features of the scheme developed in this research address some of the perceived
problems with network protection and build upon the reviewed and related
advancements and research, thereby justifying the contribution to knowledge

and the field required for the award of a PhD.

3.3.1.1 Adaptive protection schemes

The adaptive protection scheme represents one of the most extensively
studied and implemented strategies in contemporary power system protection.
This approach is characterised by its dynamic and flexible framework for the
design and configuration of protection systems, enabling them to adjust to

fluctuating network conditions. Such adaptability is particularly crucial in
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modern power systeins, where the integration of DERs presents new challenges
to conventional protection mechanising [3.25].

A comprehensive discussion of various methods and algorithms is presented
in [3.26] [3.28]. Fundamentally, adaptive protection builds upon traditional
protection schemes while incorporating the ability the modify settings in
response to changing network conditions, such as load variations, fluctuations
in DG capacity, and the operational modes of microgrids, which may alternate
between grid-connected and islanded configurations.

In [3.26], a novel protection scheme is introduced that employs an adaptive
overcurrent relay. This adaptive scheme is particularly useful in addressing
protection challenges that cmerge when the network operates in an islanded
mode, a scenario where the potential fault current can vary unpredictably in
both direction and magnitude. In such a mode, the fault current levels are often
lower than those encountered under normal grid-connected conditions and can
somctimes drop below the threshold required for detection and operation by
traditional overcurrent relays. The method employed in the adaptive scheme is
presented in the form of a flowchart in Figure 3.3, which outlines the
algorithm’s step-by-step operational logic.

The adaptive protection process begins with a detailed assessment of the
relay settings to ensure they align with the real-time conditions and operational
mode of the system, specifically adjusting the pickup current to be set at 1.5
times the maximum load current, through calculating load flows and short
circuit levels. Once initial scttings arc in place, the algorithm actively monitors
for any changes in the system’s operating conditions. If no changes are detected,
the relay settings remain consistent; however, if any significant changes are
identified — such as variations in load or the status of DG connections — the
system  automatically recalibrates the rclay scttings to reflect the new
environmental conditions. This real-time adjustment is facilitated by
integration with SCADA, which enables continuous monitoring and rapid

responsc to dynamic system changes.
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Relay Process for Auto-calibration
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Figure 3.3: Algorithm of adaptive overcurrent protection as presented in

[3.26]
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To validate the effectiveness of this proposed adaptive overcurrent scheme,
the authors employed the Electrical Transient Analyser Programme (ETAP)
software and selected the IEEE 9-bus benchmark as the case study model.
Simulation results indicate that the adaptive rclay demonstrates superior
performance compared to conventional overcurrent relays, with notable
improvements in selectivity, reliability, and sensibility, as well as significantly
faster operation speed. However, the system’s reliance on real-time monitoring
and calculation of load/short circuit levels introduces certain challenges,
particularly the need for numerous sensors to enable continuous data collection
across the network. While the simulation is this case study was limited to a 9-
bus system, real-world distribution systems arc generally much larger and more
complex. This increased scale raises the potential for communication delays or
data loss during transmission between sensors and control units, which could
impact the performance of the adaptive protection scheme in practical
applications.

Another adaptive overcurrent protection scheme is presented in [3.27], where
the sequence components of both voltage and current are measured using
voltage and current transformers to detect all types of faults. The current
measurcments arc utilised to identify overcurrent situations, while voltage
measurements are employed to monitor overvoltage or undervoltage conditions.
When an overcurrent event occurs, it is detected by an overcurrent relay, which
also determines the tripping time based on the Inverse IDMT characteristics
[3.29]. If a disturbance in voltage is detected for a sustained duration, the CB
is tripped using the appropriate command in response to overvoltage or
undervoltage conditions. This algorithm distinctly separates the operational
modes for grid-connected and islanded modes, as illustrated in Figure 3.4. This
system also includes additional functionality, such as cvent reporting, data
logging, and communication links. Wireless communication is recommended for
centralised control due to its low installation cost, rapid deployment, high
mobility, and ability to rcach remote locations. However, in instances where a

fault cannot be easily resolved, manual intervention is required for fault
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clearance, followed by a “black start” procedure to restore the system to

islanded mode after each manual clearance.

(b)

(a)

No Fault No Fault
Detection Detection
Yes Yes

| Open Feeder CB | Open Feeder CB

| Open Main CB | End Microgrid
Shutdown

Reconnection l
Process | Fault Elimination |
A
End Microgrid Black Start
Shutdown
Reconnection l
Process | Fault Elimination |

Islanded Mode X Black Start

Figure 3.4: a) Protection scheme in grid-connected mode (b) Protection

scheme in islanded mode of operation as presented in [3.27]

While the scheme demonstrates adaptability to different operating modes
within a microgrid, it does not present experimental results under varying
system configurations, nor does it consider situations such as non-fault load
changes or disconnection of DGs. Moreover, although the settings are adjusted
automatically in response to mode transitions, the initial configuration still
requires manual input. This indicates that, in cases where the system topology
is altered (even prior to the commencement of simulation), manual
recalculations and reconfigurations are still necessary. As a result, the approach
may be unsuitable and overly complicated to configure for systems
characterised by frequency-changing topology and operational modes, which
are typical features of modern microgrids, and in future may be more prevalent

for “normal” grids.
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The scheme presented in [3.28] introduces differential adaptive protection
schemes capable of adjusting protection setting parameters in response to
changes in the system’s operational mode. The validation of this approach was
conducted using DIgSILENT software, simulating practical conditions from a
microgrid located in the Pedernales province of the Dominican Republic. The
effectiveness of the differential adaptive scheme was compared to that of the
conventional differential method under two distinct network conditions. The
first scenario involved the microgrid being connected to the National
Interconnected Electric System (SENI), while the second scenarios examined
the microgrid in isolation, leaving a 15 GW PV plant as the sole power source
for the microgrid. The results indicated that the adaptive differential scheme
could trip significantly faster — 16 times quicker — than the conventional
differential method when the microgrid was connected to the utility. This
difference seems to be almost non-credible, but the authors state that an
operating time of 320 ms can be taken for the standard differential, with 20 ms
for the adaptive differential. During islanded mode the traditional method
failed to clear faults due to its inability to identify the fault conditions in this
scenario, resulting in protection blinding for the fault — again, this appears to
be somewhat unrealistic as differential should operate with immunity to fault
level changes. but this is what the authors state. In islanded mode, the adaptive
method successfully detected the fault. Although the paper effectively
highlights the performance advantages of adaptive differential protection over
non-adaptive methods, it lacks a detailed explanation of how the system detects
changes and how the algorithm adjusts to new situations. Additionally, it does
not address the communication methods between the two measurement relays,
which is crucial for understanding the overall functionality and costs of the
adaptive protection scheme. Moreover, while the authors report a 16 times
speed improvement of adaptive differential protection (20 ms vs. 320 ms), the
comparison of the fastest response time of the adaptive method to a slower-
case scenario from the conventional scheme may not provide a fully balanced

assessment of overall effectiveness. A more balanced evaluation would involve
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comparing average or median trip times under similar fault conditions and
more detailed descriptions of various factors associated with the scheme.

A summary of the above protection schemes, plus several other various
adaptive protection schemes that were reviewed (with reviews only presented
in summary format due to the high number of papers in this field), is presented

in Table 3.1. This table outlines the method employed in each scheme, as well

as their associated benefits and limitations.

Table 3.1: Summary of proposed adaptive protection schemes

relay settings in real
time using SCADA-
based monitoring,
setting the pickup
current at 1.5 times
the maximum load,
based on load flow
and fault analysis.

improves protection
under islanded
conditions by
enhancing
sensitivity,
selectivity, and
speed through
dynamic, system-
aware relay
behaviour.

Summary of Contributions e i s
Reference Method claimed Limitations
[3.26] The approach adjusts |The scheme The method relies

on continuous data
from multiple
sensors and real-
time
communication,
which may lead to
delays or data loss
in large-scale
practical systems.

adaptive protection
that adjusts settings
based on operational
mode.

DIgSILENT using a
real microgrid case
study, and
demonstrate
significantly faster
fault clearance,
while maintain
effective operation
under both modes.

[3.27], The scheme uses Accommodates both |Lack of simulation

[3.29] sequence components |grid-connected and |under dynamic
of voltage and current [islanded modes, and |conditions, relies on
to detect faults, includes features manual initial setup,
combine overcurrent [such as event and is less suited for
detection with reporting, logging, |systems with
voltage-based tripping|and wireless frequent topological
logic. communication changes.

[3.28] Apply differential Validate via The paper omits

explanation of
detection and
adjustment
mechanisms, lacks
detail on relay
communication, and
may present a
skewed performance
comparison.
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Table 3.1 (cont.): Summary of proposed adaptive protection schemes

evaluates the fault
current by analysing it
against the cumulative
generation input under
normal operational
conditions.

accuracy is high
when DG is
connected to the
grid. It is suitable
for systems with
large amount of
DGs present.

Summary of Contributions T
Reference Method claimed Limitations
[3.30] A centralised controller |The scheme’s Require high

performance of
PMUs. The
recalculations are
necessary whenever
additional DGs or
loads are
connected.

adaptive directional
overcurrent relay
(DOCR) and a
directional earth fault
relay.

various fault types
and operational
conditions of the
system, including
scenarios with and
without DG
penetration.

[3.31] Time Dial Setting Validation of the |Require validation
(TDS) parameters in  |method using under different
recloser are adjusted  |hardware-in-the-  [topology such as
based on the ratio of  [loop (HIL) variation of load or
recloser current (IR) to [simulation, DG locations. May
fuse current (IF). ensuring the be too complex too

scheme’s set in a practical
performance is application.
practical and can

be implemented.

[3.32] The relay settings are |Can reduce the Fast detection of
calculated offline for  |operational time |microgrid islanding
both grid-connected since the is required.
and islanded modes. computations are |Reliable
Once the network is pre-processed communication
operational, the relay |during the offline |between numerical
settings dynamically  [phase. relay and CBs is
adapt to the monitored necessary.
conditions

[3.33] Incorporate an Validate across Require IEDs, a

control centre, and
real-time
communication.
Lack of backup
protection
mechanisms.

Overall, adaptive protection schemes are expected to operate effectively in

all scenarios, including both grid-connected and islanded modes, while

accommodating various conditions such as long changes, fault currents, and

power flow variations. By functioning as smart self-monitoring systems,
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adaptive protection schemes aim to perform all necessary functions
automatically, which aim to facilitate enhanced overall system performance,
reliability, and selectivity within networks.

However, the implementation of smart monitoring capabilitics introduces a
level of complexity that necessitates the integration of advanced intelligent
technologies, often increasing cost, complexity and perhaps making it difficult
to cusure the deterministic operation of the system under all possible scenarios.
Specifically, these systems require multifunctional microprocessor or numerical
relays, which must encompass a range of features, multiple setting options, and
robust algorithm processing capabilities. Additionally, these relays should be
able to interact scamlessly with other IEDs within the network. The flexibility
of logic schemes is also cssential, as these systems must adapt to real-time
conditions.

The operational logic of adaptive protection requires that settings be
adjusted in responsc to changing grid operations and conditions. Although
somc adaptive protection schemes can automatically recalibrate their scttings,
this process may still involve time-consuming calculations, especially when
faced with new network situations. If a fault occurs immediately after a change
in network conditions, the adaptive protection system may struggle to respond
effectively, highlighting a potential vulnerability in its design. This challenge
emphasises the importance of ensuring that adaptive protection systems are
1ot only responsive but also capable of rapid recalibration to maintain system
integrity.

History has shown that for more complex systems (not just protection), the
possibility of (often human-introduced) errors increases, so this must be borne
in mind when considering any “advanced” protection system, particularly given
the highly-critical naturc of protection functions in terms of maintaining
supplies and avoiding dangerous conditions, and potential blackouts. The
balance between complexity and simplicity and potential for error must always

be maintained. @®nc of the major benefits of the scheme developed in this



research is its simplicity, immunity from changing system configurations and
conditions, and ease of application.

Moreover, the necessity for continuous monitoring of network conditions
means that a substantial number of sensors are required to collect real-time
data for adjusting relay settings. This requirement raises concerns about cost-
effectiveness, as deploying numerous sensors can be financially burdensome.
Additionally, high-speed communication infrastructure — and potentially high
bandwidth for large data transmissions — is essential for optimal performance.
However, a significant gap exists in the literature regarding the communication
data requirements that are integral to the effective functioning of protection
schemes.

In addition, the increasing integration of Internet of Thing (IoT) into power
systems further complicates the landscape of adaptive protection. While IoT
technologies offer enhanced monitoring and control capabilities, they also
introduce cybersecurity challenges. Finally, the issue of standardisation and
regulatory barriers remains a significant challenge in the field of adaptive
protection. Currently, there is no wuniversal standard governing the
implementation and operation of adaptive protection schemes, which
complicates their widespread adoption [3.34]. The lack of standardisation
protocols can lead to inconsistencies in system performance and
interoperability among different devices and manufacturers. As the industry
continues to evolve, establishing universal standards will be crucial for
overcoming these regulatory challenges and facilitating the integration of

adaptive protection system into existing power distribution networks.

3.3.1.2 Directional-based solutions

In addition to adaptive protection methods, which rely on real-time (or
periodic/responsive) adjustment of relay settings based on the topology and
configuration of the power system, alternative approaches are also proposed
and are attractive, particularly those that do not require complex schemes for

dynamic setting coordination.
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Given the protection challenges posed by DERs — notably bidirectional
power flow and fluctuating fault levels in distribution networks — directional-
based protection schemes offer a promising solution. One such method involves
detecting the direction of faults using phasors derived from voltage and current
measurements captured during fault conditions.

[3.35] provides a comprehensive overview of the fundamental principles and
practical implementations of directional overcurrent protection. It explores
various cstablished techniques included using quadrature voltage combined
with Maximun Torque Angle (MTA) settings, as well as symmetrical
component analysis is to determine the direction of fault current. However, one
of the main drawbacks of relying on voltage measurcment is that it may fail to
determine the fault direction when the fault occurs in close proximity to the
relay, due to the substantial voltage collapse at the measurement point [3.36].
There is also the additional expense associated with providing voltage
mecasurcments. Notably, voltage mecasurcments arc not required in the scheme
devcloped through this rescarch.

Another paper proposes a novel algorithm for directional protection based
on the cross-correlation of Fast Fourier Transform (FFT) components of voltage
and current for cach phase [3.37], as method illustrated in Figure 3.5. Fault
detection is performed by applying the k-nearest neighbour (k-NN) algorithm
to the instantaneous power sample is compared an adaptive threshold. Once a
fault is detected, the direction is identified by applying cross-correlation
between the voltage and current FFT components to determine whether the
fault is in the forward or reverse direction with respect to the relay location.
While the method demonstrates high accuracy and speed under various
conditions, it lacks discussion on robustness against noisy measurement or
signal distortion. The FFT should assist with this, but the method may be
sensitive to time-window alignient, especially in system with rapidly changing
dynamics. Moreover, it requires both voltage and current measurement devices,

as mentioned before, which can be costly.
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Figure 3.5: Directional protection using k-NN and cross-correlation (adapted

from [3.37])

Furthermore, in voltage-based schemes, if a fault occurs in close proximity
to the relay’s measurement point, the polarisation function may be impaired
due to significantly reduced voltage levels. This reduction can hinder the
accurate determination of fault direction or phase in such ‘close-in’ fault
scenarios [3.36]. Current angles may fluctuate slightly under normal conditions,
depending on the nature of the loads and the power system from which the
measurement is being taken. However, when faults occur, the current angle
value will typically change considerable from its pre-fault value due to some or
all of the load being short circuited and the system between the measuring
point and the fault usually being mostly reactive in terms of its impedance
(while loads and the power systems are normally more resistive, or controlled
to be more resistive in nature). Consequently, current-only directional scheme
may represent a good choice to determine the fault current direction and
therefore location when comparing multiple measurements or solely directional
voltage-based schemes.

The work presented in [3.38] introduces a fault direction estimation method
based on the analysis of current waveforms in the time domain, utilising both
pre-fault and during-fault current signals. However, the paper does not
explicitly address the fault detection stage, which is a necessary precursor to
any directional assessment. Moreover, the measurement of time-domain raw
waveform signals inherently includes noise, harmonics, and potential frequency
deviations, which could lead to maloperation of the protection system under
certain conditions. In addition, the scheme requires knowledge of the power

flow direction prior to determining fault direction. This is achieved through the
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calculation of directional normal power (DNP), which relies on voltage
measurements as reference. Therefore, the technique cannot be considered a
truly current-only directional protection method as researchers said, as it still
depends on voltage information during the pre-fault period for initial
polarisation.

In [3.39] and [3.40], alternative schemes for determining current direction
are described, including the use of Kalman filters and Discrete Fourier
Transform (DFT) methods, as substitutes for direct time-domain signal
processing. Both studies assume the pre-fault current is directed from the

source towards the grid, as illustrated in Figure 3.6.

Figure 3.6: Directional relay: Forward (F) and reverse (R) fault (adapted
from [3.40])

In [3.39], the Kalman filter is employed to estimate the current phasor, using
the positive-sequence components of the pre-fault and during-fault current
signals to determine whether the fault is in the forward or reverse direction.
The overall process of fault direction estimation is depicted in Figure 3.7.
However, similar to the approach in [3.38|, this scheme does not specify when
or how the phasor determination is triggered. It is also worth noting that
although the Kalman filter is a well-known technique for signal estimation, it
might not be the optimal choice in the context of harmonic distortions,
computational speed, or algorithm complexity. These factors can limit its
practical applicability, particularly under highly dynamic or distorted operating
conditions. Furthermore, this method only evaluates the method under single-

phase-to-earth and phase-to-phase faults, omitting more complex and
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practically significant scenarios such as double-phase-to-earth and balanced
three-phase faults. High-impedance faults are also not tested — the research
reported in this publication only considers a fault resistance of 0.1 2 — which
may be insufficient to represent real-world fault conditions that often involve

variable and higher fault impedances.
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Figure 3.7: Flowchart diagram of relay algorithm described in [3.40]

In [3.40], a similar method is employed for fault direction determination, but
with DFT used for phasor computation. DFT-based scheme inherently offers
better noise rejection. Since DFT focuses on extracting the fundamental
frequency components, it effectively filters out high-frequency noise and
harmonic distortions, thereby increasing robustness against signa interference.
Moreover, as the proposed relay is overcurrent-based, the pickup current is used
as a threshold for fault detection. However, neither [3.39] nor [3.40| considers
scenarios in which the power flow direction reverses. In such cases, the
difference between forward and reverse faults may become ambiguous if the

relay direction settings are not adjusted accordingly. Moreover, both studies
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fail to consider non-fault disturbances such as load changes, which can also
result in significant variations in cwrent direction. Without explicit
mechanisms to differentiate between genuine faults and operational
disturbances, these schemes may be vulnerable to false tripping or exhibit a
lack of security under practical conditions.

The study presented in [3.41] employs conventional overcurrent protection
using Time Multiplier Scttings (TMS) in combination with a basic dircetional
rclaying method, as previously described in [3.35]. This approach cnables
coordination among multiple overcurrent relays and helps to mitigate
sympathetic tripping in bidirectional power systems. However, in multiple-
infeed systems, power fow direction can vary depending on opcrating
conditions. As such, prior knowledge of the power flow dircction is essential for
the method to function correctly. The validation in the referenced work is
conducted using a fixed network topology or configuration, along with a
constant load capacity. This limitation may lead to incorrect relay operation
when applied to systems with dynamic configurations, which is a characteristic
feature of modern distribution network with high penetration of DG.

|3.42] reports on a scheme which utilises the direction of negative sequence
powcer, combined with the negative scquence current suppression strategy
typically implemented in inverter-based DG, to determine fault direction. The
approach estimates the fault direction based on the line impedance angle during
the fault period. However, calculating the line impedance requires both voltage
and current mecasurcments, as previously discussed, which introduces additional
costs and potential limitations. Voltage measurements, in particular, are known
to be unreliable during close-in faults due to voltage collapse, and the reliance
on multiple sensors significantly increases installation cost and complexity.
Furthermore, the scheme’s use of only the negative sequence component
inherently prevents the detection of balanced faults, an omission that may be
inadequate for practical deployment in realistic application environments.

Another pilot directional protection scheme that is solely current-based,

utilising phasor measurements of the positive sequence fault current to
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discriminate between internal and external faults is proposed in [3.43]. The
method does not require prior knowledge of the system’s power flow direction,
as it relies on phase angle differences of the fault components before and after
the fault cvent. However, the scheme depends on real-time communication to
continuously exchange current phasor information between measurement
locations. This imposes strict requirements on the communication
infrastructure, particularly in terms of speced and latency, which are not
addressed in the paper. The simulation studics conducted in the paper do not
include single phage-to-earth faults, which are the most common fault type in
practical distribution networks. Additionally, in systems where one source is
weak or disconnccted, the resulting current phasc angle differences may be
unrcliable, thereby limiting the scheme’s dependability under such operating
conditions.

In |3.44], a novel method is proposed that introduces a directional protection
scheme which does not rely on pilot communications or prior knowledge of
systecm power flow direction. Instecad, it determines the fault direction solely
based on post-fault current. The approach utilises a “Directional Detector”
(DD) to identify fault direction, with the algorithm shown in Figure 3.8.
According to this method, if the computed DD obtained via the S-Transform
— yields a value of 909, the fault is classified as forward; conversely, a value
of -90° indicates a reverse fault. The authors suggest that this scheme does not
require prior knowledge of the power flow direction, enhancing its adaptability.
Howcver, no cxperimental validation is provided to support this statcment.
Additionally, the algorithin requires the fault current to stabilise before it can
make a decision, preventing ultra-fast operation. This poses a significant
limitation in scenarios involving situations such as close-in faults, where
significant current distortions may occur during the initial transient phasc.
Delayed operation in such cases could result in system damage or safety hazards
before the relay activates. Furthermore, the validation of the method is limited
to offline simulations, and its robustness under rcal-time conditions rcmains

uncertain. It is also important to note that the proposed scheme does not
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include a defined mechanism for initial fault indication, focusing solely on fault

direction estimation.

Current Signal Measurement from the System
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Figure 3.8: Directional protection algorithm proposed in [3.44|

Several other researchers have proposed directional-based protection
schemes, which have also been reviewed. A summary of all the papers discussed
above, as well as other reviewed works that were not described in detail, is

presented in Table 3.2.
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Table 3.2: Summary of directional-based schemes protection

Summary of | Contributions T

Reference Method claimed Limitations

[3.35] Provide an Explain the The scheme requires both
overview of thelbasic method voltage and current
existing used in practical |measurements, leading to
directional relays. higher implementation costs.
protection Voltage measurement are less
techniques. reliable for close-in faults.

[3.37] Utilise the k- [Detect faults Lacks discussion on robustness

NN algorithm
for fault
detection,
followed by
Cross-
correlation to
determine the
fault direction.

extremely

quickly (< 1 ms)

and determine
fault direction

within 8 ms with

high accuracy.

against noisy measurements
and signal distortion,
particularly in systems with
rapidly changing dynamics.
Additionally, it requires both
voltage and current
measurement devices, which
may incur high installation
costs and rely on accurate real-
time data and communication
infrastructure.

[3.38] Fault direction [Uses a current- |The scheme does not address
estimation is |only based the fault detection stage,
based on the |[scheme, making |essential for directional
analysis of it less assessment. Raw waveform
current susceptible to  |signal measurements may
waveforms in  |issues such as  |include noise and harmonics,
the time low voltage risking maloperation. The
domain, during close-in  |scheme relies on prior
utilising both [faults knowledge of power flow
pre- and direction and uses voltage
during-fault measurement for initial
current polarisation, making it not
signals. truly current-only.

[3.39] Methods based [Only current-  |Lack of clarity on phasor

on positive-
sequence
components
and Kalman
filter
techniques are
used to
determine
current
direction

based scheme,
eliminates the
need for voltage
measurements.

determination triggering. The
Kalman filter may not be
optimal during excessive
harmonic distortion or
dynamic conditions. The study
only considers simple fault
types and low fault resistance.
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Table 3.2 (cont.): Summary of directional-based schemes protection

Summary of Contributions e er s
Reference Method claimed Limitations
[3.40], The method A current-only The method does not
[3.45] determines fault  |method with account for power flow

direction using
DFT-based current
phasor
computation,
following a
principle similar to

resilience to noise,
harmonics, and
distortion,
incorporating a
neutral setting to
avoid

reversals or non-fault
disturbances, increasing
the risk of maloperation
due to unclear fault
direction and insufficient
discrimination.

[3.39] maloperation
under uncertain
conditions.

[3.41] Uses overcurrent  |Coordination The method relies on
protection with application prior knowledge of
adaptive and mitigates power flow direction,
variable TMS sympathetic making it unsuitable for
setting alongside a |tripping in systems|systems with dynamic
basic directional  |with bidirectional |configurations.
relaying approach |power flow by Validation under fixed

ensuring selective |conditions may limit its

and stable relay  |practical applicability in

operation. modern network with
high DG penetration.

[3.42] Determines fault  |Does not require |Requires both voltage

direction using
negative sequence
power and current
suppression
strategies in
inverter-based DG,
with estimation
based on the line
impedance angle
during faults.

prior knowledge of
power flow
direction.

and current
measurements,
increasing cost and
complexity; voltage
measurements are
unreliable during close-
in faults, and reliance on
negative-sequence
components may
prevent detection of
balanced 3-phase faults.

97




Table 3.2 (cont.): Summary of directional-based schemes protection

Summary of | Contributions e el
Reference Method claimed Limitations
[3.43] A fully current- Does not require |The scheme relies on

based pilot
protection scheme
using phasor
measurement of
positive-sequence
currents for pre-
and during-fault
current conditions
to distinguish
internal from
external faults

prior knowledge
of power flow
direction, relying
instead of phase
angle difference
of fault
components
before and after
the events.

real-time communication
with strict latency
requirements, which are
not addressed in the
paper. It is sensitive to
noise, system unbalance,
and may be unreliable
with weak or
disconnected sources.
Common fault types like
single-phase-to-earth
fault are not considered
in the validation.

[3.44] Determines fault |[Determines fault |Lacks experimental
direction using a  |direction solely [validation and relies on
DD computed via |from post-fault |stabilised fault current,
the S-Transform. |current, without |delaying operation during
relying on pilot [severe transients. The
strategies or method is only validated
prior knowledge |through offline
of power flow simulations and lacks a
direction. mechanism for fault
indication/initiation of
operation.
[3.46] Detects faults A current-only  |Requires prior knowledge

using current
variation or step
comparison, and
determines fault
direction based on
the characteristic
of pre- and post-
fault current.

method capable
of detecting
faults very
rapidly, in less
than 1 cycle.

of power flow direction,
making it unsuitable for
systems with variable
configurations and
operating modes.
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Table 3.2 (cont.): Summary of directional-based schemes protection

for fault detection,
followed by
comparison of the
cosine of current
angle differences,
computed by
Fourier Transform,
between two relays
in the pre- and
post-fault periods
to identify the
faulted zone.

with multiple infeed
sources, requiring no
prior knowledge of
power flow direction
and resistance to
noise.

Summary of Contributions e e .
Reference Method Claimed Limitations
[3.47] Uses overcurrent  |Suitable for grids The method may not

be sensitive to
systems with weak
infeed or low fault
levels due to the use
of overcurrent for
fault detection. It is
unsuitable for single-
infeed systems, as the
fault current angles
are unreliable. There
is no experimental
validation using real-
time HIL or
communication.

13.48]

Uses positive-
sequence voltage
and current to
calculate the
vector impedance
(Z) matrix, which
is then used to
determine the
fault direction.

Experimental
validation is
conducted across
various scenarios,
including different
fault types, high
fault impedance,
power flow
changes, and close-
in faults, to assess
the accuracy of the
results.

Requires both
voltage and current
measurement
sensors, increasing
costs, and may be
susceptible to noise
and harmonic
disturbances.

It can be observed that directional-based schemes are a viable solution for

modern distribution networks with DGs, which often pose challenges to

conventional protection systems — particularly in relation to sympathetic

tripping and nuisance tripping. Unlike adaptive schemes, directional-based

approaches do not necessarily require real-time setting reconfiguration, yet can

still provide effective protection by determining the fault direction using voltage

and/or current measurements.

However, voltage-based schemes face significant limitations in the case of

close-in faults, where the voltage magnitude at the relay location may be
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severely reduced, leading to inaccurate fault direction estimation. Moreover,
the requirement for both voltage and current sensors increases the number of
sensing devices, thereby raising the overall cost of the scheme. As a result,
current-only directional protection schemes offer an attractive alternative.
However, for non-unit systems — where a relay operates independently of others
and typically has no communications — prior knowledge of the system’s power
flow direction is often essential for the fault detection process. This makes such
methods less suitable for distribution networks with multiple infeeds and
inherently variable, bidirectional power flows.

To overcome this, integrating communication to enable unit (pilot)
protection, which allows for the localisation of faulted sections, becomes an
attractive option. Even though some studies have proposed approaches that do
not require communication or prior knowledge of power flow direction, these
methods may still present certain limitations (as, for example, previously
described in the thesis’s review in [3.44]).

However, the majority of current-only, directional-based pilot protection
schemes rely heavily on continuous data exchange, such as that used by
differential schemes. This necessitates high-performance, low-latency
communication links to prevent false tripping caused by phasor
misinterpretation due to communications propagation delays. Furthermore,
none of the reviewed work has demonstrated real-time validation e.g., using
hardware-in-the loop (HIL) with actual communication systems, highlighting a
research gap that the work in this thesis addresses.

There are several other Al-based and machine learning /intelligent protection
schemes reported in the literature; however, these are not reviewed here as this
work is focussed on a deterministic and logical form of faulted section
identification for protection and/or monitoring applications; therefore
comparison with such techniques, which have not been used in any practical
applications to the knowledge of the author and supervisor, is not warranted.

A review of applications of such techniques is contained in [3.49] — [3.52].

100



3.3.2 FLSIR solutions

As stated earlier, the adoption of FLISR systems is growing and in some
cases they are becoming an integral component of modern distribution
networks, aiming to enhance reliability by swiftly isolating faults and
minimising service interruptions through minimising of isolation, accurate fault
location and/or section identification, plus rapid and often automated network
reconfiguration and restoration following faults. While FLISR is an emerging
term, the functionality has been researched and introduced for many years,
often with terms such as “distribution automation” or “distribution network
automation” being applied. However, many existing FLISR implementations
are built upon conventional protection schemes that present notable
limitations, particularly in environments where the network configuration may
change regularly, and the system may operate in islanded mode. The increasing
integration of DERs further exacerbates these challenges, as traditional
protection logic often struggles to accommodate bidirectional power flows and
variable current contributions.

Studies presented in [3.53] — [3.54] illustrate the deployment of FLISR using
fixed-time overcurrent protection, coordination with sectionalising devices and
reclosers. While both publications provide comprehensive simulations
demonstrating FLISR performance under fault scenarios, they adopt static
protection setting that are preconfigured based on fixed network topologies.
This approach, although effective under normal operating conditions, fails to
account for changes in topology resulting from restoration actions or planned
maintenance. Consequently, the preconfigured protection settings may become
misaligned with the real-time network conditions, leading to coordination
failures such as nuisance tripping or a failure to isolate genuine faults —
challenges previously highlighted in earlier sections of this thesis. Moreover, in
[3.53], non-directional protection schemes are also utilised, further increasing
the risk of sympathetic and/or slow /non-tripping under such different scenarios

and contexts.
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To address the limitations posed by static protection settings, [3.55] proposes
a protection scheme that leverages multiple setting groups for overcurrent
relays, as displayed in Figure 3.9, allowing protection logic to adapt to changes
in network topology. These setting groups are pre-calculated through offline
studies and dynamically selected based on real-time topology updates received
by a central controller. While this approach enhances flexibility and protection
accuracy, the authors acknowledges that its successful operation depends
heavily on an effective and highly reliable communication infrastructure to
receive configuration changes and transmit control commands to the
appropriate devices. This requirement may render the scheme costly and

potentially infeasible in some application environments.
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Figure 3.9: Setting group modifications as reported in [3.55]

Another related study, presented in [3.56], introduces an alternative semi-
decentralised adaptive protection strategy, in which IEDs autonomously
reconfigure their setting via IEC 61850-based GOOSE messaging, as shown in

Figure 3.10. The scheme maintains a localised decision-making capability at
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the substation and device level, while still depending on higher-level
supervisory units as the Substation Automation Unit (SAU) to perform
configuration management. Although this architecture improves response times
and reduces dependency on a centralised Distribution Management System
(DMS), it also introduces notable complexity. Coordinating peer ITEDs using
GOOSE in large-scale networks may pose challenges in terms of maintenance,

scalability, and system integration.
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Figure 3.10: Protection configuration in a substation automation unit

adapted from [3.56]

[3.57] introduces the operational concept of non-communicative FLISR,
wherein devices operate purely based on local sensing and pre-programmed
logic without any data exchange between components. While this approach
mitigates challenges associated with communication links between IEDs, and
offers a cost-effective solution requiring minimal communication infrastructure,

it is inherently constrained in its capacity to handle complex fault scenarios.
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Furthermore, no simulation-based demonstrations have been presented to
substantiate the performance or reliability of this architecture.

These studies collectively highlight that while advanced and adaptive
protection schemes have the potential to significantly improve FLISR system
responsiveness in dynamic environments, they often introduce communication
or architectural burdens that can hinder their practical deployment. This
underscores the need for FLISR schemes that can maintain adaptability
without excessive reliance on bandwidth-heavy, highly deterministic
communication infrastructures or complex device-to-device coordination

mechanisms.

3.4 Chapter summary

This chapter has presented protection and FLISR challenges associated with
modern distribution systems incorporating DGs. In addition, various solution
approaches proposed to address these challenges have been introduced and
critically reviewed. With regard to protection challenges, adaptive protection
has been explored as a promising approach, characterised by its ability to
adjust protection settings in real-time in response to changes in network mode
and topology. Furthermore, directional-bases schemes have been examined as a
viable option, particularly for systems with bidirectional power flows. The
advantages and limitations of these solutions have been analysed in order to
identify research gaps that the work reported in this thesis seeks to address.
Similarly, key methods related to FLISR application have also been evaluated,
with a focus on those most relevant to the evolving characteristics of modern

distribution networks.
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Chapter 4

Faulted Section Identification
Using Only Current

Measurements

4.1 Chapter overview

Following the examination of protection challenges in future distribution
networks and the review and analysis of modern and proposed/researched
protection and FLISR schemes in Chapter 3, this chapter introduces the
detailed operation of the scheme that has been developed for faulted section
identification as part of this research. Key factors, such as the threshold for
triggering the faulted section identification process, and the current angular
and magnitudes changes (from pre- to during-fault conditions) used to identify
the faulted section, are defined and quantified. For practical demonstration, a
simplified system model — a 2-bus radial model with 2 sources and 2 loads at
the medium voltage level, as illustrated in Figure 4.1 — is employed to aid in
clearly explaining the principles of the proposed methodology, making the
theoretical concepts easier to understand and apply. Other illustrations of
operation using an 8-bus test system are also included later.

In the previous chapter, it was shown how the process of faulted section
identification relies on comparative analysis of data obtained from multiple

measurement points. However, it is important to note that data exchange is
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very simple, consisting not of continuous streams of measurements, but simple
packets of binary codes describing the pre- to during-fault transitions of current
angles and magnitudes, and communication is only required during fault
conditions (after the faulted section identification process is initiated).
Consequently, this necessitates the exchange of data between measurement
devices /relays positioned at different locations within the network — the scheme
could be implemented in a distributed or centralised fashion. The selection of
an appropriate communications technology /protocol for transmitting this data
is therefore important.

This chapter also describes the data transfer process between measurement
locations that is a fundamental part of the scheme. Furthermore, it reviews
communications technologies that are generally applicable for protection
systems in smart grid/distribution networks, followed by a summary and
identification of relevant candidate communication technologies, with
comments on their suitability for application to the scheme developed through

this research.

4.2 System model to illustrate scheme
operation

In summary, the faulted section identification process operates through
comparing pre-fault current to during-fault current “directions” — or angular
differences, from multiple locations, to identify the location (in terms of the
faulted section) of the fault on a multi-section/feeder system. This is explained
fully later in this chapter.

To facilitate a comprehensive understanding of the faulted section
identification principle, this study utilises a simple 2-bus radial model, as
illustrated in Figure 4.1. This model represents a medium voltage distribution

system comprising two sources and two loads arranged in a radial configuration.
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Two sources are used in most of the simulations and tests in this thesis for
two reasons. Firstly, to test and evaluate the operation of the scheine when
there are sources of fault current (e.g. generation or energy storage) connected
at both “sides” of the faulted section. This will be increasingly common in future
systems with distributed generation connected throughout the gystem. In
reality, Source 1 in the diagram below may be a grid connection (e.g. a
transformer connected to the higher voltage system), whercas Source 2 may in
fact be made up of many small distributed cnergy resources (such as solar PV,
energy storage, etc.) connected at various locations “downstream” from the
fault location. Secondly, Source 2 is used to emulate situations where the
generation connected throughout the overall section of distribution system may
in fact be “net” exporting to the grid prior to a fault (i.c. the normal direction
of power flow is reversed). Alternatively, in some countries, the distribution
network may be operated routinely as a non-radial, “meshed” or interconnected
network with two or more grid connection. The presence of Source 2 also allows
demonstration and testing of operation under such scenarios.

The radial topology is found in the vast majority of traditional power
distribution networks, where power flows from a source (typically a transformer
connccted to the higher voltage distribution/transmission system) — indicated
by Source 1 on the figure, to multiple loads through a series of interconnected
components. While radial topologies are common, as described previous, the
scheme will also function in an interconnected/meshed topology and/or
systems with significant distributed gencration conncected, as for cach scction,
the pre-fault power flow would still be in the same direction when measured at
the terminals of each individual section of the network (as no loads are
connected to any individual sections).

In this model illustrated in Figure 4.1, Sources 1 and 2 are interconnected
through the line section from R1 to R2, with power flowing from R1 to R2 in
normal circumstances prior to any fault (although the power could also flow

from R2 to R1 and the opcration of the faulted section identification process
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would remain unaffected). Each bus is connected to a load as shown in the

Figure 4.1.
[RJ IRZ
— —
@—: . :I—@
—
ZSI ZL ZSZ
Source 1 R1 R2 Source 2
Load Load

Figure 4.1: Single-line diagram of 2-bus system during normal conditions

In the section of system shown above, Zg; represents the combined source
impedance of Source 1 and its connecting line to Bus R1. Similarly, Zs, denotes
the source impedance of Source 2 and its associated line to Bus R2. The line
impedance interconnecting Bus R1 and Bus R2 is represented by Z;. The values
of the system parameters are not important here, as this is simply used for
explanation of the concept of operation. The values for all actual system
parameters as used in simulations and case studies later in the thesis are
included later.

The voltages at Source 1 and Source 2 are denoted as Vs; and Vs,
respectively. The current measured at the designated measurement points on
the lines at Bus R1 and Bus R2 are represented by Iz; and Ip,. Additionally,
I; signifies the line current flowing between Bus R1 and Bus R2. Under normal
operating conditions, I, Iz;, and Ig,, which are the current measured at the
line section between Bus R1 and Bus R2, are assumed to be equal as expressed

in Equation (4.1).

IR1 = IRZ = IL (41)
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Figure 4.2: 2-bus system with internal fault F;

However, when a fault F; occurs in the zone between Bus R1 and Bus R2,
as shown in Figure 4.2, the line impedance between Bus R1 and Bus R2 (Z;)

is divided into two components, Z;; and Z;, as shown in Equation (4.2).
Zin+ Zp, = 7, (4.2)

The amplitudes of these impedances depend on the fault F; location.

During the fault condition, two fault component currents are calculated:

Vs1
1 = — 4.3
SLI Zs1+ Z1y (4.3)
Vs,
I = — 4.4
sz/ Zsy + Zp, (44)

Here, Is1f represents the fault current from Source 1 to the fault F; location,
while Is, ¢ denotes the fault current from Source 2 to the fault F;.

By applying the superposition theorem, when the fault occurs at F;, the

lines currents at both line ends can be expressed as:

IRl,f = IRl + ISl,f = IL + VSl (4.5)
Zs1+ Ziq
Vso
Ippp = Iz + Isyp = I} — —Zsz T Z, (4.6)

I, denotes the pre-fault current or the current in normal condition and Igq,
Ip, ; represent the line fault currents measured by relays situated at Bus R1

and Bus R2, respectively. It is important to note that fault impedance and load

impedances have been neglected for the purposes of this conceptual
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explanation. Non-zero values for fault impedance are included in simulations
and case studies presented later in the thesis.

In contrast to the internal fault scenario previously discussed, a case where
fault F, is located between Bus R2 and Source 2 is considered, as depicted in
the system illustrated in Figure 4.1. In this configuration, fault F, is external
to the protected zone defined by the line connecting Bus R1 and Bus R2
(effectively between the measuring locations for the relays at these buses). This

particular system with an external fault present on the system is presented in

Figure 4.3.
Irir Irzr
1
1 S2F
QE== — — /()
Zs1 Z Zsz1 ? Zsz2
Source 1 R1 R2 Source 2
F;
Load Load

Figure 4.3: 2-bus system with external fault F,

As the conditions of the system change, the parameters relevant to the
analysis must also be adjusted. Notably, the line impedance between Bus R1
and Bus R2 remains consistent with the values illustrated in Equation (4.2).
However, the line impedance between Bus R2 and Source 2 is divided into two
distinct components; Zg,;, which represents the line impedance between Bus
R2 and the fault location F,, and Zs,,, which encompasses the line impedance
from fault F, to Source 2, in addition to the impedance associated with Source
2 itself. The sizes of these impedances are contingent upon the specific location
of fault F,. The relationship among Zs,, Zs,;, and Zs,, can be expressed

mathematically in Equation (4.7).
Zsy = Zsa1 t+ Zsy, (4.7)

Furthermore, the components of fault current during this fault condition can

be represented as follows:
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VS 1

Jei » = 4.8

ST g+ Zu+ Zgy (48)
Vs,

Isof = 7o (4.9)

In the context of the external fault illustrated in Figure 4.3, Is; s denotes the
fault current in the line from Source 1 to the fault location F,, while Ig; ¢
signifies the fault current supplied from Source 2 to the fault location F,.

Similar to the internal fault case, the total current at each terminal of the
line faulted section during the external fault condition can be determined using
the superposition method. The fault currents measured by the relays at Bus
R1 and Bus R2, denoted as Ig; f and I, respectively, can be calculated using

Equations (4.1), (4.8), and (4.9):

Vs1
I = I+ 1 = I, + 4.10
R2,f R1 S1,f L Zer + Z, + Zsyt ( )
Vs1
I = I+ 1 = I, + 4.11
R2,f R2 S1,f L Zer + Z, + Zsyt ( )

As stated earlier, fault impedance is neglected in this case, but is included
in simulations and case studies presented later.

In summary, the simplified 2-bus radial system provides the framework for
explaining the operation of the faulted section identification scheme in medium-
voltage distribution systems. The full set of system parameters and data used

in the simulation are presented in Chapters 5 and 6.

4.3 The Fourier Transform

As the system developed and presented in the thesis is concerned with
measuring the magnitude and phase angles of currents, it is necessary to include
a brief description of the Fourier Transform, as this is fundamental to

measuring current in protection systems (particularly in systems that sample
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currents digitally and also in systems where the fundamental current
measurement must be extracted from “noisy” waveforms containing distortion
(e.g. due to fault transients) and harmonics.

The Fourier Transform is a mathematical tool that decomposes any periodic
waveform in the timme domain into its constituent frequency components, and
can extract specific components’ (e.g. the fundamental component) magnitudes
and phasc valucs. It plays a fundamental role in numecrous ficlds, including
signal processing, physics, and cngincering [4.1]. This transform allows for the
decomposition of a signal into its constituent frequencies including harmonic,
representing a function as a sum of sinusoidal waves, each characterised by
distinct amplitudes and phascs.

Additionally, duc to its harmonic decomposition propertics, the Fourier
Transform is widely utilised as a filter for noise reduction or the
mitigation /removal of harmonic distortion from “raw” measurement data. Such
distortion often ariscs from non-lincar loads, including DG drives, voltage
source inverters (VSIs), current source inverters (CSIs), or phenomena such as
transformer saturation, arcing loads, etc. By selectively filtering out specific
frequencies associated with this distortion, the Fourier Transform allows for the
extraction of the desired harmonic components from the input waveform [4.2].
Figure 4.4 illustrates harmonic decomposition achieved through the application

of a 12-pulse rectifier.
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Figure 4.4: Harmonic components after decomposing: the fundamental (1st),

5th, 7th, 11th, 13th [4.2]

In practical applications, signals are often samples and exist in a discrete
form — in protection, this would typically be as a result of an analogue
measurement (e.g. from a current transformer) being sampled, within the relay
or at the current transformer itself, to produce discrete numeric values for
onward processing [4.3]. The Discrete Fourier Transform (DFT) is employed to
analyse these discrete signals, particularly in the context of digital signal
processing (DSP). The Fast Fourier Transform (FFT) is an efficient algorithm
designed to compute the DFT, significantly reducing the computation

complexity associated with this transform [4.2].

4.3.1 The Discrete Fourier Transform (DFT)

The DFT is a mathematical technique used to analyse the frequency content
of discrete and finite in length signals [4.1]. Unlike the continuous Fourier
Transform, which is used for continuous-time signals, the DFT operates on

sampled data, making it particularly useful in DSP. The DFT converts a finite
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sequence of time-domain into its frequency-domain representation, revealing
the signal’s spectral components. The DFT can be represented as follows:

DFT equation is

N-1

X[k] = Z x[n]e~izmkn/N (4.12)

n=0

And the inverse DFT (IDFT) equation is

N-1
1 )
x[n] = i x[k]el?mkn/N (4.13)
k=0
where x[n] is the input signal in the time domain

X[k] is the output signal in the frequency domain
N is the number of samples
n = 0,1,..,N - 1is the frequency index
k =01,..,N-1is the time index
Moreover, the DFT pair is commonly represented by simplified the
exponential term as

For DFT equation:

N-1
X[k] = x[n] Win (4.14)
n=0
For IDFT equation:
=
x[n] = N x[k] Wykn (4.15)
k=0

When Wy = e /2®/N
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4.3.2 Magnitudes and angles of sine wave signal
calculation using DFT

In practical applications, the DFT enables the calculation of both the
magnitude and relative angle of a signal, as shown by the following equation.
The magnitude at the k' bin — “bin” is a term referring to the k' discrete

harmonic frequency component of the input signal’s frequency spectrum — is

|X[k]| = Re(X[k])? + Im(X[k])? (4.16)

The angle at k'" bin is

(4.17)

¢2X[k] = tan <Im(X[k])>

Re(X[k])
Where Re(X[k]) is the real part of DFT output signal
Im(X[k]) is the imaginary part of DF'T output signal
In the developed system, the DFT is used to calculate the magnitude and
relatively phase angles of the fundamental 50 Hz component of the measured

phased currents. A sampling frequency of 1 kHz is used.

4.4 Initiating the faulted section
identification process

For the faulted section identification process to function, there must be a
significant change, greater than pre-determined thresholds, in the currents
measured at any point within the overall system being monitored. Following
the calculation of magnitude and phase for the current using the DFT, which
is described in Section 4.3, the magnitudes and angles, calculated via the DF'T,
are analysed. The faulted section identification algorithm is only initiated by
deviations greater than a specified threshold, which can be varied. Having the
system more sensitive may result in more “triggering” of the system, but for

non-fault transients, this will not be a problem, as ultimately the algorithm
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will find no fault and reset, even though the system has ultimately been
unnecessarily initiated. Selection of final values for thresholds may be carried
out based on system studies to establish the nature of the primary system, but
regardless of the values chosen, false operation of the system should never be
a problem. This detection involves comparing a immediately-previous current
measurements with the present measurements over a three-cycle moving
window. The thresholds selected for the scheme and sued in all simulations are

tests are as below:

|L,| < 0.8]1,] or |L,| > 1.2]1,] or

(4.18)
0, <0,—36° or 0,>0,+3.6°

when

|I,] = magnitude of current measured 3 cycles after the initial measurement

|Io| = initial (or immediately-previous) magnitude of current

0, — phase angle of current measured 3 cycles after the initial measurement

8y = initial (or immediately-previous) phase angle of current

As an example, consider a scenario where the current magnitude at point
R1 in Figure 4.5 is 1 per unit (p.u.) under normal conditions. If a fault occurs
as depicted, within three cycles (approximately 60 milliseconds (ms) in the UK
electricity system with a frequency of 50 Hz), the current magnitude at point
A rises to 1.5 p.u., representing 150% of the initial value. This exceeds the
predefined upper threshold of 120%. As a result, this triggers the faulted section
identification process to begin. The threshold could be adjusted to make the
system more or less sensitive. If the system is made more sensitive, it may
initiate operation for non-fault transients. This would not result in any
significant issues, as if the system was to initiated but subsequently there was
“no fault found” through the latter stages of the system’s operation, then it
would simply reset and await the next initiating transient. Tests for cases with

non-fault load changes are included later in the thesis.
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Figure 4.5: 2-bus system with internal fault

4.5 Faulted section identification

Once the pick-up threshold from Section 4.4 is triggered by a significant
change in any current measurement, the faulted section identification process

begins by comparing data between the two measurement points.

4.5.1 Calculation of current angle and magnitude

changes
[Rl [RZ
— —
@—: L :I—@
—
ZS] ZL ZSZ
Source 1 R1 R2 Source 2

Load Load

Figure 4.6: The case study system
Referring to the study system in Figure 4.6, the shift in magnitude and
phase angle of the current for pre-fault to during-fault conditions can be
calculated using the following equation.

Angle change:

Abg, = 9R1,f — Op1 (4.19)

Abg, = 9R2,f — br2 (4.20)
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Where Og; and Oz, represent the angles of pre-fault (load) currents
measured at points R1 and R2, and Ogq ¢ and O, ¢ signify the angles of the

currents as measured during fault conditions.

Magnitude change:

A|IR1| = |IR1,f| - |IR1| (4-21)

A|IR2| = |IR2,f| - |IR2| (422)

Where |Ig;| and |Iz,| indicate the magnitudes of pre-fault (load) current
measured at point R1 and point R2, and |1R1,f| and |IR2,f| denote the

magnitudes of current measured under fault conditions.

4.5.2 Comparison of angular changes between
pairs of measurement points (at line ends)

The faulted section identification is performed exclusively using current
measurement data. Following the calculation of current angle changes at each
measurement point, as detailed in Section 4.5.1, these results are compared
from each section/line boundary to ascertain whether the identified faults are
situated within, or external to, the monitored observation zone (which, as
outlined earlier, would typically be a line or line section bounded by CTs). This

analysis can be categorized into the following cases:

4.5.2.1 Internal fault scenario

Irir Iror
Ls1r / Isor
— : ] : ] —

@ Zs: 71 7 Zi7 72 O
Source 1 R1 R2 Source 2
F;

Load Load

Figure 4.7: Fault F; (internal)
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Consider a scenario where the single-line diagram presented in Figure 4.7
illustrates an internal fault scenario, and power within this part of the system
flows from Source 1 to Source 2. The observation zone is defined by the area
between Bus R1 and Bus R2, where the fault F; occurs along the line section
connecting these two buses. To analyse this situation, through using
measurements of relevant parameters from Bus R1 and Bus R2 and calculating
the resulting angle changes, it is possible to derive a phasor diagram, as
depicted in Figure 4.8. This phasor diagram visually represents the phase
relationships of the currents and the voltages before and during the fault,
providing a basis for fault analysis and identification within the defined zone.
Note that while voltage measurements are not required in the actual system,

the simulated voltages at each source/bus are shown in the diagram below for

completeness.
VS] - VSZ VS y
L Iry Ir2
»Vsz

(a) (b)

Figure 4.8: Phasor diagram of currents and voltages under (a) pre-fault (b)

during-fault conditions for internal fault and left-to-right pre-fault power flow

Due to the lagging phase angle of Igyf relative to Iy, the current phase
angle at Bus R1, transitioning from the pre-fault to during-fault conditions,
undergoes a clockwise (CW) rotation on the phasor diagram. A clockwise
rotation of a phasor will act to “decrease” its angle, while a counter-clockwise

rotation of a phasor will result in an increase in its angle. Conversely, at Bus
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R2, the current phase angle exhibits a counterclockwise (CCW) rotation from
pre- to during-fault conditions. It can be inferred that the phase change
between the pre-fault current and during-fault current at Bus R1 is negative
(—180° < Afg; < 0°), while the phase angle change observed at Bus R2 is
positive (0° < Afg, < 180°), as Ig, ¢ leads Ig,. Consequently, it can be posited
that the phase shifts at Bus R1 and Bus R2 exhibits differing rotation
characteristics.

Conversely, if the system power flow is reversed, transitioning from Source 2
to Source 1, the phasor diagram of currents and voltages can be illustrated as
shown in Figure 4.9.

/, R2f

Vsz Vsz

46

[/51 I/S]
I Tuy IS In, IS W

Vs1-Vsz

]Rl,f

(@) (b)
Figure 4.9: Phasor diagram of currents and voltages under (a) pre-fault (b)

during-fault conditions for internal fault and right-to-left pre-fault power ow

It is evident that the starting positions and pre- to during-fault transitions
of the voltage and current phasors in Figure 4.9, are effectively “reversed”
compared to those of the previous example, when pre-fault power was flowing
from Source 1 to Source 2, as depicted in Figure 4.8. Specifically, the current
angle change measured at Bus R1 becomes a positive value, indicating a CCW
rotation, whereas at Bus R2, while the current phase angle change measured
at Bus R2 will display a negative value or CW rotation. However, upon
comparing the current phase angle changes at both Bus R1 and Bus R2, it

remains apparent that the phase rotations between pre- and during-fault

125



currents differ (that is, the directions of the phase angle changes are different
for the currents measured at R1 and R2).

Therefore, it can be concluded that in the case of an internal fault, the
current phase angle changes measured at both ends of the observation zone
rotate in opposite directions (CW-CCW) or reflect differing values (positive-

negative)

4.5.2.2 External fault scenario

Iray trzg
1
Zs: Z Zsz1 7 Zs2z
Source 1 R1 R2 Source 2
F;
Load Load

Figure 4.10: Fault F, (external)

Figure 4.10 illustrates the single-line diagram of an external fault scenario.
Assume that the power flow within the system moves from Source 1 to
Source 2, with the fault F, occurring on the line between Bus R2 and Source
2, while the observation zone remains the line between Bus R1 and Bus R2,
similar to the internal fault case. The phasor diagram for the currents and
voltage measured at Bus R1 and Bus R2 during the pre-fault and during-fault

conditions can therefore be represented as follows:
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Figure 4.11: Phasor diagram of currents and voltages under (a) pre-fault (b)

during-fault conditions when external fault and forward power flow direction

As shown in Figure 4.11, the measured Ig; r lags behind Ig,, resulting in a
reduced current phase angle at Bus R1 during the fault occurred compared to
the pre-fault condition. Consequently, the change in current phase shift, as
calculated in Equation (4.19), is negative (—180° < Az, < 0°), which can be
described as a CW rotation. Simultaneously, the current angle change at Bus
R2 during the fault also reflects a negative value, similarly indicating CW
rotation, as Ig, s also lags behind Ig,, akin to the current data at Bus R1.

However, when the system power flow is directed from Source 2 to Source 1,
the measured currents change accordingly. In this case, the during-fault current
phase at Bus R1 (Igyf) now leads the pre-fault current phase at the same point
(Ir1), causing the current angle change at Bus R1 to be positive (0° < Afg, <
180°), or to rotate CCW. Likewise, the measured current data at Bus R2 also
shifts, with the current angle during the fault being greater than during normal
condition. This results in a positive shift in the current phase angle. The phasor

diagram of this event is shown in Figure 4.12.
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Figure 4.12: Phasor diagram of currents and voltages under (a) pre-fault (b)

during-fault conditions when external fault and reversed power flow direction

It is evident that while the current angle changes at each measurement point
undergo variation, a comparison reveals that these changes exhibit identical
values (either both positive or both negative) and thus rotate in the same
direction (CW-CW or CCW-CCW) when the fault occurs outside the
observation zone. Therefore, it can be summarised that the current angle shifts
measured at the boundaries of the zone during a fault, when compared to pre-
fault situations, output similar results (positive-positive or negative-negative)

and maintain a consistent rotational direction.

4.5.3 Comparison of magnitude changes between
pairs of measurement points (at line ends)

However, the faulted section identification method based solely on current
angle changes presents a potential limitation in scenarios involving low fault
current conditions or instances where fault current is supplied from only one
end of the feeder section. The current directional change comparison method
remains most accurate when high fault current is injected from both ends of
the feeder. If the fault levels are comparatively low, or if only end supplies the
fault current as shown in Figure 4.13, the reliability of this technique, as

described in Section 4.5.2, may be compromised [4.4].
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Figure 4.13: The system with Source 2 fault level relatively low

To address this limitation, changes in current magnitudes are employed to
support the analysis, particularly in case where infeed occurs from only one
end or when one infeed is exceptionally weak. Initial fault detection is still
relied on measuring significant angular or magnitude “jumps”, as detailed in
Section 4.4, without the need for voltage measurements. It is important to note
that the shift in current magnitudes is not applicable in scenarios where tapped
loads exist between measurement points; however, it can serve as a
confirmatory measure in cases of extremely weak source or in the absence of
infeed from one boundary.

The comparative analysis of changes in current magnitudes proceeds as

follows:

4.5.3.1 Internal fault scenario

Tr1r Ipzf
— —
Ly sz
< ) Zs1 714 7 Z)2 Zsz Source 2
Source 1 R1 R2
F
Load Load

Figure 4.14: Fault F; when Source 2 fault level is relatively low

Assuming that scenario depicted in Figure 4.14, where Source 2 has an
extremely low fault level, or disconnected, when a fault F; occurs on the line
between Bus R1 and Bus R2. In this situation, Source 1 generates fault current

that flows into the line between Source 1 and the fault location F;, resulting in
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an increased current magnitude measured at Bus R1 (|IR1_f|). Consequently,
since the current magnitude during the fault is greater than that during the
pre-fault period, the change in current magnitudes at Bus R1 (A|lz1]) produces
a positive value, as computed from Equation (4.21).

Conversely, due to the extremely low fault level of Source 2, the fault current
generated is minimal. The current measured at Bus R2 has no contribution
from Source 1, as it is located downstream of the fault F;(although if the fault
is resistive and/or of a certain type, e.g. phase-phase, there could be currents
from source 2 circulating from Source 1 to loads and back to the fault). This
leads to a reduction in the magnitude of I, r. As a result, the change in current
magnitude at Bus R2, as expressed in Equation (4.22), from pre- to during-
fault, yields a negative value.

Nonetheless, when the changes in current magnitudes at both measurement
points are compared, a difference is apparent (positive-negative).

If Source 2 has a relatively higher fault level than Source 1, fault current
generated by Source 1 will be relatively less. Accordingly, the current
magnitude measured at Bus R1 — which does not receive fault current from
Source 2 — during the fault would decrease relative to the pre-fault condition.
Thus, when calculating the change in current at Bus R1, it would be a negative
value. At the same time, because Source 2 functions normally and is capable
of generating fault current, the current magnitude at Bus R2 increases during
the fault, leading to a positive change in current magnitude at Bus R2.

However, similar to the previous case when Source 1 has a higher fault level
than Source 2, comparing the changes in current magnitudes at both buses
reveals a difference (negative-positive).

Therefore, it can be concluded that when a fault occurs within the
observation zone, the changes in current magnitudes measured at both ends of

the zone will exhibit opposite values (positive-negative or negative-positive).

130



4.5.3.2 External fault scenario

Tp1r Ipzr
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F,
Load Load

Figure 4.15: Fault F, when Source 2 fault level is relatively low

Let Figure 4.15 demonstrates the study case of an external fault scenario,
when Source 2 has an extremely low fault level. When a fault F, occurs on the
line between Bus R2 and Source 2, despite Source 2 generates minimal fault
current, its position downstream of the fault means that it does not influence
the current magnitudes measured at either Bus R1 and Bus R2. Both buses
receive fault current from Source 1 as normal, resulting in increased current
magnitudes during the fault condition compared to the normal operating state.
Thereby, the changes in current magnitudes at both Bus R1 and Bus R2 is
positive.

Again, if Source 1 experiences very low fault current, or disconnected while
Source 2 operates normally, the occurrence of fault F, results in Source 1
generated negligible fault current at both Bus R1 and Bus R2. Furthermore,
neither bus receives fault current from Source 2, as the fault F, acts as a barrier,
leading to reduced current magnitudes during the fault relative to their pre-
fault values. This results in a negative change in current magnitudes for both
measurement points (negative-negative), as calculated by Equation (4.21) and
(4.22).

When comparing the changes in current magnitudes at both measurement
locations, it is evident that the values remain identical. Hence, it can be
summarised that if the changes in current magnitudes during the fault
condition and before the fault occurrence at the endpoints of the zone exhibit
the same sign (positive-positive or negative-negative), and that the fault is

located externally to the zone.
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Figure 4.16: The flowchart for faulted section identification



The faulted section identification method discussed in Section 4.5 can be
represented as a flowchart, as illustrated in Figure 4.16.

The method necessitates the implementation of a “moving window” approach
along with a memory of previous measurements to accurately determine the
characteristics and magnitudes of current angular and amplitude variations. A
specific time duration may be required to compute the phasor quantities, which
are derived using DFT in this scheme, enabling the identification of any shifts
in relative angles and magnitudes. Furthermore, an appropriate communication
system is essential for efficient data transmission, as outlined in the next
section. While this process may take some time — typically one full cycle — to
achieve a stable and precise result, it is highly effective in mitigating noise and
harmonic distortions. Additionally, at distribution and microgrid levels, fault
clearance times on the scale of several hundred milliseconds (ms) are generally
acceptable, as extremely high-speed protection operations are not typically

required.

4.6 Communications used within the faulted
section identification scheme

A relatively simple transfer of simple short binary-code packets between
measurement locations is adopted to ensure scheme efficiency and low
communications requirements in terms of bandwidth and utilisation. As
mentioned in the introduction, rather than transmitting continuous digitised
versions of the analogue measurements continuously, the exchanged data is
converted into a digital format using binary codes to represent the pre- to
during-fault angular and magnitude changes of the current measured in the
scheme [4.5]. Bandwidth requirements are minimised, and real-time data
processing is significantly simplified, thereby optimising communication

efficiency.
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The process of converting the measured currents into the appropriate codes

describing their transition behaviour is as follows:

Current phase angle changes:

e If the rotation of the current phase change is clockwise (CW), the
corresponding binary code is assigned a value of ‘1’.
e If the rotation of the current phase change is counterclockwise (CCW),

the corresponding binary code is assigned a value of ‘0’.

Current magnitude changes:

e If the current magnitude change is positive, the corresponding binary
code is assigned a value of ‘1’.
e If the current magnitude change is negative, the corresponding binary

code is assigned a value of ‘0.

It is, however, important to note that the method outlined above may
encounter an issue in situations where the binary code transmitted is ‘0’. This
arises from the inherent limitations of the sensors associated with the relay.
Specifically, when a decision-making element (relay) receives a ‘0’ from its
counterpart, it is uncertain whether this ‘0’ has actually been sent from another
measurement location or not (if the initial signal is a ‘0’ it is effectively no
different from the “no-signal” state). This situation poses challenges in
accurately recognising the start the received packet of binary codes. To alleviate
this, a supplementary signal known as the “flag signal” (effectively similar to a
“starter” signal) has been developed. This is activated under the following
circumstances:

e  When a threshold is violated, as outlined in Section 4.4 — the initial

packet flag signal is set to ‘1°.

e Conversely, if there are no alternations in the current or voltage, or if

the fault identification threshold remains inactive, no flag signal is

transmitted, resulting in no further action or analysis is taken.
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The flag signal is transmitted simultaneously with the data signals
describing current angle and magnitude changes. Consequently, the total size
of the dataset packet of each relay sent from itself at one end of the feeder to
another relay at the opposite end will consist of merely seven binary codes for
the purpose of faulted section identification. This packet includes:

e 1%t initial binary code for the flag signal (flag)

e 3 binary codes representing current phase angle changes
(ABy, ABg, AB)

e 3 binary codes representing current phase magnitude changes
(AlL4l, Allgl, AlLc])

This compact data structure ensures efficient and precise faulted section
identification while minimising difficulties in signal interpretation. It should be
noted that communications systems often continually utilise a “watchdog” or
other form of health-check signal on a periodic basis to ascertain the status of
the communications system. In such cases different initial “starter” codes (e.g.
a multi-bit unique string of binary numbers) may be required to allow the
faulted section identification scheme to begin [4.6].

The process of faulted section identification using these codes in each relay
can be illustrated using a flowchart and a logic diagram, as presented in Figure

4.17 and Figure 4.18, respectively.
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Figure 4.17: Flowchart of faulted section identification using communications
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Figure 4.18: Logic Diagram for faulted section identification scheme

4.7 Chapter summary

In this chapter, a method for proposed faulted section identification in a
distribution system featuring with dual sources of infeed is presented. This
scheme utilises current data exclusively, and does not require voltage
measurements, also the direction of power in the system (pre- or during fault)
does not affect operation. The methodology is based on a comparative analysis
between two measurement points located at the end of the feeder within the
observation zone. The comparison is conducted by evaluating the variations in

current data at each measurement point that occur during the fault, relative
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to the data recorded under normal operating (before a fault happens)
conditions.

Following the occurrence of a sudden change in current, the faulted section
identification process commences by initially assessing the shift in current phasc
angles. It is determined that if the changes in current angles at both
measurement points exhibit differing rotations (CW-CCW or CCW-CW) or
differing values (positive-positive or negative-negative), the fault is identified
as residing within the zone. Conversely, if the shifts in current phase angles at
both measurement points demonstrate similar (positive-positive or negative-
negative), the fault is presumed to be located outside the zone.

However, when the current angle changes at both mcasurcment points arc
identical, this docs not nccessarily indicate the abscnce of a fault within the
zone. If one of the sources at the endpoint has an extremely low fault level, it
will contribute minimal fault current when a fault occurs (or, in some cases,
may cven bcehave as a load). Conscquently, the current angle at any point
downstrcam of the fault may become unrcliable. This lack of rcliability is
reasoned by the exceedingly low current magnitude. Therefore, an additional
faulted section identification scheme based on the comparison of changes in
current magnitudes is introduced to cnhance the reliability of the method,
particularly when the comparison of current phase angle changes along proves
insufficient.

If the changes in current magnitudes at both measurement points are
opposite in sign (positive-negative or negative-positive), the fault is presumed
to be internal. Conversely, if the changes in current magnitudes are identical
(positive-positive or negative-negative), the fault is considered to be external
to the observation zone or may not be a fault at all; however, other
circumstances such as load changing may also causc sudden changes in current
or voltage.

Additionally, this chapter provides an explanation of the study system
design, the current magnitudes and phases calculation process and

implementation, along with a flowchart of the faulted section identification
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scheme. These elements are included to enhance the comprehensibility of the
faulted section identification method.

This chapter has provided a detailed description of the communications used
for the faulted section identification scheme. The approach utilises binary
signals as the data exchanged between two relays, ensuring that the
communication remains simple and efficient. This design allows for
compatibility with various communication technologies, making it adaptable
across multiple protection schemes without introducing unnecessary
complexity. By maintaining a straightforward signalling structure, the method
can be implemented with low-bandwidth communication systems, broadening

the range of suitable technologies.
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Chapter 5

Simulations and Case Studies

5.1 Chapter overview

This chapter presents the simulation models developed using
MATLAB/Simulink and corresponding results which serve to demonstrate and
validate the faulted section identification scheme as well as the communication
aspects introduced in Chapter 4. The chapter provides a detailed account of
the settings and configurations applied to the measuring devices, which are
termed “protection relays” in this chapter as this focuses on a protection
application, although the system could be used for protection and/or
monitoring/FLISR applications. The chapter presents and analyses the results
of simulations for faults of various types, locations and impedances, referring

to the benefits and features of the developed scheme.
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5.2 Overview of MATLAB /Simulink
simulation model

The medium-voltage 8-bus radial distribution system, operating at 11 kV
line-line voltage (rms) with a frequency of 50 Hz, has been developed as a
simulation-based study model using MATLAB/Simulink, as illustrated in
Figure 5.1. The system consists of two power sources located at opposite ends.
Source 1 is assumed to originate from the secondary side of a transformer
connected to the transmission-level network of the utility, characterised by a
fixed and high (maximum 250 MVA as per UK regulations [5.1] short-circuit
level (except for the different short-circuit level in single-infeed system cases
demonstrated in Section 5.4.2.3, where the fault level/infeed is varied). In
contrast, Source 2 represents a smaller infeed (could be a connection to a
neighbouring MV network, or another energy source). This is used to also
investigate variable short-circuit levels from both “sides” of the faulted section.
A controllable switch is positioned between Bus L8 and Source 2, allowing for

the disconnection of Source 2 to emulate situations where there is only fault

Bus L1 Bus L2 Bus L3 Bus L4 Bus L5
@ RS1 H R11 HH R12
Source 1
sw1i

Controllable Bus L8 Bus L7 Bus L6
Switch
(:: :}—()—()—| R82 R81 |—| R72
Source 2
swsa
Load 8 Load 7 Load 6

Figure 5.1: MATLAB/Simulink model used in case studies
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infeed from one “side” for a fault on a section of network. Both of the sources
are star-coniected and solidly earthed.

The network incorporates fixed and constant-PQ balanced loads, which are
connected to Bus L1, Bus L2, Bus L4, Bus L6, and Bus L8, cach supporting a
single load. Bus L3, Bus L5, Bus L7 are each connected to variable, constant-
PQ, balanced loads, with switches allowing for disconnection of specific loads
as nceded  this assists with investigating the performance of the system during
load changes (non-fault transicnts). Additionally, mecasuring devices (or
“protection relays” in a protection application of the scheme) are installed at
both ends of the line sections between each interconnected bus, with each relay
assumed to control a circuit breaker (CB) to facilitate the isolation of a faulty
line section in the cvent of a disturbance. As mentioned clsewhere, the method
could be wused for protection applications and/or monitoring/FLISR
applications. While protection application would require current-interrupting
circuit breaker devices, an alternative may be to use non-fault interrupting
devices (c.g. disconnectors) to isolate the faulted section, initially isolating the
overall section of system with a circuit breaker (e.g. at the head or mid-point
of the feeder) and rapidly re-configuring the system to isolate the faulted
scction using simple and cheap disconncctors, while the system has been
isolated by the circuit breaker(s). This is also discussed in Chapter 7.

The line parameters used in the simulation model have been selected based
on actual distribution line data, as documented in |5.2].

At the initial stage of the simulation, specific switching configurations arc
applied to control load connections within the system. Switches SW3, SW5,
and SW7 are closed to connect Load 3, Load 5, and Load 7 to Bus L3, Bus L5,
and Bus L7, respectively. Furthermore, the controllable switch between Bus L8
and Source 2 is maintained in a closed position to cnsurc that Source 2 remains
connected to the system throughout the initial phase. A detailed summary of
key simulation parameters, including line, load, and source are summarised in
Table 5.1, with their respective valucs presented for use in the simulation

model.
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It is important to note that, within the MATLAB/Simulink environment,
the algorithm is integrated into the same simulation framework. Consequently,

communication latency between relays is neglected.

Table 5.1: Initial value of component’s parameters in study system shown in

Figure 5.1 [5.2]

Source
Source Short-Circuit Level Initial Voltage Angle X/R
(MVA) (degrees) ratio
Source 1 250 10 5
Source 2 250 0 5
Load
Load Type Active Power Reactive Power
(MW) (MVAR)
Load 1 Balanced PQ 3.50 0.70
Load 2 Balanced PQ 2.50 0.50
Load 3 Balanced PQ 1.00 0.20
Load 4 Balanced PQ 0.20 0.04
Load 5 Balanced PQ 0.20 0.04
Load 6 Balanced PQ 1.00 0.20
Load 7 Balanced PQ 2.50 0.50
Load 8 Balanced PQ 3.50 0.70
Tl et |

Line Impedance

. Resistance Reactance

From Bus | To Bus | Line Length (km) () ()
Source 1 L1 1 0.182 0.335
L1 L2 1 0.182 0.335
L2 L3 1 0.182 0.335
L3 L4 1 0.182 0.335
L4 L5 1 0.182 0.335
L5 L6 1 0.182 0.335
L6 L7 1 0.182 0.335
L7 L8 1 0.182 0.335
L8 Source 2 1 0.182 0.335
Total line impedance 9 1.638 3.015
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The results of voltage measured at each bus in normal condition are shown in

Table 5.2, which are in allowable range of +5% [5.3].

Table 5.2: Voltage results during normal condition

Bus Name Bus Type Voltage (p.u.)
Source 1 Swing 1.000
Bus L1 - 0.997
Bus L2 - 0.994
Bus L3 - 0.990
Bus L4 PQ 0.988
Bus L5 PQ 0.985
Bus L6 PQ 0.983
Bus L7 PQ 0.982
Bus L8 PQ 0.988
Source 2 Swing 1.000
5.3 Validation of simulation model
performance

To validate the accuracy of the model employed in the MATLAB /Simulink
simulation, a verification procedure has been undertaken in which the
theoretical fault and load currents have been calculated for specific cases. These
expected values have then been cross-checked against the outputs from the
MATLAB/Simulink simulation. This comparison served to confirm that the
model’s performance and response to faults aligns with the anticipated physical

behaviour of the system.
5.3.1 Validation of fault current generated by

sources

When both sources are set to their maximum short-circuit levels (250 MVA
for both sources 1 and 2), a balanced three-phase fault is applied on the line

connecting Source 1 and Bus L1, with the fault located next to Source 1, (there
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is no impedance on the line connected the Source and Bus), the fault can be
theoretically calculated using
S5
If =
V3xV,

(5.1)

Here, S represents the short-circuit level of Source 1, which is given as 250
MVA, and the voltage base of the system model is 11 kV. Substituting these
values into Equation (5.1) produce a theoretical fault current contributed from
Source 1 of 13.12 kA.

Lrms = W (5'2)

The phase-A current at relay RS1 in the MATLAB /Simulink simulation
in response to the same balanced fault conditions is show in Figure 5.2, where
the peak magnitude current value is 18.20 kA (after the initial DC offset
current has subsided). This peak value can be converted into rms using
Equation (5.2), resulting in a current of 12.87 kA. This simulated value can be
considered to be in relatively close agreement with the theoretical value,
thereby validating the accuracy of the simulation model. For Source 2, which
has the same short-circuit level as Source 1 and yields identical simulation
result, it can therefore be considered to produce equivalent behaviour to that

of Source 1.

0 | | | | | 7 | —

20 : |
0] |

g of

20 L , b

0.05 01 015 02 0.25 03 03 04 045 05
Time (s)

Figure 5.2: Phase-A fault current contributed by Source 1 for a balanced fault
at t = 0.2 s (MATLAB/Simulink simulation)
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5.3.2 Validation of during-fault current measured
at an observed location

Based on the given short-circuit level and X/R ration of the source
parameters, the source impedance of both Source 1 and Source 2, assumed to
be identical, can be calculated using Equation (5.3):

Zg = (5.3)
Sf

when §; represents the short-circuit level, 250 MV A, and V, is the voltage base,
11 kV. Substituting these values into the Equation (5.3) results in a source
impedance of 0.484 Q. Given that both sources have an X/R ratio of 5, the
resulting complex source impedance is 0.0949 + j0.4746 €2, and this value is
identical for both sources under the specified conditions.

All switch configurations remain in their initial states, as displayed in Figure
5.1. Assuming a balanced fault occurs on the middle of the line connected to
Bus L2 and Bus L3, to avoid any effect from loads (the loads between the
source and the fault are all disconnected as shown in Figure 5.1). The phase
currents at relay R22 during the fault condition are contributed only by Source
1. The theoretical magnitude of the current at R22 can be calculated as follows:

Vi

|Iduring—f| = \/§ % 7 (5.4)
eq

when and the equivalent impedance (Z.4) is defined as the magnitude of sum
of the source impedance (Zs) and the line impedance between the source and
the fault location. Using Equation (5.4), the theoretical current magnitude at
relay R22 is 4.47 kA.

In the simulation, the phase-A during-fault current at each observed relay is
presented in Figure 5.3, showing a peak value of 6.27 kA. By applying Equation
(5.2) to convert this to a rms value, the result is 4.44 kA, which can be
considered to be in close agreement with the corresponding theoretical

calculation.
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Figure 5.3: Phase-A current at relay R22 for a balanced fault at t = 0.2 s
(MATLAB/Simulink simulation)

The alignment of calculated and simulated results indicates that the
performance of the developed simulation model is both accurate and reliable.
This consistency suggests that the model appropriately captures the expected
system behaviour under faulted conditions and validates its suitability for

further analysis and testing of the scheme.

5.4 Case studies of scheme operation

To evaluate and demonstrate the performance of the scheme, simulations
reflecting a range of scenarios where faults occur at a specific time have been
conducted. It is assumed that faults of all types occur at three specific locations:
fault Fy is on the line connecting Bus L2 and Bus L3, fault F, is on the line
between Bus 1.4 and Bus L5, and fault F3 is on the line connecting Bus L6 and
Bus L7. The objective is to analyse the response of three “paired” (i.e. at each
end of the 3 line sections specified above) relays R22 and R231, R42 and R51,
and R62 and R71, positioned as illustrated in Figure 5.1.

To facilitate clear observation of the operation of these specified relays, all
other relays in the system are configured not to trip their respective CBs, even
if they detect a disturbance. This ensure that the analysis remains focused on
the targeted relays and their fault-clearing (or remaining stable) response under

the given conditions.
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5.4.1 Double-infeed system results

To observe the operation of the relays in a system with multiple sources of
infeed that will supply the fault current from both “ends” of the system, the
controllable switch position between Bus L8 and Source 2 is set to closed, and
Source 2 is therefore connected to the system model. This configuration enables
a comprehensive assessment of scheme performance under conditions where
more than one infeed is present. The simulation is subsequently conducted
under various case study conditions to evaluate the effectiveness of the faulted

section identification scheme across different scenarios.

5.4.1.1 Different fault locations

For the scenario involving different fault locations, all switches are configured
as depicted in Figure 5.1. The short-circuit levels of both Source 1 and 2 are
maintained at their initial values of 250 MVA. The experiment is divided into
two sets:

For the first set of studies, the non-fault system power flows from Source 1
to Source 2, and fault Fi, F,, and F3 are introduced at their respective
locations. Each fault is simulated at 10%, 50%, and 90% of the total line length
for each respective line section.

For the second set of studies, the same fault locations are simulated, but the
system power flow during pre-fault conditions is reversed and flows from Source
2 to Source 1.

Within each set of cases, all fault types, including balanced three-phase
faults (3-PH), and unbalanced faults such as single-phase-to-earth faults (P-
E), phase-to-phase faults (P-P), and double-phase-to-earth faults (P-P-E), are
systematically applied. Each fault scenario is simulated with a fault resistance
of 0.1 Q. This approach provides a comprehensive assessment of the scheme’s
performance across varying fault conditions, fault types, and pre-fault power
flow directions, enabling a thorough evaluation of its reliability and

effectiveness in diverse operational scenarios.
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5.4.1.1.1. Pre-fault system power flow from Source 1 towards

Source 2

For the first case, a phase-A-to-earth (A-E) fault Fq is placed 90% along the
line between Bus L2 and Bus L3 at a time of 0.4 s. The simulation results for
this scenario are presented in Figure 5.4 — Figure 5.6.

As shown in Figure 5.4, at relay R22, the phase angle of phase-A current
(B4,r22) shifts from 18.875° to -51.697° following the occurrence of fault Fy. This
results in a current phase angle change for phase-A (Afgg,,) of -70.572°,
indicating a clockwise (CW) rotation. In contrast, at relay R31, the phase
polarisation of phase-A current (8,g31) changes from 18.875° to 118.336°,
yielding a current phase angle change for phase-A (Af,gs31) of 99.461°
corresponding to a counterclockwise (CCW) rotation. Meanwhile, the current
phase angles of phase-B and phase-C at both relays remain unchanged during

fault Fq, indicating that there is no current phase angle change for these phases.

Current Phase Angles at R22 Current Phase Angles at R31
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Figure 5.4: Current phase angle and current phase magnitude at relays R22
and R31 in double-infeed system when an A-E fault F; occurs, with pre-fault

power flow from Source 1 towards Source 2

As the absolute value of phase-A angular change in both relays surpasses

the predefined threshold (in Section 4.4) of 3.6° (that is a 1% angular change
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in a 360° overall angular range), the faulted section identification process is
initiated. By comparing the current phase angle changes at both relays, it is
evident that their rotations differ (CW-CCW). This difference suggests that
the fault is located within the line connecting Bus L2 and Bus L3, and the
detected fault is classified as internal. Therefore, it is not necessary to
incorporate an additional comparison of current phase magnitude change in
the faulted section identification process.

The current phase angles and current phase magnitudes of the paired relays
of R42 and Rb51, after processing through the DFT filter, when an A-E fault
F occurs, are presented in Figure 5.5.

At relay R42, the phase-A current angle (6,p42) shifts from 19.690° to
118.365° following the occurrence of fault F;, resulting in a current phase angle
change (ABygsz) of 98.675°, indicating a CCW rotation. Similarly, at Relay
R51, the phase-A current angle (6,rs51) experiences the same shift from 19.690°
to 118.365°, producing current phase angular shifts (A8, gs_1) of 98.675°, also
in a CCW direction. The current phase angles of phase-B and phase-C at both
relays remain unchanged during fault Fq, indicating no current phase angle
change for these phases. The fault identification process is triggered due to the
value of the phase-A current shift of both relays exceeding the predefined
threshold. When comparing the current phase angle shifts at both relays, the
identical CCW-CCW rotation means that, in accordance with the algorithm,
further analysis of the current phase magnitude change from pre-fault to
during-fault at both ends is conducted. As observed in Figure 5.5, when fault
F1 occurs, the phase-A current magnitudes at both relays R42 and R51 (|Ia,R42 |,

|Ia’R51|) increase from the normal condition. Consequently, the current phase

magnitude changes of phase-A for both relays (A|lggaz|, Allorsi|) are alike
(positive-positive), while the current magnitude change of phase-B and phase-
C remain unchanged (with their values overlapping in Figure 5.5). Based on
these comparisons, initially of phase angle change direction and subsequently

of the changes in current magnitudes, it can be inferred that there is no fault
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on the line between Bus L4 and Bus L5, and this is therefore classed as an

external fault and no further action is necessary from these particular relays.
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Figure 5.5: Current phase angles and current phase magnitudes at relays R42
and R51 in double-infeed system when an A-E fault Fq occurs, with pre-fault

power flow from Source 1 towards Source 2

For the final pair of relays, R62 and R71, the measured and calculated
current phase angles and current phase magnitudes for the A-E fault Fy
scenario are shown in Figure 5.6.

At Relay R62, the measured phase-A current angle (8,g¢2) shifts from
26.046° to 118.842°, resulting in a current phase angle change (Af,ge2) of
92.796°, signifying a CCW rotational movement. Similarly, the current phase
angular change at Relay R71 (AB,r71) is computed as 92.796°, resulting from
a shift in the phase-A current angle from 26.046° to 118.842° following the
occurrence of fault F. This change leads to a CCW angular shift, which mirrors
the behaviour observed at Relay R62. At the same time, the current phase
angles of phase-B and phase-C at both relays remain unchanged, indicating no
current phase angle for these phases. This identical CCW-CCW rotation means
that, in accordance with the algorithm, further analysis of the current phase
magnitude change from pre-fault to during-fault at both ends is conducted. As

observed in Figure 5.6, the current magnitude of phase-A for both relays

151



((lla,R62|, |Ia,R71|)) increases when fault F{ occurs, leading to a similar positive-
positive current phase magnitude change. In contrast, the current magnitudes
of phases-B and phase-C remain unchanged (with their values overlapping in
Figure 5.6). Based on these comparisons, initially of phase angle change
direction and subsequently of the changes in current magnitudes, it can be
inferred that there is no fault on the line between Bus L6 and L7, and this is
therefore classed as an external fault and no further action is necessary from

these particular relays.
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Figure 5.6: Current phase angles and current phase magnitudes at relays R62
and R71 in double-infeed system when an A-E fault F{ occurs and system

pre-fault power flows from Source 1 towards Source 2

In summary, based on the calculation and comparison of current angular
and magnitude changes across all three sets of paired relays, it can be
determined that the fault occurred on the line section between Bus L2 and Bus
L3. The other two pairs of relay remained stable (detecting the fault but not
tripping). For this case, Relays R22 and R31 would issue a trip command to
their respective CBs, while the other relays will not.

As outlined in Section 4.6, the phase angle and magnitude change signals

for each phase current that are exchanged between paired relays must be coded
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into binary signals. Thus, the data signals sent between relays are summarised

in Table 5.3.

Table 5.3: Summary of transmitted signals between each set of paired relays

when pre-fault power flows from Source 1 towards Source 2 and A-E fault Fy

occurs

Angle | Angle Change | Magnitude | Magnitude Change .

Flag . . . Trip

Relay Sienal Change Comparison Change Comparison Signal Sional
71 Signal | Signal (Afgp.) Signal (Allgpel) 5
R22 1 1 1 1
R31 1 0 1 1 0 1
R42 1 0 1 0
R51 1 0 0 1 0 0
R62 1 0 1 0
R71 1 0 0 1 0 0

In addition, other fault types and locations — fault F, between Bus L4 and

Bus L5, and Fault F3 between Bus L6 and Bus L7, have also been simulated

using the same procedures and conditions as outlined in detail in the previous

pages. The results of the communicated signals between paired relays R22 and

R31, R42 and R51, and R62 and R71, comprising the flag signals, result of

comparing current angle and magnitude changes from pre-fault to during-fault

conditions, and trip signals, are presented in Table 5.4.

Table 5.4: Summary of transmitted signals between each set of paired relays

under various fault types and fault locations conditions for double-infeed

system when pre-fault power flows from Source 1 towards Source 2

Fault Flag Signal| A8y, All e Trip Signal

Signals Between Paired Relays

. At Li

e e R EIEE EINE I EERE
ercemtage) o SN |l b o o |lE & B e & e
W Ut WOt W oti w t N
Between 10% 11 1/1:0 O0|]0:0 O|1 o0 0
Bus 3-PH 50% 1 1. 111:0 00 0 0 1 0 0
L2-L3 90% 1 1:1(1:0:0(0:0: 0 1 0 0
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Table 5.4 (cont.): Summary of transmitted signals between each set of paired
relays under various fault types and fault locations conditions for double-

infeed system when pre-fault power flows from Source 1 towards Source 2

Fault Flag Signal AB4pe Allgpel Trip Signal

Signal Between Paired Relay

At Line

Location | Type Percentage

10%

P-E 50%

90%

Between 10%

Bus P-P 50%

L2-L3 90%

10%

P-P-E 50%

90%

10%

3-PH 50%

90%

10%

P-E 50%

Between 90%

Bus 0%

L4-L5
P-P 50%

90%

10%

P-P-E 50%

90%

10%

3-PH 50%

90%

10%

P-E 50%

Between 90%

Bus T0%

L6-L7
P-P 50%

90%

10%

P-P-E 50%

el e e i ] i i i R e RS i)
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From Table 5.4, it can be concluded that when the fault identification
process is triggered (from flag signal is ‘1’), the current angle shift between pre-
fault and during-fault comparison of the paired relays at the locations of the
fault is consistently ‘1’, indicating that the measured current angle changes of
both ends are different. This allows the relays to identify the presence of an
internal fault within their respective line sections, even when the fault is located
close to the measurement point, leading them to issue a trip signal of ‘1’ to
their relevant CBs. This outcome confirms the accuracy of the scheme,

demonstrating the reliability and effectiveness of the method.

5.4.1.1.2. Pre-fault system power flow from Source 2 towards
Source 1
Bus L1 Bus L2 Bus L3 Bus L4 Bus L5
@ RS1 H R11 R12 |—| R21
Source 1

Swi

Load 1

Controllable Bus L8 Bus L7 Bus L6

: Switch

Source 2

i L1

Load 8 Load 7 Load 6

Figure 5.7: The study model for double-infeed system when power flows

Source 1 towards Source 2

When the system power flow is reversed, directing from Source 2 to Source
1, this configuration is implemented by closing SW1, SW2 and SW 3 to connect
Load 1, Load 2, and Load 3 to the system, while SW6, SW7, and SWS are
opened to disconnect Load 6, Load 7, and Load 8. The controllable switch

connected to Source 2 remains closed, ensuring Source 2 stays connected to the
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system. The model configuration for these scenarios is illustrated in Figure 5.7.
Additionally, the voltage angle setting of both sources are swapped, with Source
1 set to 0° and Source 2 set to 10°, to ensure that the power flow direction is
fully reversed.

To assess the system response under this condition, a phase-B-to-phase-C-
to-earth (B-C-E) fault F, is applied at 10% of the line connecting Bus L4 and
Bus L5, at t = 0.4 s. The results of this simulation are displayed in Figure 5.8
— Figure 5.10.

The first pair of Relays R22 and R31 results are displayed in Figure 5.8. The
current phase angular of phase-B and phase-C of Relay R22 (6} 02, Ocr22)
during the fault F, period is 177.656° and 57.131°, respectively. These values
are shifted from their pre-fault values of 86.046° and -33.954°, resulting in a
current phase angle change (Afygz2, ABcpyz) of 91.610° and 91.085°,
respectively. This change corresponds to a CCW rotation for both phase
currents, while the phase angle change of phase-A (A8, g1) remains zero due to
no changed value. Similarly, at Relay R31, the calculated current phase angle
change for phase-B and phase-C (ABjg31, AB r31) is 91.610° and 91.085°,
respectively, also producing an CCW rotation for both phases, with no change
in the current phase-A angle. The faulted section identification is started due
to the absolute value of phase-B and phase-C current angle shift in both relays
exceeding the threshold, then the current angle changes and current magnitude
changes of both relays are compared. Since the current angle change rotation
of both relays is in the same direction, further analysis of current phase
magnitude change between pre-fault and during-fault comparison is necessary.
From Figure 5.8, it is observed that when fault F, occurs, the current phase
magnitude shifts of phase-B and phase-C at both relays increases from the
initial values under normal condition, while there is stable value in the
magnitude of phase-A current. Hence, when comparing the current phase
magnitude changes across all phases for both relays, the results appear identical
characteristics. This observation suggested that the disturbance did not occur

on the line connected Bus L2 and Bus L3.
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Figure 5.8: Current phase angle and current phase magnitude at Relay R22
and R31 in double-infeed system when a B-C-E fault F, occurs, with pre-

fault power flow from Source 2 towards Source 1
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Figure 5.9: Current phase angle and current phase magnitude at Relay R42
and R51 in double-infeed system when a B-C-E fault F, occurs, with pre-

fault power flow from Source 2 towards Source 1

Figure 5.9 presents the results for the second paired relays of R42 and R51.
When fault F, occurs, at relay R42, the current phase angle of phase-B (F;)
shifts from 72.690° to 177.518°, whereas phase-C (0 r42) shifts from -40.310° to
56.975°. Thus, the computed current phase-B and phase-C angular shifts
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(ABp R4z, DB p4y) are 97.828° and 97.286°, both indication a CCW rotation,
while the phase-A current angle remains stable when fault happened. However,
at relay 51, the current phase angle change for phase-B (A8 gs1) measured as
-70.111° and for phase-C (A8 gsq) is 70.454°. These values a derived from the
phase angle shifts during the fault, where the phase-B current angle changes
from 79.690° to 9.579°, and the phase-C current angle shifts from -40.310°
to -110.764°, both exhibiting a CW rotation. Same as the first paired relays,
the faulted section identification is started due to the absolute value of phase-
B and phase-C current angle shift in both relays exceeding the threshold. When
comparing the direction of current angle changes between pre-fault and during-
fault from the two relays, the opposite CCW-CW rotation is observed,
signifying the presence of a fault within the monitored zone line connecting
Bus L4 and Bus L5 without requiring further current phase magnitude change

comparison between pre- and during-fault of the two relays for confirmation.

Current Phase Angles at R62 Current Phase Angles at R71
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Figure 5.10: Current phase angle and current phase magnitude at Relay R62
and R71 in double-infeed system when a B-C-E fault F, occurs, with pre-

fault power flow from Source 2 towards Source 1

For the final paired relays, R62 and R71, the results are displayed in Figure
5.10. At relay R62, the phase-B current angle (0jre2) changes from 78.875 to

9.597° due to fault F,, resulting in a current phase angle change (A8 gez)
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of -69.278°, indicating a CW rotation, and phase-C current angle (0. ge2)
changes from -41.125° to -110.743°, resulting in a current phase angular shift
(AB; Re2) of -69.618° or CW rotation. At the same time, relay R71 calculates
the phase-B and phase-C current angular changes (A8, p71, AB-g71) as -69.278°
and -69.618°, respectively, which is conducted to the same angle change
direction as at relay R62. Meanwhile, the current phase angle of phase-A at
both relays remains unchanged during the fault, indicating no current phase
angle change for this phase. Same as others, the faulted section identification
is started due to the absolute value of phase-B and phase-C current angle shift
in both relays exceeding the threshold. When comparing the current phase
angle shifts of both relays, the identical phase angle change rotations (CW-
CW) informed that further analysis using current phase magnitude change
between fault and normal conditions comparison is necessary. As depicted in
Figure 5.10, when fault F, occurs, the current magnitudes of phase-B and
phase-C at both ends of R62 and R71 increase. Therefore, the current phase
magnitude changes of phase-B and phase-C for both relays are similar (positive-
positive), while the current magnitude of phase-B remain stable despite fault
occurrence. Based on this computation, it can be concluded that the fault did
not occur on the line connected Bus 1.6 and Bus L7, as the similar current
phase magnitude change suggests that the fault is external to this line section.

As the results from faulted section identification analysis of all three paired
relays, it can be summarised that the fault occurred solely within the line
section connected Bus L4 and Bus L5. Therefore, the relays at both boundaries
of this zone correctly issue a trip command to their respectively CBs, while no
actions were taken by the other relays in other zones. Furthermore, the flag
signals, current phase angle changes, and current phase magnitude changes
between before and fault periods can be represented as binary codes, as shown

in Table 5.5.

159



Table 5.5: Summary of transmitted signals between each set of paired relays

when the pre-fault power flows from Source 2 towards Source 1 and B-C-E

fault F, occurs

Flag Angle Change Magnitude Change Trip
Relay Signal Signal ABape Signal Allape] Signal
R22 1 0 1 0
R31 1 0 0 1 0 0
R42 1 0 1 1 0 1
Rb51 1 1 1 1
R62 1 1 1 0
R71 1 1 0 1 0 0

Moreover, other fault types and fault locations have also been demonstrated

with the simulation results summarised in Table 5.6.

Based on the experimental results presented in Table 5.4 and Table 5.6, the

algorithm demonstrates consistent and reliable performance under a wide range

of operating conditions. Regardless of the system power flow direction, the

location of the fault — including close-in faults — or the type of fault applied,

the algorithm consistently identifies the correct faulted section and issues the

trip signal to the appropriate CBs within that zone. This confirms both the

accuracy and selectivity of the scheme, validating its effectiveness in isolating

internal faults while maintaining system stability.
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Table 5.6: Summary of transmitted signals between each set of paired relays

under various fault types and fault locations conditions for double-infeed

system when pre-fault power flows from Source 2 towards Source 1
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5.4.1.2 Different fault resistance scenarios

In this set of tests, the maximum fault resistance is set to 50 €2. The short-
circuit levels of both Source 1 and Source 2 are maintained at their initial
values of 250 MVA. The experiments are conducted under two system power
direction conditions: one where the pre-fault power is flowing from Source 1
towards Source 2, and the other where the flow is reversed. Additionally, all
fault types are simulated at different fault location, specifically at fault Fy is
at the midpoint between Bus L2 and Bus L3, fault F;, is at the centre between
Bus L4 and Bus L5, and fault F3 is on the middle between Bus L6 and Bus L7.
The fault resistance is varied systematically over several values — 10, 20, 30,
40, and 50 €2 — to assess the effectiveness of the scheme under this range of

conditions.

5.4.1.2.1 Pre-fault system power flow from Source 1 towards

Source 2

The voltage angle of Source 1 is set to 10°, while that of Source 2 is set to
0°, ensuring that the pre-fault system power flows from Source 1 towards Source
2. All switching configurations remain unchanged from the initial state shown
in Figure 5.1. Different types of fault are introduced at between Bus L2 and L3
(F1), between Bus L4 and Bus L5 (F;), and between Bus L6 and Bus L7 (F3)
individually. As before, all faults are applied at t = 0.4 s. The transmitted
signals between the paired relays for the lines connecting Bus L2-L.3, Bus L4-
L5, and Bus L6-L7 are summarised in Table 5.7.

The results outlined in Table 5.7 indicate that the faulted section
identification process is successful for tested fault resistances up to and
including 30 €2, representing the maximum value for which correct operation
was observed. As the fault resistance increases, the resulting fault current
decreases, such that the abrupt change in current (both in angle change and
magnitude change) no longer exceeds the predefined threshold required to

trigger the fault identification process. These findings suggest that the fault
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identification scheme maintains acceptable performance in terms of both
reliability and selectivity for faults with moderately high impedance. As noted
elsewhere, the thresholds for initiation could be modified to make the system
more sensitive, but this would come at the expense of increased operation (but
the system should still never maloperate). These configurations of thresholds

could be considered on a case-by-case basis.

Table 5.7: Summary of relayed signals between each set of paired relays under
various fault types, fault locations, and fault resistances conditions for

double-infeed system when pre-fault power flows from Source 1 towards

Source 2

Fault Flag Signal AB,pe Allpcl Trip Signal

Fault Signal Between Paired Relay
Location | Type | Resistance .E .E S .S .E S .E .E .g .E .E S
@ |8 5I5|ERSERSE RS
10 1 1 1}(1:0: 0|1 0 Of1 0:0
20 1.1 1|1 0. 0]1:0 O|1 0 O
3-PH 30 1.1 1]1 0., 0]1:0 O|1 0 O
40 0 0 O0- - -]l-i- -1]1- -:-
50 0 0 O0f- - -]-1- -]- 5 -/:9-
10 1.1 1|1 0 . 0]1:0 O|1 0 O
20 1.1 1]1 0., 0]1:0 O|1 0 O
P-E 30 1.1 1|11 0. 0]1:0 O|1 0 O
40 0o 0 O0|- - -]1-1i- -1- -:-
Be]’;vv(?en 50 00 0l - - 1. - -1 - _
b 10 1.1 1][1 0. 0]1[0 0|1 0.0

L2-1.3

20 1.1 1]1 0. 0]1:0 0|1 0 O
P-P 30 1.1 1|1 0 0]1:0 O|1 0 O
40 0 0 0]- - -]1-1- -=1- 5 -:-=
50 0 0 O] - - -]-1- -]- 5 -:-
10 1.1 1]1 0., 0]1:0 O|1 0 O
20 1.1 1|11 0., 0]1:0 O|1 0 O
P-P-E 30 1.1 1|1 0 . 0]1:0 O|1 0 O
40 0 0 0]- - -]1-1- -=71- " -:-=
50 0 0 O0]- - - - -] - -
10 1.1 1]0 1. 0]0:1 0|0 1 0
Between 20 1.1 1|10 1. 0]0:1 0|0 1 0
Bus 3-PH 30 1 1 1]J]0: 1 0]0 1 0[O0 1 0
L4-L5 40 1.1 110 1. 0]0:1 0|0 1 0
50 0 0 0]- - -]1-1- -=71- 5 -:-=
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Table 5.7 (cont.): Summary of relayed signals between each set of paired
relays under various fault types, fault locations, and fault resistances
conditions for double-infeed system when pre-fault power flows from Source 1

towards Source 2

Fault Flag Signal AB4pe All gyl Trip Signal
Fault Signal Between Paired Relay
Location | Type | Resistance .S .E S .S .E .g .S .E 5 .S .E 5
@ |88 S5 855 RS8R
10 1 1 10 1 0|0 1:0]0:1 0
20 1 1 1/0 1: 0,0 1:0]0:1 0
P-E 30 1 1 10 1 0,0 1:0]0:1 0
40 1 1 10 1 0|0 1T:0]0:1 0
50 0O 0:0 - - -|-"- -]- -/-
10 1 1 10 1 0|0 1T:0]0:1 0
Between 20 1 1 10 1:0]0 1 0]0 1:0
Bus P-P 30 1 1 10 1 00 1:0]0:1 0
L4-L5 40 1 1 10 1 0|0 1T:0]0:1 0
50 0O 0:0}- - -|-"- -]- -.-
10 1 1 10 1 0|0 1T:0]0:1 0
20 1.1 170 1 : 010 1 0]0 1:0
P-P-E 30 1 1 10 1 0|0 1T:0]0:1 0
40 1 1 1/0 1 : 010 1:0]0:1 0
50 0O 0:0}- - -|-"- -]- -.-
10 1 1 10 0:1]0:0 1|0 0 1
20 1 1 10 0:1]0: 0 1|0 0 1
3-PH 30 o o:1}{- - 1|- - 1/]- -1
40 o o.0}- - -|- - -]1- -0
50 o 0:0}- - -|- - -]-: -0
10 1 1 . 1/0 0:1]0:0 1|0 0 1
20 1 1. 1/0 0:1]0:0:1]0 0 1
P-E 30 o o:1}{- - 1|- - 1T]0 0 1
40 0o 0:0- - -|- - -9]1- -.-
Be]gwt?en 50 0 0 o0l - - -1 - -1 - _
LouL7 10 1 1. 1]0 0 1]0 0 1]0 0 1
20 1 1 . 1/0 0:1]0:0:1]0 0 1
P-P 30 o o:1}{- - 1|- - 1T]0 0 1
40 0O 0:0 - - -|l- - -=-91- -/:-
50 0O 0:0 - - -|-"- -]- -.-
10 1 1 10 0:1]0: 0 1|0 0 1
20 1 1 . 1/0 0:1]0:0:1]0 0 1
P-P-E 30 o o 1(- - 1|-- 1T]10:0 1
40 0 0 0 e e
50 0 0 0 I I T T

164



5.4.1.2.2 Pre-fault system power flow from Source 2 towards

Source 1

When the system configurations are changed to ensure the power flow
direction is reversed — from Source 2 towards Source 1. Similar to forward
system power flow, different types of fault are introduced at t = 0.4 s in fault
locations between Bus 1.2 and L3 (Fy), between Bus L4 and Bus L5 (F;), and
between Bus L6 and Bus L7 (F3) individually in each scenario. The test results
under various conditions for different fault resistance cases, when the system
power flows from Source 2 towards Source 1, are provided in Table 5.8.

The results shown in Table 5.7 and Table 5.8 show that, for HIF conditions,
regardless of the system pre-fault direction of power flow, the angular rotations
are in different directions, and this results in their comparison signal registering
a value of ‘1’. This indication alone is sufficient for the relays to issue a trip
signal (‘1’) to their relevant CBs without the need to verify the results of the
current magnitude change comparison signal in the faulted zone. However, if
that fault resistance is extremely high (typically greater than 30 ), the relays
may be unable to operate as expected, due to the very small changes in both
current angles and magnitudes, which fail to reach the predefined threshold
required to initiate the faulted section identification process. In such cases,
other protection techniques may be required (e.g. sensitive earth fault), but
this may be a limit for other types of protection too (such as directional and
differential).

These findings highlight the robust performance, reliability, and selectivity
of the method, demonstrating its capability to accurately detect and isolate
internal faults, even in the presence of moderately HIF conditions, where

conventional protection methods may struggle to operate effectively.
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Table 5.8: Summary of relayed signals between each set of paired relays under
various fault types, fault locations, and fault resistances conditions for

double-infeed system when pre-fault power flow is reversed

Fault Flag Signal AB e Allgpel Trip Signal

Signal Between Paired Relay

Fault
Location | Type | Resistance
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Table 5.8 (cont.): Summary of relayed signals between each set of paired
relays under various fault types, fault locations, and fault resistances

conditions for double-infeed system when pre-fault power flow is reversed

Fault Flag Signal AB gy Allzpel Trip Signal

Signal Between Paired Relay

Fault
Location | Type | resistance
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5.4.1.3 Different short-circuit level scenarios

The variation of short-circuit level in the system has been conducted to
evaluate the effectiveness of the method under a range of scenarios. Several
scenarios are considered and analysed in the following sections. In this section,
dual infeed systems are considered, with one of the infeeds becoming

progressively weaker in terms of its fault level contribution. In order to further
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test the system, later in section 5.4.2, scenarios where there is only one infeed,
with variable fault levels, are considered.

The scenarios include double-infeed but with one infeed being weak. Such
weak infeed condition can pose challenges for conventional protection schemes
[5.4].

For this experiment, Source 2 is assumed to be a weak infeed with a
minimum short-circuit level of 10 MVA. The short-circuit level of Source 2 is
varied across a range of values including 10, 50, 100, 150, and 200 MVA. The
experiment is divided into two sets of scenarios: one where the system pre-fault
power flows from Source 1 to Source 2, and another where the pre-fault power
flow direction is reversed. In each test, a fault with a resistance of 0.1 € is
introduced at three different locations: fault F; at the midpoint of Bus L2 and
Bus L3, fault F, at the middle of Bus L4 and L5, and fault F; at the centre of
the Bus .6 and L7.

5.4.1.3.1. Pre-fault system power flow from Source 1 towards

Source 2

The system configurations are set as shown in Figure 5.1, resulting power
flows from Source 1 to Source 2. Various fault types, and fault locations are
introduced individually in each simulation case with various short-circuit level
at Source 2 at t = 0.4 s of simulated time. The simulation results for these
scenarios including the flag signals, the relayed signals of the current angle
change between normal and fault periods comparison (A8,.), the current
magnitude change between pre-fault and during-fault condition comparison
(Allzpcl), and the corresponding trip signals for each paired relay, are described

in Table 5.9.
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Table 5.9: Summary of transmitted signals between each set of paired relays

under various fault types, fault locations, and short-circuit level of Source 2

conditions for double-infeed system when pre-fault power flows from Source 1

towards Source 2
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Table 5.9 (cont.): Summary of transmitted signals between each set of paired
relays under various fault types, fault locations, and short-circuit level of
Source 2 conditions for double-infeed system when pre-fault power flows from

Source 1 towards Source 2

Fault Short- | Flag Signal AB,p All gyl Trip Signal
circuit g
Level at
Location | Type | Source 2

(MVA)

ignal Between Paired Relay

10

Between 50
Bus P-P-E 100
L4-15 150
200

10
50
3-PH 100
150
200
10
50
P-E 100
150
200
10
50
P-P 100
150
200
10
50
P-P-E 100
150
200

Between
Bus
L6-L7

e e e e e e L L E L L RS
olo|lo|lo|o|lo|lo|olololoolololo|lololo|lo|lolo|o|o|o|ol) CTC1T
olo|lo|loo|lo|lo|oiololoololo|lo|lololo|lo|lcolo|o|o|o|ol) CT16T
olo|lo|lojo|lo|lo|oiololoololo|lo|lololo|lo|lcolo|o|o|o|of STTT
olo|lojlo|lo|lo|lo|lo|lo|~]|lo|lolo|lojlolo|lo|lo|lo|lololo|lolo|laol LT9T
olo|lo|loo|lo|o|o|ojlo|lojojolo|lo|lojolo|lo|lolo|o|o|o|of ¢T1¢1T
olo|lolo|lo|lo|lo|o|lo|olo|loilo|lololo|o|lo|o|lo— ||~~~ STTT

As indicated by the results in Table 5.9, even in a system model comprising
sources with low short-circuit level, the faulted section identification process is
successfully initiated when a fault occurs, as the during-fault current
behaviours reaches the threshold required to trigger the faulted section
identification process. The relays within the monitored line section where the

locates detect a difference in current angle change between the pre-fault and
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during-fault rotation at both ends of the zone. This dissimilarity enables the
relays to identify the presence of a fault within the zone, thereby generating a
trip signal to activate the CBs. In contrast, the relays in other zones do not
issues a trip signal, as they do not detect the presence of an internal fault

within their corresponding line sections.

5.4.1.3.2. Pre-fault system power flow from Source 2 towards

Source 1

When the system configurations are set as displayed in Figure 5.7, also the
voltage angles of Source 1 and Source 2 are alternated, with Source 1 set to 0°,
and Source 2 set to 10°, the system power flow direction is reversed. Various
types of faults were introduced at different locations (F;, F,, F3) under the
variation of short-circuit level at Source 2, the simulation results including the
flag signals, the relayed signals of the current angle change between normal and
fault periods comparison (Afyp.), the current magnitude change between pre-
fault and during-fault condition comparison (A|lgc|), and the corresponding
trip signals for each paired relay are presented in Table 5.10.

As the results from Table 5.10, even in the simulated system including source
whose low short-circuit level, the monitored line section’s relays remain capable
of detecting faults when they occur no matter how system power flow direction
is. This is achieved by measuring the polarisation change through a pre-fault
and during-fault stages comparison (A8, ) of the phase currents at both ends
of the zone. The comparison yields a value of ‘1’ when an internal fault is
presented. For relays measuring from other line sections, the current angle
change rotation results are an identical value, producing a ‘0’ output.
Consequently, only the CBs at the ends of the faulted line section would receive
a trip signal from their own relays to isolate the faulty section, in a protection
application of the faulted section identification scheme. These findings
demonstrate the reliability and security of the scheme, ensuring effective fault

detection and isolation even in systems with low fault level infeed.
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Table 5.10: Summary of transmitted signals between each set of paired relays

under various fault types, fault locations, and short-circuit level of Source 2

conditions for double-infeed system when pre-fault power lows from Source 1

towards Source 2
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Table 5.10 (cont.): Summary of transmitted signals between each set of paired
relays under various fault types, fault locations, and short-circuit level of
Source 2 conditions for double-infeed system when pre-fault power flows from

Source 2 towards Source 1

Fault Short- | Flag Signal AB,p All gyl Trip Signal
circuit g
Level at
Location | Type | Source 2
(MVA)

ignal Between Paired Relay

10

Between 50
Bus P-P-E 100
L4-15 150
200

10
50
3-PH 100
150
200
10
50
P-E 100

150
Between 200

Bus
L6.L7 10
50

P-P 100
150
200
10
50
P-P-E 100
150
200

e e e e e e L L E L L RS

olo|lo|lo|o|lo|lo|olololoolololo|lololo|lo|lolo|o|o|o|ol) CTC1T

olo|lolololololoclo|lo]o|lo|lo|lo|lololololololo|lo|lololol €101

olo|lo|lojo|lo|lo|oiololoololo|lo|lololo|lo|lcolo|o|o|o|of STTT
olo|lojlo|lo|lo|lo|lo|lo|~]|lo|lolo|lojlolo|lo|lo|lo|lololo|lolo|laol LT9T
olo|lo|loo|lo|o|o|ojlo|lojojolo|lo|lojolo|lo|lolo|o|o|o|of ¢T1¢1T
olo|lolo|lo|lo|lo|o|lo|olo|loilo|lololo|o|lo|o|lo— ||~~~ STTT

However, if the source’s short-circuit capacity is extremely small, relying
solely on current phase change between before and during fault condition
comparison for faulted sectioned identification may not be sufficient. This is
because the angular measurement from an extremely low-magnitude current
(approaching zero) may not be reliable enough [5.5]. Therefore, current phase

magnitude change through pre-fault and during-fault comparison is
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incorporated as an additional decision-making criterion. The simulations and

analysis related to this is discussed further in Section 5.4.2.

5.4.1.4 Load changes without fault scenarios

This simulation is conducted to evaluate the response of the scheme under
non-fault disturbances, specifically during load change events. The objective is
to verify that the scheme does not maloperate (e.g. issue trip signals when not
required in a protection application, or identify a faulted section in a
monitoring application where no fault exists) when the system undergoes
normal operational variations, such as the connection or disconnection of loads,
in the absence of any fault conditions. This assessment is crucial for validating
the security, dependability, and robustness of the algorithm, ensuring it remains
stable and non-intrusive during normal system transients.

For this simulation, the short-circuit levels of both Source 1 and Source 2
are maintained at their maximum value of 250 MVA. The study is divided into
two parts: one is which system power flows from Source 1 towards Source 2,
and the other where the power flow direction is reversed, i.e. from Source 2
towards Source 1. During the simulation, the magnitudes of Load 3, Load 5,
and Load 7 are varied to simulate load-changing scenarios.

Importantly, in each test case, only one load is modified or disconnected at
a time, and this process is repeated across multiple individual cases to evaluate

the scheme’s response to a variety of load variation events.

5.4.1.4.1. Pre-fault system power flow from Source 1 towards

Source 2

The simulation involves adjusting the levels of Load 5 and Load 7 to 50%
and 90% of their full-load ratings. Additionally, simulations are also conducted
that includes complete load disconnections through opening switches SW5 and
SW7 to emulate sudden load loss.

As an example, the simulated results for immediate load loss at Load 7 by

opening switch SW7 at t = 0.4 s, are presented in Figure 5.11.
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As illustrated in Figure 5.11, when Load 7 is disconnected, every measuring
device (relay) in the system experiences the disturbance, as evidenced by
changes in their current angles and a drop in their current magnitudes.
However, only the current angle variation at relays R62 and R71 are sufficient
to trigger the faulted section identification process. The angle shift in all three
phases recorded by both relays is identical, with a value of 4.771°. Both relays
correctly determine that the disturbance lies outside their respective monitored
line section, as the current angular shifts and magnitude changes before and
after the disturbance exhibit identical behaviour. Therefore, neither relay
initiates a trip signal. The currents measured the other relays do not exhibit
significant enough changes to surpass the predefined threshold, meaning the
scheme is not activated, and no protective actions, or actions to indicate that
a faulted section has been identified, are taken.

For other scenarios of load changes in Load 5 and Load 7, their simulated
results of the actual signals comprising the current angle shift between normal
and after load change conditions comparison signal (A8,;,.), the current
magnitude change between pre- and during-disturbance periods comparison
signal (Allgpc]), and the trip signals of each paired relay, are listed in Table
5.11.
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Figure 5.11: Current phase angle and current phase magnitude at observed
relays in double-infeed system when Load 7 is disconnected to the system and

pre-fault system power flow from Source 1 towards Source 2
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Table 5.11: Summary of transmitted signals between each set of paired relays
under various load changes scenarios when pre-fault power flows from Source

1 towards Source 2

Flag Signal AB ¢ Allzpel Trip Signal

Capacity Signal Between Paired Relay

Load Change at of Full
gl A A I e o Y o I B B o B N B o B O o Bl
Load | & ok & o | & )R & P
i B o I e Y ol I B B o B N I o B O o
w [ ~ w [ ~ w () ~ w n -~
Noload |O O O] - - - |- - - |- - -
Load 5 50% 0O 0 O0|- - - |- - -]- - -
90% 0:0 0| - - - |- - |- - -
Noload |O O 1|-{- 0}]-: - 0}]-:-.0
Load 7 50% 0o 0 0f- - |- - -]- - -
90% 0O 0 O0|- - |- - -]- - -
5.4.1.4.2. Pre-fault system power flow from Source 2 towards
Source 1

The same procedure as the forward system power flow direction is applied
to Load 3 and Load 5, where their load levels are adjusted to 50% and 90% of
their full-load capacities, and disconnection is simulated by opening SW3 and
SW5, respectively.

The simulated results for this situation, including the current angle shift
between normal and after load change conditions comparison signal (A8, ),
the current magnitude change between pre- and after-load change periods
comparison signal (Al|lgpc|), and the trip signals of each paired relay, are
displayed in Table 5.12.

In the load change without fault scenarios in Table 5.12, it is observed that
all relays detect the electrical disturbance resulting from the variation or
disconnection of loads. Solely the relays located at both ends of the line section
connecting Bus L2 and Bus L3 trigger the operation of the algorithm when
Load 3 is abruptly disconnected. However, in every instance, the algorithm

correctly determines that the disturbance does not originate within the
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respective observed zones of those relays. As a result, no trip signals are issued,

and the system continues to operate without interruption.

Table 5.12: Summary of transmitted signals between each set of paired relays
under various load changes scenarios when pre-fault power flows from Source

2 towards Source 1

Flag Signal | A8y, Allgpel Trip Signal
Capacity Signal Between Paired Relay
Load Change at of Full
g A e N o O o I I o O ) B e B
Load |4 & ¢ f & @ p & &k &~ P
[ o A I T A O A e
(ON] [ ~ w 1 -~ w ot ~ (O8] [ B\
NolLoad |1 O O}]O - -]70 - -]10 - -
Load 3 50% 0 0 O01]- - -1]- - -—|- - -
90% 0 0 0| - - - |- - - |- - -
NoLoad | O O O] - - @ - - - - -
Load 5 50% 0O 0 O0]- - -]- - —|- - -
90% 0 0 O01]- - -]- - -—|- - -

In all other scenarios, the changes observed — both in terms of current angle
and magnitude — do not exceed the predefined thresholds required to initiate
the faulted section identification process. Consequently, the scheme is not
activated, and no protection or faulted section identification action are taken.

This outcome highlights the security, accuracy, and discrimination capability
of the scheme to remain stable and not to identify that a fault has occurred on
a section during non-fault disturbances events, thus ensuring the stability and

reliability of the overall system under normal non-fault transients.

5.4.2 Single-infeed system results

In cases where one of the infeeds has extremely low fault level, or is not in
service, or indeed does not exist (e.g. in radial systems), the system has a single
fault infeed, which is common in traditional power distribution systems. Under
such conditions, when a fault occurs, the loads and lines downstream of the
fault (for solid short circuits) will not receive power on the faulted phase(s) due

to the voltage at the point of the upstream fault being zero (again for solid
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short circuits). Consequently, the current phase angle measured “downstream”

of the fault location becomes either impossible to measure or highly uncertain,
making it unreliable for accurate faulted section identification using this scheme
[5.5].

Therefore, relying solely on current angle change from pre-fault to during
fault conditions for faulted section identification may not be sufficient. To
enhance decision-making, current phase magnitude change comparison
(effectively a simple differential comparison) is incorporated as a secondary
“check” within the algorithm. This magnitude-based comparison is applied
when the angle change comparison signifies a result of ‘0’, indicating that no
fault has been detected within the section from angle-change comparisons. To
evaluate the fault identification scheme under this condition, the system model
in Figure 5.1 is used for demonstration, with the same configuration as used in
previous case studies. However, the controllable switch between Bus L7 and
Source 2 is opened, thereby disconnecting Source 2 from the system, as

displayed in Figure 5.12.

Bus L1 Bus L2 Bus L3 Bus L4 Bus L5
@ RS1 I—I R11 R12 |—| R21
Source 1
Swi SW2
Load 1 Load 2 Load 3 Load 4 Load 5
Controllable Bus L8 Bus L7 Bus L6
Switch
@—O /O—{ R82 - R8L |—| R72
Source 2
SwW8
Load 8 Load 7 Load 6

Figure 5.12: MATLAB/Simulink model used in single-infeed system case

studies
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5.4.2.1 Different fault location scenarios (single-infeed
system)

Similar to the double-infeed scenario simulation, the single-infeed simulation
with different fault locations is conducted to evaluate the performance of the
scheme under various fault conditions along the distribution lines, including
close-in faults. The simulation considers fault F; between Bus L2 and Bus L3,
fault F, between Bus L4 and Bus L5, and fault F3 between Bus L6 and Bus
L7, occurring at 10%, 50%, and 90% of the line section length within each
monitoring zone.

For all cases, Source 1 maintains has a short circuit level of 250 MVA, with
a voltage angle of 10°. Each simulation case incorporates different fault types,
including balanced three-phase faults (3-PH) and unbalanced faults such as
single-phase-to-earth (P-E) faults, phase-to-phase faults (P-P), and double-
phase-to-earth faults (P-P-E), to ensure a comprehensive assessment of the
scheme’s reliability and effectiveness.

For example, a phase-B-to-earth (B-E) fault F3 occurs at 90% of the line
section length between Bus L6 and Bus L7 at simulated time of 0.4 s. The

results for this scenario are presented in Figure 5.13 — Figure 5.15.
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Figure 5.13: Current phase angle and current phase magnitude at relays R22

and R31 in single-infeed system when a B-E fault F3 occurs
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As observed in Figure 5.13, when a B-E fault F3 is introduced, the faulted
section identification process is initiated. The phase-B current angular changes
between the pre-fault and during-fault conditions as measured at relays R22
and R31 (ABp g2z, ABp rs1) and exhibits the same rotational direction at both,
specifically a CW rotation. These results are from a phase angle change
of -43.323°, transitioning from -129.473° before the fault to -172.796° when fault
occurs, which is sufficient to initiate the process. Since the current angle change
comparison indicates that both relays the same rotational direction, it is
necessary to incorporate current magnitude change between fault and normal
periods comparison for further analysis. However, when examining the current
magnitude at both relays, it is observed that upon fault occurrence, the phase-
B current magnitude of both relays increases. Consequently, when comparing
these values, the results confirm that the fault does not occur on the line section

between Bus L2 and Bus L3.
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Figure 5.14: Current phase angle and current phase magnitude at relays R42

and R51 in single-infeed system when a B-E fault F3 occurs

As for the paired relays (R22 and R31), relays R42 and R51 produce
identical results, as illustrated in Figure 5.14. The fault identification process
is initiated when B-E fault F3 occurs, both relays measured a phase-B current

phase angle of -172.876° during the fault, compared to the normal condition
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value of -129.552°. This results in a calculated phase-B current phase angular
change (A8 42, ABp rs1) of -43.322°, indicating a CW rotation for both relays.
Given that the current angle change phase comparison yields identical results,
further analysis using current magnitude change of pre- and during-fault
comparison is required. However, upon the examination of the current
magnitude values, it is observed that when the fault F3 occurs, the phase-B
current magnitude increases at both relays. This comparison suggests that the
fault is external from Bus L4-L5 zone, as a fault within this line section would
have resulted in a different magnitude change pattern.

For the final set of relays, R62 and R71, the experimental results in Figure
5.15 indicate that when a B-E fault F3 occurs, the operation of the algorithm
is initiated. Relay R62 measures a phase-B current angle change (A8 gez)
of -43.276°, corresponding to a CW rotation. This shift results from a transition
in the normal condition value from -129.768° to -173.044° during the fault. At
the same time, Relay R71 records a phase-B current angle change (A8 r7)
of -54.891°, also exhibiting a CW rotation, which shifts from -129.769° to
175.340 °. Since the current angle change comparison indicates identical
rotation direction as both ends, the initial conclusion would suggest that the
fault is external to the observed zone between Bus L6 and Bus L7. This
behaviour is influenced by the significant reduction in current magnitude at
Relay R71, which is positioned downstream of the fault. During the fault, the
current at R71 decreases dramatically, approaching zero, making the measured
current angular unreliable for use in current angle change between before and
fault periods comparison within the scheme. In contrast, the current at R62
(upstream of the fault) increases, as it receives fault current generated from
Source 1. When comparing the current magnitude change between pre-fault
and during-fault at both relays (A|lp gez|, A|lpr71]|), 2 clear difference emerges:
while the current magnitude upstream of the fault (R62) increases, the current
magnitude downstream of the fault (R71) significantly decrease, approaching

zero during the fault period. This behaviour is used as an additional decision-
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making criterion for faulted section identification, particularly when the current
angle change comparison alone is insufficient or misleading (or to decide the

fault as external).
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Figure 5.15: Current phase angle and current phase magnitude at relays R62

and R71 in single-infeed system when a B-E fault F3 occurs

For relays R62 and R71, although the current angle change comparison
suggests that the fault is external, the current magnitude change comparison
shows a marked difference in the magnitudes of the measured current. Based
on this, it can be concluded that the fault is internal to the line connecting Bus
L6 and Bus LT7.

Based on the fault identification analysis of all three pairs of relays, it is
concluded that the fault is on the line section between Bus L6 and Bus L7.
Consequently, only the CBs within this zone receive a trip signal of ‘1’ to isolate
the faulty section in a protection application, while the CBs at other buses
remains inactive. In a monitoring/FLISR application, the faulted section would
be identified and used to reconfigure/repair/restore the system.

As described earlier, to minimise communications bandwidth and simply
communications, the actual signals transmitted between paired relays, as well
as the trip signals sent to the CBs, are represented using binary codes.

Therefore, the results presented above are summarised in Table 5.13.
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Table 5.13: Summary of transmitted signals when a B-E Fault F3 occurs

Angle Angle Change | Magnitude Magnitude .
Flag . Change Trip
Relay | . Change Comparison Change ; .
Signal Sienal Signal (A, Sienal Comparison Signal
¢ phes A Habe B | signal (Allancl)
R22 1 1 1 0
R31 1 1 0 1 0 0
R42 1 1 1 0
R51 1 1 0 1 0 0
R62 1 1 0 1 1 1
R71 1 1 0 1

Furthermore, other fault types and fault F; (between Bus L2-L3), fault F,
(between Bus L4-L5), have also been simulated to evaluate the performance of
the scheme under various fault locations conditions. The test results for these

scenarios are shown in Table 5.14.
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Table 5.14: Summary of transmitted signals between each set of paired relays

under various fault types and fault locations conditions
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As observed from results in Table 5.14, it can be concluded that the fault
identification process operates accurately over a range of conditions. Although
the comparison of current phase angle change between pre-fault and during-
fault condition at both cnds of a linc scction may fail to detect an internal
fault, due to the significant difference in current magnitudes at each end pre-
and during-fault periods comparison results in the system correctly identifying
the faulted section. When the current magnitude change comparison yiclds a
result of ‘17, indicating a significant difference in  current magnitude
characteristics between the pre-fault and during-fault conditions, the scheme is
still able to accurately determine the presence of an internal fault within the
obscrved zonc. This confirms the cffectivencss and the reliability of the
proposed mecthod, cven in cascs where angle-based detection alone s
insufficient.

Note that in certain phase-to-phase (P-P) fault scenarios for single infeed
systems, the comparison of current angles from pre- to during-fault conditions
across measuring devices at cach line scction cnd remains cffective for
identifying the faulted section. This is because, during phase-phase faults, as
long as there is a three-phase connected load (star or delta) connected
downstrcam from the phasce-phasc fault location, then current will “How” from
the source through the healthy phase and return, via the load connections, to
the fault location via the faulted phases, and the currents on the faulted phases
will be out of phase with the currents flowing from the source upstream of the
fault. So, if mecasurcments arc taken from both cnds of the faulted scction, the
faulted section will be correctly identified. This will be the case when there are
infeeds from only one, or both, of the ends of the system. In the case where
there are no loads or other phase-phase connections (e.g., transformers)
downstrcam of the phasc-phasc fault location, then no currents will low “back”
to the fault from downstreain. In such cases, the supplementary magnitude
change comparison element of the algorithm should successfully identify the

faulted scction.
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5.4.2.2 Different fault resistance scenarios (single-infeed
system)

The scheme was tested in a single-infeed system with varying to assess its
performance in detecting HIFs. In this experiment, the short-circuit level of
Source 1 was maintained at 250 MVA, with a voltage angle of 10°. The
simulation was conducted by introducing faults at different locations,
specifically between Bus L2-L3 (F;), Bus L4-1L5 (F,), and Bus L6-L7 (F3) at t
= 0.4 s. Each fault was assigned a fault resistance of 10, 15, 20, 25, and 30 €
to evaluate the impact of HIF conditions on the scheme. Table 5.15 outlines

the simulation results for different fault resistance scenarios.

Table 5.15: Summary of communicated signals under various fault types, fault

locations, and fault resistances conditions in single-infeed system

Fault Flag Signal A6 4 Allzpel | Trip Signal
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Table 5.15 (cont.): Summary of communicated signals under various fault

types, fault locations, and fault resistances conditions in single-infeed system
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As displayed in Table 5.15, the scheme remains capable of detecting a fault
correctly when the fault resistance is no more than 15 €. This is because, at
higher fault resistance, the absolute values of the changes in current angle and
current magnitude may fail to reach the predefined threshold, thereby
preventing the initiation of the fault identification process. As mentioned
previously, the thresholds for initiation could be modified to make the system
more sensitive, but this would come at the expense of increased operation (but
the system should still never maloperate). These configurations of thresholds
could be considered on a case-by-case basis. In such cases, no signal exchange
occurs between the paired relays. However, when the fault identification process
is initiated, the analysis of current angle changes between pre- and during-fault
conditions may not be reliable, as the fault current is supplied only from one
end (upstream of the fault), and there is no fault current contribution from the
downstream side. As a result, the current angle downstream of the fault may
not exhibit the expected change (as would be expected if there was a fault
infeed from this direction). Nevertheless, the current magnitude on the
downstream side consistently decreases (even if not significantly close to zero,
due to the characteristic of HIFs [5.6]). This ensures that the analysis of current
magnitude change between pre- and during-fault conditions remains accurate
and dependable. As a result, only the CBs associated with the faulted section
are activated by issuing a trip signal (‘1’) in a protection application, thereby
isolating the fault without impact other parts of the system. This demonstrates
the selectivity and precision of the method in accurately identifying and

isolating fault, even under challenging HIF conditions.

5.4.2.3 Different short-circuit level scenarios (single-
infeed system)

For the demonstration of the single-infeed system, the short-circuit level is

varied to simulate fault conditions in a weak infeed system.
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In this experiment, the fault level of Source 1 is varied, to include levels of
at 10, 50, 100, 150, and 200 MVA. The switching configuration remain
unchanged, as shown in Figure 5.12, and various fault types are introduced at
different locations: between Bus L2-L3 (F;), Bus L4-L5 (F,), and Bus L6-L7
(F3). Each fault occurs at simulated time of 0.4 s during the simulation. The
experiment results of relays signals exchanged between each paired relay,
including the flag signals, the signals of current angle change before and during
fault period comparison (A8, ), signals of current magnitude change pre-fault
and during-fault condition comparison (A|lpc|), and trip signals are depicted
in Table 5.16.

As the results from Table 5.16 illustrate, when different type of fault occurs
under various short-circuit levels, the fault identification is initiated, then the
current angle change comparison signals between normal and fault conditions
consistently return a value of ‘0’, indicating that no internal disturbance within
the corresponding observed zones — an outcome which reflect incorrect analysis
decision. However, the algorithm is still able to correctly identify the internal
fault by relying on the comparison of current magnitude change between the
pre-fault and fault periods. In these cases, a ‘1’ value is obtained, signifying a
difference in current magnitude at the upstream and downstream ends of the
faulted section. These results confirm the effectiveness and dependability of the
scheme, highlighting its ability to accurately detect and isolate faults even

under challenging conditions associated with different inertia infeed system.
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Table 5.16: Summary of communicated signals under various fault types, fault

locations, and short-circuit level of the source in single-infeed system
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Table 5.16 (cont.): Summary of communicated signals under various fault
types, fault locations, and short-circuit level of the source in single-infeed

system

Fault Short- | Flag Signal | A8, Allgpel Trip Signal

circuit Signal Between Paired Relay
Level at
Location | Type | Source 2

(MVA)

10
Between 50
Bus P-P-E 100
L4-L5 150
200

10
50
3-PH 100
150
200
10
50
P-E 100
150
200
10
50
P-P 100
150
200
10
50
P-P-E 100
150
200
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5.4.2.4 Load changes without fault scenarios (single-
infeed system)

Similar to the double-infeed scenarios, simulations involving load variation
without the presence of faults were conducted to evaluate the performance of
the scheme under non-fault conditions. The aim was to confirm whether the

algorithm continues to operate correctly when subjected to typical operational
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disturbances. The initial switching configuration was maintained as shown in
Figure 5.12, with Source 1 set to a short-circuit level of 250 MVA and a voltage
angle of 10°.

In cach test case, Load 5 and Load 7 were independently modified to
represent 50% and 90% of their full-load capacities, including complete
disconnection, which was achieved by opening switch SW5 and SW7,
respectively, in order to isolate the corresponding loads. An cxample of the
simulation results  when switch SW7 is open to disconnected Load 7 at t —
0.4 s — is shown in Figure 5.16.

As illustrated in Figure 5.16, when isolating Load 7, both the current
phasc angle and current magnitude at all rclays exhibit obscrvable changes,
with arc sufficiently to trigger the fault identification process. However, upon
comparing the current angle change and current magnitude change between
each relay and its paired relays, the algorithm correctly determines that the
disturbance lics outside of their respective monitored zoncs. Conscquently, no

rclay issuces a trip command.
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Figure 5.16: Current phase angle and current phase magnitude at observed
relays in single-infeed system when Load 7 is reduced to 50% of full-load

rating
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For other scenarios of load changes in Load 5 and Load 7, their simulated
results of the actual signals comprising the current angle shift between normal
and disturbance conditions comparison signal (A8,,.), the current magnitude
change between normal and load change periods comparison signal (Allgpc]),

and the trip signals of each paired relay, are listed in Table 5.17.

Table 5.17: Summary of transmitted signals between each set of paired relays

under various load changes scenarios in single-infeed system

Flag Signal AB e Allzpel Trip Signal
Capacity Signal Between Paired Relay
Load Change at of Full

A A e I A o A o I A O A O

Load |t & @l & & & 3P s P

I O o A o I o o O o O s O

w () ~I w [ ~ w () -~ w () ~I

Noload |O O O] - - - |- - - |- - -

Load 5 50% 0:0 0| - - - |-+ - |- - -
90% 0O 0 0] - - - |- - - |- - -

Noload |1 1 1]0 0O O0OJ0 O O0JO 0 O

Load 7 50% 0 0 O0]- - - |- - -|- - -
90% 0O 0 0] - - |- - -|- - -

In the load change scenarios without the presence of faults, with the
exception of the Load 7 disconnection scenario, which demonstrated in Figure
5.17, the current at all relays in the other cases exhibits noticeable variation in
response to load changes. however, these changes are not sufficiently large to
initiate the fault identification process, and as a result, the scheme is not
activated.

These results underscore the scheme’s strong security, sensitivity, and
selectivity. The relays are capable of recognising changes in system conditions
while accurately distinguishing between actual faults and routine load
fluctuations, thereby maintain systems stability and ensuring reliable operation

under non-fault conditions.
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5.5 Chapter summary

This chapter has presented a set of comprehensive case studies showing the
operation of the faulted section estimation scheme for a variety of conditions.
Off-line simulations using the MATLAB/Simulink software have been used to
highlight and analyse the scheme operation and to evaluate its performance
and limits of performance. The simulation scenarios included variations of fault
location within the same faulted line section — covering a range of positions
including close-in faults — to assess the scheme’s sensitivity and discriminative
capabilities. Variation of fault resistance was also carried out to evaluate the
scheme’s effectiveness for a range of fault resistances and to establish the limits
of the system’s ability to correctly identify faults and faulted sections in terms
of fault resistance, noting that the sensitivity of the system could be increased
to make it more sensitive, but this may result in more operation for non-fault
transients — but not maloperation. The influence of different short-circuit levels
on the scheme’s operation was also examined, including situations where one
infeed is strong, one is progressively weaker, and situations where only a single
infeed is present (again, varying its infeed levels across a range).

The results confirm that, regardless of fault type or location, and for a wide
range of fault levels and infeed permutations, the system can operate correctly
to identify the faulted section correctly (and remain stable for non-fault
transients) in the vast majority of cases. It is only in scenarios where there is
very low infeed form one end, or a low infeed from a single source, where the
operation of the system may be compromised. In such cases, current magnitude
change analysis between pre- during-fault conditions is conducted as a
supplementary check and successfully identifies faults based on the different
current behaviour observed at the upstream and downstream ends of the
faulted zone, even when angle-based detection fails.

This chapter also reported on the scheme’s performance in response to non-
fault disturbances, such as sudden load changes. The results shows that

although the scheme identifies such transients and in some cases initiates the
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faulted section detection algorithm, no unnecessary trip signals or identification

of faulted sections were produced, as no fault is detected on the system from

analysis of angular and magnitude changes.

Overall, the simulation outcomes demonstrate that the protection scheme

exhibits high reliability, selectivity, and robustness across a wide range of

operational and fault conditions.
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Chapter 6

Hardware-in-the-Loop Test Using
RTDS

6.1 Chapter overview

Building upon the software simulation demonstration presented in Chapter
5, this chapter introduces real-time hardware-in-the-loop (HIL) testing to
assess the practical applicability of the faulted section identification scheme in
an “actual” (although experimental and laboratory-based) environment. The
HIL laboratory setup incorporates a model developed in RSCAD for
implementation in a Real-Time Digital Simulator (RTDS). Within this
arrangement, an actual communication and computing hardware are utilised
to implement the faulted section identification scheme and to facilitate data
exchange between the two measuring devices (or relays). The testing validation
process is conducted using various cases covering different fault locations and
fault types, ensuring a comprehensive evaluation of the proposed scheme under
diverse operating conditions and in a more realistic environment (compared to

offline simulation as reported in Chapter 5) with actual hardware “in the loop”.
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6.2 The HIL experimental arrangement

To enhance the demonstration and validation of the faulted section
identification scheme’s performance, a HIL experimental arrangement has been
created, and corresponding case studies have been executed using this
arrangement in the laboratory at the University of Strathclyde. An overview of
the laboratory is illustrated in Figure 6.1. The real-time dynamic behaviour of
the power system, under both normal operating conditions and fault scenarios,
are emulated using the RTDS [6.1]. The algorithm for the faulted section
identification scheme, initially developed in MATLAB/Simulink, has been
converted into a C++ code file and executed using Visual Studio software [6.2]
to facilitate its integration with RSCAD.

To enable real-time date exchange, output current signals from the simulated
current transformers (CTs) positioned between Bus 2 and Bus 3 are
transmitted to separate computers via the Gigabit Transceiver Network —
Socket (GTNET-SKT) cards. These cards serve as a real-time communication
interface, enabling bidirectional data transfer between the RTDS and external
computational units [6.3]. The communication between these components is
establish using Ethernet communication, ensuring high-speed and reliable data
transmission. Each processor, running the faulted section identification
algorithm, receives the relevant data, processes it, and displays the results in
real time, demonstrating the operation of the faulted section identification

scheme in real time.
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Figure 6.1: HIL laboratory arrangement and corresponding RSCAD model

As illustrated in Figure 6.1, the simulated model represents an 11 kV, 50 Hz
system with radial configuration consisting of three buses, incorporating two
power sources (which are modelled using ideal voltage sources with equivalent
impedances to emulate different fault levels) located at opposite ends of the
system, as used in the offline simulation studies presented earlier. The power
flow direction is set up to ensure that power is flowing from Source 1 towards
Source 2 in normal conditions, while two different (and variable) loads are
individually connected to Bus 2 and Bus 3. Additionally, the RSCAD system
includes five measurement locations (denoted as numbered “relays”) positioned
as shown in the figure. The line impedance is based on actual data from an 11
kV distribution line datasheet [6.4]. The parameters for each system component

are provided in Table 6.1.
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Two relays, R22 and R31, located at opposite ends of the line connecting
Bus 2 and Bus 3, are interfaced with the RTDS via the GTNET-SKT card to
facilitate the operation and testing of the algorithm. The measurement data
transfer process in the HIL test is initiated by the RTDS, which generates
three-phase current signals (that are digitised) representing the waveform at
relay R22 and transmits them to the first computer/processor hosting the
algorithm for relay 22 via the GTNET-SKT I card. Similarly, the RTDS sends
three phase current waveform data from relay R31 to the second
computer/processor, which runs the algorithm for relay 31, via GTNET-SKT
II.

Upon receiving the waveform data, the algorithm extracts current
magnitudes and current angles using the Discrete Fourier Transform (DFT)
method, as described in Chapter 4. When the faulted section identification
scheme is initiated by a violation of the pre-determined thresholds as described
in Section 4.4, each relay triggers, sends a flag signal and proceeds to calculates
its measured current magnitude and angle changes to codify and then
communicate to the corresponding “paired” relay, as detailed in Section 4.6, to
complete the process faulted section identification via comparison of the pre-
to during-fault changes. This may then lead to a trip signal in a protection
application, or a ‘no fault found” situation and resetting of the system, if
initiation is due to an external fault or a non-fault transient. If there is deemed
to be a fault on the monitored section, each relay sends the trip signal back to
the RTDS via the GTNET-SKT interface, representing tripping action for the
corresponding relays in a protection application.

To assess the effectiveness of the scheme, the experiment considers a scenario
in which a single fault occurs at a specific time. In this case, fault F; is
simulated at the middle of the line between Bus 1 and Bus 2 to observe the
system’s response (which is monitoring the line between Bus 2 and 3) to an
external fault, while fault F;, is introduced at the middle of the line between
Bus 2 and Bus 3 to evaluate the scheme’s performance in detecting and

responding to an internal fault. The fault resistances are shown in Table 6.1.
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Since the focus of this experiment is on assessing and demonstrating the
behaviours of R22 and R31, it is assumed that the other relays in the system
remain inactive when a fault occurs on the line between Bus 1 and 2 — although
in practice the actual system may contain many rclays, and there is also a
question over whether the algorithm could be implemented in a centralised or
distributed fashion in an actual application. This ensures that the test isolates
and cvaluates the performance of the scheme, in terms of it identifying the
faulted scction correctly, without interference from other protection clements
in the system.

Notably, the communication between system components within the
laboratory sctup at the University of Strathclyde has been cstablished using
standard Ethernet communication. As outlined clsewhere in Chapter 2, there
are various communications technology options for an actual implementation,
and this would depend on a variety of factors including the utility’s existing
system and the details of the application (c.g. urban vs rural, distance between
locations ctc). Experimental results from the HIL implementation indicate that
the measured latency does not exceed 8 ms, which is not a problem for
distribution-level applications, where fault clearance times of several 10s or
cven 100s of ms arc acceptable. In an FLISR application, very fast (less than 1
cycle) operating times would also not be required, so no communications issues

are evident or anticipated.
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Table 6.1: Initial parameters of system model for the HIL test [6.4]

Source characteristics
Source Impedance () Voltage Angle (degree)
Source 1 0.1736 + j0.9848 10
Source 2 0.1736 + j0.9848 0
Load characteristics
At Bus Type Active Power (MW) | Reactive Power (MVAR)
2 Balanced PQ 2.5 0.5
3 Balanced PQ 5.0 1.0
Total Load 7.5 1.5
Line Impedance
From Bus | To Bus |Line Length (km) [Resistance (£2)| Reactance (Q2)
1 2 3 0.546 1.005
2 3 3 0.546 1.005
3 Source 2 3 0.546 1.005
Total 9 1.638 3.015
Fault
Fault Resistance (£2) Location
Fy 0.1 Mid-point of line from Bus 1 — Bus 2
F, 0.1 Mid-point of line from Bus 2 — Bus 3

6.3 Validation of HIL model performance

To evaluate the accuracy of the model used in the HIL testing, a verification

process has been carried out by calculating, manually and analytically, the

expected fault current generated by each source and fault currents at the point

of fault for a specific fault condition. These calculated values have then been

compared with the results obtained from the HIL simulation. This comparative

analysis was performed to confirm that the model exhibits behaviour consistent

with the theoretical and physical characteristics of the system under faulted

conditions.
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6.3.1 Validation of sources’ fault current
contributions

Assuming a balanced three-phase fault occurs on the line between Bus 1 and
Bus 2, with the fault location positioned very close to Relay R1, the line
impedance can be reasonably neglected. Under this assumption, the fault
current contributed by Source 1 (Irg;) can be calculated as

Vs

Zo1 = j e 6.1
S1 ]\/§le,51 ( )

By substituting the impedance parameter of Source 1, which are 0.1736 +
j0.9848 Q and voltage of the system (11 kV line-line rms), into Equation (6.1),
the calculated magnitude of the fault current generated by Source 1 is 6.35 kA
per phase.

The phase-A current at R1, recorded as part of the HIL testing results
for a fault occurring at the same location, is illustrated in Figure 6.2. The
measured peak value of the waveform is 8.92 kA. This value is then converted

to its rms equivalent using Equation (6.2).

Ipeak

Irms = \/E

Accordingly, the phase-A current rms value measured at R1 is calculated

(6.2)

to be 6.31 kA, which shows a close agreement with the theoretical calculation.
For Source 2, which has the same source impedance as Source 1 and yields
identical HIL testing result, it can therefore be considered to produce
equivalent behaviour to that of Source 1. Note that the calculated and
measured fault currents are calculated /made several cycles after fault inception
and therefore represent the sustained fault current “after” the DC offset from

the source has subsided.
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Figure 6.2: Phase-A fault current contributed by Source 1 in HIL

demonstration when a balanced fault occurs at t = 0.118 s

6.3.2 Validation of fault currents measured at
relay locations

Assuming a balanced fault F; occurs at the mid-point of the line connecting
Bus 1 and Bus 2, the currents measured at relays R22 and R31 during the fault
condition will be supplied solely by Source 2 as Source 1 will be short-circuited
(and supplying current to the “other” side of the fault). As both relays are
located along the same line segment, and “downstream” of the fault point if we
view the system as “flowing” from right to left, the measured currents at both
relays are expected to be identical and can be calculated as follows:

: Vs
=]

V3 X lgyring-r

Zegq (6.3)

In this case, the equivalent impedance (Z.q) is defined as the sum of the
Source 2 impedance and the line impedance between Source 2 and the fault
location, which totals 1.554 + j3.490 €. Substituting this value into Equation
(6.3) yields a calculated current at R22 and R31 of 1.66 kA. Note that this
calculation neglects the load current that may be drawn by loads connected at
Bus 2 and 3 during the fault, but in practice some currents will be drawn by
these loads during the fault (although the voltages will be depressed due to the

short circuit on the system).
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This theoretical value can be compared with the current measured
during HIL testing, as shown in Figure 6.3, where the peak current values of
each phase were recorded as 2.33 kA at R32, and 2.16 kA at both R22 and R31
(which is effectively the current through the line connecting bus 3 and 2), and
2.13 kA at R21. Converting the R22 and RR31 values to rins equivalents using
Equation (6.2) results in a rms current of 1.53 kA, which is relatively close to
the analytically calculated valuc. For completeness and, as mentioned carlier,
there will be some current drawn by the loads connected at bus 2 and bus 3.
From the RTDS simulation, the magnitudes of the ris load currents at bus 2
and 3 during the fault are 118.28 A and 26.39 A, respectively. These load
currents have been calculated by measuring the currents at relays R32 and
R21. For example, load current from bus 3 is equal to the current at R32 minus
the current at R31. While the current fromn bus 2 to the load is the current
measured at R22 — the current measured at R21. These values for load currents
during this fault, which when added to the line current of 1.53 kA gives a total
current. of 1.65 kA, which is very closely aligned with the calculated valuc of
1.65 kA stated earlier (which neglected the loads).

A close alignment between the analytical and simulated current values
indicates that the model responds relatively accurately during disturbances,
and does not exhibit instability or anomalous behaviour. This step was essential
to validate that the simulation environment provides a sound basis for
evaluating the performance of the scheme. The results confirm that the model
is suitable for rcal-time implementation, and that it can be confidently used to

agsess relay operation under a wide range of fault scenarios.
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Figure 6.3: Current measured at various locations in the HIL simulations

when a balanced fault occurs at t = 0.110 s
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6.4 RTDS test results for balanced faults

Using the HIL simulation arrangement, three-phase balanced faults have
been simulated at various locations within the modelled system. The results of
the calculated actual data exchanged between relays R22 and R31 are presented

in Figures 6.4 — 6.11.

6.4.1 Results for fault between Bus 1 and Bus 2

When fault F; occurs on the line between Bus 1 and Bus 2, the results
observed at relays R22 and R31 are presented in Figure 6.4 — Figure 6.5 and
Figure 6.6 — Figure 6.7, respectively. It is noted that the waveform results for

this case are shown in Figure 6.3 in Section 6.3.2.
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Figure 6.4: The results at relay R22 when balanced fault F; occurs
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Figure 6.5: The results at Relay R22 when balanced fault F; occurs

As shown in Figure 6.4 and Figure 6.5, when fault F; occurs at t = 104.0
ms, the flag signal of R22 changes from ‘0’ to ‘1’ at t = 104.2 ms, indicating
that an initiating threshold has been violated. Note that, as the algorithm uses
a 3-cycle (60 ms) moving window to process transients, the flag to indicate the
presence of an “initiating” transient will reset after approximately 60 ms as the
fault currents stabilise at their post-fault values. At this point, relay R22
transmits its calculated data — comprising the flag signal (flag,,), three signals
indicative of the current phase angle changes (A8, g2, A8y r22, AB g22), and

three signals indicative of the current phase magnitude changes (Alla,Rzzla

A|Ib,R22|, A|IC,R22|) — to relay R31. Simultaneously, R22 waits to receive data
from relay R31, which arrives at t = 107.2 ms, as indicated by the flag signal
of R31 (flagy,,) changing to ‘1. The faulted section identification algorithm of
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R22 then compares its own calculated current phase angle changes and
calculated current phase magnitude changes with those received from its
corresponding, or “paired” relay at the other end of the line section (R31).

It is clear that the current phase angle changes for all three phases at R22
register a value of ‘0’, indicating a counterclockwise (CCW) phase rotation.
Similarly, the current phase angle changes for all three phases at R31 are also
‘0’, confirming that both relays detect an identical phase shift direction. Note
that there are some temporary transient behaviours just after the fault where
the signal is temporarily in the wrong state, but the “stable” output after the
initial transient period is correct. Consequently, the algorithm proceeds to
compare the current magnitude changes of both relays. It is noted that the
current phase magnitude changes for all three phases at R22 switch from ‘0’ to
‘17, signifying an increase in measured current magnitude due to the fault
current contributed from both sources. Likewise, the current phase magnitude
changes received from R31 also register a value of ‘1’) verifying that an
equivalent current magnitude increase is observed at both relays.

Accordingly, since both R22 and R31 detect current phase angle changes in
the same direction and current phase magnitude changes, the fault is deemed
to be located outside of the zone (line connecting Bus 2 and Bus 3). As a result,
relay R22 does not issue a trip command (in a protection application — the
signal could also be used for monitoring/FLISR application), and the trip signal

remains at ‘0’.
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Figure 6.6: The results at relay R31 when balanced fault F; occurs
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Figure 6.7: The results at relay R31 when balanced fault F; occurs
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Furthermore, the results observed at relay R31 are shown in Figure 6.6 and
Figure 6.7. The flag signal at R31 (flagy,,) changes from ‘0’ to ‘1" at t = 104.4
ms, after which R31 transmits its calculated current information to its paired
relay, R22, while waiting to receive data from R22, which arrives at t = 106.3
ms. The algorithm at R31 then executes the same comparative analysis between
its own current data and the data received from R22 (CCW-CCW). The results
are consistent with those obtained at relay R22 — the current phase angle
changes and current phase magnitude changes in each phase at R31 and R22
are identical.

This confirms that fault F; is external to the monitored line section
connecting Bus 2 and Bus 3, and therefore, relay R31 also does not issue a trip
signal or indication to FLISR that the faulted section is on the monitored line
section, similar to relay R22, ensuring that the scheme correctly identifies that
fault location to be external and prevents unnecessary tripping for a protection

application or incorrect indication in a monitoring/FLISR application.

6.4.2 Results for fault between Bus 2 and Bus 3

When fault F, arises on the line connecting Bus 2 and Bus 3, the
corresponding outcomes recorded at relays R22 and R31 are illustrated in

Figure 6.8 — Figure 6.9 and Figure 6.10 — Figure 6.11, respectively.
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Figure 6.8: The results at relay R22 when balanced fault F, occurs
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Figure 6.9: The results at relay R22 when balanced fault F, occurs

As illustrate in Figure 6.8 — Figure 6.9, fault F, occurs at t = 105.2 ms.

Shortly after, the flag signal of R22 is triggered to ‘1’ due to the changes

violating thresholds as described before. Subsequently, relay R22 transmits the

flag signal (flagg,,), three calculated values of current phase angle changes

(A8 R, ABpraz, AB.p2z), and three calculated values of current phase
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magnitude changes (A|Ia,R22|> A|Ib_R22|, A|IC,R22|) to relay R31 immediately
while awaiting the corresponding data from R31. Upon receiving the signal
from relay R31 at t = 111.6 ms, relay R22’s algorithm compares its own current
phase information with that of its paired relay.

The current phase angle changes in all three phases at R22 (A8, g22, A0y r22,
AB. py2) transition from ‘0’ to ‘1’, indicating a clockwise (CW) rotation of the
current phase angle upon fault occurrence. Conversely, the received data from
relay R31 show that the current phase angle changes (A84r31, ABpp31, ABR31)
during the fault is ‘0’, signifying a CCW rotation of the current phase angle.
The discrepancy in current phase angle changes suggests a difference in angle
shift rotation (CW at one end of the line, CCW at the other), which is
attributed to the fault currents being generated by different sources at either
end of the system and “flowing” towards the fault with different angles. Based
on this observation, without comparison of current phase magnitude changes,
it can be inferred that the fault is located within the zone (the line section
connecting Bus 2 and Bus 3). Consequently, relay R22 triggers the trip signal
(for a protection application — it would merely be indicating the faulted line
section in a monitoring/FLISR application), setting it to ‘1’ at t = 114.9 ms.
The time delay between faulted notification and trip signal initiation/faulted
section identification signal at relay R22 is 9.7 ms, which is acceptable and very
fast (less than 1 cycle) for distribution protection system. Note that there are
some temporary transient behaviours just after the fault where the signal is
temporarily in the wrong state, but the “stable” output after the initial
transient period is correct. This could be easily catered for by introducing

stabilising delays in the algorithm.
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Figure 6.10: The results at relay R31 when balanced fault F, occurs
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Figure 6.11: The results at relay R31 when balanced fault F, occurs
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Figure 6.10 — Figure 6.11 present the response of relay R31 to fault F,. When
the fault occurs, the flag signal of R31 (flagy,,) also changes from ‘0’ to ‘1 at
t = 105.7 ms, consistent with the behaviour observed in flag,,,. Relay R31
then transmits its computed current data to relay R22, while awaiting the
corresponding dataset in return. At t = 110.8 ms, relay R31 receives the current
information from R22, allowing the algorithm to execute a comparative
analysis.

The results confirm that the current phase angle changes in each of its three
phases differ from those of its paired relay; the phase angles at R31 rotate
CCW, while those at R22 rotate CW. This distinction in phases angle
behaviour reinforces the conclusion that fault F, is located in the zone between
Bus 2 and Bus 3. As a result, relay R31 also triggers its trip/faulted section
identification signal, setting it to ‘1’ at t = 113.9 ms, which is time for faulted
section identification process before issuing trip signal is 8.2 ms, ensuring a fast
fault-clearing response in a protection application, or a fast identification of the

faulted line section in a monitoring/FLISR, application.

6.5 RTDS test results for unbalanced faults

Unbalanced faults are introduced at various locations within the RTDS/HIL
model. The fault conditions include single-phase-to-earth (A-E, B-E, C-E),
phase-to-phase (A-B, B-C, C-A) and double-phase-to-earth (A-B-E, B-C-E, C-
A-E) faults. The results of the calculated data for relays R22 and R31 are
illustrated in Figures 6.12 — 6.19.

6.5.1 Results for fault between Bus 1 and Bus 2

When fault F; occurs on the line between Bus 1 and Bus 2, the results
observed at relays R22 and R31 are presented in Figure 6.12 — Figure 6.13 and
Figure 6.14 — Figure 6.15, respectively.

Assuming fault F; is a phase-A-to-earth (A-E) fault, its behaviour is
illustrated in Figure 6.12 — Figure 6.13. When the fault occurs at t = 120.2 ms,
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the flag signal of R22 (flag,,,) is initiated, changing to ‘1’ at t = 122.2 ms.
Immediately after this, relay R22 transmits a packet of computed current data
to relay R31 while simultaneously preparing for the next stage of the faulted
section identification process. Upon receiving the signal from relay R31 at t =
124.3 ms, as indicated by the received flagp,, = ‘1’ at this time, the algorithm
in R22 compares the received signal with its own data.

The comparison reveals that the phase-A current angle shift (A8,) for both
R22 and R31 is ‘0’, indicating that the phase-A current angles (after the
transient of fault state) rotate CCW when fault condition, while the current
angle changes for phases B and C remain unchanged. Since the current angular
changes at both relays are identical, the next step involves analysing the current
magnitude changes to further validate the fault location.

The analysis of the current magnitude changes shows that for both relay
R22 and R31, measured values of phase-A current magnitude increase
(switching from ‘0’ to ‘1), confirming the occurrence of a fault, whereas phase-
B and phase-C values remain unchanged. However, as the fault current
magnitude increases at both relays, it suggests that the fault is not located
within the observed line section connecting Bus 2 and Bus 3. Consequently,
relay R22 does not initiate a trip signal, preventing incorrect tripping/faulted

section identification.
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Figure 6.12: The results at relay R22 when phase-A-to-earth fault Fy occurs
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Figure 6.13: The results at relay R22 when phase-A-to-earth fault Fy occurs

Similarly, the algorithm of relay R31 detects a system disturbance at t =

120.3 ms and subsequently transmits its computed current data to relay R22,

while simultaneously changing its flag signal to ‘1’ at t = 122.3 ms. Upon

receiving the current data from R22 at t = 124.2 ms, the fault analysis process
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begins. The results obtained from relay R31 mirror those of relay R22 - both
relays detect identical current phase angle change rotations (CCW-CCW),
leading to further verification using current phase magnitude comparison. The
outcome of this comparison confirms that the current magnitude changes at
both relays match, further supporting the conclusion that the fault is external
to the protected /monitored zone between Bus 2 and Bus 3. As a result, relay
R31 neither initiate a trip signal nor indicates that its monitored line section
is faulted for monitoring/FLISR applications. The results observed at relay

R31 are presented in Figure 6.14 — Figure 6.15.
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Figure 6.14: The results at relay R31 when phase-A-to-earth fault F; occurs
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Figure 6.15: The results at relay R31 when phase-A-to-earth fault F; occurs

Additional fault types have been tested within the HIL simulation. The
results of computed signal observed at relay R22 and R31 are summarised in
Table 6.2. The findings indicate that when different fault types occur on the
line between Bus 1 and Bus 2, the flag signals of both relays are triggered to
‘17, initiating the exchange of current angle changes and current magnitude
changes between the two relays. However, upon comparing the current data
from both relays, it is observed that all values are identical. This confirms that
no fault is present within the zone between Bus 2 and Bus 2. Accordingly,
neither relay R22 nor relay R31 issues a trip signal nor indicates that the
monitored section is faulted, ensuring that the scheme functions correctly and

does not indicate that there is a fault on its monitored line section.
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Table 6.2: The results for relay R22 and relay R31 for different F{fault types

Current Angle Curr.ent
Change Signal Magnitude
89 D18 Change Signal Fault
Fault Flag Value for Value for |identification/ | Identification
Relay | . hases A. B e :
Type Signal | P » 2 | phases A, B, |initiation time| time (ms)
and € and C (ms)
AIB|C|A|B]|C
R22 1 - 0 - - 1 - 119.1 -
B-E
R31 1 - 0 - - 1 - 119.1 -
R22 1 - - 0 - - 1 117.6 -
C-E
R31 1 - - 0 - - 1 117.6 -
R22 1 0 0 - 1 1 - 113.1 -
A-B
R31 1 0 0 - 1 1 - 113.2 -
R22 1 - 0 0 - 1 1 105.0 -
B-C
R31 1 - 0 0 - 1 1 105.2 -
R22 1 0 - 0 1 - 1 113.7 -
C-A
R31 1 0 - 0 1 - 1 113.8 -
R22 1 0 0 - 1 1 - 119.9 -
A-B-E
R31 1 0 0 - 1 1 - 120.0 -
R22 1 - 0 0 - 1 1 105.6 -
B-C-E
R31 1 - 0 0 - 1 1 105.7 -
R22 1 0 0 1 - 1 110.4 -
C-A-E
R31 1 0 - 0 1 - 1 110.3 -

As shown in Table 6.2, regardless of the type of fault F; on the line between
Bus 1 and Bus 2, relays R22 and R31, which monitor the line connecting Bus
2 and Bus 3, detect the resulting disturbance, causing their respective flag
signals to change from ‘0’ to ‘1’. However, upon performing a comparison of
the current angle change and current magnitude change data between the two
relays, either relay issues a trip signal, as the fault is identified to have occurred

outside their zone of monitoring.
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6.5.2 Results for fault between Bus 2 and Bus 3

When fault F, occurs on the line between Bus 1 and Bus 2, the results
observed at relays R22 and R31 are illustrated in Figure 6.16 — Figure 6.17 and
Figure 6.18 — Figure 6.19, respectively.
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Figure 6.16: The results at relay R22 when phase-B-to-phase-C fault F,

occurs
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Figure 6.17: The results at relay R22 when phase-B-to-phase-C fault F,

occurs

For the scenario where Fault F, is a phase-B-to-phase-C (B-C) fault, its
behaviour is presented in Figure 6.16 — Figure 6.17. Following the fault
occurrence at t = 115.4 ms, the algorithm at relay R22 triggers the flag signal,
setting it to ‘1’, and immediately transmits a packet of computed current data
to its paired relay at t = 116.4 ms. Shortly after, relay R22 receives the
corresponding data from relay R31 at t = 120.4 ms. Upon comparing the
received data as part of the faulted section identification process, it is observed
that the phase-B and phase-C current angle changes at R22 (A8 rp0, A8, g22)
register a value of ‘1’, revealing a CW rotation. In contrast, the phase-B and
phase-C current angle changes at R31 (A8,pr31, AB.r31) indicate ‘0’ value,
signifying a CCW movement. Meanwhile, the phase-A current angle changes
at both relays remain unchanged at ‘0’.

Given the observed discrepancy in current angle changes between the two
relays, it can be inferred that the fault is located within the observed zone of
the line between Bus 2 and Bus 3. Consequently, relay R22 initiates a trip
signal and indicates that its monitored line section is faulted for
monitoring/FLISR applications at t = 125.4 ms, based solely on the detection
of current angle change differences (CW-CCW). As the distinction in angle
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changes alone is sufficient to identify the fault, the current magnitude change

comparison is not utilised in this case.
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Figure 6.18: The results at relay R31 when phase-B-to-phase-C fault F,

occurs
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Figure 6.19: The results at relay R31 when phase-B-to-phase-C fault F,

occurs

Similarly, as shown in Figure 6.18 — Figure 6.19, the algorithm at relay R31
detects the signal change and subsequently trigger its flag signal, setting it to
‘17 at t = 116.6 ms, before transmitting a dataset of computed current
information to relay R22. Upon receiving the data from its paired relay at t =
118.6 ms, the algorithm at relay R31 performs a comparative analysis of current
angle changes. The results of this comparison mirror those observed at relay
R22 — the phase-B and phase-C current angle changes differ between R22 and
R31, confirming the presence of a fault within the line connecting Bus 2 and
Bus 3. Therefore, the relay R31 issues a trip signal, and indicates that it
observed line section is faulted for monitoring/FLISR applications at t = 128.6
ms, ensuring that the faulted section is effectively isolated. Note that there are
some temporary transient behaviours just after the fault where the signal is
temporarily in the wrong state, but the “stable” output after the initial
transient period is correct.

In addition to the previously-examined fault scenarios, other fault types,
including single-phase-to-earth (A-E, B-E, C-E), phase-to-phase (A-B, C-A),
and double-phase-to-earth (A-B-E, B-C-E, C-A-E) faults, were also tested
within the HIL simulation, and the results are presented in Table 6.3. The

analysis demonstrates that when various types of fault conditions arise on the
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line connecting Bus 2 and Bus 3, the flag signals of relay R22 and R31 are
activated, prompting the exchange of current angle and magnitude data
between the two relays.

By cvaluating the current data, it was consistently observed that there was
always a difference in at least one phase’s current angle shift. This observation
confirms the presence of an internal fault within the monitored zone of Bus-B-
Bus-C. Hence, the algorithms of relays R22 and R31 generate a trip signal with
a value of ‘1’, which is then sent back to the RTDS in cvery instance.

Moreover, the time delay between fault and trip signal initiation at both
relays were recorded to be no greater than 25 ms. This measured latency is
considered sufficiently fast for protection applications in distribution networks,

cnsuring a timely and reliable fault-clearing responsc.
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Table 6.3: The results for relays R22 and R31 for different F, fault type

Current Angle Curr.ent
Change Signal Magnitude
Change Signal Fault
Fault Flag Value for Value for |identification/ | Identification
Relay | . phases A, B e .
Type Signal p d ' | phases A, B, |initiation time| time (ms)
an and C (ms)
A|B|C|A|B]|C
R22 1 1 - - 1 - - 121.0 129.7
A-E
R31 1 0| - - 1 - - 120.8 140.9
R22 1 - 1 - - 1 - 109.0 119.7
B-E
R31 1 - 0 - - 1 - 108.8 123.8
R22 1 - - 1 - - 1 117.6 126.8
C-E
R31 1 - - 0 - - 1 117.8 130.8
R22 1 1 1 - 1 1 - 115.7 126.8
A-B
R31 1 0 0 - 1 1 - 115.8 131.6
R22 1 1 - 1 1 - 1 111.3 125.4
C-A
R31 1 0 - 0 1 - 1 111.5 121.5
R22 1 1 1 - 1 1 - 106.2 117.2
A-B-E
R31 1 0 0 - 1 1 - 106.4 121.2
R22 1 - 1 1 - 1 1 103.2 112.3
B-C-E
R31 1 - 0 0 - 1 1 103.4 116.4
R22 1 1 - 1 1 - 1 105.5 114.5
C-A-E
R31 1 0 - 0 1 - 1 105.7 117.5

6.6 Chapter summary

This chapter has presented the HIL /RTDS experimental arrangements, real-

time models, actual communications, and a range of results to validate the

effectiveness of the proposed faulted section identification scheme. Validation

of the power system model was also used by calculating theoretical results for

a fault condition and comparing with the RTDS model output — very close

alignment was found between calculated and simulated values and therefore
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the performance of the model can be deemed accurate and valid. The
investigation involved various fault types introduced at different locations
within the system, with a particular focus on the line connected between Bus
2 and Bus 3. The flag signals, current phasc angle changes, and current
magnitude changes were analysed to determine the fault location and to
distinguish between internal and external faults.

The results demonstrated that when a fault occurred outside the monitored
zone, the relays correctly identified the condition and did not initiate a trip
signal. Conversely, when the fault was within the monitored line section, the
relays detected discrepancies in current phase angle shifts or current magnitude
changes, leading to the activation of the trip signal.

While resistive faults and faults were there are weak/single infeeds were not,
included due to the time required to simulate and set up on the RTDS/HIL
arrangement (and the limited availability of this facility), Chapter 6 has shown
results for such scenarios using the offline simulation facilitics. It is belicved
that the RTDS/HIL simulations would show similar results, so accordingly only
a limited set of scenarios has been used — but this still shows the practical
application of the system in a credible hardware/real-time context.

Furthermore, the communication latency between fault detection and trip
signal generation was observed to be within 25 ms, ensuring a fast and reliable
response suitable for protection applications in distribution networks. These
results highlight the accuracy, selectivity, and efficiency of the proposed
approach, confirming its practical applicability for rcal-timc power system

protection and/or monitoring and FLISR applications.
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Chapter 7

Conclusions and Future Work

7.1 Conclusions

A faulted section identification scheme has been proposed and
comprehensively demonstrated in this thesis. The scheme operates solely based
on current measurements and makes decisions through the comparison of
simplified data exchanged via a basic communication link between two relays
located at either end of the line section, although there are options to
implement the system in a centralised fashion too (as described later). This
approach offers a cost-effective alternative for protection and/or monitoring
systems, encompassing applications in automation and fault location, isolation
and service restoration (FLISR), both of which represent key emerging trends
in the evolution of modern distribution networks.

The scheme is particularly well-suited to address the challenges posed by
modern power distribution systems with multiple infeeds. These challenges
include the reduction of system strength and short-circuit levels due to
widespread integration of renewable energy sources and inverter-interfaced
generators — phenomena that can be observed at virtually all system levels.
Conventional protection and monitoring systems often struggle to perform
reliably under such conditions.

The research has been contextualised within the broader landscape of related

studies in both protection schemes and communication technologies. A
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comprehensive literature review has been conducted, highlighted various
developed schemes along with their benefits and limitations, some of which had
been identified as potential research gaps relevant to the proposed work.

As noted, the proposed method cnables cost-cffectiveness by climinating the
need for voltage measurement sensors. Moreover, the decision-making process
is based on highly simplified data, which in turn allows for a variety of
communication technologies to be cmployed. This Hiexibility cnables authoritics
to optimisc both the cost-cffectivencss and performance of the system.
Furthermore, as the scheme is inherently based on digitised data, it is
particularly well-suited for integration with modern digital equipment, aligning
with the ongoing transition towards digital substations and smart grid
infrastructurcs.

The scheme has demonstrated its reliability, selectivity, and accuracy
through non-real-time simulation conducted in MATLAB/Simulink software.
The simulated model represents a radial system with multiple buses. Various
test scenarios arc reported, including changes in fault location within the same
line section to evaluate the scheme’s performance against close-in faults;
variation in fault resistance to assess its response to high impedance faults
(noting that the scheme may not be initiated under extremely high fault
resistance due to threshold limitations, which can be adjusted by the user);
variations in short-circuit levels to examine effectiveness in weak infeed
conditions; and load variations without faults to test system security.

Additionally, the scheme provides fast and accurate identification of faulted
sections, as demonstrated through real-time hardware-in-the-loop (HIL),
testing using Real Time Simulator (RTDS). These tests incorporated actual
communication systems to validate the reliability, selectivity, and accuracy of
the scheme within the time constraints appropriate for distribution protection

and monitoring system.
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7.2 Future work

The fault identification/protection scheme presented in this thesis has been
described, demonstrated and validated within a defined scope to facilitate clear
demonstrations of its performance and efficiency under a range of scenarios.
However, real-world distribution systems exhibit a wide range of characteristics
beyond the scope considered in this study, which may introduce additional
challenges and complexities to the proposed research.

To enhance the practicality and applicability of the research, future work

has been outlined as described in the following sections.

7.2.1 Future validation and practical consideration
for IIDG-based systems

The tests and validation presented in Chapters 5 and 6 could be extended
to applications where the power system incorporates converter-interfaced
energy sources. These converters are usually inverters for generators but some
applications, such as storage which may supply fault current, may have bi-
directional converters. One of the key challenges for conventional protection
schemes in future power systems is their reliance on fault currents, which may
be significantly constrained by inverter-interfaced distributed generation
(IIDG), such as solar PV. Unlike traditional protection, the proposed faulted
section identification scheme, which relies on solely on current measurements,
has demonstrated its ability to operate effectively even in conditions with
reduced fault currents. This feature makes it particularly suitable for weak
networks, where conventional protection methods often struggle due to lower
short-circuit levels.

However, while the scheme has been extensively tested using a variety of
source parameters in simulation and HIL testing, these parameters — although
derived from actual sources values within the system — were not obtained from

actual IIDG sources with inverters modelled — they were modelled as ideal
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sources with variable source impedances to vary the fault level. Since the
characteristic of actual IIDG units, such as their fault current contribution and
dynamic response, particularly in the short time periods immediately following
fault inception, are among the most influential factors affecting conventional
protection performance, incorporating real-world data and/or including high-
fidelity models of converter-interfaced sources into future simulation and
validation exercises would be highly beneficial. Future work should focus on
testing the scheme with practical IIDG parameters sets to ensure its
applicability in realistic operating conditions. Related work that could be used

to inform this future activity includes [7.1] — [7.2].

7.2.2 Investigation of applicability to isolated, or
unearthed distribution systems

The research presented in this thesis has focused solely on the application of
the faulted section identification scheme in earthed distribution systems.
However, in some countries such as Norway or areas requiring particularly
reliable and continuous supplies power (e.g. hospitals and mines), systems are
sometimes operated completely isolated from earth. This means that for a
phase-earth fault there will be no return path for fault current and therefore
no fault current will circulate from the source through the fault and back to
the source. Other systems are operated with impedance-earthed neutral
configurations [7.3|, where fault current characteristics may be significantly
lower and systems behave differently compared to earthed systems during
faults, while some systems are operated with “resonant-earthing” or “Petersen
Coils” which match the fault path impedance with an earthing/neutral
impedance (an inductor) which is “tuned” to eliminate an earth fault by
providing a cancellation effect to the capacitive current during earth faults
[7.4].

Accordingly, future work should investigate its performance in unearthed

systems, where challenges such as low fault current magnitudes, sustained
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overvoltages during single-phase-to-earth faults, and wuncertain fault
current /power directionality may arise |7.5|. These characteristics can affect
the reliability of directional current measurements, which are central to the

proposed method.

7.2.3 Expanding to more complex application
systems

Given that incorporating actual IIDG parameters would represent more
realistic future system behaviour and characteristics, future research should
extend simulations to more complex power system configurations to further
evaluate the robustness and applicability of the proposed faulted section
identification scheme. While some of the cases studies in this thesis utilised a
radial 8-bus system, future simulations could explore more intricate network
topologies, such as ring or mesh systems or benchmark standard system, for
example, the IEEE 34-bus Test Feeder [7.6], which better represent real-world
power networks. These configurations would enable a more comprehensive
assessment of the scheme’s performance under both fault-induced and non-
fault-induced system dynamics.

Notably, a preliminary investigation has already been conducted by the

author of this thesis using a ring-type system, which was modified version of

the IEEE 33-bus benchmark system [7.7] — |7.8]. Details of this can be found in

[7.9]. This work provides an initial understanding of how the scheme operates
in a more interconnected network. However, further studies incorporating
varying system parameters, fault locations, and operational conditions are
necessary to fully establish its effectiveness. By integrating more complex
simulation environments, future research can provide deeper insights into the
scheme’s scalability and adaptability in practical and future power systems.
Having said this, as long as the measurement and communication infrastructure
exists, there should be no issue with the applicability or operation of the system

presented in the thesis, but this work would be useful in evaluating the system’s
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applicability and perhaps with evaluating the economics/cost-benefit of the

system in a realistic and representative scenario.

7.2.4 Expanding HIL testing to more complex
systems

While the MATAB/Simulink simulation in this study incorporated complex
system configurations and various fault scenarios, the HIL testing was
conducted using RTDS with a relatively simple power system. The primary
objective of the HIL experiments was to verify the fundamental applicability
of the proposed fault identification scheme in a real-time environment, utilising
hardware and actual communications protocols and systems for data transfer
between measuring locations. Consequently, a simple radial 3-bus system with
relatively-standard fault conditions was used.

Future work should focus on extending the HIL testing to more complex
system configurations, aligning with the more diverse and wide-ranging set of
conditions explored in the MATLAB/Simulink simulations. This includes
investigating high-impedance faults, the integration of IIDGs, and potentially
other more complex networks, as outlined previously. Furthermore, the
inclusion of additional power system components such as transformers should
be examined — particularly cases involving primary or current transformer
saturation (which should not be numerous, but are still worthy of evaluation)
— to assess the scheme’s robustness under a wider range of realistic operational
conditions.

Expanding the HIL framework to incorporate more complex networks and
fault scenarios will provide a more comprehensive validation of the scheme’s
performance. This would ensure a more rigorous assessment of its practical
feasibility in modern distribution networks and enhance confidence in its

deployment practically.
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7.2.5 Exploring alternative communication
technologies for protection systems

As discussed in Chapter 2 and 4, various communication applications are
relevant and potentially applicable to the proposed faulted section
identification scheme for protection and monitoring/FLISR applications.
However, in this research, validation using HIL testing was conducted using
only wired Ethernet connections, which were chosen due to availability in the
university laboratory. Ethernet is a communications technology similar to those
commonly used in practical protection systems, such as power line
communication or fibre optics. While Ethernet is a viable and representative
option, future developments in power system protection are expected to
incorporate a broader range of communication technologies, including
increasingly wireless solutions [7.10] — [7.12].

A promising direction for future research would be to explore alternative
communication methods, particularly wireless technologies, to expand the
available options for protection schemes. For instance, integrating private
4G /5G networks into the HIL setup would allow for an early assessment of
their feasibility in protection applications. This would provide insights into
their performance under different conditions, and include investigation and
evaluation of parameters such as latency, reliability, and resilience to
interference. By investigating these emerging technologies (from a protection
application perspective), this reach can contribute to the advancement of
protection schemes, ensuring their adaptability to the evolving power system

infrastructures.
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7.2.6 Enhancing protection system resilience
through back-up protection for
communication failures

The proposed protection scheme has been designed to ensure that
communication between relays remains as simple and low-bandwidth as
possible, with robustness against varying latency and no requirements for
extremely fast/fixed latency performance levels. This approach minimises the
amount of data exchanged, making the signalling process more efficient and
well-suited for modern digital infrastructures. However, despite its efficiency,
the scheme still relies on communication for its operation. In the event of
communication failure, relays would be unable to exchange signals, potentially
compromising the effectiveness of the protection system.

To address this limitation, developing a back-up protection scheme operating
independently of communication should be considered. The additional layer of
protection would ensure system reliability under scenarios where
communication is disrupted or unavailable. Potential solutions could involve
localised decision-making methods, such as adaptive overcurrent protection or
other non-communication-based techniques, to provide fault detection and
isolation when the primary scheme is inoperative. Investigating and integrating
such back-up mechanisms will enhance the robustness of the protection system,
ensuring its resilience against communication failures while maintaining the
advantages of the proposed digital-friendly scheme. Finally, in distribution
applications, there may still be some definite time protection (for example at
the main infeed point) that would be expected to provide an ultimate level of
back-up, albeit operating relatively slowly and isolating much more of the
network than necessary/desirable, but providing back-up protection

nonetheless.
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7.2.7 Improving faulted section identification to
include more accurate fault location

One potential limitation of the proposed fault identification scheme is its
approach to fault isolation, which focuses on identifying and isolating the
faulted zone or line section rather than pinpointing the exact fault location.
While this method is effective for ensuring system reliability and rapid fault
clearance, it may present challenges in certain maintenance scenarios. The
scheme is particularly well-suited for overhead line networks, where faults can
often be visually inspected, allowing maintenance personnel to locate and repair
the fault efficiently. However, in underground cable systems or complex network
configurations where visual inspection is not feasible, additional fault
localisation techniques may be required to complement existing approaches.

Future research can explore ways to enhance fault pinpointing capabilities,
particularly in environments where direct visual inspection is impractical. This
could involve integrating complementary fault location algorithms or leveraging
advanced sensing technologies, such as travelling wave-based methods or
machine learning-driven fault estimation techniques. By addressing these
challenges, the scheme can be further improved to support a wider range of
power distribution networks, ensuring both efficient fault isolation and practical
maintenance procedures across different system topologies. Note that some of
this may require more accurate measurement and/or higher-performance

communications, but it is still worthy of investigation.

7.2.8 Implementing the algorithm in a physical
relay and testing in a microgrid

While simulations and HIL testing provide valuable insights into the
feasibility of the proposed fault identification scheme, the most definitive way
to demonstrate its practical applicability is through implementation in a real

protection relay and testing in an actual power system environment. Deploying

238



the algorithm in a physical relay would allow for an evaluation of its real-time
performance, response time, and compatibility with existing protection
infrastructures. Additionally, integrating the scheme with FLISR systems
would enable a more comprehensive assessment of its potential role in
enhancing distribution system reliability and automation [7.13].

To facilitate this, an initial step could involve testing the scheme in a
microgrid, which serves as a controlled yet realistic environment that reflects
key characteristics of modern power systems. Microgrids incorporate both
traditional and IIDGs, making them an ideal testbed to assess the algorithm’s
effectiveness under different operating conditions. By conducting real-world
experiments in such a setting, the research can bridge the gap between
theoretical validation and large-scale implementation, ensuring the scheme’s
readiness for practical deployment in future distribution networks with

advanced automation systems.

7.3 Economic and cost-benefit analysis of the
proposed scheme

The proposed faulted section identification method, which utilises solely
current measurements, with no need for time synchronisation nor polarising
voltage measurements, potentially offers several economic advantages. Firstly,
there should be faster and more discriminative isolation of faults. There should
be with largely uniform operation times in terms of faulted section
identification across the entire network, negating the often-undesirable impact
of time-graded overcurrent protection at distribution voltages, which can
sometimes result in fault clearance times of several hundreds of milliseconds or
more.

This faster operation times can therefore minimise damage to equipment,
reduce the risk of fires and other consequential damage, reduced risk to

personnel, the public and wildlife, reduce the requirement for and stress
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associated with fault ride-through for connected generation, storage and other
devices, etc. This could all have significant economic benefit. If the system is
fully or partially blacked out, the knowledge of faulted sections can be used to
minimisc fault finding time and to morc cfficiently rcconncct the system.
During restoration, any faults remaining on the system (e.g. after a major
storm) would be known and the system could be used in either protection or
monitoring modc to assist with restoration from scverely damaged/degraded
statcs.

Other economic benefits may be associated with the simplicity of the scheme
— requiring no detailed design or setting (minimising staff and time required to
asscss, configure and apply settings) and reducing risk of incorrect
scttings/configurations lcading to incorrect/undesired/slow operation after
deployment. While communications is required for the system and will attract
a cost, the design of the scheme - comparing data between measurement points
at both cnds of a line section and transmitting this information as binary codes,
instcad of strcaming continuous analoguc or phasor data - not only simplifics
the communication process but also allows for the selection of cost-effective
communication technologies (which is tailored to the desired balance between
performance and cost) that meet the low-latency demands cssential for
protection systems in distribution networks.

Another potential economic benefit of this method is the reduction in costs
associated with implementation (for example compared to directional,
differential or phasor-based protection). The scheme’s reliance solely on current
measurements eliminates the need for voltage sensors, thereby decreasing both
equipment and installation expenses. Furthermore, as the scheme does not
require continuous communication between all nodes, it inherently minimises
the risk of communication failurc leading to incorrcct protection decisions,
enhancing system reliability without incurring additional costs. Finally, no
timing/synchronisation is needed, so no GPS or other clock/synchronisation

mcthods would be required.
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The ability to implement the scheme on both centralised and distributed
architectures allow flexibility and potential cost savings. However, the scheme’s
characteristics shows a slight preference for distributed architectures,
particularly in the context of FLISR application [7.13]. It cffectively reduces
communication costs associated with wide-area coverage, by facilitating relay-
to-relay communication within specific zones for localised fault discrimination
autonomously, without nceding to forward data to a central controller. This
reduces latency issucs, especially for long or remote feeders. This decentralised
approach also mitigates the risk of a single point of failure associated with
centralised communication backbone, thereby enhancing overall system
resilience [7.14]  [7.15]. However, the distributed approach requires embedded
logic and processing capability at cach line section, which may introduce higher
initial costs compared to a centralised scheme, particularly in large-scale
networks. For applications that demand comprehensive system monitoring,
such as thosc involving stability analysis, maintcnance planning, or high
penctration of RES, a centralised architecture may prove morc appropriate.
This is especially relevant when integrating grid-edge resources into an
advanced Distribution Management System (DMS) or when supporting grid-
forming capabilitics, where central visibility and coordination play a critical
role [7.16] — [7.17].

In term of protection performance, the method offers highly targeted
isolation by pinpointing the exact faulted line section, enabling the
disconnection of only the faulted segment while preserving service to unaffected
areas. This contributes to a significant reduction in extent of outages and
minimising the impact upon customers. This target isolating contributes to a
decrease in Customer Minutes Lost (CML) and Customer Interruptions (CI).
For example, as reported by UK Power Networks, in the year 2022/2023, the
average CML wag 28.8 minutes per customer per year, and the average Cl was
37.2 interruptions per 100 customers per year |7.18]. By improving fault

detection and isolation, the scheme has the potential to lower these figures,
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enhancing customer satisfaction and reducing penalties associated with service
interruptions.

While the requirement to install current sensors at both houndaries of line
scctions may incur initial costs, these arc offset by the climination of voltage
measurenment devices and the benefits of simplified communication
infrastructure (for example when compared with directional or differential
schemes). The overall reduction in cquipment complexity, scttings and
configuration and the associated decrease in the need to update/maintain/test
settings on an ongoing basis further contribute to the cost-effectiveness of the
protection scheme.

The mecthod could be wused for protection applications and/or
monitoring/FLISR applications as mentioned scveral times clsewhere in the
thesis. While protection application would require current-interrupting devices
(which would incur costs), the other benefits listed elsewhere may justify this
expense. An alternative may be to usc non-fault interrupting devices (c.g.
disconncctors) to isolate the faulted scction, initially isolating the overall
section of system with a circuit breaker (e.g. at the head or mid-point of the
feeder) and rapidly re-configuring the system to isolated the faulted section
using simple and cheap disconncctors, while the system is de-cnergised, having
been isolated initially by circuit breaker(s).

In summary, the faulted section identification method offers a cost-effective
solution for enhancing the reliability and efficiency of distribution network
protection. Its design minimises infrastructurc and opcrational costs while
providing flexibility in communication and architecture choices, making it a

financially viable option for modern power systems.
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