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Abstract 

This thesis presents a faulted section identification scheme designed for 

modern distribution networks, which is applicable to power system protection 

and/ or to the emergent "fault location, isolation, and service restoration" 

(FLISR) set of functions ( often also termed "distribution automation" or 

"distribution system automation"). The scheme relies solely on current 

measurements and employs a binary coded data exchange mechanism between 

measurement and processing locations that is used to compare the current 

angle and magnitude changes from pre- to during-fault conditions. The system 

can be implemented in distributed or centralised architectures. 

The scheme addresses many of the challenges arising from the increasing 

integration of distributed energy resources (DERs), which are described in 

detail in the thesis, and include reduced and variable system strength and 

short-circuit capacity ( or fault level), bi-directional power flows and protection­

specific issues such as blinding and sympathetic tripping. 

The reliability, selectivity, and accuracy of the scheme have been validated 

through extensive non-real-time simulation in MATLAB/Simulink, as well as 

hardware-in-the-loop (HIL) testing using a real-time digital simulator (RTDS). 

Simulations cover a range of scenarios including variation in fault location, 

fault resistance, short-circuit level, and load conditions. The HIL results, which 

include actual processing hardware and communications links, confirmed the 

scheme's ability to meet the timing and performance requirements of 

contemporary distribution protection and monitoring systems. In the 

concluding section, a range of areas for future work is suggested. 
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\Vind energy, encompassing both onshore and offshore installations, 

currently is the UK's leading source of renewable energy. It contributed an 

estimated 60.61 % of the total renewable energy generation in 202:3. Solar 

photovoltaic (PV) systems arc playing an increasingly significant role, 

accounting for approximately 10.24% in 202:3. Biomass and hydropower further 

diversify the UK's renewable energy portfolio [1.27]. 

Despite the significant progress made in transitioning towards renewables, 

non-renewable energy sources still hold a substantial share of the UK's energy 

mix. In 2000, non-renewable energy accounted for roughly 92.5% of total

generation [l.:�j. However, by 2024, this figure was projected to decrease to less 

than 50% [1.41, highlighting a noteworthy shift toward cleaner energy sources. 

This shift aligns with government policies aimed at reducing carbon emissions 

from fossil fuels and gas used in electricity generation to 5% by 2030 [1.281, 

ultimately targeting net-zero carbon emissions by 20f>0 [ 1.1 j - [ 1. 2 j, [ 1. 28 j. 

The global trend towards renewable energy adoption is not limited to the 

UK; many other countries arc experiencing similar shifts. This can be 

illustrated through the data presented in Figure 1.2, which depicts renewable 

and non-renewable energy generation from 2000 to 202:� in the United States 

(US), European Union (EU), China and Thailand (the author's home country). 

The data dearly indicates a significant increase in RES consumption 

worldwide, reflecting the effectiveness of government policies and public 

support for clean energy initiatives. This growth is indicative of a broader 

commitment to sustainability and environmental stewardship. 

Although the reduction in the use of fossil fuels for electricity generation is 

not uniform for the various countries illustrated, it does show that there is an 

ongoing and persistent global effort to reduce carbon footprints and transition 

towards a low-carbon economy. This shift is particularly evident in the gradual 

phase-out of coal and the increasing reliance on natural gas as a transition fuel 

[1.2D], as slmwn in Figure 1.:�. 
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Figure 1.2: Share of electricity production from rene\vables for a range of 

different countries [1.:m] 
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details protection schemes employed in traditional distribution systems, and 

outlines network behaviours (in terms of behaviour during both normal and 

fault conditions) compared to the past. This analysis serves as a foundation for 

the following chapters exploring the challenges these changes pose to traditional 

protection schemes. This chapter also includes the potential application of the 

scheme to monitoring and automation functions, e.g., FLISR application in 

future distribution network operations. Finally, it explores the communication 

technologies supported in distribution networks and the proposed faulted 

section identification scheme. 

Chapter :i outlines the challenges to conventional protection schemes arising 

from the evolving power network, as introduced in the previous chapter. It also 

forms the fundamental literature review component of the thesis, containing 

reviews of several potential solutions reported by other researchers, critically 

examining the proposals, their benefit;-_;, practical application and potential 

issues or gaps in their work. Dy identi(ying the contributions and limitations 

of other reported and relevant work, this chapter also justifies the choice and 

de;-_;ign of method;-_; used in the propo;-_;ed faulted section identification algorithm 

for protection and/ or monitoring/FLISR applications. 

Chapter 4 describes fully the principles of the proposed faulted section 

identification scheme, and shows how it utilises current-only angle/direction 

and magnitude mea;-_;urements, comparing the tran;-_;itions of the mea;-_;urement8 

from pre- to during-fault conditions, with relatively ;-_;imple and cheap 

communications to transfer logical codes describing these transitions between 

measurement locations. The detail of the data transmission process between 

neighbouring mea;-_;urement point is also described in this chapter. 

Chapter 5 demonstrates and validates the developed ;-_;cheme through ca;-_;e 

studies, simulation results, and performance verification. The chapter utilises a 

modelled system created in MATLAB/Simulink to demonstrate the reliability 

of the faulted section identification algorithm by simulating variou;-_; fault and 

non-fault scenarios, and a wide variety of conditions. 
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is attractive, it has no inherent backup, so non-unit schemes are required almost 

everywhere. 

Unit protection schemes are designed to protect a specific and clearly defined 

section of the power system, sueh as generator, transformer, or a line ( or even 

section of line). They operate based on the principle of comparing the current 

( and sometime voltage) at the boundaries of the protected zone. If a 

discrepaney is detected ( typically when the vector sum of the compared 

currents from a phase do not add to �ero, or close to �ero), the protection 

scheme will trigger. These system relay on measurements devices at both ends 

of the equipment or line, or from multiple measurements in multi-terminal 

circuits or for busbar protection applications. Unit protection schemes arc 

highly selective and fast-acting, minimising the risk of affecting adjacent system 

components. 

Non-unit protection schemes, on the other hand, do not confine their 

operation to a clearly defined �one (no boundaries). Instead, they typically 

protect larger areas of the system and determine the presence of faults based 

on measurements taken at a single location. These schemes may operate for 

faults occurring outside the immediate zone or as "backup" of the protected 

equipment, and hence, discrimination with other protection schemes is crucial. 

Time grading and coordination with downstream protection devices are 

typically employed to ensure selectively and avoid unnecessary disconnections, 

whereby the relay operates fastest for faults that are closer to the relay's 

location (directional capability can also be embedded), and progressively slower 

for faults further away ( to operate in backup zone as other protection systems 

should clear the fault before the backup time delay expires). 

Note that in the diagrams included in this section, only relays are shown. 

Circuit breakers would normally be located very close to the relays shown, 

along with measurement transformers, but for simplicity and to aid clarity, 

they are omitted. 

36 



Relay A Relay B

Bus A Bus B

A A
Zone of protection

Line A-B

F1
F2

Relay A

Bus A Bus B

A
Zone of protection

Line A-B

F1
F2



Relay

Zone of protection

I1 I2

Irelay = I1 – I2

Relay A Relay B

Bus A Bus B

A A
Zone of protection

Line A-B

F1

Communication link

𝐼1 𝐼2

𝐼𝑟𝑒𝑙𝑎𝑦 𝐼1 𝐼2



𝐼1 𝐼2 𝐼𝑟𝑒𝑙𝑎𝑦

𝐹1

𝐹2



Relay A

Bus A Bus B

A
Line A-B

F1 F2

Relay B

A
Line B-C

Decreasing fault current

Relay A

Relay B

Current

Time

I fault F1I fault F2Ipickup,AIpickup,B

tB,fault F2

tA,fault F2

tA,fault F1



𝑡 = 𝑇𝑀𝑆 ×  
0.14

𝐼𝑟
0.01 − 1

𝑡 = 𝑇𝑀𝑆 ×  
13.5

𝐼𝑟 − 1

𝑡 = 𝑇𝑀𝑆 ×  
80

𝐼𝑟
2 − 1

𝑡 = 𝑇𝑀𝑆 ×  
120

𝐼𝑟 − 1

𝑡

𝐼𝑟





• 

• 

• 

Relay A

Bus A Bus B

A

Bus C

Zone 1

(Instantaneuos)
Zone 2

(500 ms)

Zone 3

(1 s)



Reactance

Resistance

Zone 1

Zone 2

Zone 3



Communication

Infrastructure

Transmission

Substation

Residental

Customer

Industrial

Customer

Distribution 

Substation

Energy

Storage

Electric

Vehicle

Renewable

Energy

Other

Substation



• 

• 

• 

• 

• 

• 

• 

• 

•







Communication Technologies

Wired Communication Wireless Communication

Power Line

Fibre-Optic

Microwave

Digital Radio

ZigBee

Cellular Network

Satellites



















• 

• 

•

• 



to the installation complexity and associated costs of physical infrastructure 

over long distances. 

Considering coverage limitations, wireless communication technologies 

present a more appropriate alternative. A comparative analysis of their 

suitability is provided in Table 2.2. 

Table 2.2: Comparison of wireless communication options 

Technology Bandwidth Latency Noise Tolerance Coverage Cost 

Microwave v v & v Medium - high 
( need line-of -sight) 

Digital radio v v & v Low - medium 

ZigBee v v v 
X Very low 

( < l km)

Cellular v v v v High 

Satellite v X X v Very high 

In the context of faulted section identification schemes, microwave, digital 

radio, and cellular networks may all be considered viable communication 

technologies. However, when cost-effectiveness is taken into account, digital 

radio emerges as the most reasonable choice among the three. 

One aspect that requires careful consideration is the system's tolerance to 

noise, which can be influence by actors such as antenna quality and weather 

conditions. For the application discussed in this thesis - binary-code signal 

transmission - noise is expected to have a minimal impact. This is due to the 

extremely low data complexity, which provides a higher margin for signal 

interpretation. 

For example, a binary 'O' may be transmitted using a O V signal, while a '1' 

may correspond to a 5 V signal. In this case, even if noise causes minor voltage 

fluctuations, the receiver can still reliably distinguish between the two logical 

states, thus maintaining communication integrity. 
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Sympathetic: tripping can occur when network relays activate due to 

variations in fault current magnitude or phase associated with remote or 

external faults. It can also happen if faults are on the system for a longer time 

than undcrvoltage protection is designed for and can result in DG interface 

protection tripping unnecessarily for remote network faults - situations for 

which the protection has not been designed for [:3.2]. This phenomenon is 

sometimes also referred to as false tripping [:3 .3]. The implications of 

sympathetic tripping include unnecessary outages, diminished reliability and 

availability of the power grid, increased operational costs through more 

remedial activity and possibly penalties for loss of service to 

customers/ generators, etc. 

A primary cause of sympathetic tripping in systems with distributed 

generators (DGs) is the bidirectional nature of power flow introduced by these 

generators, particularly during faults on the network [:3.4j - [:U.ij. Conventional 

protection systems in distribution networks arc designed for unidirectional 

power fiow. Consequently, when a fault occurs, the current may exhibit a 

sufficiently high magnitude (which increases during a fault) but it may result 

in the direction/ angle of the current being different to ( even opposite to) the 

normal operational power flow and current angle. Conventional protection 

mechanisms, such as overcurrent protection, which focus solely on current 

magnitude, may misinterpret this condition. They may detect a current 

magnitude exceeding the predetermined pick-up setting, leading to relay 

tripping even in the absence of a fault within the specific section. 

To illustrate this concept, consider Figure :3.1, which presents a single-line 

diagram of a portion of a distribution network comprising three buses: one 

utility, two DGs, and three overcurrent relays ( OCRs). Assume a fault F occurs 

between I3us 1 and I3us 2. All generators, including the utility and DGs 

connected to bus 3 and bus 4, will generate fault current directed toward the 

fault location, as illustrated by the green lines in Figure :3.1. OCR2 and OCR:3 

can detect the fault current produced by DG 1 and DG 2. If the magnitude of 

the fault current exceeds the set pick-up current, these relays may activate, 
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Several factors may contribute to the phenomenon of protection blinding, 

primarily arising from alterations in the fault current profile of the power 

system due to presence of DER. These changes a.re largely driven by the DGs, 

especially non-synchronous sources such as solar PV systems, and the 

increasing amount of energy storage ( also electric vehicles) could also 

contribute to changes in fault current profiles in the future. One significant 

factor leading to protection blinding is the reduced overall fault current 

contributions from DGs compared to grid infccds from higher voltage levels, 

which are traditionally "strong" and provide high levels of fault current. 

Reductions in overall fault levels would be particularly evident in systems that 

arc allowed to operate in islandcd-modc in the future (and also may operate in 

grid-connected mode). This is not. so common in many developed power 

systems, but could become more prevalent in the future. In traditional power 

systems, fault currents are predominantly supplied by synchronous generators 

( often connected to transmission systems, which would in turn supply fault 

current to distribution systems via transformers connected to the lower voltage 

systems), which are capable of delivering high fault current levels during system 

disturbances. In contrast, many DGs (and storage) typically utilise pmver 

electronic interfaces that do not. provide the same of fault current. [:3.7J. Another 

contributing factor is the location of the fault in relation to the DG unit. If a 

fault occurs "downstream" of the DG unit with respect to the main grid infeed, 

the DG may effectively reduce the fault current observed by upstream 

protection devices. In such instances, the relay closest to the fault. may fail to 

detect the presence of the fault ( or may be slower in clearing that in should 

be) because the current is less than expected, or in extreme cases falls below 

its operational threshold 1:t 71. This situation, sometimes referred to as 'under­

rcaching', is where the relay 's :;,;one of protection is effectively compromised due 

to the current contribution from the DG, and its potential to reduce "upstream" 

fault currents supplied from the grid ( due to the DG supplying fault current 

and supporting the volt.age at its point of connect.ion, effectively increasing the 
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nuisance tripping due to a variety of factors. These factors include transient 

faults, inrush currents when transformers are energised, high currents 

associated with large motors starting directly, unbalance, harmonics, power 

quality issues [3.9] [:3.10]. Note that many modern protection relays have 

functions to reduce or eliminate nuisance tripping, but it is still a risk for many 

systems. Furthermore, transient conditions in pmver systems, for example due 

to temporary disturbances in the system, such a.9 lightning strikes or switching 

operations, may also cause protective devices to trip unnecessarily. 

The integration of DERs introduces additional complexities in protection, 

both from introducing risks (such as harmonics and unbalance) and in terms 

of setting and coordination of protection devices. Traditional protection devices 

arc typically designed to operate within specific voltage thresholds. However, 

the presence of overvoltage or undervoltage conditions - often resulting from 

fluctuating loads or the variability associated ·with DERs - can lead relays to 

misinterpret these voltage anomalies a.s fault conditions. This misinterpretation 

can result in unnecessary tripping, further complicating the operation of the 

pmver system and potentially leading to cascading failures if not managed 

appropriately l:3.llj - l:3.12j. 

One approach to "desensitising", protection is to make adjustments to 

protection settings, such as increasing time grading and/or thresholds to 

address operational errors in overcurrent protection devices when extensive 

amounts of DERs are connected to the protection system. Hmvever, this can 

lead to delays (or even non-operation) with respect to relay operation, which 

could lead to further problems or risks. These delays may result in the relay 

failing to respond in a timely manner to actual fault conditions, thereby 

increasing the risk of extensive damage to the system in the event of uncleared 

( or slowly cleared) faults, increasing the likelihood of nuisance tripping of other 

protection relays that should not operate for the fault in questions, tripping of 

generation unable to ride-through, etc. [:3. 1:3j. 

75 





• 

• 

•







modern power systems, where the integration of DERs presents new challenges 

to conventional protection mechanisms [:1. 25]. 

A comprehensive discussion of various methods and algorithms is presented 

in [3.2Gj [3.28j. Fundamentally, adaptive protect.ion builds upon traditional 

protection schemes while incorporating the ability the modify settings in 

response to changing net,vork conditions, such as load variations, fluctuations 

in DG capacity, and the operational modes of microgrids, which may alternate 

between grid-connected and islandcd configurations. 

In [3.261, a novel protection scheme is introduced that employs an adaptive 

overcurrent relay. This adaptive scheme is particularly useful in addressing 

protection challenges that emerge when the network operates in an islandcd 

mode, a scenario where the potential fault current can vary unpredictably in 

both direction and magnitude. In such a mode, the fault current levels are often 

lower than those encountered under normal grid-connected conditions and can 

sometimes drop below the threshold required for detection and operation by 

traditional overcurrent relays. The method employed in the adaptive scheme is 

presented in the form of a flowchart in Figure :1.:1, which outlines the 

algorithm's step-by-step operational logic. 

The adaptive protection process begins with a detailed assessment. of the 

relay settings to ensure they align with the real-time conditions and operational 

mode of the system, specifically adjusting the pickup current to be set at l .f> 

times the maximum load current, through calculating load flows and short 

circuit levels. Once initial settings arc in place, the algorithm actively monitors 

for any changes in the system's operating conditions. If no changes are detected, 

the relay settings remain consistent; however, if any significant changes are 

identified - such as variations in load or the status of DG connections - the 

system automatically recalibrates the relay settings to reflect the new 

environmental conditions. This real-time adjustment is facilitated by 

integration with SCADA, ·which enables continuous monitoring and rapid 

response to dynamic system changes. 
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To validate the effectiveness of this proposed adaptive overcurrent scheme, 

the authors employed the Electrical Transient Analyser Programme (ETAP) 

soft.ware and selected the IEEE 9-bus benchmark as the case study model. 

Simulation results indicate that the adaptive relay demonstrates superior 

performance compared to conventional overcurrent relays, with notable 

improvements in selectivity, reliability, and sensibility, as \Nell as significantly 

fast.er operation speed. However, the system's reliance on real-time monitoring 

and calculation of load/short circuit levels introduces certain challenges, 

particularly the need for numerous sensors to enable continuous data collection 

across the network. vVhile the simulation is this case study was limited to a 9-

bus system, real-world distribution systems arc generally much larger and more 

complex. This increased scale raises the potential for communication delays or 

data loss during transmission between sensors and control units, which could 

impact the performance of the adaptive protection scheme in practical 

applications. 

Another adaptive overcurrent protection scheme is presented in [3.271, where 

the sequence components of both voltage and current are measured using 

voltage and current transformers to detect all types of faults. The current 

measurements arc utilised to identify ovcrcurrcnt situations, while voltage 

measurements are employed to monitor overvoltage or undervoltage conditions. 

vVhen an overcurrent event occurs, it is detected by an overcurrent relay, which 

also determines the tripping time based on the Inverse IDMT characteristics 

[:3.29]. If a disturbance in voltage is detected for a sustained duration, the CI3 

is tripped using the appropriate command in response to overvoltage or 

undervoltage conditions. This algorithm distinctly separates the operational 

modes for grid-connected and islanded modes, as illustrated in Figure :3.4. This 

system also indudes additional functionality, such as event reporting, data 

logging, and communication links. \Vireless communication is recommended for 

centralised control due to its low installation cost, rapid deployment, high 

mobility, and ability to reach remote locations. However, in instances where a 

fo.ult cannot be easily resolved, manual intervention is required for fault 
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adaptive protection schemes aim to perform all necessary functions 

automatically, which aim to facilitate enhanced overall system performance, 

reliability, and selectivity within networks. 

However, the implementation of smart monitoring capabilities introduces a 

level of complexity that necessitates the integration of advanced intelligent 

technologies, often increasing cost, complexity and perhaps making it difficult 

to ensure the deterministic operation of the system under all possible scenarios. 

Specifically, these systems require multifunctional microprocessor or numerical 

relays, which must encompass a range of features, multiple setting options, and 

robust algorithm processing capabilities. Additionally, the8e relays 8hould be 

able to interact seamlessly with other IEDs within the network. The flexibility 

of logic schemes is also essential, as these systems must adapt to real-time 

conditions. 

The operational logic of adaptive protection reqmres that settings be 

adjusted in response to changing grid operations and conditions. Although 

some adaptive protection schemes can automatically recalibrate their settings , 

this process may still involve time-cornuming calculations, especially when 

faced with new network situations. If a fault occurs immediately after a change 

in network conditions, the adaptive protection system may struggle to respond 

effectively, highlighting a potential vulnerability in its design. This challenge 

emphasises the importance of ensuring that adaptive protection systems are 

not only responsive but also capable of rapid recalibration to maintain sy8tem 

integrity. 

History has shown that for more complex systems (not just protection), the 

po8sibility of ( often human-introduced) errorn increase8, 80 this mu8t be borne 

in mind when considering any :,advanced" protection ;:,ystem, particularly given 

the highly-critical nature of protection functions in terms of maintaining 

supplies and avoiding dangerous conditions, and potential blackouts. The 

balance betvveen complexity and simplicity and potential for error must always 

be maintained. One of the major benefits of the scheme developed in this 
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Given the protection challenges posed by DEils - notably bidirectional 

power flow and fluctuating fault levels in distribution networks - directional­

based protection schemes offer a promising solution. One such method involves 

detecting the direction of faults using phasors derived from voltage and current 

measurements captured during fault conditions. 

[:t:35] provides a comprehensive overview of the fundamental principles and 

practical implementations of directional overcurrent protection. It explores 

various established techniques included using quadrature volt.age combined 

with Jvlaximum Torque Angle (MTA) settings, as well as symmetrical 

component analysis is to determine the direction of fault current. Hmvever, one 

of the main drawbacks of relying on voltage measurement is that it. may fail to 

determine the fault direct.ion when the fault occurs in close proximity to the 

relay, due to the substantial voltage collapse at the measurement point [3.36J. 

There is also the additional expense associated with providing voltage 

measurements. Notably, volt.age measurements arc not required in the scheme 

developed through this research. 

Another paper proposes a novel algorithm for directional protection based 

on the cross-correlation of Fast Fourier n·ansform (FFT) components of voltage 

and current for each phase [:3.:371, as met.hod illustrated in Figure :LS. Fault 

detection is performed by applying the k-nearest neighbour (k-NN) algorithm 

to the instantaneous pmver sample is compared an adaptive threshold. Once a 

fault is detected, the direction is identified by applying cross-correlation 

between the voltage and current. FFT components to determine whether the 

fault is in the forward or reverse direction with respect to the relay location. 

vVhile the method demonstrates high accuracy and speed under various 

conditions, it lacks discussion on robustness against noisy measurement or 

signal distortion. The FFT should assist with this, but the method may be 

sensitive to time-window alignment, especially in system with rapidly changing 

dynamics. l\foreover, it requires both voltage and current mea�mrement devices, 

as mentioned before, which can be costly. 
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fail to consider non-fault disturbances such as load changes, which can also 

result in significant variations in current direction. \Vithout explicit 

mechanisms to differentiate bet.vveen genume faults and operational 

disturbances, these schemes may be vulnerable to false tripping or exhibit a 

lack of security under practical conditions. 

The study presented in [:�.41] employs conventional overcurrent protection 

using Time IVIultiplicr Settings (Tl\-IS) in combination with a basic directional 

relaying method, as previously described in [:3.:3.SJ. This approach enables 

coordination among multiple overcurrent relays and helps to mitigate 

sympathetic tripping in bidirectional power systems. However, in multiple­

infced systems, power flow direction can vary depending on operating 

conditions. As such, prior knowledge of the power flow direction is essential for 

the method to function correctly. The validation in the referenced work is 

conducted using a fixed network topology or configuration, along with a 

constant load capacity. This limitation may lead to incorrect relay operation 

when applied to systems with dynamic configurations, which is a characteristic 

feature of modern distribution network with high penetration of DG. 

l:3.42j reports on a scheme ·which utilises the direction of negative sequence 

power, combined with the negative sequence current suppression strategy 

typically implemented in inverter-based DG, to determine fault direction. The 

approach estimates the fault direction based on the line impedance angle during 

the fault period. Huwever, calculating the line impedance requires both voltage 

and current measurements, as previously discussed, which introduces additional 

costs and potential limitations. Voltage measurements, in particular, are known 

to be unreliable during dose-in faults due to voltage collapse, and the reliance 

on multiple sensors significantly increases installation cost and complexity. 

Furthermore, the scheme's use of only the negative sequence component 

inherently prevents the detection of balanced faults, an omission that may be 

inadequate for practical deployment in realistic application environments. 

Another pilot directional protect.ion scheme that is solely current.-ba..c;;ed, 

utilising phasor measurements of the positive sequence fault current to 



discriminate between internal and external faults is proposed in [3.43]. The 

method does not require prior knowledge of the system's power flow direction, 

a.s it relies on phase angle differences of the fault components before and after

the fault event. However, the scheme depends on real-time communication to 

continuously exchange current phasor information between measurement 

locations. This nnpm,es strict requirements on the communication 

infrastructure, particularly in terms of speed and latency, which arc not 

addressed in the paper. The simulation studies conducted in the paper do not 

include single phase-to-earth faults, which are the most common fault type in 

practical distribution networks. Additionally, in systems where one source i::i 

weak or disconnected, the resulting current phase angle differences may be 

unreliable, thereby limiting the scheme's dependability under such operating 

conditions. 

In l:3.44j, a novel method is proposed that introduces a directional protection 

scheme which docs not rely on pilot communications or prior knowledge of 

system power flow direction. Instead, it determines the fault direction solely 

based on post-fault current. The approach utilises a "Directional Detector" 

(DD) to identify fault direction, ·with the algorithm shown in Figure :�.8.

According to this method, if the computed DD obtained via. the S-Transform 

- yields a value of I 90Q , the fault is classified as forward; conversely, a value

of -D0° indicate::i a reverse fault. The authors suggest that this scheme does not

require prior knmvledge of the power flow direction, enhancing its adaptability.

However, no experimental validation is provided to support this statement.

Additionally, the algorithm requires the fault current to stabilise before it can

make a decision, preventing ultra-fa8t operation. Thi::i po::ie::i a significant

limitation in scenario::i involving ::iituations such a8 close-in faults, where

significant current distortions may occur during the initial transient pha .. se.

Delayed operation in such cases could result in system damage or safety ha?:ards

before the relay activate::i. Furthermore, the validation of the method is limited

to offlinc simulations, and its robustness under real-time conditions remains

uncertain. It is also important to note that the proposed scheme does not
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Table 3. 2 (cont.): Summary of directional-based schemes protection 

Reference 
Summary of Contributions 

Limitations 
Method claimed 

[3.43] A fully current- Does not require The scheme relies on 
based pilot prior know ledge real-time communication 
protection scheme of power flow with strict latency 
using phasor direction, relying requirements, which are 
measurement of instead of phase not addressed in the 
positive-sequence angle difference paper. It is sensitive to 
currents for pre- of fault noise, system unbalance, 
and during-fault components and may be unreliable 
current conditions before and after with weak or 
to distinguish the events. disconnected sources. 
internal from Common fault types like 
external faults single-phase-to-earth 

fault are not considered 
in the validation. 

[3.44] Determines fault Determines fault Lacks experimental 
direction using a direction solely validation and relies on 
DD computed via from post-fault stabilised fault current, 
the S-Transform. current, without delaying operation during 

relying on pilot severe transients. The 
strategies or method is only validated 
prior know ledge through offiine 
of power flow simulations and lacks a 
direction. mechanism for fault 

indication/initiation of 
operation. 

[3.46] Detects faults A current-only Requires prior knowledge 
using current method capable of power flow direction, 
variation or step of detecting making it unsuitable for 
comparison, and faults very systems with variable 
determines fault rapidly, in less configurations and 
direction based on than 1 cycle. operating modes. 
the characteristic 
of pre- and post-
fault current. 
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Two sources are used in most of the simulations and tests in this thesis for 

two reasons. Firstly, to test and evaluate the operation of the scheme when 

there are sources of fault current ( e.g. generation or energy storage) connected 

at both "sides" of the faulted section. This will be increasingly common in future 

systems with distributed generation connected throughout the system. In 

reality, Source 1 in the diagram below may be a grid connection ( e.g. a 

transformer connected to the higher voltage system), whereas Source 2 may in 

fact be made up of many small distributed energy resources (such as solar PV, 

energy storage, etc.) connected at various locations "downstream" from the 

fault location. Secondly, Source 2 is used to emulate situations where the 

generation connected throughout the overall section of distribution system may 

in fact be "net" exporting to the grid prior to a fault (i.e. the normal direction 

of power flow is reversed). Alternatively, in some countries, the distribution 

network may be operated routinely as a non-radial, "meshed" or interconnected 

network with two or more grid connection. The presence of Source 2 also allows 

demonstration and testing of operation under such scenarios. 

The radial topology is found in the va.-;t majority of traditional pmver 

distribution networks, where power flows from a source (typically a transformer 

connected to the higher voltage distribution/transmission system) indicated 

by Source 1 on the figure, to multiple loads through a series of interconnected 

components. vVhile radial topologies are common, as described previous, the 

scheme ·will also function in an interconnected/meshed topology and/or 

systems with significant distributed generation connected, as for each section, 

the pre-fault power flow would still be in the same direction when measured at 

the terminals of each individual section of the network ( as no loads are 

connected to any individual sections). 

In this model illustrated in Figure 4.1, Sources 1 and 2 arc interconnected 

through the line section from Rl to R2, with power flowing from Rl to R2 in 

normal circumstances prior to any fault ( although the power could also flow 

from R2 to Rl and the operation of the faulted section identification process 
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currents digitally and also in systems where the fundamental current 

measurement must be extracted from "noisy" waveforms containing distortion 

( e.g. due to fault transients) and harmonics. 

The Fourier Transform is a mathematical tool that decomposes any periodic 

waveform in the time domain into its constituent frequency components, and 

can extract specific components' (e.g. the fundamental component) magnitudes 

and phase values. It plays a fundamental role in numerous fields, including 

signal processing, physics, and engineering 14.1]. This transform allows for the 

decomposition of a signal into its constituent frequencies including harmonic, 

representing a function as a sum of sinusoidal 'Waves, each characterised by 

distinct amplitudes and phases. 

Additionally, due to its harmonic decomposition properties, the Fourier 

Transform is widely utilised as a filter for noise reduction or the 

mitigation/removal of harmonic distortion from "raw" measurement data. Such 

distortion often arises from non-linear loads, including DG drives, voltage 

source inverters (VSis), current source inverters ( CSis), or phenomena such as 

transformer saturation, arcing loads, etc. By selectively filtering out specific 

frequencies associated with this distortion, the Fourier Transform allmvs for the 

extraction of the desired harmonic components from the input waveform [4.2]. 

Figure 4.4 illustrates harmonic decomposition achieved through the application 

of a 12-pulse rectifier. 
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Figure 4.4: Harmonic components after decomposing: the fundamental (1st), 

5th, 7th, 11th, 13th [4.2] 

In practical applications, signals are often samples and exist in a discrete 

form - in protection, this would typically be as a result of an analogue 

measurement ( e.g. from a current transformer) being sampled, within the relay 

or at the current transformer itself, to produce discrete numeric values for 

onward processing [4.3]. The Discrete Fourier Transform (DFT) is employed to 

analyse these discrete signals, particularly in the context of digital signal 

processing (DSP). The Fast Fourier Transform (FFT) is an efficient algorithm 

designed to compute the DFT, significantly reducing the computation 

complexity associated with this transform [4.21. 

4.3.1 The Discrete Fourier Transform (DFT) 

The DFT is a mathematical technique used to analyse the frequency content 

of discrete and finite in length signals [4.1]. Unlike the continuous Fourier 

Transform, which is used for continuous-time signals, the DFT operates on 

sampled data, making it particularly useful in DSP. The DFT converts a finite 
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to the data recorded under normal operating (before a fault happens) 

conditions. 

Following the occurrence of a sudden change in current, the faulted section 

identification process commences by initially assessing the shift in current phase 

angles. It is determined that if the changes in current angles at both 

measurement points exhibit differing rotations (CvV-CCvV or CCvV-CvV) or 

differing values (positive-positive or negative-negative), the fault is identified 

as residing within the zone. Conversely, if the shifts in current phase angles at 

both measurement points demonstrate similar (positive-positive or negative­

negative), the fault is presumed to be located outside the zone. 

However, when the current angle changes at both measurement points arc 

identical, this docs not necessarily indicate the absence of a fault within the 

zone. If one of the sources at the endpoint has an extremely low fault level, it 

will contribute minimal fault current when a fault occurs (or, in some cases, 

may even behave as a load). Consequently, the current angle at. any point 

downstream of the fault may become unreliable. This lack of reliability is 

reasoned by the exceedingly low current magnitude. Therefore, an additional 

faulted section identification scheme based on the comparison of changes in 

current magnitudes is introduced to enhance the reliability of the method, 

particularly when the comparison of current phase angle changes along proves 

insufficient. 

If the changes m current magnitudes at both measurement points are 

opposite in sign (positive-negative or negative-positive), the fault is presumed 

to be internal. Conversely, if the changes in current magnitudes are identical 

(positive-positive or negative-negative), the fault is considered to be external 

to the observation zone or may not be a fault at all; however, other 

circumstances such as load changing may also cause sudden changes in current 

or voltage. 

Additionally, this chapter provides an explanation of the study system 

design, the current magnitudes and phases calculation process and 

implementation, along with a flowchart of the faulted section identification 
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infeed from one "side" for a fault on a section of network. Both of the sources 

are star-connected and solidly earthed. 

The network incorporates fixed and constant-PQ balanced loads, which are 

connected to I3us Ll, I3us L2, I3us L4, I3us L6, and I3us L8, each supporting a 

single load. Bus L3, Bus L5, Bus L 7 are each connected to variable, constant­

PQ, balanced loads, with switches allowing for disconnection of specific loads 

as needed this assists with investigating the performance of the system during 

load changes (non-fault transients). Additionally, mca.•mring devices ( or 

"protection relays" in a protection application of the scheme) are installed at 

both ends of the line sections between each interconnected bus, with each relay 

assumed to control a circuit breaker (CI3) to facilitate the isolation of a faulty 

line section in the event of a disturbance. As mentioned elsewhere, the method 

could be used for protection applications and/ or monitoring/FLISR 

applications. vVhile protection application would require current-interrupting 

circuit breaker devices, an alternative may be to use non-fault interrupting 

devices ( e.g. disconnectors) to isolate the faulted section, initially isolating the 

overall section of system with a circuit breaker ( e.g. at the head or mid-point 

of the feeder) and rapidly re-configuring the system to isolate the faulted 

section using simple and cheap disconncctors, while the system has been 

isolated by the circuit breaker(s). This is also discussed in Chapter 7. 

The line parameters used in the simulation model have been selected based 

on actual distribution line data, as documented in l5.2j. 

At the initial stage of the simulation, specific switching configurations arc 

applied to control load connections within the system. Switches S'\V:3, S'\V5, 

and SvV7 are closed to connect Load:�, Load 5, and Load 7 to Bus L:�, Bus L5, 

and Bus L 7, respectively. Furthermore, the controllable switch between Bus L8 

and Source 2 is maintained in a closed position to ensure that Source 2 remains 

connected to the system throughout the initial phase. A detailed summary of 

key simulation parameters, including line, load, and source are summarised in 

Table ,5 .1, with their respective values presented for use in the simulation 

model. 
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As observed from results in Table 5.14, it can be concluded that the fault 

identification process operates accurately over a range of conditions. Although 

the comparison of current phase angle change between pre-fault and during­

fault condition at both ends of a line section may fail to detect an internal 

fault, due to the significant difference in current magnitudes at each end pre­

and during-fault periods comparison results in the system correctly identifying 

the faulted section. 'Nhen the current magnitude change comparison yields a 

result of '1 ', indicating a significant difference in current magnitude 

characteristics between the pre-fault and during-fault conditions, the scheme is 

still able to accurately determine the presence of an internal fault within the 

observed zone. This confirms the effectiveness and the reliability of the 

proposed method, even in cases where angle-based detection alone is 

insufficient. 

Note that in certain phase-to-phase (P-P) fault scenarios for single infeed 

systems, the comparison of current angles from pre- to during-fault conditions 

across measuring devices at each line section end remains effective for 

identifying the faulted section. This is because, during phase-phase faults, as 

long as there is a three-phase connected load (star or delta) connected 

downstream from the phase-phase fault location, then current will "flow" from 

the source through the healthy phase and return, via the load connections, to 

the fault location via the faulted phases, and the currents on the faulted phases 

will be out of phase with the currents flowing from the source upstream of the 

fault. So, if measurements a.re taken from both ends of the faulted section, the 

faulted section will be correctly identified. This will be the case when there are 

infeeds from only one, or both, of the ends of the system. In the case where 

there are no loads or other phase-phase connections (e.g., transformers) 

downstream of the phase-phase fault location, then no currents will flow "back" 

to the fault from downstream. In such cases, the supplementary magnitude 

change comparison element of the algorithm should successfully identify the 

faulted section. 
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disturbances. The initial switching configuration was maintained as shown in 

Figure 5.12, with Source 1 set to a short-circuit level of 250 MVA and a voltage 

angle of 1()
0

• 

In each test case, Load S and Load 7 were independently modified to 

represent 50% and 90%. of their full-load capacities, including complete 

disconnection, which was achieved by opening svvitch SvV5 and SvV7, 

respectively, in order to isolate the corresponding loads. An example of the 

simulation results when switch S"\i\17 is open to disconnected Load 7 at t 

0.4 s - is shown in Figure 5.16. 

As illustrated in Figure 5.16, when isolating Load 7, both the current 

phase angle and current magnitude at all relays exhibit observable changes, 

with arc sufficiently to trigger the fault identification process. However, upon 

comparing the current angle change and current magnitude change between 

each relay and its paired relays, the algorithm correctly determines that the 

disturbance lies outside of their respective monitored ;,,:ones. Consequently, no 

relay issues a trip command. 
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Since the focus of this experiment is on assessing and demonstrating the 

behaviours of R22 and R:n, it is assumed that the other relays in the system 

remain inactive when a fault occurs on the line between Bus 1 and 2 - although 

in practice the actual system may contain many relays, and there is also a 

question over whether the algorithm could be implemented in a centralised or 

distributed fashion in an actual application. This ensures that the test isolates 

and evaluates the performance of the scheme , in terms of it identifying the 

faulted section correctly, without interference from other protection elements 

in the system. 

Notably, the communication between system components within the 

laboratory set.up at the University of Strathclyde has been established using 

standard Ethernet communication. As outlined elsewhere in Chapter 2, there 

are various communications technology options for an actual implementation, 

and this ·would depend on a variety of factors including the utility's existing 

system and the details of the application ( e.g. urban vs rural, distance between 

locations ctc). Experimental results from the HIL implementation indicate that 

the measured latency does not exceed 8 ms, which is not a problem for 

distribution-level applications, ·where fault clearance times of several 10s or 

even 100s of ms arc acceptable. In an FLISR application, very fast (less than 1 

cycle) operating times would also not be required, so no communications issues 

are evident or anticipated. 
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𝐼𝑓,𝑆1

𝑍𝑆1 = 𝑗
𝑉𝑠

√3 × 𝐼𝑓,𝑆1

𝐼𝑟𝑚𝑠 =  
𝐼𝑝𝑒𝑎𝑘

√2
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This theoretical value can be compared with the current measured 

during HIL testing, as shown in Figure 6.:�, where the peak current values of 

ea.eh phase were recorded a.s 2.:3:3 kA at R:�2, and 2.16 kA at both R22 and R:n 

(which is effectively the cmrent through the line connecting bus ;3 and 2), and 

2.1;3 kA at R21. Converting the R22 and R31 values to rms equivalents using 

Equation (6.2) results in a rms current of 1.5:l kA, ·which is relatively dose to 

the analytically calculated value. For completeness and, as mentioned earlier, 

there will be some current drawn by the loads connected at bus 2 and bus 3. 

From the RTDS simulation, the magnitudes of the rms load currents at bus 2 

and :i during the fault are 118.28 A and 2G.:l9 A, respectively. These load 

currents have been calculated by measuring the currents at relays R:32 and 

R21. For example, load current. from bus :3 is equal to the current. at R:32 minus 

the current at R:31. \Vhile the current from bus 2 to the load is the current 

measured at R22 - the current measured at R.21. These values for load currents 

during this fault, which when added to the line current of 1.5:3 kA gives a total 

current of 1.65 kA, which is very closely aligned with the calculated value of 

1.65 kA stated earlier (which neglected the loads). 

A dose alignment between the analytical and simulated current values 

indicates that the model responds relatively accurately during disturbances, 

and does not exhibit instability or anomalous behaviour. This step was essential 

to validate that the simulation environment provides a sound basis for 

evaluating the performance of the scheme. The results confirm that the model 

is suitable for real-time implement.at.ion, and that it can be confidently used to 

assess relay operation under a wide range of fault scenarios. 
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line connecting Bus 2 and Bus 3, the flag signals of relay Il22 and R31 are 

activated, prompting the exchange of current angle and magnitude data 

between the two relays. 

l3y evaluating the current data, it was consistently observed that there was 

always a difference in at least one phase's current angle shift. This observation 

confirms the presence of an internal fault within the monitored zone of Bus-B­

l3us-C. Hence, the algorithms of relays R22 and R:n generate a trip signal with 

a value of '1 ', which is then sent back to the RTDS in every instance. 

Moreover, the time delay between fault and trip signal initiation at both 

relays were recorded to be no greater than 25 ms. This mea:mred latency is 

considered sufficiently fast for protection applications in distribution networks, 

ensuring a timely and reliable fault-clearing response. 
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the performance of the model can be deemed accurate and valid. The 

investigation involved various fault types introduced at different locations 

within the system, ,vith a particular focus on the line connected between Bus 

2 and I3us :3. The flag signals, current phase angle changes, and current 

magnitude changes were analysed to determine the fault location and to 

distinguish between internal and external faults. 

The results demonstrated that when a fault occurred outside the monitored 

�one, the relays correctly identified the condition and did not initiate a trip 

signal. Conversely, when the fault was within the monitored line section, the 

relays detected discrepancies in current phase angle shifts or current magnitude 

changes, leading to the activation of the trip signal. 

While resistive faults and faults were there arc weak/single infceds were not 

included due to the time required to simulate and set up on the RTDS/HIL 

arrangement (and the limited availability of this facility), Chapter 6 ha.-, shown 

results for such scenarios using the offiine simulation facilities. It is believed 

that the RTDS/HIL simulations would show similar results, so accordingly only 

a limited set of scenarios has been used - but this still shows the practical 

application of the system in a credible hardware/real-time context. 

Furthermore, the communication latency between fault detection and trip 

signal generation was observed to be within 25 ms, ensuring a fast and reliable 

response suitable for protection applications in distribution networks. These 

results highlight the accuracy, selectivity, and efficiency of the proposed 

approach, confirming its practical applicability for real-time power system 

protection and/or monitoring and FLISR applications. 
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comprehensive literature review has been conducted, highlighted various 

developed schemes along with their benefits and limitations, some of which had 

been identified a.s potential research gaps relevant to the proposed work. 

As noted, the proposed method enables cost-effectiveness by eliminating the 

need for voltage measurement sensors. l'vioreover, the decision-making process 

is based on highly simplified data, vvhich in turn allows for a variety of 

communication tedmologics to be employed. This flexibility enables authorities 

to optimise both the cost-effectiveness and performance of the system. 

Furthermore, as the scheme is inherently based on digitised data, it is 

particularly well-suited for integration with modern digital equipment, aligning 

with the ongoing transition towards digital substations and smart grid 

infrastructures. 

The scheme has demonstrated its reliability, selectivity, and accuracy 

through non-real-time simulation conducted in lV1ATLAB/Sinmlink software. 

The simulated model represents a radial system with multiple buses. Various 

test scenarios arc reported, including changes in fault location within the same 

line section to evaluate the scheme's performance against dose-in faults; 

variation in fault resistance to assess its response to high impedance faults 

(noting that the scheme may not be initiated under extremely high fault 

resistance due to threshold limitations, which can be adjusted by the user); 

variations in short-circuit levels to examine effectiveness in weak infeed 

conditions; and load variations without faults to test system security. 

Additionally, the scheme provides fa .. 'lt and accurate identification of faulted 

sections, as demonstrated through real-time hardware-in-the-loop (HIL), 

testing using Real Time Simulator (RTDS). These tests incorporated actual 

communication systems to validate the reliability, selectivity, and accuracy of 

the scheme within the time constraints appropriate for distribution protection 

and monitoring system. 
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associated with fault ride-through for connected generation, storage and other 

devices, etc. This could all have significant economic benefit. If the system is 

fully or partially blacked out, the knowledge of faulted sections can be used to 

minimise fault finding time and to more efficiently reconnect the system. 

During restoration, any faults remaining on the system ( e.g. after a major 

storm) would be known and the system could be used in either protection or 

monitoring mode to assist with restoration from severely damaged/ degraded 

states. 

Other economic: benefits may be associated with the simplicity of the scheme 

- requiring no detailed design or setting (minimising staff and time required to

assess, configure and apply settings) and reducing risk of incorrect 

settings/ configurations leading to incorrect/ undesired/ slow operation after 

deployment. \Vhile communications is required for the system and will attract 

a cost, the design of the scheme - comparing data between measurement points 

at both ends of a line section and transmitting this information as binary codes, 

instead of streaming continuous analogue or phasor data - not only simplifies 

the communication process but also allows for the selection of cost-effective 

communication technologies (which is tailored to the desired balance between 

performance and cost) that meet the low-latency demands essential for 

protection systems in distribution networks. 

Another potential economic benefit of this method is the reduction in costs 

associated with implementation (for example compared to directional, 

differential or phasor-based protection). The scheme's reliance solely on current 

measurements eliminates the need for voltage sensors , thereby decreasing both 

equipment and installation expenses. Furthermore, a."l the scheme does not 

require continuous communication between all nodes, it inherently minimises 

the risk of communication failure leading to incorrect protection decisions, 

enhancing system reliability without incurring additional costs. Finally, no 

timing/synchronisation is needed, so no GPS or other dock/synchronisation 

met.hods would be required. 
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The ability to implement the scheme on both centralised and distributed 

architectures allow flexibility and potential cost savings. However, the scheme's 

characteristics shows a slight preference for distributed architectures, 

particularly in the context of FLISR. application [7.131. It effectively reduces 

conmmnication costs associated with wide-area coverage, by facilitating relay­

to-relay communication within specific zones for localised fault discrimination 

autonomously, without. needing to forward data to a central controller. This 

reduces latency issues, especially for long or remote feeders. This decentralised 

approach also mitigates the risk of a single point of failure associated with 

centralised communication backbone, thereby enhancing overall system 

resilience [7.141 [7.151, However, the distributed approach requires embedded 

logic and processing capability at. each line section, which may introduce higher 

initial costs compared to a centralised scheme, particularly in large-scale 

networks. For applications that demand comprehensive system monitoring, 

such as those involving stability analysis, maintenance planning, or high 

penetration of RES, a. centralised architecture may prove more appropriate. 

This is especially relevant ·when integrating grid-edge resources into an 

advanced Distribution Management System (DMS) or when supporting grid­

forming capabilities, where central visibility and coordination play a critical 

role [7.161 - [7.171. 

In term of protection performance, the method offers highly targeted 

isolation by pinpointing the exact faulted line section, enabling the 

disconnection of only the faulted segment while preserving service to unaffected 

areas. This contributes to a significant reduction in extent of outages and 

minimising the impact upon customers. This target isolating contributes to a 

decrease in Customer lVIinutes Lost (CML) and Customer Interruptions (CI). 

For example, as reported by UK Power Networks, in the year 2022/2023, the 

average CIVIL was 28.8 minutes per customer per year, and the average CI was 

:37.2 interruptions per 100 customers per year [7.18]. By improving fault 

detection and isolation, the scheme has the potential to lower these figures, 
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enhancing customer satisfaction and reducing penalties associated with service 

interruptions. 

·while the requirement to install current sensors at both boundaries of line

sections may incur initial costs, these arc offset by the elimination of voltage 

measurement devices and the benefits of simplified cornnrnnication 

infrastructure (for example vvhen compared with directional or differential 

schemes). The overall reduction in equipment complexity, settings and 

configuration and the associated decrease in the need to update/maintain/test 

settings on an ongoing basis further contribute to the cost-effectiveness of the 

protection scheme. 

The method could be used for protection applications and/ or 

monitoring/FLISR applications as mentioned several times elsewhere in the 

thesis. \Vhile protection application would require current-interrupting devices 

(which would incur costs), the other benefits listed elsewhere may justify this 

expense. An alternative may be to use non-fault interrupting devices (e.g. 

clisconnectors) to isolate the faulted section, initially isolating the overall 

section of system ·with a circuit breaker ( e.g. at the head or mid-point of the 

feeder) and rapidly re-configuring the system to isolated the faulted section 

using simple and cheap disconncctorn, while the system is de-energised, having 

been isolated initially by circuit breaker(s). 

In summary, the faulted section identification method offers a cost-effective 

solution for enhancing the reliability and efficiency of distribution network 

protection. Its design minimises infrastructure and operational costs while 

providing flexibility in communication and architecture choices, making it a 

financially viable option for modern pmver systems. 
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