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Abstract

The behaviour of heterogeneous materials when loaded cannot be adequately described by

classical elasticity as it doesn’t account for the presence of internal length-scales. Higher order

theories such as micropolar elasticity may be more appropriate, though the additional elas-

tic constants required to fully describe such materials are hard to identify experimentally. In

micropolar theory a size effect is predicted in bending and torsion which is revealed as an incre-

ase in relative stiffness with decreasing size at scales approaching the cellular microstructure.

Thus, at the microstructural level, size and scale becomes an important consideration. Hence,

materials which appear homogeneous at a large scale may be heterogeneous at smaller scales

when overall size approaches that of the cellular structure. Addressing this issue requires a

clear understanding of how scale influences the material’s mechanical properties.

Here, the mechanical response of periodic, cellular lattices has been explored within the

context of micropolar theory by conducting discrete numerical simulations and experimental

tests. It will be shown that the size effects displayed in bending and torsion are strongly de-

pendent on the cellular volume fraction and sample section second moment of area associated

with the distribution of the matrix material within the cells comprising the section. Crucially

however, these effects may be masked by surface texture and localised loading conditions.

Despite the inherent difficulties associated with experimental testing, the size effects which

are predicted by micropolar theory are identified experimentally in an additively manufactured

cellular material. The observed size effects showed reasonable agreement to numerical simula-

tions performed in ANSYS. Demonstrating that the behaviour of structured cellular materials

with deterministic properties, fabricated by additive manufacturing, can be described by more

generalised deformation theories is important as it enables the design and development of new

and novel materials to be explored and exploited in lightweight structural applications.
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Chapter 1

Introduction & Background

Materials which are either naturally occurring or man-made can exhibit a wide array of mecha-

nical properties which are dependent on the composition of the solid constituents from which

they are comprised. In heterogeneous materials, the presence of microstructural features at

the macroscopic level can give rise to size dependent effects which are not captured through

general homogeneous theories of deformation. The presence of scale in materials requires that

higher order theories be developed which account for the variations in the material behaviour

with size.

In this chapter, a general overview is given of existing higher order theories and experi-

mental verification procedures which are in use along with a summary of how they have been

utilised to mechanically characterise existing materials with significant microstructural featu-

res.
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1.1 Introduction to Cellular Materials

The emergence of digital manufacturing processes in recent years, has given engineers the

opportunity to create new and novel materials which has not been possible with traditional

manufacturing techniques. Cellular solids such as honeycombs and structural foams are ex-

amples of materials which are of particular interest due to the relatively high strength to mass

ratios that can be achieved in comparison to more traditional solids such as metals (Gibson &

Ashby, 1999). While foamed materials offer many advantages, there has been a reluctance to

exploit them in structurally critical applications due to the uncertainty that is brought upon by

the random nature of the microstructure composition. Honeycombs on the other hand, while

more deterministic, are inherently anisotropic which may limit the scope of their use. Regular

foamed materials such as lattice structures can exhibit an increase in strength when compared

to stochastically distributed foams of similar density (Deshpande et al., 2001). The design and

implementation of more deterministic and potentially isotropic foamed materials is of great

interest as it could go a long way to enhancing the range of materials which are currently on

offer to engineers.

At present, a wide array of additive manufacturing processes are available which utilise a

variety of different materials (Gibson et al., 2015). The consequence of this is that generated

components may be unique to both the matrix material used and the underlying manufacturing

technology (Mueller et al., 2015). In order to fully exploit the potential of structured foamed

materials, there is a need for a robust and thorough investigation into the mechanical behaviour

of both the cellular structure and underlying solid matrix. A review of the current standard

testing procedures may also be required as they are not inherently designed to be applied to

materials which have a discernible microstructure.

1.2 Cellular Structures

Cellular solids are defined as materials whose internal structure consists of interconnected cells.

A cell in this case can be described as an enclosed space. Each cell may be classified as either

open or closed. Closed cells are defined as those which are isolated from the neighbouring

cell. Open cells on the other hand are porous in nature which allows for transport between

neighbouring cells. Foamed materials are generally thought of as cellular solids that are con-

structed with the aid of gas bubbles. Honeycombs are a particular subset of cellular structures

whereby the cells within the material are orientated in one plane.

Naturally occurring materials such as wood, honeycomb, sponge and bone are examples

of cellular solids commonly found in nature (see figure 1.1). Man-made cellular structures are

also widely available, ranging from simple honeycombed or layered materials commonly used

2
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(a) (b) (c)

Figure 1.1: Examples of naturally occurring cellular materials. (a) cork oak1, (b) beehive
honeycomb2and (c) natural sponge3.

in lightweight structural design, to complex polymeric and metal foamed cellular materials (see

figure 1.2). A structured foamed material such as that seen in figure 1.2 (c) illustrates the detail

which can be achieved by utilising additive manufacturing technologies.

(a) (b) (c)

Figure 1.2: Examples of man-made foamed materials. (a) closed cell metallic foam4, (b) open
celled polyurethane5and (c) digitally printed foamed lattice structure6.

Functionally designed cellular materials such as lattices fall into the category of hierarchi-

cal structures. Such materials are categorised as having more than one length scale within their

composition. A consequence of this is that the observed mechanical properties may be depen-

dent on the size of the sample relative to the internal microstructure from which it is comprised.

In order to fully understand the mechanical behaviour of such materials, both size and scale

must be considered. The mechanical properties of heterogeneous materials generally converge

with increasing sample size. In the intermediate region where the specimen size is of similar

order to the internal cells, the mechanical behaviour may be influenced by the local response

of the material microstructure. Below the cellular level, the mechanical properties will revert
1 (Montserrat López-Mesas et al, 2011) 2 Anonymous / CC1.0 3 Original image by Johan / CC3.0 4 Original

image by Curran2 / CC BY-SA 3.0 5 Gibson LJ & Ashby MF 6 Dahlon P Lyles & 3rd Dimension Industrial

3D Printing. (See Image Bibliography for full source information.)

3

https://pxhere.com/en/photo/1183648
https://creativecommons.org/publicdomain/zero/1.0/
https://commons.wikimedia.org/wiki/File:Sponge-viscose.jpg
https://creativecommons.org/licenses/by-sa/3.0/deed.en
https://commons.wikimedia.org/wiki/File:Closed_cell_metal_foam_with_large_cell_size.JPG
https://creativecommons.org/licenses/by-sa/3.0/deed.en
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to that of the underlying solid matrix material. In the case of additively manufactured materi-

als, these properties may also be influenced by factors such as variations in the manufacturing

process, the thickness of the internal layers and the direction in which the layers are printed.

The solid matrix material may be unique to the individual manufacturing process or indeed

hierarchical in itself. To fully understand how the mechanical properties vary with differing

scales, care must be taken to make sure that the manufacturing processes are consistent and

repeatable. In particular, it is beneficial if the underlying matrix material initially conforms to

that of a linear elastic solid over the required range of size scales to minimise the number of

variables which influence the behaviour of the material.

Many traditional materials such as metals can be treated as a homogeneous continuum

solid and conform to the theory of linear elasticity. Size scale is not considered in Cauchy

elasticity as the microstructure which defines the solid is several orders of magnitude smaller

than the general macrostructure. Localised effects within the material composition become

statistically insignificant at this size scale. Heterogeneous materials such as foams and various

types of bone on the other hand cannot be treated as a simple continuum due to the significant

porosity which exists at the mesoscale. Here, the presence of voids or inclusions may introduce

localised stress fields which are not accounted for in Cauchy elasticity. The mesoscale in

this case is defined as the intermediate region between the microstructure of the solid matrix

and the macroscopic structural size. In the characterisation of such materials, the question

of size and scale becomes an important consideration in the determination of a constitutive

model which can capture the parameters that define the mechanical behaviour of the material.

In literature, the term size effect is commonly used to describe the change in behaviour of

heterogeneous materials at differing size scales (Lakes, 1983; Tekoglu & Onck, 2008; Dai &

Zhang, 2008). The size dependent nature of such materials has led to the development of more

involved elasticity theories which are capable of capturing the higher order effects not seen in

classically elastic materials.

1.3 Theoretical Investigations in Micropolar Elasticity

The theory of classical linear elasticity is widely used in the field of solid mechanics to accu-

rately describe the behaviour of many common materials. It is limited however to solids com-

posed of a microstructure which is significantly smaller than the macroscopic structural size.

In materials such as foams, ceramics, polymers, composites and some naturally occurring mi-

nerals like bone (see figures 1.1 & 1.2) the microstructure can play a significant role in the

observed material properties and must be accurately described in order to fully capture the

mechanical behaviour. Early attempts to address this issue can be traced back to the works of

Voigt (1887) who introduced the idea of a couple stress which incorporated localised rotations
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along with the displacements, as seen in Cauchy solids, to analyse the elastic properties of

crystals.

This idea was further developed by E. & F. Cosserat (Cosserat & Cosserat, 1909) into the

theory of non-symmetric elasticity. Here, they considered micro-rotations within the system

as a separate entity to the conventional displacement field. The work of the Cosserat brothers

was largely ignored for the next 50 years. However, Eringen & Suhubi (1964); Eringen (1966,

1967) later built upon this work to produce a generalised Cosserat theory, the Micropolar elas-

ticity theory. This theory enables materials with a significant microstructure to be analysed by

accounting for localised contributions to the displacement field not observed in classical elas-

ticity. Other authors who have made considerable contributions to the field around this time

include Nowacki (1974, 1986), Mindlin & Tiersten (1962); Mindlin (1964, 1965) and Cowin

(1970).

Micropolar theory can be shown to be a simplification of the higher order micromor-

phic and microstretch theories (Tekoglu & Onck, 2008). More recently Hassanpour & Hep-

pler (2014) demonstrated that classical elasticity is a special case of couple-stress theory and

couple-stress theory is a simplification of micropolar elasticity for a linear elastic material. In

this review, a detailed outline of the simplification process that is required to transfer from the

6 elastic constants seen in micropolar elasticity to the 4 constants that are required to fully

describe a couple-stress material and subsequently the 2 elastic constants in Cauchy elasticity

is given. Couple stress theory is a special case of the micropolar theory which occurs when the

micropolar couple modulus, κ, and the micropolar twist coefficient, α, tends to infinity. In this

case, the rotation vector, φi, is not independent of the displacement vector, ui, as in the case of

micropolar theory, and can be fully described by the displacement vector itself.

While a large amount of information can be found in the literature regarding the theoretical

aspects of micropolar elasticity, there is a comparatively small volume of experimental research

dedicated to describing the behaviour of physical materials within a micropolar continuum

context. In the following section, a detailed review of the experimental aspects of micropolar

theory will be undertaken.

The theories which have been discussed above are classed as higher order theories as they

incorporate additional degrees of freedom within the constitutive equations. Higher grade theo-

ries, of which Couple stress theory is the simplest derivation, are another branch of continuum

models which incorporate additional gradients of strain within the displacement vectors to

describe deformations within the material. Strain gradient theory and Multipolar theory are

examples of more involved higher grade theories which have been developed to explain size

dependent material behaviour. However, such models are not considered within the scope of

this investigation.
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1.4 Experimental Investigations within the Bounds of Micropolar
Elasticity

Experimental investigations attempting to validate micropolar elasticity and couple-stress the-

ory have been published in literature since the latter part of the 20th century (e.g. Gauthier

& Jahsman (1975)). However, in this time, limited progress has taken place. Several authors

have made note of this with Eringen (1999) himself describing the amount of experimental

work being put forward in comparison to the theoretical research output as “meagre”. Indeed

more recently this has been highlighted by Hassanpour & Heppler (2014, p.1) in reference to

materials that consist of a defined internal structure where it was said;

“...experimental verification of the micropolar theory for these materials is not

fully accomplished yet and one is faced with a situation when theory precedes

experiment.”

One reason for this is that the experimental validation of the theory has proved less than straig-

htforward. While experimental errors can be reduced with refined techniques, the sensitivity

to loading mode and stochastic nature of many micropolar materials gives rise to large varia-

tions in experimental results which may be hard to resolve. The use of numerical simulations

is one way in which such materials may be characterised in virtual form. While experimen-

tal uncertainties may be reduced through the application of idealised boundary conditions, the

computational resources required to fully describe the material microstructure may be prohibi-

tive (Goda & Ganghoffer, 2015).

Some of the first experimental investigations undertaken with respect to micropolar and

couple stress theory investigated if couple stress effects could be observed in solid metals. Ellis

& Smith (1967) performed cylindrical bending experiments on flat plates of varying thickness

in an attempt to capture the characteristic length in bending for the test material. It was con-

cluded that no discernible couple-stress related size effect could be detected in the steel and

aluminium plates that were tested and that if indeed couple-stresses were present, they would

have to be of an order similar to the grain size. Another observation made, which was first

highlighted by Mindlin & Tiersten (1962) was that a small scatter in the sample thickness of

specimens can have a noticeable effect on the calculated rigidity of plates with the increasing

thickness which could potentially be interpreted as couple stress effects. In order to distinguish

between a classically elastic material and a couple stress material, thin specimens should also

be tested.

Once it was established that size effects were largely related to the size of the microstruc-

ture with respect to the macroscopic sample size, the experimental focus started to shift towards

materials which have a distinguishable microstructure that is significantly larger than the grain
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size of the matrix material. One of the first studies that attempted to capture micropolar consti-

tutive properties was undertaken by Gauthier & Jahsman (1975). In this paper, Gauthier et al.

proposed a simple method of testing supposedly micropolar materials with the aim of obtaining

the flexural and torsional characteristic length by relating the rigidity of the material to sample

diameter. The theoretical predictions presented were followed by a set of inconclusive expe-

riments that were aimed at capturing the predicted micropolar behaviour in torsion. Here, a

composite material that consisted of aluminium shot evenly dispersed through a body of epoxy

was tested. This material was chosen on the basis that the characteristic length of a material

should be of similar order to the microstructure as has been previously noted by Mindlin and

Schijve (Schijve, 1966). The results showed that in most tests, sample stiffness decreased with

specimen size which does not conform to the theoretical predictions for a micropolar mate-

rial. One possible reason for the results was that the aluminium which is dispersed through the

sample is much stiffer than the matrix material. Micropolar elasticity theory may not readily

handle materials with more rigid inclusions, which accounts for the lack of a distinguishable

size effect in the results of the torsion tests.

Similar results were also observed by Lakes (1986). Here, two different types of cylindrical

foam rods were tested in torsion and bending in an attempt to derive the micropolar constitu-

tive properties through the method of size effects. Syntactic foam which consisted of hollow

glass microbubbles embedded in an epoxy matrix did not show any size effect when loaded in

torsion, while polyurethane foam was observed to show a measurable size dependency. It was

concluded by Lakes (1986, p.62) that

“...these microballoons may behave more like inclusions than pores in gover-

ning the micromechanics...”

The syntactic foam behaved almost like a classically elastic material due to the fact that the

glass bubbles are much stiffer than the epoxy matrix. The polyurethane however did produce

a measurable sample-size dependant stiffening effect when compared to a classical material.

More recently, Bigoni & Drugan (2007) showed by analytical means that a Cosserat solid

cannot readily model a material which has more rigid inclusions.

The experimental method proposed by Gauthier was used to extract the micropolar con-

stants by relating changes in sample size to the variation in stiffness which is observed in

flexure and torsion. This approach is commonly referred to as the method of size effects. Ex-

perimental tests in flexure and torsion can be used to extract the micropolar elastic material

constants when the variation in rigidity with specimen size is plotted graphically. In the case

of samples with a square cross-section, a plot of rigidity divided by the cross-sectional area

against the depth squared can be used to reveal the size effect. While the flexural and shear

modulus of the material can be deduced from the slope of the rigidity plot as in the classical

7
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cases, the characteristic length for torsion and bending are interpreted from the intercept of

the linear portion with the vertical, rigidity, axis. Additional micropolar constants, which will

be discussed in a following chapter, such as the Coupling number, N and Polar ratio, ψ are

inferred by fitting experimental data to theoretical predictions as the sample size diminishes.

Beveridge and Frame (Beveridge, 2010; Frame, 2013) took a slightly different approach to in-

terpreting the size effects by plotting the variation in stiffness against the inverse of the sample

depth squared. Here, the size effect can be interpreted from the gradient while the flexural mo-

dulus is found from the intercept with the vertical, stiffness, axis. Plotting the data in this way

allows for a more detailed depiction of how small samples influence the observed size effects.

However, this alternative approach requires the testing of samples that are of different size but

geometrically similar.

The fact that the stiffness is dependent on the inverse of sample depth squared means that

this method may be problematic. Small deviations in the recorded data can lead to large va-

riations in the apparent mechanical response if care is not taken to minimise external factors

which do not contribute to the constitutive properties of the material. This was highlighted by

Beveridge (2010) who showed that the length to depth aspect ratio of test samples can have

a significant effect on the relative stiffness of a cellular solid. Again this highlights the need

for accurate experimental techniques to be performed which minimise localised variations in

measured sample stiffness.

The use of this method was further explored and developed by Lakes et al who have spent a

considerable amount of time experimentally testing materials which exhibit micropolar charac-

teristics. Torsion experiments carried out by Yang & Lakes (1981) on compact bone showed

that it behaved in accordance with couple stress theory rather than classical elasticity. Tests

were performed by taking a cylindrical sample of bone and twisting it to determine the rigidity.

Each sample was then machined to a smaller diameter and retested. The process was repeated

several times. Samples of PMMA (Acrylic) were shown to conform to Cauchy elasticity under

similar test conditions. From the experiments that were carried out, the characteristic length of

the bone was calculated and found to be of a similar order to the radius of an osteon, which

makes up the majority of the voids in the bone. This study was complemented by an analysis

on compact bone in bending by the same authors (Yang & Lakes, 1982). Again multiple sets

of cylindrical samples of varying size were tested and a discernible characteristic length was

obtained for the material in bending. The characteristic length for bending reported was greater

than the torsional characteristic length observed in the previous paper, though still of the same

order as the radius of the osteons which make up the bulk of the matrix material.

Leading on from his experiments on bone, Lakes started to investigate other materials such

as foam to further demonstrate experimental methods for capturing micropolar effects (Lakes,

1983). Attempts were also made to identify the coupling number of the material by matching
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the experimental results with theoretical predictions. Due to the compliant nature of the foam,

an experimental setup was devised to minimise the effects of friction induced on the samples by

local loads. Here, a magnet was attached to the free end of the specimen, and a torque induced

using the electric current from a Helmholtz coil. The resulting rotation was determined by the

change in angle of a laser beam which is shone at the specimen. Results from this experiment

show that polyurethane foam can be described by a Cosserat continuum, while syntactic foam

does not show any appreciable size dependant effects. Reticulated open-cell foams were also

shown to exhibit size effects in bending and torsion (Rueger & Lakes, 2016).

Heterogeneous materials comprised of a structured array of internal voids have been shown

to display size effects which are consistent with micropolar theory. Beveridge et al. (2013) and

Waseem et al. (2013) investigated both the flexure of beams and stretching of ring shaped

samples, determining both the flexural modulus and characteristic length for bending of the

material in each case. The coupling number was estimated from the results of complemen-

tary finite element (FE) numerical simulations of the material tests. Sample aspect ratio was

significant in the experimental investigations with slender samples producing more consistent

results.

More recently, Lakes & Drugan (2015) noted that in the pure bending of bars with a square

cross-section comprised from a micropolar material non classical effects were observed on

the lateral surfaces of the beams. As well as the tilt that is seen in the linear elastic case of

pure bending due to anticlastic effects, the side walls were observed to bulge in a sinusoidal

fashion. Lakes found that this effect could be accurately described through micropolar theory

by applying an approximate Cosserat solution. An approximate solution is required for this

problem as it was reported that an exact closed-form solution is only possible when β/γ = −ν.

It was also concluded from this investigation, that due to the presence of these non-classical

effects in bending, the Poisson’s ratio of the material should be calculated from tension and

compression tests rather than from bending for materials with a significant characteristic length.

In torsion the effects of warping need to be considered in samples which do not have a

circular cross-section. Park & Lakes (1987) proposed a solution to the problem of a linear

isotropic Cosserat solid bar of square cross-section being loaded in torsion. While an exact

analytical solution was determined, the number of variables which need to be identified in or-

der to fully define the constitutive properties does not favour it in resolving experimental tests.

It is possible however that this analysis may be simplified by disregarding those variables which

have the least experimental influence. Another notable forecast made in this paper demonstra-

ted that micropolar materials will display a non-zero shear stress at the exterior edges of the

bar when twisted which is not predicted in classical elasticity.
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1.5 Edge Effects within a Micropolar Continuum

The general trend in materials which display micropolar behaviour is for the relative stiffness

to increase with decreasing sample size (e.g. Gauthier & Jahsman (1976); Reddy & Venkata-

subramanian (1979); Yang & Lakes (1981)). Micropolar theory does not forecast size effects

which do not follow this general trend. This can be readily observed in specimens where the

material microstructure intersects the exterior surfaces of the material test sample.

It has been highlighted in the literature that a problem exists in characterising materials

within the micropolar continuum context when edge effects exist. Brezny & Green (1990)

demonstrated that surface damage on cellular materials can significantly reduce the mechanical

stiffness when the specimen is of similar size to the heterogeneities within the material. In this

paper the authors also present a model to predict the edge effects in samples with a square

cross-section. Anderson & Lakes (1994) applied the method of Brezny & Green (1990) to

the micropolar model correcting for the effects of surface damage on samples of a closed cell

foam. It was also observed that the Cosserat effects which were seen in this material were

largely dependent on minimising the surface damage through careful sample preparation.

Surface damage has been stated as a significant contributing factor to deviations in size

effects away from those predicted by micropolar elasticity (Anderson & Lakes, 1994). Howe-

ver, such effects may be attributed to the heterogeneities themselves which would indicate that

careful sample preparation has its limits. An investigation by Frame (2013), demonstrated that

samples of a structured heterogeneous material display size effects in bending which are in-

consistent with micropolar theory when the internal cellular structure is exposed at the exterior

surface of the samples. It was also concluded through a statistical analysis that samples of cor-

tical bone could not be prepared without having some portion of voids exposed at the surfaces.

Recently Wheel and Frame, (Wheel et al., 2014) undertook a simple closed form analysis to

confirm this. It was shown that a laminate with alternating layers of stiff and compliant mate-

rial could exhibit size effects consistent with Cosserat elasticity when the stiff layers were on

the outer surfaces. Samples generated with compliant outer surfaces exhibited a size softening

consistent with surface damage. It was also clearly shown that these effects were attributed to

the second moment of area of the samples and therefore dependent on the local distribution of

the heterogeneities at this size scale. As the maximum stress in bending occurs at the upper

and lower surfaces of a beam during flexure, it is easy to see that surface damage or localised

variations in the second moment of area may play a significant role in determining the nature

of any size effect observed.
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1.6 Analytical & Numerical Modelling of Materials which Exhibit
Size Effects

Periodic cellular lattices and honeycombs are commonly studied in the literature as they are

well suited to lightweight structural applications. Both analytical and numerical techniques

have been developed to further understand the mechanical response of such materials. Gibson

& Ashby (Gibson et al., 1982; Gibson & Ashby, 1982) studied both 2D and 3D low density

cellular structures, determining the effective Young’s modulus, shear modulus and Poisson’s

ratio by representing the internal members within the unit cell of material as a series of inter-

connecting beam elements for both hexagonal and cubic lattices. Wang & McDowell (2004)

investigated a range of different lattice configurations in addition to the hexagonal lattice which

had previously been studied by Gibson & Ashby. No higher order effects were considered by

either author in this case.

In materials which have a complex microstructure, homogenisation techniques are com-

monly used to determine the constitutive properties within the context of micropolar elasticity.

In this method, a continuum representation of the physical material is constructed by deter-

mining the average properties over a unit cell or representative volume element (RVE) of the

material under consideration. Drugan & Willis (1996, p.498) defined the RVE as:

“the smallest material volume element of the composite for which the usual

spatially constant ‘overall modulus’ macroscopic constitutive representation is a

sufficiently accurate model to represent mean constitutive response.”

In the case of a repetitive cellular structure, the RVE is generally defined in terms of a unit

cell which captures the periodic microstructural features and may be propagated to create the

overall material sample. The size and composition of the RVE may not necessarily be unique

for a given material, but the chosen bounds may influence the observed global properties.

Cellular solids consisting of structured lattices are one of the most common materials to

be studied. Pradel & Sab (1998) developed a Cosserat continuum model for a 2D hexago-

nal lattice by considering the translations and rotations of the internal beams and connecting

nodes. Kumar & McDowell (2004) extended this by implementing a finite element code to

model the deformation of the homogenised continuum. In this analysis higher order effects

were considered and the resulting code was compared to discrete models. Kumar & McDo-

well (2009) applied this approach to optimise honeycombs for structural and thermal design

parameters. More recently Dos Reis & Ganghoffer (2011, 2012) determined the micropolar

constitutive parameters of both square and hexagonal lattices with the resulting homogenised

moduli showing good agreement with those found by previous authors. Analytical solutions

were produced to determine the individual components of the stiffness matrices for each ma-
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terial, but the results are generally only applicable to unit cells comprised of slender beam

elements.

Homogenisation methods have also been utilised for the analysis of 3-dimensional perio-

dic lattices. Yoo & Jasiuk (2006) investigated an idealised representation of trabecular bone

enclosed in a compliant matrix. In this investigation, a unit cell of the open cell material was

investigated to determine the apparent Couple-stress moduli from the change in strain energy

under load. Both displacement and traction boundary conditions were considered in the ana-

lysis, with the latter giving much more compliant results. While traction boundary conditions

were used to define a lower bounds of the Couple-stress moduli in this analysis, it may not

be truly representative of the material as the deformation is largely dependent on a localised

distribution of forces rather than the global response. No predictions for the characteristic

length of the material were reported in this investigation, but it was highlighted that one could

be obtained from the relevant couple-stress tensors. As only one unit cell was considered in

this analysis, no assessment of the higher order parameters which may be size dependent were

made. Further tests are required to determine how the parameters converge with increasing

sample size.

Goda has applied a similar method to the modelling of various materials including cellular

lattices, porous solids and textiles (Goda et al., 2014; Goda & Ganghoffer, 2015; Rahali et al.,

2016; Goda & Ganghoffer, 2016). Displacement boundary conditions were applied to several

RVE of differing sizes in order to determine the variation in strain energy with mode of loading

and resolve the components of the stiffness matrix within the bounds of Couple-stress theory.

The stiffness tensor which relates to the uniaxial and shear properties of the material was found

to be independent of the sample cell size while the Couple-stress tensor varied with unit cell

size which is consistent with a micropolar material. It was reported that the characteristic length

calculated was of similar order to the RVE being simulated, demonstrating the importance of

size scales in the materials. In these investigations, the authors were restricted in their attempts

to obtain converged solutions to the second stiffness tensor as the size of the RVE domain was

limited by the computational resources which were available. This highlights the importance

of considering scale when modelling such materials, as a continuum model based on single

RVE’s may not be able to capture the correct response with varying size. Ultimately, physical

testing of samples may be required to fully characterise materials which are too complex to

simulate at larger size-scales.

While the majority of experimental investigations into materials which display micropolar

characteristics have focussed on those with a stochastic distribution of microstructure, there is

a distinct lack of physical testing on materials which have a structured or periodic microstruc-

ture. Complex 3D lattices in particular are particularly hard to reproduce through traditional

manufacturing means, but the advent of additive processes such as 3D printing may offer a
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solution which can be exploited.

1.7 Additive Manufacturing and 3D Printing Processes

Additive manufacturing is the general term used to describe the construction of components by

an incremental layering process. In comparison to traditional technologies which rely on sub-

tracting matter from a block of raw material, additive manufacturing has the advantage of being

able to produce complex and detailed parts without the need for further machining. 3D printing

is a form of manufacturing which utilises additive techniques to build up an object by layers,

depositing material onto the surface of the part as it is being constructed. Various different

types of additive manufacturing exist, such as stereolithography, fused deposition modelling,

PolyJet and laser sintering, each with their own merits (Underdahl, 2015). As this technology

has advanced, rapid prototyping has given engineers the opportunity to manufacture and test

novel composite materials which are not possible with traditional manufacturing techniques.

In order to fully exploit them however, a clear understanding of the characteristic properties of

the printed solid comprising the material matrix is required.

Blanco et al. (2014) showed that the flexural modulus of parts composed of the RGD240

photopolymer, produced in an Objet30 PolyJet printer were time dependent. Sample orienta-

tion within the printer was also shown to have a significant effect on the flexural modulus of

the specimens, with parts produced at an angle to the print surface displaying a decreasing mo-

dulus as the angle of inclination increases. Mueller et al. (2015) conducted an extensive review

into the tensile properties of samples which were produced by additive manufacturing in a 3D

printer. It was reported that a variety of different factors influenced the mechanical strength of

samples including the number of layers and intersections within the printed part with respect to

load direction. The amount of exposure to ultra-violet light and sample orientation within the

printer were also shown to be significant. It was also highlighted that machine specific factors

such as blocked nozzles and the warm-up time may negatively impact on the properties of the

samples produced. The mean tensile modulus recorded by specimens which were orientated

in the ‘Z’ axis of the printer (perpendicular to the print surface) was 10% smaller than those

aligned to the ‘X’ or ‘Y’ axis, indicating that the material may be slightly anisotropic.

Several authors have demonstrated the capabilities of 3D printing technologies to reproduce

cellular solids by producing prototype samples of the material (Luxner et al., 2005; Ha et al.,

2016). Evaluation of the materials however, was limited to numerical simulations rather than

physical tests. Some experiments have been carried out on cellular solids produced through

additive manufacturing processes. Afshar et al. (2016) conducted compression tests on a no-

vel material comprising of a periodic structure of varying cell volume fraction. More recently

Abueidda et al. (2017) also produced a variety of cellular materials by 3D printing, conducting
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tensile and compression tests to compare the properties of a variety of cellular configurati-

ons. Li & Wang (2017) investigated the bending response of 3D printed honeycombs within

a sandwich core construction to investigate how the cellular topology influenced the bending

and failure characteristics of the beams under test. In each of the investigations, experimental

data was used to refine the constitutive parameters used in the finite element simulations of the

material. However, none of the above investigations considered the consequences of scale or

the presence size effects within the materials. There therefore exists a need to perform more

detailed experimental investigations in order to better understand any size effects which may

influence the mechanical response of such materials. It is an aim of this work to explore this

further.

1.8 Summary of Previous Work

It is clear to see that modelling and understanding size effects is an active area of research.

However, the characterisation of novel materials has been primarily limited to numerical si-

mulations. Physical experimental tests have mainly focussed on materials with a stochastic

microstructural distribution. In particular, very few experiments exists which analyse materials

with a periodic cellular structure in bending and none were found which consider torsion. It is

the aim of this thesis to explore the use of structured materials manufactured through additive

means by comparing numerical simulations with physical tests to determine their suitability for

exploitation in lightweight structural applications.
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1.9 Research Aims & Overview

With recent advancements in additive manufacturing technology, it is now possible to create

complex geometric structures tailored to a specific application. One such application is the

manufacture of novel lightweight materials with a periodic tailored microstructure. Such mate-

rials may offer more deterministic and consistent properties in comparison to more traditional

materials such as stochastic foams. It is an aim of this research to characterise and investigate

the utilisation of such novel materials in structural applications through numerical simulation

and experimental testing.

The initial aim of this thesis was to model structured heterogeneous materials using the

finite element (FE) method to determine the characteristic constitutive parameters required

to describe a micropolar material. Chapter 3 looks at how the mode of loading influences

the observed stiffness of samples, with samples being subjected to three-point, four-point and

constant moment loading. It was shown that a Euler-Bernoulli based micropolar beam theory

may not provide a sufficient description of the deformation of slender specimens in three-point

and four-point flexural loading when the sample volume fraction is very low. A Timoshenko

based approach was shown to be beneficial in this case.

The nature of the size effect was explored in 2D representations of the orthogonal lattice

at varying volume fractions. Surface effects were also considered within the analysis of the

samples which were found to have a strong effect on the observed size effect.

Also in this chapter, the origin of the size effect within a heterogeneous material has been

explored. It was shown using an analytical model that the size effect is closely related to

the second moment of area and the distribution of mass within the cells which make up the

heterogeneous material.

Chapters 4 & 5 further develop the numerical methods which were introduced in the pre-

vious chapter to investigate 3-dimensional representations of heterogeneous solids within a

micropolar continua. The material constants were interpreted from the numerical data by utili-

sing the formulation introduced in chapter 2.

In chapter 6, a thorough experimental investigation was undertaken to verify the suitability

of a 3D printed solid as the matrix material for the structured heterogeneous material introduced

in chapter 4. Finally, in chapters 7 & 8 the numerical method is validated through a series of

experimental investigations on a manufactured material with a cubic lattice microstructure.
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Chapter 2

Elasticity Theories

In this chapter, a brief summary of linear elasticity has been introduced, explaining the need for

higher order or higher grade theories to capture the size dependent nature of materials which

consist of significant microstructural features. The constitutive equations for micropolar elasti-

city are then defined. Further to this, some generalised formula for the bending and twisting of

a micropolar beam will be introduced to show how the higher order parameters used to define

the material can be captured experimentally.

16



Chapter 2 Micropolar Elasticity Theory

2.1 Linear Cauchy Elasticity

Classical linear elasticity theory is the standard method used to describe the deformation of

continuous solid materials. It is a simplification of the more general non-linear theory of elas-

ticity and is based on the assumption that there is a linear relationship between the stress and

strain components under small strain conditions as defined by Hooke’s law (Figure 2.1). The
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Figure 2.1: General stress components in an element of material

constitutive equations for a 3-dimensional linear elastic Cauchy solid can be given as

τ ij = λεkkδij + 2µεij (2.1)

where τ ij is the stress component, εij is the strain, εkk is the dilatation which is a measure of

the local volumetric strain, δij is the Kronecker delta, defined as 1 if i = j and 0 if i 6= j. Two

material dependent parameters are defined in Cauchy elasticity, λ and µ which are Lamé’s first

and second parameters respectively. In linear elasticity, µ is analogous to the shear modulus,

Gs for an isotropic solid.

Lamé’s first parameter, λ, and second parameter, µ, are defined in terms of the material

Young’s modulus, Es and Poisson’s ratio, ν as

λ =
Esν

(1 + ν)(1− 2ν)
µ =

Es
2(1 + ν)

(2.2)

2.1.1 Isotropic Solids

A linear elastic isotropic homogeneous solid is one whose mechanical properties are indepen-

dent with respect to direction. Such materials can be defined from 2 independent variables. In

practical engineering terms, there are 3 interdependent material parameters, (Young’s modulus,

Es, Shear modulus, Gs & Poisson’s ratio, ν) only two of which need to be resolved in order to

determine the third. Linear elasticity does not have any length scale dependency. It is assumed
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that the material is independent of size as the internal microstructure is sufficiently small to be

considered as a uniform continuum over the entire range of size scales.

The constitutive relation given in equation 2.1 can be better expressed in matrix form to

show the stress-strain relationship in terms of the material constants (Equation 2.4 ).

σij = Cijklεkl (2.3)

Where Cijkl is the general stiffness matrix.

σ11

σ22

σ33

σ23

σ13

σ12


=



λ+ 2µ λ λ 0 0 0

λ λ+ 2µ λ 0 0 0

λ λ λ+ 2µ 0 0 0

0 0 0 µ 0 0

0 0 0 0 µ 0

0 0 0 0 0 µ





ε11

ε22

ε33

ε23

ε13

ε12


(2.4)

By substituting in for Lamé’s constants and inverting the matrix, the compliance matrix,

Sijkl can be written in terms of the engineering constants, Es, Gs and ν as

εij = Sijklσkl (2.5)



ε11

ε22

ε33

ε23

ε13

ε12


=



1
Es

− ν
Es
− ν
Es

0 0 0

− ν
Es

1
Es

− ν
Es

0 0 0

− ν
Es
− ν
Es

1
Es

0 0 0

0 0 0 1
Gs

0 0

0 0 0 0 1
Gs

0

0 0 0 0 0 1
Gs





σ11

σ22

σ33

σ23

σ31

σ12


(2.6)

The shear modulus is related to the Young’s modulus and Poisson’s ratio by

Gs = Es/2(1 + ν) (2.7)

for an isotropic solid.

2.1.2 Anisotropic & Orthotropic Solids

Materials which posses a directional dependence or are heterogeneous in composition are by

their very nature anisotropic to some degree. The most general anisotropic material will have

36 components which need to be resolved in order to fully define the material, however many

18



Chapter 2 Micropolar Elasticity Theory

materials possess some degree of symmetry that allow for simplification of the number of

required variables.

Cubic materials are a subset of orthotropic materials which are invariant with respect to 90

degrees rotation with respect to the principle axis. Due to the symmetrical nature, there is an

additional constant which needs to be resolved in order to fully define the material. The general

compliance matrix for an orthotropic material can be expressed as

Sijkl =



1
E1

−ν21
E2

−ν31
E3

0 0 0

−ν12
E1

1
E2

−ν32
E3

0 0 0

−ν13
E1

−ν23
E2

1
E3

0 0 0

0 0 0 1
G23

0 0

0 0 0 0 1
G31

0

0 0 0 0 0 1
G12


(2.8)

In the case where cubic symmetry exists, the stiffness matrix can be simplified to 3 inde-

pendent elements.

Cijkl =



C11 C12 C12 0 0 0

C12 C11 C12 0 0 0

C12 C12 C11 0 0 0

0 0 0 C44 0 0

0 0 0 0 C44 0

0 0 0 0 0 C44


(2.9)

Here, the mechanical behaviour is similar to that of an isotropic material, except that the

shear modulus does not necessarily relate to the Young’s modulus and Poisson’s ratio as in the

isotropic case thereby leading to a degree of anisotropy. The Zener ratio (anisotropy ratio) is

a dimensionless number that is used to quantify the level of anisotropy within a cubic crystal,

but is also applicable to orthotropic solids and can be given as:

ar =
2C44

C11 − C12
(2.10)

It is a measure of how the resistance to shear within the material compares to that of its isotropic

equivalent. Materials with a Zener ratio of 1 are classified as isotropic.

While linear elasticity can be readily used to model many structural materials, it is de-

pendent on the macroscopic behaviour being independent of the underlying microstructure.

Materials comprised of a significant microstructure, such as bone, foams and laminates, or that

include large stress gradients do not necessarily conform to this model and require the deve-
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lopment of more complex theories which take into account localities within the stress field.

In the next section, the linear theory of micropolar elasticity will be introduced which is

one such higher order theory that attempts to account for the effects seen in materials which do

not conform to classical elasticity theory.

2.2 Linear Micropolar Elasticity

Micropolar elasticity theory is a higher order model that augments classical or Cauchy elas-

ticity theory. Introduced by Cosserat & Cosserat (1909) and further developed by Eringen

(1966), micropolar elasticity describes the behaviour of heterogeneous solids by introducing

an independent rotational degree of freedom in addition to the translational displacements in

classical elasticity. This additional rotational parameter is accompanied by a couple-stress,

mij , acting within the material to balance the internal actions resulting from an externally ap-

plied load (Figure 2.2). It is predicted that micropolar elasticity theory will converge on the

classical solution as the microstructure of the material reduces to an order much less than that

of the general macrostructure. In linear micropolar theory, six independent elastic constants

Figure 2.2: Stress, τ ij and couple stress, mij components required to fully describe a micro-
polar material.

are required to fully describe a general isotropic elastic body. This is in contrast to the two

which are required to define a linear elastic material. Couple-stress theory is a special case of

the micropolar theory whereby the microrotations within the body are not independent and can

be fully described in terms of the displacement vectors. The number of parameters reduces to

four in this instance.

Micropolar theory has received more attention over other higher order theories such as

micromorphic elasticity due to fact that there are significantly fewer constants that need to

be identified to fully characterise an isotropic solid. This theory is used as the basis of the
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undertaken research to model size effects in materials with an idealised microstructure.

2.2.1 Constitutive Equations

The constitutive equations for a 3-dimensional micropolar elastic solid have been derived by

Eringen (1966).

τ ij = λεkkδij + (2µ+ κ) εij + κeijk (θk − φk) (2.11)

mij = αφk,kδij + βφi,j + γφj,i (2.12)

Where τ ij is the asymmetric force stress tensor, mij is the couple stress tensor (moment per

unit area), θ is the macrorotation, φ is the microrotation, εij is the small strain tensor, εkk is the

dilatation, eijk is the permutation symbol and δij is the Kronecker delta.

To fully categorise a micropolar material 6 elastic constants are required; λ, µ, α, β, γ and

κ. The terms λ, µ and κ are expressed in terms of a force/length2 while the micropolar con-

stants α, β, γ are defined in terms of a force (couple/length). In classically elastic materials,

the higher order terms α, β, γ and κ will disappear. Due to positive definiteness of internal

energy, these material moduli are restricted as follows:

3λ+ 2µ+ κ ≥ 0, 2µ+ κ ≥ 0, κ ≥ 0

3α+ β + γ ≥ 0, −γ ≤ β ≤ γ, γ ≥ 0
(2.13)

The elastic constants above can be better defined in terms of the general engineering con-

stants:

Young’s Modulus, Es =
(2µ+ κ)(3λ+ 2µ+ κ)

(2λ+ 2µ+ κ)
(2.14)

Shear Modulus, Gs =
(2µ+ κ)

2
(2.15)

Poisson’s Ratio, ν =
λ

(2λ+ 2µ+ κ)
(2.16)

Characteristic Length for Torsion, lt =

[
(β + γ)

(2µ+ κ)

]1/2
(2.17)

Characteristic Length for Bending, lb =

[
γ

2 (2µ+ κ)

]1/2
(2.18)
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Coupling Number, N =

[
κ

2 (µ+ κ)

]1/2
(2.19)

Polar Ratio, ψ =
(β + γ)

(α+ β + γ)
(2.20)

2.2.2 Bending of a Micropolar Beam

The bending of a slender sample of a micropolar material that can be represented by an extruded

2-dimensional section as seen in figure 2.3 has been previously derived by Huang et al. (2000),

Beveridge (2010), Lakes & Drugan (2015) among others.

The deformation of a beam subjected to a pure bending moment can be derived from the

constitutive equations for a Euler-Bernoulli beam.

Figure 2.3: Stresses and couple stresses acting in a micropolar beam under bending.

The radius of curvature, R of a slender beam subjected to a small angle of rotation, θ by a

constant bending moment, M is as follows;

1

R
=
dθ

dx
=
dφ

dx
= −d

2w

dx2
(2.21)

where x denotes the axial coordinate of the beam, and w the transverse displacement.

Considering only the in-plane couple stress, mxz and direct stress, τxx

mxz = γ
dφ

dx
(2.22)

τxx =
E∗y

R
(2.23)

where E∗ is the micropolar flexural modulus in this case. Assuming that the applied moment,

M , is equal to the internal resisting moment within the beam,

M =

∫
z

∫
y

(τxxy +mxz) dydz (2.24)

where
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mxz =
γ

R
(2.25)

and

τxx =
E∗y

R
(2.26)

M =
1

R

∫ b/2

−b/2

∫ h/2

−h/2

(
E∗y2 + γ

)
dydz (2.27)

=
1

R
(E∗Is + γA) (2.28)

Substituting in for equation 2.21, the moment curvature relationship is

d2w

dx2
=

−M
E∗Is + γA

(2.29)

Under small rotational displacements, the curvature is related to the angle of rotation along the

length of the beam by

d2w

dx2
=
θ

L
(2.30)

The flexural rigidity, J ′ of the beam is therefore:

J ′ =
ML

θ
= E∗Is + γA (2.31)

where the cross-sectional area, A, and second moment of area, Is, of a rectangular section can

be given as

A = bd (2.32)

Is =
bd3

12
(2.33)

with b and d being the breadth and depth of the samples respectively. By substituting in equa-

tions 2.32 and 2.33 into 2.31, the total rigidity of the beam can be given as

ML

θ
= E∗Is

(
1 +

12γ

E∗d2

)
(2.34)

The characteristic length in bending, lb for a micropolar material can be expressed in terms of
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the micropolar flexural modulus as

lb =

√
γ

2E∗
(2.35)

Therefore

ML

θ
= E∗Is

(
1 + 24

[
lb
d

]2)
(2.36)

It is worth noting that previous experimental work carried out by Beveridge (2010) and sub-

sequently Frame (2013) used the parameter, lc to denote the magnitude of the size effect for a

beam with a rectangular section. It is related to the characteristic length in bending, lb, defined

here by lc =
√

24lb.

As stated in the previous chapter, this equation only holds true when β/γ = −υ. When

the characteristic length, lb is much smaller than sample depth, the higher order terms in 2.36

vanish, and the resulting equation reverts to the classical elasticity solution.

Similar derivations can be made for slender beams subjected to other flexural loading mo-

des by changing the boundary conditions. The equivalent solution for the stiffness, K of a

micropolar beam under 3-point bending and 4-point bending are given respectively as

(a) (b)

Figure 2.4: (a) 3-Point bending setup, (b) 4-Point bending setup.

K =
P

wmax
= 4E∗b

(
d

L

)3
(

1 + 24

[
lb
d

]2)
3-Point bending (2.37)

KL2 =
P

w2 − w1
=

4bd3E∗

3L1L2
2

(
1 + 24

[
lb
d

]2)
4-Point bending (2.38)

L1 defines the length of the sample between the outer support and the nearest loading point

while L2 is the length between the loading arms as can be seen in figure 2.4. KL2 is the

stiffness of the beam across the central section of the sample.

24



Chapter 2 Micropolar Elasticity Theory

2.2.3 Torsion of a Micropolar Beam

Size effects are predicted to be seen in micropolar materials loaded in torsion. Generally spea-

king, experimental tests that have been conducted on supposedly micropolar materials used

cylindrical samples to obtain the characteristic torsional behaviour.

The approximate solution for the rigidity ratio, Ω of a cylindrical beam of large radius

loaded in torsion is expressed in terms of the ratio of the sample rigidity, J ′ to its equivalent

linear elastic solid, J as

Ω =
J ′

J
= 1 + 6

(
lt
r

)2

(2.39)

where lt is the characteristic length for torsion and r is the radius of the sample (Rueger &

Lakes, 2016).

This equation holds true when the coupling number, N , is equal to 1. The exact solution

for materials with a coupling number which is not unity is more complicated and is given by

Gauthier & Jahsman (1975) as

Ω =

(
1 + 6

(
lt
r

)2
)[

(1− 4ψχ/3)

1− ψχ

]
(2.40)

Here, ψ denotes the polar ratio and χ = I1(pr)/[prI0(pr)] and p2 = 2κ/(α+β+γ). I0 and I1
are Bessel functions of the first kind.

One of the problems with using cylindrical samples for materials with a regular periodic

microstructure is that the unit cell which defines the material is geometrically incompatible.

Constructing cylindrical samples out of such materials cannot be done without significantly

truncating the cells at the outer surface of the sample. As surface damage has been shown to

have a detrimental effect of the stiffness of samples at size scales approaching that of the unit

cell (Wheel et al., 2014), this geometry may not be appropriate for testing such materials.

Rectangular sections often simplify the production of material samples for testing purposes.

The standard analytical solution for the rigidity, J , of a linear elastic beam with square cross

section can be given as

J =
TL

θ
= GsIp (2.41)

where Ip is the warping constant (Roark et al., 2002).

Ip =
2.25d4

16
(2.42)

For a bar with a square section (Figure 2.5), determining the magnitude of the size effect
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Figure 2.5: Stresses and couple stresses acting in a micropolar beam subjected to a torsional
load.

requires a much more involved analysis to obtain an exact solution for the rigidity. As in the

case of bending, the applied twisting moment (Torque) to the beam must be equal to the shear

stresses and couple stresses acting within the sample and is obtained from

T =

∫
A

(xτ zy − yτ zx +mzz)dA (2.43)

An approximation to the solution for the rigidity of a micropolar square bar was derived by

Park & Lakes (1987) to be

J ′ = G∗

{
(1 + C)d4

(1 + 2C)3
− 64

(1 + 2C)

∞∑
n=0

1

dk5n
tanh

(
kn
d

2

)
+ 2lt

2d2

+
C

1 + 2C

[ ∞∑
n=0

4(−1)ndAn
pn

cosh

(
pn
d

2

)

−
∞∑
n=0

8(−1)nAn

(
1

k2n
+

1

p2n

)
sinh

(
pn
d

2

)

+

(
1

ψ
− 1

)
lt
2
∞∑
n=0

(Fnpn −Dnkn)
16(−1)n

knpn
sinh

(
pn
d

2

)]}
(2.44)

where kn , pn , An , Dn and Fn are additional parameters which are defined in Park & La-

kes (1987). lt defines the characteristic length for torsion and is a measure of the size effect

displayed in the material relative to an equivalent elastic solid material.

The value of the coefficient ‘C’ is chosen to minimise the couple stresses that are applied

to the lateral surfaces of the beam. It has been suggested by Park & Lakes (1987) that C =

25Nlt/d is sufficient to minimise the error in the parameters over a wide range. As ‘C’ is
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dependent on the depth of the sample, its influence will diminish with increasing size.

The first two terms within the brackets are equal to the warping constant of a classically

elastic square prism when C tends to zero and can be simplified to

Ip =
2.25d4

16
(2.45)

The next term is only dependent on the characteristic length in torsion and the breadth of the

sample. As C tends to zero, the influence of the other terms within the square brackets will

also diminish. As the warping constant and the characteristic length term are dependent on d4

and d2 respectively, it can be assumed that these terms will dominate the response if a large

enough range of sample sizes is tested.

For the purposes of this investigation, a simplification of the beam rigidity was made to

approximate the characteristic length of the structures. Thus,

J ′ = G∗
[
Ip + 2lt

2d2
]

(2.46)

substituting in equation 2.45

= G∗
[

2.25d4

16
+ 2lt

2d2
]

(2.47)

By plotting J ′/d2 against d2 it is possible to identify the shear modulus from the gradient of

the linear portion of the slope which will appear when a large enough set of samples are tested.

The characteristic length, lt is estimated from the intercept of this plot when it is extrapolated

to intersect the horizontal, d2, axis.

The measure of the characteristic length from this is therefore only an approximated value

which is used to quantify the size dependencies that the material exhibits in samples of similar

size scale to the underlying microstructure. To determine the other constitutive parameters,

N and ψ would require more involved methods to match the experimental data to the full

analytical solution presented in equation 2.44.

2.3 Summary and Conclusion

In this chapter, the constitutive equations for a micropolar material have been summarised.

The derivation for the flexural and torsional stiffness of a slender bar have also been presented

which will form the basis of the experimental investigations that will follow in chapters 7

& 8. The general formulation for the deformation of a micropolar beam has been defined

for various flexural loading modes. An approximation has been taken to derive a practical

experimental solution to observe the size effects that are predicted when a bar is subjected to
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a twisting moment. The additional parameters that have been shown in the derivation here

will be calculated through a series of computational and experimental tests which have been

designed to identify the key parameters.

28



Chapter 3

2-Dimensional Lattice Structures

In this chapter, the mechanical properties of a 2-dimensional planar material comprised of

a square lattice is investigated within a micropolar continuum. Size effects were observed

in bending and found to be strongly dependent on the density of the sample and generally

decrease with increasing volume fraction. It will also be shown that the relative position of

the cell microstructure with respect to the sample surface can significantly alter the displayed

size effect which may have significant implications for testing real materials with a stochastic

distribution of voids.

It has also been observed that Euler-Bernoulli beam theory may not offer an appropriate

solution to low density heterogeneous materials subjected to 3-Point bending. A modified

Timoshenko theory has shown to be capable of capturing the localised effects which are intro-

duced with a material that has a weak resistance to shearing due to square symmetry.

Further to this an analytical model has been constructed for a square lattice extruded longi-

tudinally. It was observed that in bending, the magnitude of the size effect is highly dependent

on the spacial distribution of the material within the unit cell.
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3.1 Sample Loading Modes

It has been shown by both Beveridge (2010) & Frame (2013) that the nature in which hetero-

geneous samples are loaded can affect the observed material properties of the sample. It was

observed in 3-point bending experiments that as the aspect ratio of a sample was decreased,

the rate at which stiffness increased with reducing size was diminished. This diminishing was

mainly attributed to the increase in shear deformation effects which are induced in a shorter

beam subjected to 3-point loading. To fully describe a low aspect ratio heterogeneous beam

within the micropolar continuum a more complex theory such as a modified Timoshenko beam

formulation is required.

In the Euler-Bernoulli beam theory, it is assumed that cross-sections of a beam sample will

remain both plane and normal to the axis when loaded in flexure. Timoshenko theory accounts

for both bending and shear deformation, which cannot be neglected in shorter samples. Timos-

henko beam theory will converge to classical beam theory when the length to depth aspect ratio

of the sample is sufficiently large that these effects can be neglected.

The above theories have been formulated for linear elastic homogeneous materials of con-

stant cross section. Heterogeneous materials by their very nature do not necessarily have a

uniform cross section meaning that any correlation between the apparent sample behaviour

and classical theories should be treated with caution.

3.1.1 Numerical (FEA) Simulations of Lattice Structures

As was previously discussed in chapter 1, cellular structures are of great interest to engineers

due the potential strength to weight benefits that can be obtained. The mechanical behaviour

of regular lattice honeycombed structures in particular has been a keen focus of researchers as

the geometrically regular nature lends itself well to mathematical modelling.

While such structures can be modelled analytically when the connecting members are slen-

der (e.g. Masters & Evans (1997); Wang & McDowell (2004)), it has long been recognised that

under experimentation care must be taken to minimise any localised loading effects which can

be introduced at high porosity levels. Work carried out by Brezny & Green (1990) showed

that in bend tests of a honeycombed lattice material, the experimental elastic modulus was he-

avily dependent on the ratio of the macroscopic sample size to the underlying cell size. It was

concluded that as sample size diminishes, edge effects brought about by truncated cells on the

outer surface of the samples adversely affect the observed stiffness. Other such effects which

become significant at such low densities include localised shearing and buckling of individual

cell walls within the samples. Sample aspect ratio has also been shown to be a contributing

factor in determining the correct flexural parameters of heterogeneous materials (Beveridge,

2010; Frame, 2013).
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To capture the size scale dependent material properties that are predicted with higher order

theories such as micropolar elasticity, localised effects need to be accounted for or ideally eli-

minated in order to obtain an accurate measure of the mechanical behaviour. For this reason,

a set of virtual experiments were undertaken using the finite element analysis (FEA) software

ANSYS to investigate how the mode of loading affects the observed mechanical properties.

The material investigated was a 2D planar square lattice structure (Figure 3.1.). This configu-

ration was chosen as the mechanical properties have been previously investigated in literature

(Kumar & McDowell, 2004; Wang & McDowell, 2004; Dos Reis & Ganghoffer, 2012).

A parametric investigation was undertaken to observe how the samples responded at diffe-

ring size scales and aspect ratios. The mechanical response of the samples at differing aspect

ratios was found by utilising the method of size effects as introduced by Gauthier & Jahsman

(1975) and Yang & Lakes (1981). Here, samples of differing size, but constant aspect ratio are

tested in flexure. Under ideal conditions, a linear response is predicted to be observed when

the normalised rigidity, Ω is plotted against the reciprocal of the sample depth squared, 1
d2

(See

section 2.2.2.).

Three different modes of flexure were considered within this analysis to ascertain how

the material is likely to respond when subjected to mechanical tests and which mode is most

suitable to capture the additional parameters that are required to fully define the matrix material.

Models were constructed in ANSYS using the higher order BEAM189 elements. This

element is a 3-dimensional, quadratic three-node beam representation with six degrees of free-

dom (3 translational and 3 rotational) at each node. It is based on Timoshenko beam theory

and includes shear deformation effects.

The material consists of an array of interconnecting square unit cells which are evenly

spaced horizontally and vertically from the neighbouring cell. Two possible symmetrical unit

cells can be chosen for this material which are capable of describing it at any size scale. These

are shown in figure 3.1.

In the first case which is defined as the ‘closed’ unit cell, (Figure 3.1 a), the material is

distributed around the perimeter of the cell by beams of thickness t. The length of each beam

is defined by the horizontal and vertical cell wall spacing. In the region of adjoining cells, the

cell wall thickness can be expressed as 2t. In the second unit cell, which is defined as the ‘open‘

cell case (Figure 3.1 b), the beams are centred around a central node and have a thickness of

2t. The main difference between the two unit cells, is that in the ‘open‘ cell case, the surface

of the sample intersects the cellular structure at the centre of the cell thus exposing the internal

void. In the closed cell case, all voids are totally enclosed within the bounds of the sample.

While both cell configurations are representative of the bulk material and appear identical at

a sufficiently large size scale, samples of an order approaching that of the unit cell are clearly

very distinct as the cell topology at the surface of the sample cannot be ignored.
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Figure 3.1: Two possible unit cell configurations that can be used to define a matrix of ortho-
gonally connected bars in a lattice configuration. (a) ‘Closed’ cell configuration, (b) ‘Open’
cell case.

As micropolar theory does not account for surface topology, the initial investigation will

be based around the closed cell configuration. Each beam consists of an array of orthogonal

bars that were spaced 1 mm apart. Internal beams within the sample were assigned a thickness

of 0.2 mm while those adjacent to the exterior surfaces had a thickness of 0.1 mm. A Young’s

modulus of 70 GPa and a Poisson’s ratio of 0.3 was used to define the matrix material.

The model was constructed from an array of keypoints which were connected by individual

lines. As the beam elements are represented by one dimensional lines, the outer lines which

correlated to the surfaces of the model were offset by half of their thickness in order to maintain

a consistent distribution of mass throughout the sample. This is important as small changes in

the second moment of area can have a significant effect on the stiffness of individual samples

as the size approaches that of the unit cell. In total, each cell wall was discretised using 10

elements which was deemed sufficient to capture the deflection of the beams under load.

The modulus of the bulk material, E∗ in this case is directly related to the global stress that

acts on a sample that is subjected to a fixed axial strain. In the case of a thin walled square

lattice this can be approximated from the ratio of the total beam thickness to the overall size of

the unit cell (Wang & McDowell, 2004) and is given as:

E∗ = Esη (3.1)

where

η =
2t

SY
(3.2)

Here, Es is the Young’s modulus of the solid material and η is the ratio of the total cell wall
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thickness, 2t to the unit cell spacing, SY in the direction perpendicular to the axial spacing. The

micropolar modulus for this material is therefore approximately 14 GPa. The Poisson’s ratio,

ν∗ can be approximated as 0 as there is no contraction within the lattice. This approximation

is only valid for low density square beams with slender internal members.

3.2 Flexural Loading

Mechanical testing is commonly used to determine the physical properties of materials and

to assess their behaviour under different loading conditions. Recent investigations by Frame

(2013) and Beveridge (2010) have shown that it is possible to capture the size-dependent me-

chanical properties of materials with significant heterogeneities from flexural tests. The sam-

ples in question however were sufficiently dense that localised deformations due to the mode

of loading could be neglected assuming that care was taken when loading the samples. Experi-

mental results can drastically vary from theoretical predictions when localised loading effects

that are induced on the specimen become significant and are not fully accounted for in the

global deformation field. Such variations can be easily accounted for in linear elastic homoge-

neous materials as there are only a few variables which need to be considered. When modelling

heterogeneous materials that display size-scale dependencies, localised structural effects need

to be considered and minimised in order to capture the true nature of the overall mechanical

behaviour.

Initial investigations are therefore based on simulating the apparent stiffness of idealised

heterogeneous materials in common experimental loading configurations. A two-dimensional

square lattice was chosen as the model material since a general solution is available for the

case of a thin walled lattice which can be used as a basis for comparison. Three loading modes

were chosen, namely 3-point bending, 4-point bending and pure bending with constant moment

load. Various beam aspect ratios and unit cell densities were also considered in order to assess

the material response under different parametric conditions.

3.2.1 Pure Bending

As a basis of comparison, initial tests were conducted by applying a constant moment load

to the end face of each beam sample. Samples with between 1 and 5 cells through the depth

were tested at an aspect ratio of 10 in order to obtain the micropolar constitutive properties.

In equation 2.36 it was shown how the rigidity of a micropolar material is expected to vary

with sample size. By dividing both sides of equation 2.36 by the second moment of area of

the homogenised section, the influence of the size effect can be deduced with respect to the
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modulus of the material under investigation from:

12ML

θbd3
= E∗

(
1 + 24

[
lb
d

]2)
(3.3)

It was found that the flexural modulus, E∗ for this material, determined from the intercept,

was 14000 MPa which was in line with the analytical prediction for the Young’s modulus. The

modulus of micropolar bending, γ and characteristic length, lb were found to be 20160 N and

0.25 mm respectively from the gradient of the linear portion of the experimental plot (Figure

3.2.).
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Figure 3.2: Variation in flexural stiffness of samples with specimen size. Smaller samples are
relatively stiffer than larger ones.

3.2.2 3-Point Flexural Tests

A three-point bend test is one of the most common loading modes used to determine the flexural

modulus of a material due to the ease of specimen preparation and testing. However, it has been

shown that heterogeneous samples are sensitive to geometric parameters such as the aspect ratio

(Beveridge, 2010; Frame, 2013). A thorough investigation is therefore required to determine

how applicable this mode of loading is for capturing the size dependent effects that are seen in

micropolar elasticity.

The maximum deflection, w(x) of a micropolar beam subjected to 3-point bending can

be derived from the standard Euler-Bernoulli relationship shown in equation 2.36 and can be
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Figure 3.3: 3-point bend tests modelled using half symmetry boundary conditions.

given as:

w(x)max =
PL3

48(E∗Is + γA)
(3.4)

where P is the applied load, L is the length of the section, E∗ is the micropolar modulus, Is
is the second moment of area of the section, γ is the micropolar bending modulus and A is the

cross-sectional area of the beam.

The rigidity ratio, Ω can be expressed as the ratio of the rigidity of the discrete sample to

the homogenised value and is defined as:

Ω =

(
P

w(x)max

)
(AR)3

4E∗b
=

(
1 +

12γ

E∗d2

)
(3.5)

where AR is the length to depth aspect ratio, b the breath and d is the sample depth.

Simulations were carried out in ANSYS to calculate the relative stiffness of beams with a

square unit cell that were subjected to a 3-point flexural load.

Tests were conducted with half symmetry boundary conditions applied in order to reduce

the size of the models being generated. To minimise the effect of the boundary conditions on

the results of the experiments, each beam was generated slightly larger that required so that the

supports did not rest on the end face of the beam. Care was also taken to place the applied load

and the reaction supports on nodes which corresponded to a joint at a vertical column (Figure

3.3.). In total, 4 different aspect ratios were also analysed in order to observe the effect that

this had on the apparent stiffness of the material and the observed size effects.
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3.2.3 Results

The results of the experiment showed that in the case of the thin walled lattice tested here,

the normalised stiffness of the beam was highly sensitive to the aspect ratio of the sample

under investigation (Figure 3.4.). Low aspect ratio samples tended to largely underestimate

the stiffness of the material. Samples with only one void through the depth also displayed

the greatest reduction in stiffness compared to a similar beam that was subjected to a constant

moment load. Further to this, some of the samples were apparently slightly less stiff at smaller

size scales which contradicts micropolar theory.
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Figure 3.4: Variation in observed stiffness with beam aspect ratio. Sample size increases with
decreasing 1/depth2. The stiffness of the beams is normalised by the Young’s modulus of the
cellular material.

Euler-Bernoulli theory does not take into account local shear deformations which occur

within beams subjected to flexure at low aspect ratios. Timoshenko beam theory on the other

hand does not assume that sections of a material remain plane under bending forces by taking

into account the shear stresses within the beam. In Timoshenko theory, a homogeneous beam

subjected to 3-point bending will have a maximum deflection that is dependent on both the

rotational bending effects and shear deformations by

w(x)max =
PL

4κAGs
+

PL3

48EsIs
(3.6)

where w is the displacement of the beam, P is the applied load, L is the length of the sample,

A is the cross sectional area, κ in this case is the Timoshenko shear coefficient, Is is the second

moment of area. Gs and Es are the shear modulus and Young’s modulus of the solid material
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respectively.

In the case of a square lattice structure, the shear modulus,G∗ does not relate to the Young’s

modulus and Poisson’s ratio in the usual way due to the orthotropic nature of the material (Wang

& McDowell, 2004; Dos Reis & Ganghoffer, 2011). For a slender lattice it can be given as

G∗ =
Esη

3

2
(3.7)

When the Timoshenko theory is adapted to include the homogenised shear modulus of the

lattice, it can be observed that the first term in equation 3.6 has a significant contribution to the

overall deflection of the beam and cannot be ignored unless the sample is very slender.

This increase in deflection is due to the decreased resistance to shearing of the lattice struc-

ture in comparison to an equivalent homogeneous material and accounts for the degradation in

sample performance with increasing void volume fraction. In order to be able to fully capture

the size dependant nature of the material in bending, another method of loading is required

which does not include a significant shearing component.

While incorporating the shear modulus of the lattice into the Timoshenko beam model

offers a closer approximation to the response of the samples under 3-point bending, it does

not take into consideration the size dependent nature of the material. The general formulation

for a linear elastic homogeneous Timoshenko beam is set out in many engineering text books

(Javanbakht & Öchsner, 2018) and is dependent on both the shear forces and bending moments

acting on it. The bending moment, M and the shear force, Q are related to the displacement,

w and rotation, θ by

M = −(E∗Is + γA)
dθ

dx
(3.8)

Q = κAG∗
(
dw

dx
− θ
)

(3.9)

where equation 3.8 is expressed in terms of a micropolar beam as in equation 2.28. The homo-

genised micropolar shear modulus, G∗ is also incorporated in equation 3.9. The total displace-

ment at a given point along the length of the beam can thus obtained by integrating equation

3.8 and substituting it into equation 3.9 while applying the correct boundary conditions for

three-point flexural loading.

w(x) =
Px

2κAG∗
+

Px

4(E∗Is + γA)

(
L2

4
− x2

3

)
for (0 ≤ x ≤ L/2) (3.10)

w(x)max = P

(
L

4κAG∗
+

L3

48(E∗Is + γA)

)
(3.11)
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Equation 3.10 defines the deflection of a Timoshenko beam that has been modified to in-

clude the micropolar bending constants. For a linear elastic isotropic material of rectangular

section κ is given as 5/6. Equation 3.11 provides a closer representation to the observed ben-

ding solution for beams which consist of a low density planar lattice. The stiffness of the beams

are overestimated however. To resolve this, an approximation for the Timoshenko shear coef-

ficient is required to be made in order for the analytical model to fit the experiment. A two

stage approach was taken in order to correct the shearing coefficient in equation 3.11 to match

the experimental results. Samples with only one unit cell through the depth displayed the big-

gest deviation in shear coefficient from the classical value. This effect is seen to diminish with

increasing sample size. The first step taken was to identify the magnitude of the difference at

the smallest size scale. This value was found to be insensitive to sample aspect ratio. As the

variation in shear coefficient reduces to the homogenised value with increasing sample size a

second parameter was added to take this into account. Each parameter was then minimised for

the smallest sample in the set, then the largest respectively in order to find a converged solution.

It was found that using the approximation κ = 5/6
(
1− 0.507

d1.25

)
provided an adequate cor-

rection factor to the standard value of a rectangular beam section and is accurate to within 2%

over the range that was considered. This can be clearly seen in figure 3.5.
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Figure 3.5: Variation in stiffness of samples at different aspect ratios derived analytically from
a modified Timoshenko formula. Data is compared to the simulated results in ANSYS. All
tests are based on a unit cell with dimensions; SX=SY =1 mm , t=0.1 mm. The stiffness of the
beams are normalised by the Young’s modulus of the cellular material.

This correction factor, while indicative of the overall change in shear correction factor

should be treated with caution as it based on a fixed cell density and cell size. Additional

experimentation would need to be carried out in order to identify if there is any dependence on
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the unit cell size and also the lattice density.

A correction factor is required as equation 3.11 does not account for the loss of stiffness

that is seen as the sample size diminishes. By taking into account the localised variations, the

characteristic length of the material can still be derived under 3-Point loading. It may not be

practical however to simulate the material to be tested, therefore a more consistent method of

loading should be sought for more general low density materials.

3.2.4 4-Point Flexural Loading

The second loading mode that was chosen to conduct mechanical tests was four-point bending.

In this configuration, a beam which is rested horizontally on two equally spaced supports is

loaded by two actuator arms that are equally spaced around the centre of the beam. The stiffness

of a beam within the linear elastic micropolar continuum has been derived in terms of the

deflection of the central section in equation 2.38 and has been recapped below.

K =
4bd3E∗

3L1L2
2

(
1 + 24

[
lb
d

]2)
(3.12)

Recalling, L1 and L2 denote the length of the beam in the outer section and centre section of

the beam respectively. All other values have there usual meaning.

A beam loaded in 4-point bending is expected to have zero shear forces across the actuator

arms assuming that the applied load is evenly distributed and equal at each actuator. A shear

component still exists however in the outer section of the beam. In order to determine the flexu-

ral modulus, the applied force and the relative displacement between the maximum deflection

and the displacement of the actuator arms needs to be obtained.

As in the previous case, samples were tested at various aspect ratios for differing sample

sizes in order to obtain the apparent variation with size. The results were compared to a set of

samples subjected to a constant moment load.

3.2.5 Results

The results of the 4-point flexural tests showed an improvement in the normalised sample stif-

fness in comparison to the 3-point bending experiments. Some variation can be observed with

respect to the aspect ratio of the samples under test, with more slender specimens displaying

less reduction in stiffness as compared to the ideal case (Figure 3.6.). Samples with two or less

cells through the depth show the greatest reduction in stiffness. This loss in stiffness can be at-

tributed to the localised effects which appear when applying a point load to the samples. Shear

forces which are present in the outer section of the beam are more dominant when there are less

cells through the depth as the square configuration is weak under shearing. To improve the de-
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Figure 3.6: Variation in stiffness of beams with change in sample depth. The inner section of
the beams have an aspect ratio of 6 and 12. The overall aspect ratio of the beams are 10 and 20
respectively.

flection of the outer section and reduce the influence it has on the central section of the beam,

then it is beneficial to increase the aspect of the outer section. A balance however must be

made between the ratio of the outer section to the centre section. This parameter is also highly

dependent on the density of the unit cell which makes up the material under investigation.

It was observed that the calculated flexural modulus was fairly insensitive to the change in

aspect ratio. The beam which had an inner aspect ratio of 6 was less than 1% stiffer than the

model which was loaded under idealised conditions. The characteristic length calculated for

this beam however was only 88% of the true value. This result could be improved however by

evaluating a larger sample set and discounting the smallest samples which are most influenced

by the boundary conditions of the test setup.

Generally however 4-point bending offers significant improvement over 3-point flexural

tests when trying to capture the size dependant nature of low density planar lattice structures.

If a suitable aspect ratio is selected to test the material in question, then a Euler-Bernoulli

approximation has been shown to provide a sufficiently accurate solution to the problem. A

Timoshenko based approach may be required to deal with more complicated solutions.
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3.3 Cell Wall Thickness and Surface Topology Effects

While idealised predictions have been made for various 2-dimensional lattice structures with

very slender internal beam members, there appears to be a lack of data available which captures

how the lattice behaves when the cell wall thickness ( cell density) is varied. Such data would be

useful as it could help to determine the range over which the higher order model is applicable

and also allow for optimising of the structure for a given application. Another aspect of the

investigation is that many of the formulations are based on infinite lattice structures rather than

discrete models. The use of discrete models is a more useful approach as it allows for a more

realistic representation of the local characteristics of the material rather than a global field

representation.

Surface effects have been shown to negatively impact the size dependent stiffening pro-

perties of a micropolar material (Brezny & Green, 1990; Frame, 2013). While samples with

a random distribution of voids which are relatively large in comparison to the heterogeneities

which define the microstructure can be prepared in such a way which minimises the influence

of surface defects, at size scales approaching the typical voids size within the material, surface

effects can become significant and must be accounted for. In order to quantify how the magni-

tude of the size effect changes with finite specimen size, tests were conducted using the method

of size effects described in the previous section under constant moment loading conditions to

minimise any unwanted localised loading effects that might influence the response.

Virtual samples were tested at varying void volume fractions in both the ‘open’ and ‘closed’

unit cell configurations as defined in figure 3.1. Models were generated with the 2D higher

order quadratic Plane183 continuum elements as beam elements are not sufficient to accurately

capture the deformation when the connecting internal members are not slender.

Samples with between 1 and 10 voids through the depth were tested at each void area

fraction and the calculated stiffness was plotted against sample size in order to obtain the mag-

nitude of the size effect. The characteristic length in bending, lb and the flexural modulus, E∗

were inferred from the intercept and gradient of the linear portion of the slope.

3.3.1 Results & Discussion

Two distinct size effects were observed when the material was tested in flexure. Samples

with a continuous surface that comprised of the ‘closed’ unit cell displayed a size stiffening

effect, while those constructed from the ‘open‘ unit cell displayed a size softening effect. The

magnitude of the size effect, lc2 is largely dependent on the void area fraction of the cell and

has been summarised in tables 3.1 & 3.2. It is related to the characteristic length in bending

by lc2 = 24lb
2. The void area fraction, Af in this case is defined as the ratio of the void area
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within the unit cell and the overall cell area and increases with decreasing cell wall thickness.

Void Af =
(SY − 2t)2

SY 2
(3.13)

Continuous Surfaces
t Void Af E∗ lc

2 lb
2 lb

mm GPa mm2 mm2 mm

0.5 0 70 0 0 0
0.4 0.04 62.44 0.121 0.005 0.071
0.3 0.16 45.86 0.462 0.019 0.139
0.2 0.36 29.50 0.912 0.038 0.195
0.1 0.64 14.34 1.424 0.059 0.244
0.01 0.96 1.4 2 0.083 0.289

Table 3.1: Mechanical properties for a planar square lattice of varying void fraction derived
from samples with a continuous surface subject to a constant moment loading.

Voids Intersected by Surfaces
Magnitude of

t Void Af E∗ lc
2 lb

2 lb
mm GPa mm2 mm2 mm

0.5 0 70 0 0 0
0.4 0.04 62.3 (-)0.20 (-)0.008 0.091
0.3 0.16 46.02 (-)0.561 (-)0.023 0.153
0.2 0.36 29.79 (-)0.819 (-)0.034 0.185
0.1 0.64 14.44 (-)0.958 (-)0.04 0.2
0.01 0.96 1.4 (-)1 (-)0.042 0.204

Table 3.2: Mechanical properties for a planar square lattice of varying void fraction derived
from samples with a discontinuous surface subject to a constant moment loading. The magni-
tude of the characteristic length, lb in this case is a representative value as lb2 is negative.

The flexural modulus of the material is strongly dependent on the density of the unit cell,

but is independent of the variation in surface topology of the sample. This is in line with

theoretical predictions which suggest that the modulus is size independent.

Figure 3.7 captures the variation in rigidity with increasing sample size. Values have been

normalised against an equivalent homogeneous beam. The largest increase in rigidity can be

observed in the ‘closed’ cell samples when there is only one unit cell through the depth of the

sample. It should be noted that from the resulting plots in figure 3.7 no indication of material

stiffness can be derived for a sample smaller than one unit cell (1/depth2 = 1) as this would

imply an infinite increase in stiffness which would be unphysical.
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Figure 3.7: Variation in normalised rigidity with variation in cell wall thickness. Solid lines
represent beams with a solid outer surface. Dashed lines represent beams whereby the voids
are intersected by the specimen surface.

The magnitude of the size effect is seen to increase with decreasing cell wall thickness.

From figure 3.8 it can be observed that the positive size effect appears to continuously increase

with decreasing cell wall thickness (Void fraction). In reality however this effect is limited by

the relative decrease in stiffness associated with decreasing cell density. It is also quite clear

to see in figure 3.8 that the magnitude of the size softening when there are surface defects is

different to that when the surfaces are solid.

As the two unit cells considered represent the upper and lower bounds of the square lattice

under flexure, discrepancies in the specimens due to surface preparation may have a significant

influence on the magnitude of the size effect which can be observed experimentally.

The theoretical value of the characteristic length in bending has been given as SY /
√

24 mm

for a 2D thin walled square lattice (Dos Reis & Ganghoffer, 2011). It was found however that

the characteristic length in this investigation converged on SY /
√

12 mm in the case where a

continuous sample surface was defined. Others have reported differences in the characteristic

length for bending depending on the theory used to derive it (e.g. Tekoğlu (2007)). Here,

the material characteristic length presented differed from the characteristic length defined by

Mindlin for couple stress theory by a factor of
√

2. For samples with a discontinuous surface,

determination of the material characteristic length is not straightforward due to the negative

square root that appears when micropolar theory is applied. Nevertheless, it is interesting to

note that the characteristic length derived from the absolute value of the magnitude of the size

softening effect is SY /
√

24 mm. Therefore, the characteristic length that is found here is just
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Figure 3.8: Variation in the magnitude of the size effect of beams with an in-line square lattice
microstructure with respect to void area fraction. Samples with a continuous outer surface
are represented by the solid line while the dashed line represents the case where the voids are
exposed at the surface of the beams.

indicative of the magnitude of the size effect rather than being definitive.

Normalising the stiffness of the beams against the micropolar modulus of the material, the

results were plotted against the inverse of sample depth squared. It can be seen from figure 3.7

that this alternative unit cell configuration displays a size dependent softening effect whereby

the larger samples are stiffer that the smaller ones. This is contrary to the size stiffening effect

that can be seen in the closed cell configuration. The magnitude of this stiffening effect is used

as the basis of determining the characteristic length of the lattice material. It was found that for

the closed cell case that the maximum characteristic length is 1/
√

12 mm while the samples

which intersect the unit cells at the surface have a characteristic length of 1/
√

24 mm.

3.4 Summary and Conclusion

In this chapter, it has been shown that size dependencies can be observed in a 2-dimensional

lattice that was loaded in flexure which can be described by micropolar elasticity. Size softe-

ning effects can be observed when the internal cellular structure of the lattice is intersected by

the macroscopic sample upper and lower surfaces. While this effect is not accounted for by

micropolar elasticity, it can be observed that the general variation with sample size is linear

under ideal conditions albeit with a negative gradient. The magnitude of the size effect does

not match that of the closed cell samples, but may be related in some manner.
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It was observed that the size effect increases with decreasing volume fraction. The maxi-

mum obtainable increase in stiffness is predicted to be found when the mass of material dimi-

nishes. As this is unphysical, the maximum practical increase in material stiffness is obtained

from the least dense sample which can be manufactured and tested accurately. A similar effect

is seen in the case of the sample size reduction although the magnitude is clearly distinct.

It was also highlighted that the method of loading plays a significant role in the observed

response. Low density samples which were subjected to 3-point bending may not respond in

the manner which is predicted with size softening effects being observed. This response can

be attributed to localised shearing effects which dominate the bending response. Timoshenko

beam theory modified to include the higher order components of micropolar elasticity was

shown to provide a more accurate representation of the deformation which occurs when the

material is loaded in this manner.

4-point bending was shown to be a more consistent mode of loading and may perform

better in physical tests. Pure bending is the most reliable method of testing the structures in

flexure and should ideally be used to derive the higher order parameters computationally.

The maximum characteristic length as defined for a square lattice was found to be SY /
√

12

mm. This is in contrast to the theoretical value of SY /
√

24 mm that has been predicted by Dos

Reis & Ganghoffer (2012). Interestingly however, the magnitude of the size effect obtained

with surface defects matches this prediction, but the negative value that appears here presents

difficulties resolving a physical interpretation.

Beam elements have also shown to be an appropriate method of modelling lattice struc-

tures assuming that the internal members within the sample are slender. For denser samples,

continuum elements are better placed to model the interaction within the material.
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3.5 Extruded Microstuctured Beam

It has been well documented that size effects can be observed in materials with significant

microstructure when the sample size approaches that of the major heterogeneities within the

material (Huang et al., 2000; Beveridge et al., 2013; Wheel et al., 2014). For a closed cell

lattice structure the maximum size effect is generally observed in bending with a beam that has

one void through the depth of the sample. The magnitude of this size effect is largely dependant

on the distribution of the material within the unit cell and the relative volume fraction. In order

to quantify how this effect varies with these parameters, an analytical investigation has been

undertaken to determine this.

For this investigation, a square unit cell of material is considered (Figure 3.9). The mi-

crostructure of the unit cell consists of a square lattice configuration, with two internal size

variables, t1 & t2, that is then extruded in the longitudinal axis. It should be noted that the

voids in this case are orientated axially through the length of the samples rather than aligned to

the transverse plane as seen in the previous section (Figure 3.10).

Figure 3.9: 2D cross section of unit cell

In the analysis, a density is set for each unit cell, and the size of both t1 and t2 are varied

with respect to each other in order to keep the density constant. The resulting size effect is then

derived from the variation in second moment of area with respect to a homogeneous continuum

with an equivalent flexural modulus.

Classical elasticity Bernoulli beam theory relates the applied bending moments and re-
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Figure 3.10: Extruded beam from a 2D cross section of a unit cell.

sulting deflection of a beam in flexure by the following relation:

M

Is
=
σ

y
=
Es
R

(3.14)

where M is the applied bending moment, Is is the second moment of area, σ denotes the

stress, y is the distance from the neutral axis, Es is the modulus of the solid material and R is

the radius of curvature of the beam.

The flexural rigidity is defined as the resistance to bending and can be given as

MR = EsIs (3.15)

The rigidity of a micropolar beam was shown in equation 2.31 to be

ML

θ
= E∗Is + γA (3.16)

To determine the magnitude of the size effect for a given cell configuration, two values

of the flexural rigidity are calculated. The first value is obtained from calculating the second

moment of area of the cross section of the beam using the particular geometric features along

with the modulus of the solid matrix material. This value is then compared with the rigidity of

a solid beam section which has a Young’s modulus that is equal to the bulk value for the overall
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beam.

EsI
∗ = nE∗Is (3.17)

where n designates the magnitude of the difference between the discrete rigidity, EsI∗ and the

homogenised rigidity, E∗Is.

The second moment of area of the discrete cross section for a single cell can be calculated

by dividing it into several areas and using the parallel axis theorem to calculate the total moment

of area around the centre of the beam.

For a beam comprised of one square cell, the total value for the second moment of area can

be expressed as:

I∗xx = I∗yy =

n∑
i=1

(
Ii +Aid

2
i

)
=

4

(
t42
12

+ t22

(
SY − t2

2

)2
)

+

2

(
t1 (SY − 2t2)

3

12
+

(SX − 2t2) t
3
1

12
+ (SX − 2t2) t1

(
SY − t1

2

))
(3.18)

where Aiis the area of the part under consideration and di is the distance from the axis to

the centroid of the part.

The homogenised modulus of the material can be obtained from the variation in direct

stress due to the change in cross sectional area for a given longitudinal strain on the material

and can be shown to be dependent on the ratio of the solid material in the cross section, A2 to

the overall cross sectional area, A1.

Es =
P 2L

A2w
⇒ P 2 =

EswA2

L

⇒E∗ =
P 2L

A1w
= Es

(
A2

A1

)
(3.19)

This equation is valid assuming that the cross-sectional area under consideration is constant

throughout the length of the sample material.

The ratio of A2
A1

for an extruded material is equivalent to the volume fraction of the solid

material within the unit cell. For a given volume fraction, the parameters t1 and t2 fall within
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the bounds:

t1 =

AfSX
2

4 − t22
(SX − 2t2)

(3.20)

0 ≤ t1 ≤ t2 (3.21)

The cell volume fraction defines the thickness of the cell wall when t1 = t2. The maximum

value of t2 is set when t1 tends to zero. This value is unphysical however as it would relate to

a material that has no internal connectivity between discrete nodes within the microstructure.

In order to quantify the magnitude of the size effect for a given configuration the rigidity

ratio is plotted against the variation in wall thickness t1. The normalised rigidity of the beam

is defined as the ratio of the rigidity of beam that is under consideration to the rigidity of an

equivalent homogenised beam that has the same axial modulus. It was observed from figure

3.11 that as the volume fraction of the material decreases, the rigidity ratio for the sample

tends to increase. A lower limit of 1 is observed when the volume fraction tends to that of a

homogeneous continuum. The upper bounds of the variation in rigidity is observed to depend

on the normalised cell wall thickness. In the case where t1 is equal to t2 the maximum increase

in rigidity is observed to be twice as large as the converged value. By comparison, as t1 is

reduced towards 0 then the increase in rigidity increases to 3 times the converged value. The

Figure 3.11: Variation in beam rigidity with normalised cell wall thickness for various cell area
fractions.
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above analysis only considers one unit cell through the length of the beam. It is expected that

as the number of cells through the depth is increased, then the rigidity will eventually converge

to the homogenised system. To verify this, and further gauge how the flexural rigidity changes

with sample size, a code was generated in MATLAB to calculate the variation in rigidity over

a range of sample sizes and unit cell configurations. Each sample was varied from 1 to 10 cells

through the depth of the structure. The breadth of each sample was set equal to the depth in all

analyses.

Figure 3.12: Extruded microstructure beam and 2D cross section of a typical sample.

For a multi cell beam (Figure 3.12), the second moment of area of the cross-section can be

expressed in terms of the summation of the second moment of area of a each individual cell

with respect to the centroid of the overall sample.

I∗xx = I∗yy =

n∑
i=1

n∑
j=1

(
I(i,j) +A(i,j)d

2
(i,j)

)
=

n∑
i=1

n∑
j=1

[
SX · SY 3

12
+

(
SX · SY

(
D

2
− (i− 0.5)SY

))

− (SX − 2t2)(SY − 2t1)
3

12

− (SX − 2t2)(SY − 2t1)

(
D

2
− (i− 0.5)SY

)

− 2
(t2 − t1)(sy − 2t2)

3

12
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− 2(t2 − t1)(SY − 2t2)

(
D

2
− (i− 0.5)SY

)]
(3.22)

I∗xx and I∗yy will be identical for a square cross section of material, thus a similar formulation

to equation 3.22 can be found for I∗yy.

The variation in rigidity for beams with between 1 and 4 cells through the depth have been

plotted in figures 3.13 and 3.14. It can be seen that the as the number of cells through the depth

increases, the relative stiffness decreases towards that of a homogeneous beam.

The optimum value of stiffness will be different depending on the application for which

the material is being used. It can be observed that for a single cell of the material under

consideration that both the cell density and mass distribution play a significant role in the

variation in rigidity that is recorded. As the flexural modulus in the longitudinal direction of

the material is observed to be the same for a given density, it can be seen that the change in

rigidity is directly related to the mass distribution and the second moment of area.
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Figure 3.13: Variation in normalised rigidity with cell wall thickness for various cell area
fractions. The rigidity is seen to decrease with increasing sample size.
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Figure 3.14: Variation in normalised rigidity with cell wall thickness for various cell area
fractions. The rigidity is seen to decrease with increasing sample size.
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3.5.1 Characteristic Length of Extruded Microstructure Beams

The characteristic length in bending of a micropolar material can be defined in terms of the

longitudinal modulus as

lb =

√
γ

2E∗
(3.23)

(Anderson & Lakes, 1994).

Recalling that in equation 3.5 the characteristic length can be defined in terms of the change

in rigidity by rearranging in terms of the coupling modulus, γ and substituting into equation

3.23. The rigidity ratio, Ω can be shown to relate to the characteristic length in bending by,

Ω =
J ′

J
= 1 +

24lb
2

d2
(3.24)

From figure 3.13 it can be seen that the maximum size effect is observed when the beam

section is comprised of just one unit cell. The rigidity ratio is observed to vary between 2

(when t1 = t2) and 3 (as t1 ⇒ 0) when the area fraction of the sample tends towards 0. When

t1 & t2 are equal, the characteristic length of a single cell is found to be
√

SY 2

24 mm which is

identical to the characteristic length reported by Dos Reis & Ganghoffer (2011). The upper

bound displays an increase in rigidity that is 50% larger than when t2 � t1 and corresponds to

a maximum characteristic length of
√

SY 2

12 mm. In general, it is predicted that moving the mass

of the cell towards the outer corners of the unit cells has the effect of increasing the measured

rigidity of the material. This effect is limited by the density of the sample as increasing it forces

a greater proportion of the mass towards the centre of the cell thus limiting the observed size

effect. It has also been seen that for a volume fraction of over 15% a maximum rigidity ratio is

found to peak at an ever-increasing value of t1
t2min

.

The maximum rigidity value can also be determined analytically by investigating the flexu-

ral rigidity for one unit cell. For the cellular material seen in figure 3.10 when t1 = t2;

E∗ = Es
A∗

As

= Es

(
d2 − (d− 2t)2

d2

)

= Es

(
1−

(
1− 2t

d

)2
)

(3.25)

⇒ E∗

Es
=

(
1−

(
1− 2t

d

)2
)

(3.26)
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Is =
d4

12
(3.27)

I∗ =
d4

12
− (d− 2t)4

12
= Is −

(d− 2t)4

12
(3.28)

⇒ I∗

Is
= 1−

(
1− 2t

d

)4

(3.29)

let
2t

d
= x

⇒ Es
E∗

=
1

x(2− x)
;

I∗

Is
= 1− (1− x)4 = x(4 + x(2− x(4− x))) (3.30)

⇒ EsI
∗

E∗Is
=

4 + x(2− x)(4− x)

2− x

⇒ if
2t

d
→ 0 then

EsI
∗

E∗Is
= 2 (3.31)

Thus for a cell with uniform internal wall thickness (t1 = t2), the maximum increase in

rigidity that can be observed when compared to a solid beam with the same overall modulus,

is two.

Similarly it can be shown that when t2 � t1 the maximum increase in rigidity is a factor

of three.

E∗ = Es

(
A2

A1

)

= Es

(
4
(
t22 + t1(d− 2t2)

)
d2

)
(3.32)

Is =
d4

12
(3.33)

I∗ = 2

(
t1 (d− 2t2)

3

12
+

(d− 2t2)t
3
1

12
+ (d− 2t2)t1

(
d− t1

2

)2

+2

(
t42
12

+ t22

(
d− t2

2

)2
))

(3.34)

let (d− 2t2) = x
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E∗

Es
=

4(t22 + t1x)

d2
(3.35)

I∗

Is
=

2x3t1 + 2t31x+ 6t1 (d− t1)2 x+ 4t42 + 12t22(d− t2)2

d4
(3.36)

if t1 → 0 then

E∗

Es
= 4

(
t2
d

)2

(3.37)

I∗

Is
=

4t42 + 12t22(d− 2t2)
2

d4

= 16

(
t2
d

)4

− 24

(
t2
d

)3

+ 12

(
t2
d

)2

(3.38)

⇒ EsI
∗

E∗Is
= 4

(
t2
d

)2

− 6

(
t2
d

)
+ 3⇒ as t2 → 0 then

EsI
∗

E∗Is
= 3 (3.39)

Increasing the number of cells through the depth of the sample has the effect of decreasing

the observed size effect (Figure 3.14). Interestingly from this simplified analysis, it can be seen

that the magnitude of the size effect with respect to the cell density for a given number of rows

appears to scale with the number of rows (Figure 3.13). As this model is somewhat simplified,

it is expected that including effects such as the Poisson’s ratio and the associated anticlastic

deformations will alter this behaviour slightly, but the general trend should be similar.

3.5.2 Summary and Conclusion

It has been demonstrated in this section that size effects consistent with micropolar elasticity

can be observed in analytical models of a beam with voids extruded parallel to the longitudinal

axis in flexure. It was shown that the observed size effect was strongly dependent on both the

cell density and the second moment of area of the cross section.

The upper limit of the size effect was observed when the sample rigidity was normalised

against the homogenised global value for a given material volume fraction and was realised

with diminishing sample size. Two distinct size effects were found depending on the distribu-

tion of mass within the unit cell. As the rigidity is strongly dependent on the second moment

of area of a given sample, moving mass away from the centre of the cell has the general effect

of increasing the size effect. The maximum increase in localised rigidity was observed when

the thickness of the parameter t2 � t1, due to the cubic dependence on the depth within the

second moment of area of the section. A lower limit for the size effect which is obtainable in

this model for a given volume fraction arises when t1 = t2.
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Micropolar effects can be partially explained through an analysis of the second moment

of area within the cross section of the specimens under investigation. While this simplified

analysis may be limited by other structural effects, it indicates that in order to maximise the

increase in stiffness of a lattice structure under flexure, the mass should be distributed as far

away from the centre of the cell as possible in order maximise the increase in second moment

of area for a given modulus.
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Chapter 4

Numerical & Analytical Identification
of Mechanical Properties of a 3D
Orthogonal Lattice

In the previous chapter, size effects in bending were investigated for 2-dimensional square

lattices of varying volume fraction. The mode of loading and sample surface topology were

also shown to be important factors in the characterisation of the material.

The following chapter contains an investigation into the mechanical properties of a 3-

dimensional orthogonal lattice structure comprised of a regular array of unit cells. Here, geo-

metrically similar samples are numerically simulated at varying size scales to determine if any

relationship with size exists in the material. The influence of the solid volume fraction within

the unit cell is also considered and quantified in relation to the overall mechanical properties.

Numerical predictions for the variation in Young’s modulus, shear modulus and Poisson’s

ratio have also been made in an attempt to capture their dependency on the volume fraction

within the material. These predictions are compared to the available solutions which exist for

a thin walled lattice structure.

The characteristic length for each material has also been calculated numerically in flexure

and torsion to quantify the size effects within the micropolar continuum. In addition to this,

the influence of sample breadth has been investigated to determine whether anticlastic effects

influence the measured micropolar material parameters.
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4.1 Mechanical Properties of a 3D Orthogonal Lattice

In the previous chapter, 2-dimensional materials were investigated within the context of a mi-

cropolar continuum to define the flexural behaviour of a square lattice.

In this chapter, the mechanical properties of a 3-dimensional orthogonal lattice have been

investigated within the micropolar continuum framework. The variation in cell density and sur-

face topology have been considered to quantify the magnitude of any size effects and provide a

comparison between closed form analytical solutions and idealised FE simulations. The lattice

is defined in terms of a unit cell which is the smallest representation of the microstructural

features that make up the bulk material structure. The unit cell consists of 12 rectangular bars

of length, a, and breadth / depth, t, which intersect at the corners of the cell as seen in figure

4.1 (b).

(a) (b)

Figure 4.1: (a) Beam with cubic lattice microstructure, (b) Unit cell of the material.

While analytical approximations exist for the mechanical behaviour of a 2 dimensional

lattice, (Gibson & Ashby, 1999; Wang & McDowell, 2004; Dos Reis & Ganghoffer, 2012) they

are usually based on the assumption that the beams within the lattice are sufficiently slender

that any local deformation at the joints within the lattice are insignificant since bending of the

beams is the primary mode of deformation. In practise however, this assumption will only hold

for a small range of lattices.

The following sections will attempt to derive more exact approximations for the mechanical

properties of a lattice with varying cell wall thickness by conducting simulations of the material

in ANSYS and comparing the results to numerical predictions.

4.1.1 ANSYS Meshing

One of the difficulties with modelling 3-dimensional materials at the microstructural level is

that the number of nodes and elements which are required to accurately resolve the stress
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and displacement fields during deformation can become very large and subsequently compu-

tationally intensive due to the fact that each individual feature needs to be represented at a

sufficiently high resolution. This becomes very apparent when modelling such materials at dif-

ferent size scales as the sample volume is proportional to the depth cubed for a bar with a square

cross-section and constant aspect ratio. On top of this, as the density of the material decreases,

the number of elements needed within the unit cell also has to increase to maintain a reasonable

element aspect ratio. A trade-off was therefore required in order to obtain reasonable accuracy

within the computational limits of the computing hardware that was available.

Models were constructed in ANSYS by sequentially propagating a unit cell of the material

in each of the 3 major axes due to the repetitive nature of the lattice. As the solid internal vo-

lumes within the unit cell consisted of a series of interconnecting cuboidal beams, a structured

mesh was used as it offered an efficient way to segment them.

Each cubic joint in the cell consisted of 4 element divisions per axis, with 64 elements in

total. The connecting members had a varying number of elements that was determined from

the ratio of the cell wall thickness, t to the overall unit cell size, a by the function

nelem = n3div

(
a− 2t

t

)
(4.1)

where ndiv is the number of elements through the thickness of the internal beams. The element

size was chosen by setting ndiv to 4 as this offered a reasonably converged solution, without

being overly computationally expensive. An example of a meshed unit cell can be seen in

figure 4.2.

Figure 4.2: A meshed unit cell.

Both the SOLID185 and SOLID186 continuum elements available in ANSYS are well

suited to generating 3-dimensional mapped structural meshes. SOLID185 is an eight node
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element, while SOLID186 is a higher order 20 node quadratic element with an additional node

on the mid point of each edge. Both elements have three translational degrees of freedom

per node. SOLID185 continuum elements were used in the construction of the models in this

analysis as it was found that the additional resources required to compute the solution using

the higher order SOLID186 elements limited the size of the models which could be generated

without adding any great improvement in accuracy to the overall results.

4.2 Uniaxial Loading

The lattice structure which has been defined in figure 4.1 is to be investigated to ascertain how

the mechanical properties vary with cell density. The results will be compared to theoretical

approximations where appropriate and some suggestions will be made on how this could be

improved.

No size effect is predicted in tension for micropolar materials, meaning that the modulus

and Poisson’s ratio should be independent of sample size. To determine the effective Young’s

modulus and Poisson’s ratio of the lattice, a unit cell similar to figure 4.1 (b) was generated in

ANSYS and subjected to a fixed displacement, wx. The boundary conditions were as follows:

On face X = 0 ux = 0

On face X = a ux = wx

On plane Y = a/2 uy = 0

On plane Z = a/2 uz = 0 (4.2)

The X,Y & Z faces denote the exterior surface perpendicular to the corresponding axes as

seen in figure 4.3. After each simulation, the reaction forces were determined and the effective

properties were calculated from the homogenised stress across the unit cell section.

4.2.1 Poisson’s Ratio

In continuum mechanics, the Poisson’s ratio, νs is used to describe the relationship between

the direct strain, ε1 and transverse strain, ε2 in a material subjected to direct stress. For a

linear elastic solid homogeneous material the relationship between the Young’s modulus, Es,

Poisson’s ratio, ν and Shear modulus, Gs is:

Es = 2Gs(1 + ν) (4.3)
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For a heterogeneous cellular material, this relationship does not necessarily hold true and is

dependent on the topology of the particular features which define the underlying microstruc-

ture. In the case of a thin walled cubic lattice structure, the Poisson’s ratio can be estimated by

analysing the individual beams which make up a unit cell within the structure. The derivation

for a planar 2D lattice is given by Wang & McDowell (2004) and can be expanded to estimate

the 3D lattice of figure 4.1.

Figure 4.3: Unit cell of lattice material subjected to an axial load.

In a slender cubic lattice subjected to a direct stress, (Figure 4.3) the axial deformation will

be directly related to the stress that is acting on the beams in the axial direction. The beams

which are perpendicular to the axial load will have zero axial stress and the effective Poisson’s

ratio will therefore be dependant on the deformation of the axial beams. The axial stress σ1
can be given as:

σ1 =
P

A
=

P

(2t)2
(4.4)

where P is the applied load and A is the cross sectional area over which the applied load acts.

2t denotes the total cell wall thickness within the unit cell.

The axial strain, ε1 is therefore:

ε1 =
σ1
Es

=
P

Es(2t)2
(4.5)

The transverse strain, ε′2 acting in the column will therefore be:

ε′2 = ε1ν (4.6)

The total transverse strain acting over the unit cell is just the ratio of the change in width of the
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cell, ∆a to the original length in this direction.

ε2 =
∆a

a
=

2tε′2
a

= − νP

Es2ta
(4.7)

The effective Poisson’s ratio in a slender 3D cubic lattice is therefore:

ν∗12 = −ε2
ε1

= ν

(
2t

a

)
(4.8)

As the lattice structure has orthogonal symmetry, the effective Poisson’s ratio will be the same

in each of the three major axes. It appears from this analysis that there is no significant dif-

ference between the in plane Poisson’s ratio of a 2D square lattice and a 3D cubic lattice of

similar cell size and wall thickness. However, plotting the Poisson’s ratio found experimentally

for a lattice of varying density it is observed that there is a measurable difference between the

analytical solution of equation 4.8 and the FE simulations as can be seen in figure 4.4.

Figure 4.4: Variation in observed Poisson’s ratio with relative cell density. The analytical esti-
mation presented in equation 4.8 generally overestimates the contraction within the material.

In general, it is observed that the numerical prediction overestimates the magnitude of the

contraction when the volume fraction is below 85%. Above this, the difference in effective

Poisson’s ratio is smaller, but does converge on the classical solution as the volume fraction

tends to 1. The change in calculated Poisson’s ratio varies by as much as 50% across the full

range of densities as can be seen in figure 4.5. Crucially though the biggest deviation occurs

when the lattice has a very low volume fraction. Here the Poisson’s ratio is very small and
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is effectively zero anyway. Small variations become more important as the volume fraction

increases due to the fact that the transverse contraction is not negligible.

Figure 4.5: Magnitude in the difference between the Poisson’s ratio derived from FEA and the
closed form approximation.

One problem that has been noted with the experimental results is that the transverse displa-

cement is not consistent, it varies across the surface of the unit cell. Some estimation therefore

needs to be used when discerning what the effective Poisson’s ratio is for a given cellular ma-

terial. For general purposes however, the numerical estimation is a sufficient representation of

the behaviour of the material.

ν∗ = ν
2t

a

(
1.467−

Vf
2

)
(4.9)

To improve the numerical estimation in comparison to the experimental Poisson’s ratio, a linear

approximation of the change in observed Poisson’s ratio with variation in volume fraction was

made (Figure 4.5). It has been estimated as (1.467 − 0.5Vf ), where Vf is the cell volume

fraction, and can be clearly seen to provide a good correction for volume fractions below 85%

(Figure 4.4). Although the linear fit that is used here is only an approximation, the resulting

values are within 4% of the simulated Poisson’s ratio when equation 4.9 is applied.

4.2.2 Young’s Modulus

The Young’s modulus in a linear elastic material relates the strain at a given point to the applied

stress. In a heterogeneous material however, the localised stress variation may be significant
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and not representative of the global response. For a 2-dimensional low density lattice with

slender internal connecting members, theoretical predictions exist for the effective Young’s

modulus (Wang & McDowell, 2004). In this case it can be assumed that the response of the

material is dominated by stretching in the axial members. As the density of the lattice increases

however, such approximations may not be appropriate since the deformation in the transverse

beams cannot be ignored.

For a 3-dimensional orthogonal lattice, an approximation of the homogenised Young’s mo-

dulus can be derived analytically in terms of the effective stress within the lattice when it is

subjected to an axial strain by recognising that the deformation is dominated by the stretching

of the axial members within the cell. For a fixed constant strain, ε1 that has a reaction force, P

this relationship can be given as;

σ1 =
P

A
=

P

4t2
(4.10)

ε1 =
wa
a

(4.11)

Es =
σ1
ε1

=
Pa

4t2wa
(4.12)

σ2 =
P

A
=
P

a2
(4.13)

E∗ =
σ2
ε1

=
P

waa
(4.14)

If strain is constant then;

Es4t
2

P
=
E∗a2

P
(4.15)

⇒ E∗ = Es

(
2t

a

)2

(4.16)

This approximation works well for a very slender lattice as the Poisson’s ratio will tend to

zero since there is no contraction within the lattice. It was observed however that the above

approximation does not hold when
(
2t
a

)
> 0.2 which correlates to a cell volume fraction of

10%. The modulus is better expressed by taking into account the Poisson’s ratio, ν∗ of the

material and can be given as:

E∗ = Es(1 + ν∗)η2 (4.17)

where η =
2t

a
(4.18)
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The Poisson’s ratio, ν∗, expressed here is the micropolar Poisson’s ratio and is clearly distinct

from the classical value which is related to the solid material of the lattice.

Figure 4.6: Comparison between the variation in the analytical approximation of the Young’s
modulus and FE prediction.

From figure 4.6 it can be seen that equation 4.17 is valid when the total cell volume fraction

is less than approximately 90% solid. Denser samples can no longer be treated in terms of a

series of connected beams and will converge on the homogeneous linear approximation model

thus this equation will overestimate the material modulus within this range. A better approx-

imation of the modulus can be found in this region by relating the micropolar shear modulus,

G∗ and Poisson’s ratio, ν∗ to the bulk materials Poisson’s ratio, νs by;

E∗ =

(
3− ν∗

νs

)
G∗(1 + ν∗) (4.19)

This equation was derived empirically by observing the variation in the calculated modulus to

the general Lamé relationship of a linear elastic material. As the sample density approaches

unity, the micropolar Poisson’s ratio converges to that of the bulk material and equation 4.19

reduces to the usual relationship for a linear elastic material. While equation 4.19 is accurate

to within 2% of the calculated modulus, it is reliant on obtaining the global shear modulus and

Poisson’s ratio. Uniaxial tensile or flexural tests would be more appropriate in this range to

determine the material modulus.
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4.3 Shear Loading

4.3.1 Shear Modulus

It is predicted in micropolar theory that the shear modulus of a heterogeneous material is con-

stant and independent of sample size. The size effects which are observed are characterised by

a characteristic length that accounts for the microrotations within the sample. Under a simple

or pure shearing load, the deformation is only a function of the translational deformation and as

such no microrotations are predicted to appear in the model. While numerical estimations exist

for a thin walled lattice subjected to a constant shear stress, it is only applicable to a limited

range of cell densities. In order to be able to fully categorise and quantify this effect in a lattice

material, a clear understanding of how the shear modulus varies with cell density is required.

The shear modulus for a cellular lattice structure of cubic composition does not relate to

the modulus of elasticity in the conventional sense due to the orthotropic nature of the unit cell.

For a thin walled lattice it can be approximated by analysing the deformation of the individual

beams which make up the unit cell when subjected to a shear stress. The mechanical properties

of 2D lattice structures subjected to shear loads have been studied by Gibson & Ashby (1999)

and Gu et al. (2001) among others. It has been reported that for a planar square lattice consisting

of orthogonal bars, that the shear modulus is approximately related to the modulus of the solid

material by the relation:

G∗ =
Es
2

(
2t

a

)3

(4.20)

τ τ

τ

τ

P

P

P

P

sx

sy

x

y

2t

Figure 4.7: 3x3 cellular lattice subjected to a symmetric shear stress.

where 2t denotes the total thickness of the beams through the depth of the cell and ’a’ is
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the cell depth. The derivation for this formula can be found by calculating the total deflection

and rotation that results on a unit cell of material subjected to a constant shear stress.

In the case of a 3-dimensional lattice of the kind seen in figure 4.1 the shear stress, τ acting

on a unit cell is related to the applied force, P and the total cross-sectional area, A of the unit

cell and is given as:

τ =
P

A
(4.21)

Under small deflections and rotations, the shear strain, γ can be found by considering the

deformation of each connecting member within the unit cell of material. The unit cell in this

case can be described in terms of nodes and interconnecting beams as shown in figure 4.8.

When a symmetric shear stress is applied to the X-Y plane of the unit cell (Figure 4.7), beams

‘o-b’, ‘o-c’, ‘o-e’ and ‘o-f’ will deflect by bending and may be treated as a cantilever beam.

The total shear strain, γ acting on a 3D unit cell of length, L is therefore:

γ =
4w

L
(4.22)

where w =
P (L/2)3

3EsIs
(4.23)

⇒ γ =
PL2

6EsIs
=

2PL2

Es (2t)4
(4.24)

G∗ =
τ

γ
=

(
P

L2

)(
Es (2t)4

2PL2

)
(4.25)

G∗ =
Esη

4

2
(4.26)

where η is the ratio of the total thickness of the internal beams to the cell spacing (2t/L).

It can be seen for a low density thin walled lattice that the shear modulus can be approxi-

mated from the tensile modulus of the solid material within the lattice and the ratio of the cell

size to the thickness of the internal members. In practise however, equation 4.26 is just an

estimation which does not take into consideration the interaction of the solid material at the

joints of the structure.

As the samples being considered here, do not have particularly slender ligaments with re-

gards to the cell size, the derivations shown above can only be used as an approximation at best

when modelling the mechanical properties of the material. As the aspect ratio of the ligaments

is seen to decrease, the deflection of the beams cannot be approximated by that of a Euler Ber-

noulli beam in bending. Shear stresses within the ligaments will become a contributing factor
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Figure 4.8: Unit cell connectivity.

to its deformation, and a Timoshenko based solution may be more appropriate. It is also ex-

pected that with increasing sample density, the ability of the joints to rotate under loading will

diminish until a classical solution is reached.

To ascertain the limitations of this approximation, further finite element simulations were

carried out on unit cells with a varying volume fraction by altering the thickness of the internal

beams. The unit cell of material was subjected to a constant shear strain under displacement

boundary conditions, with the shear stress calculated from the reaction solution. The boundary

conditions applied to the cubic unit cell were as follows:

X1 Face: uy = 0 X2 Face: uy = wy

Y1 Face: ux = 0 Y2 Face: ux = wx

Z1 Face: uz = 0 Z2 Face: uz = 0 (4.27)

where X1, X2, Y1, Y2 and Z1, Z2 denote the exterior faces on the unit cell perpendicular to

the three major axes (Figure 4.9).

In the case of the 3D cruciform lattice, an extra node needs to be restrained in the X and

Y plane at the centre of the cell in order to prevent rigid body motion in the analysis. The

boundary conditions also need to be modified so that the displacement at the opposing faces

are equal and opposite to each other. The total displacement across each face is kept the same

in order to maintain a constant shear strain on each cell. The shear modulus of the material

can then be calculated in the usual manner by relating the applied shear strain to the resulting

shear stress. The engineering shear strain is defined as the relative change in angle between the
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Figure 4.9: A unit cell of material. Displacement boundary conditions are applied at the exter-
nal surfaces which are denoted in relation to the major perpendicular axes.

perpendicular vertices on the XY plane of the unit cell. For small deflections, the change in

angle is approximately the same as the deflection of the vertex with respect to its length. The

total shear strain can be approximated as:

γ =
duy
dx

+
dux
dy

(4.28)

The total area that the shear stress is acting on is defined as the total cross-sectional area of the

unit cell. The results of the FE simulations are displayed in figure 4.10. It can be seen that

there is a non-linear dependence on the shear modulus with respect to the volume fraction, Vf
of solid material.

From the analysis it was found that equation 4.26 does not accurately represent the observed

shear modulus when the cell wall thickness is greater than 2% of the cell width. A much closer

approximation was found empirically by incorporating the global Poisson’s ratio, ν∗, of the

lattice unit cell into equation 4.26 and normalising it against the experimentally derived shear

modulus (Figure 4.11). It was observed that a linear variation exists when the normalised value

is plotted against the normalised cell wall thickness, η in the range of 0 − 0.4. The resulting

shear modulus in this range can be approximated as

G∗ =
Esη

4

2(1 + ν∗)
(2.15η + 1) (4.29)

By using this correction factor, the shear modulus can be accurately calculated to within 5% of

the simulated value when the material volume fraction is below 50%.

An empirical relationship has also been observed in denser samples. It was found by com-
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Figure 4.10: FE results for the variation in shear modulus with varying cell wall thickness,
expressed in terms of the cell volume fraction.

paring the calculated shear modulus with the usual relationship for the shear modulus of a

linear elastic solid, [Gs=Es/2(1+ν)]. By modifying the Poisson’s ratio in this equation to be

that of the global value of a given sample rather than the solid material within the lattice, it was

observed that a linear correlation exists with the volume fraction cubed, Vf 3 (Figure 4.12.).

The shear modulus within this region can therefore be expressed as:

G∗ =
Es

2(1 + ν∗)
Vf

3 (4.30)

When the volume fraction within the lattice is above 50%, it can be observed that the predicted

shear modulus is within 5% of the approximate analytical value. The variation in normalised

shear modulus has been plotted in figure 4.13.

While the approximations formulated here are reasonably accurate, FE simulations in the

intermediate region may give more accurate results.

In all the analyses that have been undertaken, it has been assumed that only small deflecti-

ons are applied to the system and the effects of buckling and other means of failure have not

been considered.
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Figure 4.11: Variation in the analytical approximation of the shear modulus against simulated
values with varying normalised cell wall thickness, η. A linear relationship can be observed
when η is less than 40%.

Figure 4.12: Simulated shear modulus normalised againstEs/2(1+ν∗). A linear variation can
be observed when plotted against the volume fraction cubed.
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Figure 4.13: Variation in the numerical estimation of the shear modulus normalised against the
finite element solution. Equation 4.29 is valid at volume fractions below 50% and equation
4.30 applies above 50%.

4.4 Flexure of Beams Comprising of a Lattice Microstructure

The two main methods for obtaining the modulus of a structural material involve conducting

either uniaxial or flexural tests. In heterogeneous materials that exhibit size dependencies the

former test can be used to determine the modulus from a single sample of material. It is not

expected that any size effects will be observed in tension or compression of such materials as-

suming that the material which makes up the solid constituent can be considered isotropic. In

flexure however, multiple tests at differing size scales need to be performed in order to deter-

mine the flexural modulus and the resulting characteristic length, lb which is used to quantify

how the stiffness of the material behaves as the sample size approaches the order of the domi-

nant microstructural features.

In chapter 2 it was shown that in micropolar elasticity, the flexural modulus, E∗ and cha-

racteristic length, lb can be derived in terms of the bending of a slender beam subjected to a

constant moment, M as

ML

θ
= E∗Is

[
1 + 24

(
lb
d

)2
]

(4.31)

where L is the sample length, θ is the angle of rotation across the length, Is is the second

moment of area of the section and d is the sample depth. It can be seen that as the depth of the
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sample increases, the influence of the characteristic length diminishes.

The aim of this section is to verify that the flexural modulus found through numerical si-

mulation closely matches the uniaxial tests for finite sized samples. Further to this, the charac-

teristic length in bending will be investigated over a range of cell volume fractions to observe

how it varies with cell density and compares to the numerical predictions formulated.

As before, the models were constructed in ANSYS with SOLID185 continuum elements

in the manner described in section 4.1.1. A structured mesh was developed that consisted of

an array of cubic elements within each model. The size of the elements within the mesh was

determined by the thickness of the members within the unit cell. As a consequence, the number

of elements within the model increases dramatically with decreasing cell wall thickness as the

number of elements is directly related to the inverse of the parameter η and the cube of the

number of elements defined through the thickness of the internal beams.

To minimise the computational resources required to analyse the material, the beams were

modelled using half symmetry to reduce the span of the beam. A low aspect ratio of 4 was

also applied which significantly reduced the total size of the models. Generally speaking low

aspect ratios should be avoided when testing beams in flexure, however it was found that when

the beams were subjected to a pure bending moment that the aspect ratio did not influence the

results of the predicted stiffness. This is due to the fact a constant curvature exists across the

beam subjected to a constant moment loading which is independent of the length.

(a) (b)

Figure 4.14: Unit cells representative of the bulk lattice material. (a) ‘Cubic’ unit cell, (b) ‘3D
Cruciform’ unit cell.

Two different unit cells were considered in the analysis. The first as seen in figure 4.14

(a) had the mass of material distributed around the edges of the unit cell. The second unit cell

considered the case whereby the solid material extends from the centre of the unit cell (Figure
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4.14 (b)). When assembled into an array, the cellular materials are identical, with the exception

that the outer surface of the samples are offset by half a unit cell.

To apply the constant moment load, constraint equations were attached to one end of the

beam which were controlled by a pilot node at the centre of the cross-section. As the conti-

nuum elements only have translational degrees of freedom, the constraint equations are used

to calculate the individual displacement components on each node that will produce an equiva-

lent moment loading on the sample. The analyses were performed under displacement control

conditions using a static solver.

4.4.1 Results

Each sample was deflected to a fixed angle of rotation, θ and the resultant reaction moments,

M were recorded. For a given set of samples, the converged flexural modulus is found from

the gradient of the linear portion of a plot where the flexural rigidity, J ′ divided by the cross

sectional area, A, of the samples is plotted against the depth squared according to:

12J ′

A
=

12ML

θbd
= E∗

(
d2 + 24lb

2
)

(4.32)

where b is the sample breadth, d is the depth and lb is the characteristic length in bending. An

example of a typical plot can be seen in figure 4.15. It was observed that in the case whereby the

Figure 4.15: Variation in the size effect when the flexural rigidity divided by the sample cross
sectional area is plotted against sample depth squared. The Flexural modulus can be obtained
from the slope of the linear portion of the graph. Size effects are interpreted from the intercept
with the vertical axis. Samples generated by the cruciform lattice have a discontinuous exterior
surface.
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unit cell has continuous surfaces that a positive size effect occurs wherein the smaller samples

are stiffer than the larger ones when the specimen depths are of a similar order of size to the unit

cell. If the unit cell is intersected in the centre by the surface of the sample, then a distinctly

negative size effect occurs.

The modulus of micropolar bending, γ and the characteristic length, lb can also be obtained

from the intercept of this plot with the vertical axis. In the case whereby the samples contain

surface defects, the parameter γ is negative due to the size softening that can be observed.

An alternative method of displaying the data is to divide the flexural rigidity by the second

moment of area of the section and plot it against the inverse of the sample depth squared (Figure

4.16). Here, the converged modulus corresponds to the intercept with the vertical axis of the

plot. The characteristic length is a function of the linear portion of the slope in this case.

J ′

Is
= E∗

(
1 + 24

(
lb
d

)2
)

(4.33)

While both plots can be used to determine the same parameters, the main difference is

that by plotting the data against 1/depth2 small discrepancies in the size effect at diminishing

sample size can be observed more readily.
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Figure 4.16: Variation in the size effect when flexural rigidity is plotted against the inverse of
the sample depth. Samples generated by the cruciform lattice have a discontinuous exterior
surface.

The converged modulus for each set of samples was calculated and compared to that which

was found under uniaxial loading. It can be seen in figure 4.17 that the variation in flexural

modulus with cell volume fraction is nearly identical to the uniaxial tests. As expected, there
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Figure 4.17: Variation in the uniaxial and flexural material modulus with change in volume
fraction.

is no difference in the converged modulus with respect to the variants sample surface.

The magnitude of the size effect, lc2 is a measure of the variation in rigidity with sample

size and has been defined as 24lb
2. It can be observed that it increases with decreasing cell

wall thickness (decreasing density) when the samples have continuous surfaces and decreases

when the external surfaces are discontinuous (Figure 4.18). The maximum value of lc2 which

can be observed is 2 mm2 and the minimum is −1 mm2. Interestingly, this is in-line with the

results which were observed in the case of the 2-dimensional lattice (Figure 3.8) although the

distribution with changing volume fraction may be slightly different. The negative size effect

is indicative of how the sample rigidity compares to the homogenised value. The maximum

normalised negative size effect can therefore not be any larger than −1 mm2 for a given mate-

rial as a larger negative value would suggest that the rigidity ratio can be less than 0 which is

of course unphysical.

The characteristic length in bending is observed to increase with decreasing cell volume

fraction when the sample surfaces did not intersect the unit cell. In the other configuration, the

resulting characteristic length is more problematic to determine as the square of the characte-

ristic length within the equation is a negative value. To resolve the characteristic length, this

negative value would need to be ignored in order to quantify a value for the material.

Plotting the square of the characteristic lengths against the sample volume fraction, it can be

observed that the magnitude of the size effect is clearly different depending on the prescription

of the sample surface. In both cases, the size effect tends to a maximum value with decreasing

cell volume fraction. When the volume fraction of the material approaches zero, the magnitude
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Figure 4.18: Variation in the magnitude of the size effect in bending, lc2 with void volume
fraction. Here, the horizontal axis increases with decreasing sample density.

Figure 4.19: Variation in characteristic length in bending with void volume fraction. Here, the
horizontal axis increases with decreasing sample density.
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of the positive size effect is double that of the negative one.

The actual characteristic length of the material is expressed in mm. When comparing both

the open and closed surface samples, the characteristic length of the open cell case matches

the theoretical prediction of a 2D planar lattice, albeit with a negative value. The positive

characteristic length is
√

2 greater than this value.

The maximum characteristic length in bending is found to be 0.2 mm when the voids inter-

sect the surface and 0.28 mm when the unit cells are complete at the outer surfaces for a cell

that is 1 mm square (Figure 4.19). The maximum characteristic length can be better expres-

sed in terms of the unit cell size as
√
a/24 for the ‘cubic’ cell case and

√
a/12 for the ‘3D

cruciform’ cell, where ’a’ is the cell spacing.

The variation in rigidity ratio can be seen in figure 4.20 for cubic lattices with various

normalised cell wall thicknesses. It can be observed that the positive size effect increases with

decreasing cell density when compared to an equivalent solid beam. The magnitude of the size

softening effect is generally different to that of the positive effect observed at a given volume

fraction. In the case of the 3D cubic lattice it was observed that the positive and negative size

effect are equal at approximately 40% void volume fraction. Above this, the magnitude of the

positive effect is dominant.

Figure 4.20: Variation in the rigidity ratio with sample size for various cell void volume fracti-
ons.
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4.5 Twisting of a Bar with Lattice Microstructure

In the previous section, the flexural behaviour of a 3-dimensional lattice structure was investi-

gated to determine the flexural modulus and characteristic length in bending for samples with

varying cell density. Size effects are also predicted to be observed in torsion within a micro-

polar continuum. An investigation similar to the bending analysis was therefore conducted in

order to quantify the resistance of the lattice to twisting at various size scales.

The lattice microstructure considered here is cubic in nature. Discrete samples of similar

order to the microstructure are therefore required to be cuboidal in nature so as to maintain a

consistent material distribution throughout the sample. Bars with a square cross-section were

therefore chosen to test the mechanical response of the samples. The downside to using sam-

ples with a square cross-section rather than a cylindrical section is that warping will be induced

within the sample due to the out of plane effects normal to the cross-section of the bar. While

there are closed form solutions which give a good approximation for standard cross-sections,

the general micropolar solution for a rectangular cross-section is very complex. As was discus-

sed in chapter 2, Park & Lakes (1987) produced a solution to this problem, but the number of

variables involved in the solution does not lend itself well to experimental verification. A sim-

plification to this solution was therefore chosen in order to perform the experimental analysis

(See section 2.2.3.). The size effect can be expressed in terms of the torsional rigidity, J ′ of a

beam as

J ′ = G∗
[
Ip + 2lt

2d2
]

(4.34)

recalling that G∗ is the micropolar shear modulus, Ip is the warping constant of the section, d

is the sample depth and lt is the characteristic length for torsion.

By plotting J ′/d2 against d2 it is possible to identify the shear modulus from the gradient

of the linear portion of the slope which will appear when a large enough set of sample sizes are

tested.

Simulations were performed in ANSYS to predict the underlying material parameters. Mo-

dels were generated with a mapped mesh in the same manner as the flexural tests with SO-

LID185 continuum elements. To accurately simulate the movement of the beam under torsion,

constraint equations were required in order to apply a fixed rotation to the sample. The con-

straint equations work by taking a rotation or twisting moment and calculating the resulting

translational displacements that are required to impose this on the end face of the beam. A

pilot node with rotational degrees of freedom is placed at the centre of the cross-section at each

end of the beam (Figure 4.21).

The boundary conditions required to impart an axial rotation, θ across a bar with unrestrai-
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Figure 4.21: Translational forces applied to the end face of the bar by the pilot node.

ned warping conditions are as follows:

Pilot node 1 ux = uy = uz = 0

θx = θy = 0 θz = θ

Pilot node 2 ux = uy = uz = 0

θx = θy = θz = 0

at (x, y, z) = (L/2, H,B) ux = 0 (4.35)

The additional node that is applied on the centre of the beam at the outer edge is required to

prevent rigid body motion occurring in the analysis due to an insufficiently constrained model.

A more detailed description of the applied boundary conditions along with a series of ben-

chmark tests on standard solid cross-sections can be seen in appendix A.

Warping within the sample is controlled by denoting which degrees of freedom are coupled

from the pilot node to the end face. When the axial displacements are activated in the constraint

equations, the end faces will remain plane assuming that the axial displacement on the pilot

node is set to zero. Deactivating the coupling of axial displacements has the effect of allowing

warping to take place within the sample. The boundary conditions that were employed have

been verified by comparing the solution of standard solid sections tested using this method to

their theoretical values and can be seen in appendix A.

It was found during initial investigations that the aspect ratio of the beam did not play a

significant role in the overall results when unrestrained boundary conditions were applied. To

reduce the computational expense required to simulate the material, it was therefore decided
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that a fixed length equal to 1 unit cell should be used to model all of the beams of differing

sizes. The benefit of doing this was significant as testing samples of fixed aspect ratio requires

the number of elements to dramatically increase due to the cubic dependence on the volume.

The models generated in ANSYS consisted of an array of unit cells which were 1x1x1

mm in size. Linear elastic material properties were assigned to the solid component with a

Young’s modulus of 70000 MPa and a Poisson’s ratio of 0.3. As before, the unit cell consisted

of 12 orthogonal bars connected at the four outer corners of the unit cell. Each internal member

consisted of a square cross-section of thickness ‘t’, which was varied in order to alter the density

of the samples. In tandem with this a similar analysis was conducted on beams based on unit

cells in which the orthogonal bars intersected at the centre of the unit cell. Here, there are only

6 distinct bars in the unit cell, with a cross-section of ‘2t’. When assembled in an array, the

material is identical to that of the other unit cell, although the topology of the external surfaces

on the individual samples will differ (Figure 4.14.).

4.5.1 Results and Discussion

Numerical FE tests subjected the samples to a fixed torque and the angle of rotation was recor-

ded in radians. Each test was conducted under small displacement conditions with ends that

were free to warp. It was found as in the case of bending that a positive or negative size effect

can be observed depending on how the unit cell is orientated within the sample. When the unit

cells do not intersect the surfaces of the samples, a positive trend is observed whereby smaller

samples are relatively stiffer than larger samples. If the unit cells intersect the surface, a size

softening can be seen with geometrically similar samples becoming stiffer with increasing size.

In total, 10 different cell wall thicknesses were simulated to determine how the mechanical

properties varied with cell density. The shear modulus is determined from the slope of the linear

portion of the rigidity plot (Figure 4.22 (a)). It is dependent on a large enough set of samples

being tested in order to obtain a converged stiffness. A more detailed plot of how the rigidity

varies with diminishing sample size can be seen in figure 4.22 (b). The characteristic length,

lt can be interpreted from the intercept of the linear extrapolation with the x-axis. A positive

intercept with the y-axis indicates a positive size dependency whereas a negative value indicates

that a size softening exists within the material. The magnitude of the intercept indicates the

scale of the size effect relative to the size of the microstructural features. A plot of the variation

in shear modulus with cell volume fraction is shown in figure 4.23. An approximation for the

variation in shear modulus with cell density can be made by fitting a polynomial curve to this

figure. It can be approximated to;

G∗ =
Es

2(1 + ν∗)
Vf

3 (4.36)
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(a)

(b)

Figure 4.22: Variation torsional rigidity with size for a typical square bar consisting of a lattice
microstructure.
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Figure 4.23: Variation in simulated shear modulus with material volume fraction.

where the first term in the equation is equivalent to the shear modulus of the solid material

modified to take into account the global Poisson’s ratio, ν∗ and Vf is the volume fraction of

the unit cell. This approximation gives a reasonable value for the micropolar shear modulus

when the volume fraction is above 50%. Below this however, the value that is estimated by this

equation is much smaller than the actual value. As the cell wall thickness decreases towards a

zero value, the shear modulus can be approximated by;

G∗ =
Esη

4

2(1 + ν∗)
(2.18η + 1) (4.37)

The term on the right is an empirical approximation derived from the linear variation in

the magnitude of the change in stiffness between the numerical observations and the equation

derived in eqn 4.26 which can be seen in figure 4.24.

The magnitude of the variation in shear modulus calculated empirically relative to the FE

numerical approximations have been plotted in figure 4.25. At low volume fractions equation

4.37 can be seen to provide a very good fit to the experimental results obtained from the torsion

experiments. Above 50% however, the results rapidly diverge. Equation 4.36 converges on the

experimental results when the volume fraction is greater than 50%. While the two equations

derived here have been shown to give an accurate representation of the variation in the shear

modulus with changing cell volume fraction for a 3D lattice, the intermediate region should

be treated with caution as the solution will diverge in this zone. It may therefore be more

appropriate to simulate materials that approach 50% volume fraction rather than rely on closed
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Figure 4.24: Variation in analytical approximation of the shear modulus against simulated
values with varying normalised cell wall thickness, η. A linear relationship can be observed
when η is less than 40 %.

Figure 4.25: Variation in analytical approximation from the simulated values with volume
fraction. Equation 4.37 is valid below 50% volume fraction while equation 4.36 is applicable
to samples which are greater than 50%. The calculated values are accurate to 5% in this range.
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form approximations.

The results obtained here closely match the shear modulus that was found from applying

a shear stress to individual unit cells, confirming that the modulus is indeed independent of

size scale. While there are computational advantages to simulating a single cell of material

compared to a full beam, torsion experiments may be more appropriate for physical tests on

real materials.

4.5.2 Characteristic Length

The characteristic length is a measure of how the stiffness of a heterogeneous material varies

with size as the sample size tends towards that of the dominant microstructural features. A plot

of the variation in normalised torsional rigidity for samples in the ‘cubic’ unit cell configuration

can be seen in figure 4.26. It can be seen that as the thickness of the internal connecting beams

is decreased, an increase in relative stiffness is observed as the number of cells through the

depth diminishes. In the alternate unit cell configuration when the surface of the sample is

corrugated, it is observed that there is a reduction in stiffness in comparison to the converged

value which is to be expected (Figure 4.27). There does however appear to be a limit to this

loss of relative stiffness for this case. The point of minimum stiffness is seen to shift depending

on the number of rows of microstructure that are present within the cross-section of the sample.

In dense samples, the relative stiffness is seen to decrease as the number of cells along the edge

of the cross-section decreases. When there is only one cell in the cross-section however, it

appears that this beam is slightly stiffer than the equivalent 2x2 sample. This is unexpected

as the general trend is for an increase in relative rigidity with an increasing number of rows.

The most likely cause for this is that the single cell is more resistant to shearing due to the

distribution of the solid matter through the cross-section although it cannot be ruled out that

there may be some influence due to the boundary conditions in the FE model as the number of

contact points increases with sample size. As the material generated from the ’cubic’ unit cell

case does not exhibit this effect with the same boundary conditions then it is likely that the cell

topography is more influential than the applied boundary conditions.

As the cell density decreases, the unit cell beam becomes gradually weaker until it is less

stiff than the 2x2 sample. Further reduction in density reveals a slight decrease in relative

stiffness in comparison to the denser samples.

The characteristic length in micropolar theory is defined from the relative change in stiff-

ness with varying sample size for a given heterogeneous material. It is dependant however on

the experimental size effect being positive in nature. It has been observed that when the unit

cells are intersected by the surface of the material sample, that size softening effects can be

seen. The magnitude of this softening effect with decreasing sample size does not necessarily

correspond to that of the equivalent case when the unit cells are not intersected as has been
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Figure 4.26: Variation in torsional rigidity with varying cell wall thickness with increasing
sample depth (Cubic unit cell.).

Figure 4.27: Variation in torsional rigidity with varying cell wall thickness with increasing
sample depth. (3D Cruciform unit cell.)
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shown above.

In lieu of a definitive definition of the characteristic length in torsion for a square bar of

constant cross-section, the magnitude of the size effect, lt2 will be used to define the charac-

teristic length. The magnitude of the characteristic length in torsion was defined previously

within the rigidity of a rectangular bar as;

TL

θ
= G∗

(
Ip + 2lt

2d2
)

(4.38)

where TL
θ is the experimental rigidity, G∗ is the torsional modulus of the material, Ip is the

torsion constant for a square cross section of depth d and lt is the characteristic length in

torsion.

TL

θd2
= G∗

[
2.25d2

16
+ 2lt

2

]
(4.39)

Figure 4.28: Variation in the magnitude of the characteristic length with varying void volume
fraction for a lattice beam comprised of orthogonal bars. Negative values indicate that a sof-
tening effect is seen with diminishing sample size. The increase in size effect observed with
diminishing cell volume fraction is only valid when t > 0.

Figure 4.28 shows how the magnitude of the size effect varies with void volume fraction

within the material. It can be clearly seen that the magnitude of the size effect is strongly

dependent on the void volume fraction and continuously increases with decreasing mass with

the cubic unit cell. When the surface of the sample is discontinuous as in the case of samples

formed from the cruciform unit cell however, this size effect is distinctly negative. A maximum
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Figure 4.29: Variation in the characteristic length in torsion with varying void volume fraction.
The increase in size effect observed with diminishing cell volume fraction is only valid when
t > 0.

reduction in apparent stiffness can also be observed at approximately 50% volume fraction of

solid material.

The characteristic length can be plotted in terms of the volume fraction of the void within

the material as seen in figure 4.29. The negative value of lt2 which occurs when a softening

effect is observed presents some difficulty in resolving the characteristic length from equation

4.39 due to the fact that the square root of a negative number needs to be determined. The

plot in figure 4.29 has assumed an absolute value of lt2 in order to resolve a value for the

characteristic length when a discontinuous surface is present. It can be seen that as the cell

wall thickness decreases and the void volume fraction increases, that the characteristic length

is largely dependent on the prescription of the microstructure within the sample. In the case

whereby the material is distributed around the outer edges of the unit cell, it can be seen that the

characteristic length increases with decreasing cell wall thickness. As the cell wall thickness

tends to zero, it appears that there will be a finite characteristic length in torsion. The case with

surface voids initially predicts a larger characteristic length than the equivalent closed cell at

low void densities. A maximum characteristic length is observed at approximately 50% void

volume fraction. As the void volume fraction is further decreased, the characteristic length

decreases to a finite value.

It is clear that the preparation of the surface of a test sample is very important when trying

to derive the characteristic length parameters. In many materials, it is not always possible to

89



Chapter 4 3D Lattice Materials

prepare a sample that is free from surface defects and will therefore present some scatter under

test. As materials with a random microstructure cannot be readily manufactured without some

variation in the sample surface due to intersecting of the microstructural voids, it may be more

appropriate to characterise them from samples which contain surface defects.
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Figure 4.30: Variation in the ratio of characteristic length in torsion to the characteristic length
in bending with volume fraction.

In work published by Goda et al. (2014); Goda & Ganghoffer (2015); Rahali et al. (2016),

it was reported that the characteristic length in torsion was
√

2 greater than the bending charac-

teristic length within couple stress theory. Here they assumed that the parameter β is negligible

in comparison to γ for the materials tested. By recalling the definition for the characteristic

length in torsion and bending below, it can be seen that the ratio of lt2/lb2 ≈ 2 when β → 0.

lb
2 =

γ

2 (2µ+ κ)
lt
2 =

β + γ

2µ+ κ
→ lt

2

lb2
=

2 (β + γ)

γ
(4.40)

For the lattice structure, it can be observed that the variation in the ratio of the characteristic

length in torsion to bending, lt/lb is generally greater than this value which indicates that the

contribution of β cannot be ignored (Figure 4.30).

In the material defined by the cubic unit cell, β appears to be always positive and falls

within the bounds outlined in equation 2.13 (−γ ≤ β ≤ γ, γ ≥ 0). β is harder to define with

the cruciform unit cell configuration as the value of γ that is found experimentally appears to

be negative and falls out with the bounds of equation 2.13 which states that γ should always be

positive. However, the resulting values of β seem to be permissible when the material volume

fraction is relatively low.
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4.6 Anticlastic Effects

When a beam is subjected to a transverse load or bending moment, it can be seen to deflect

along the longitudinal axis. However, due to the Poisson’s ratio of the material, there will be

some lateral expansion or contraction as the beam bends. These lateral effects under bending

will cause the beam to deform in the out of plane direction (Figure 4.31.). Work carried out by

Frame (2013) determined that the influence of anticlastic effects are minimal below a breadth

to depth aspect ratio of 10 and that a plane stress assumption is sufficient to calculate the global

stiffness of beams with a constant cross section but varying depth.

While this is a sufficient simplification for a slender homogeneous beam, it is not evidently

clear how a heterogeneous material with significant microstructure will behave. Two sets of

analyses were performed in ANSYS on beam samples of a heterogeneous lattice subjected to a

constant bending moment to quantify the anticlastic effect and what effect suppressing it has on

the analysis. In the first set of FE simulations each beam was restrained from deforming in the

out of plane direction, perpendicular to the plane of bending as is the case under plain strain

conditions. The second set of experiments were identical with the exception that the beams

were not constrained through the breadth and were free to distort out of plane. This is much

closer representation to how a beam may behave in a physical test.

Figure 4.31: Beams subjected to a constant moment load. Wide beams display a distinct out of
plane bending effect.

The cubic lattice material that was chosen had a unit cell with outer dimensions of 5 mm

and an internal wall thickness of 1 mm which was comparable to the experimental tests to be

conducted. Beams were constructed with a length to depth aspect ratio of 5 and the ratio of the

breadth to the height was varied from 1 to 6. A length to depth aspect ratio of 5 was chosen in
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this analysis as it was observed that this parameter did not adversely affect the relative stiffness

of the material when subjected to a constant rotation per unit length. A low aspect ratio is

beneficial here in order to minimise the size of the models that were generated. At a breadth to

depth aspect ratio of 1, the beams were representative of the samples which were to be tested

experimentally. As the width is increased, the beam will tend towards a plate in bending.

4.6.1 Results & Discussion

A constant moment loading was imparted on the end face of each beam and the resulting angle

of rotation over the length of the beam recorded. The size effect is observed by plotting the

variation in rigidity with respect to sample depth and interpreting the parameters from the linear

portion of the graph. The data can be interpreted graphically in two different ways as implied

below in equations 4.41 & 4.42.

ML

θ

(
1

bd

)
=

(
E∗

12

)
d2 + γ (4.41)

ML

θ

(
12

bd3

)
= E∗ +

12γ

d2
(4.42)

The main difference between the two equations is that in equation 4.41 the modulus can be

found from the linear extrapolation that can be observed when a large enough set of samples

is analysed. The modulus of micropolar bending, γ is interpreted from the intercept of the line

with the vertical axis. In equation 4.42 the modulus can be found from the intercept of the axis

and γ from the gradient of the linear trend line. The main difference between the two methods

of plotting the data is that small variations in the slope of the linear plot have a greater effect

on the intercept with the axis meaning that the calculated data may have some ambiguity. By

calculating each parameter from both plots it is possible to obtain a range for each.

The variation in rigidity that was observed with increasing breadth to depth aspect ratio

was minimal when the beams were free to distort out of plane and restrained. Suppressing any

anticlastic deformation had the effect of slightly increasing the value of E∗ and γ. A summary

of the converged results can be seen in table 4.1.

It was observed that the rigidity of the beams increased with a decreasing number of cells

through the depth of the beam, irrespective of the width of the samples in question which

is in line with the general prediction for a micropolar material. The characteristic length, lb
calculated by equation 4.41 or 4.42 in the analysis can also seen to be similar irrespective of

the applied boundary conditions.

From the beams that were simulated, the normalised global rigidity was calculated from the

resulting angle of rotation, θ when the beams were subjected to a constant bending moment,M .
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Micropolar Flexural Micropolar Bending Characteristic Length
Modulus Modulus for Bending

E∗ (MPa) γ (N) lb (mm)

Anticlastic Effects 363.86 690.75 0.974
Restrained 364.91 679.52 0.965

Anticlastic Effects 360.86 677.25 0.969
Unrestrained 362.03 664.76 0.958

Table 4.1: Variation in the maximum and minimum values of the flexural properties derived
from numerical tests.

The largest variation in normalised stiffness between samples of the same depth but differing

width occurred when there was only one cell through the depth of the specimen, and decreases

with an increasing number of cells through the depth of the samples. However this variation

was at most 2% in the plain strain case and 1% when the beam was free to distort out of plane.

The micropolar flexural modulus, E∗ and modulus of micropolar bending, γ did not display

any significant difference with a change in sample breadth to depth aspect ratio.

If the converged flexural modulus of the material is known, then it is possible to calculate

the modulus of micropolar bending, γ for a given sample from either equation 4.41 or 4.42.

From the analysis performed, it appears that this parameter diverges with increasing sample

depth and converges with increasing width for a given length to depth and breadth to depth

aspect ratio respectively. Generally it can be seen that as the number of rows of microstructure

is increased through the depth then γ tends to initially decrease before gradually increasing

again (Figures 4.32 & 4.33.). The values for the micropolar couple modulus, γ, which are

found here show some variation with respect to sample depth which varies from the converged

values in table 4.1. This variation can be attributed to the experimental numerical procedure

as small variations in the calculated rigidity become apparent when an individual sample is

analysed due to the cubic dependency of the depth that is introduced by the second moment of

area. Samples which are restrained from distorting in the out of plane direction show significant

divergence with increasing sample depth (Figure 4.32). Much less variation is observed when

the beams are free to distort out of plane although the value of γ does appear to increase with

sample depth (Figure 4.33).

The cause of the divergence seen in figures 4.32 & 4.33 is most likely attributed to the

cubic dependence on the sample depth that is introduced by the second moment of area. Small

variations in the experimental results will appear more significant because of this which high-

lights the importance of obtaining the correct material modulus. If the correct modulus is not

used, then a large variation can be seen as the number of cells through the depth is increased.

From experimentation it was found that the value of γ could never be found to converge across
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all specimens of varying depth, which suggests that there is another parameter that has a small

influence that is not being accounted for. In order to obtain the best approximation of the pa-

rameter γ it is necessary minimise the variation over the full range of samples which is only

fulfilled when an accurate flexural modulus is found.

This has implications for mechanical testing as it suggests that small variations in the ex-

perimental results could negatively influence the overall micropolar properties that are derived.

However, one positive point that has come out of this analysis is that the samples with only one

cell through the depth of the material closely match the converged γ value if the experiment is

carried out accurately.

It is therefore recommended that the beams should not be suppressed during simulations to

allow for the beam to deform in the out of plane direction. This should minimise the variation

in the higher order parameters that are derived from the computational experiments and is a

closer representation of how the material will behave under physical tests. This analysis has

also highlighted that γ is dependent on the breadth to depth aspect ratio of the sample to some

degree. As the breadth of the beam is increased to the point where it can be considered a plate,

the value of γ converges to a maximum value.

As the characteristic length is dependent on both the material modulus and the couple

modulus, it can be seen that this parameter behaves similarly. In all cases the value of the

characteristic length converges to a finite value as the length to breadth aspect ratio is increased.

The recorded value was found to vary between 0.95 and 1 mm when the beam is allowed to

freely deform in the out of plane direction.

While there does appear to be some discrepancy with the apparent convergence of the

characteristic length with increasing number of cells through the depth, it should be highlighted

that this value is an experimental result and is very sensitive to small variations in the calculated

parameters. Also when calculating the individual parameters for each sample, the modulus is

averaged from all the experimental data. This could possibly be minimised by incorporating

the tensile modulus into the calculation of the characteristic length. Nevertheless, the variation

in characteristic length is pretty small and is of similar size to the cell wall thickness which is

consistent with micropolar theory.

However, if a sufficiently large set of samples is used experimentally to calculate the flexu-

ral parameters, it is expected that the influence of the sample breadth to depth aspect ratio will

have minimal effect and should fall within the range of other experimental errors.
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(a) γ from Rigidity vs 1/d2

(b) γ from Rigidity vs d2

Figure 4.32: Variation in micropolar modulus, γ, when out of plane bending effects are sup-
pressed (Plane strain).
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(a) γ from Rigidity vs 1/d2

(b) γ from Rigidity vs d2

Figure 4.33: Variation in micropolar modulus, γ, when beam is free to bend in the out of plane
direction.
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4.7 Summary & Conclusions

In this chapter, numerical predictions have been developed to characterise the mechanical be-

haviour of a 3-dimensional cubic lattice structure comprised of an array of orthogonal bars.

The Young’s modulus, Poisson’s ratio and shear modulus were all found to be strongly de-

pendent on the cell size and internal beam thickness particularly at low volume fractions. The

parameters were also found to be independent of size and can be resolved from a single unit

cell of material. Numerical simulations in flexure and torsion were also conducted to confirm

this size independence.

Size effects were found to be strongly dependent on both the prescription of the microstruc-

ture within the samples and the material volume fraction of the unit cell. When the surface of

the porous material is smooth and relatively continuous as in the case of the cubic unit cell a

positive size effect was observed whereby smaller samples were relatively stiffer than larger

ones for a given volume fraction in both flexure and torsion. While samples generated from

the 3D cruciform cell that have discontinuous surfaces displayed identical Lamé parameters to

the closed cell case, a size softening effect was observed that is not readily explained within

micropolar elasticity. In torsion, the reduction in stiffness due to the size softening effect ap-

pears to be limited by the volume fraction of the material, with a maximum size effect being

observed at a volume fraction of 50%.

Numerical predictions were also made to resolve the Young’s modulus, Poisson’s ratio and

shear modulus of the lattice with varying volume fraction, that allow for the general mechanical

properties to be predicted for a given cell wall thickness assuming that the underlying solid

material which makes up the unit cell is linear-elastic isotropic. In general, it was found that

there is not one formulation which can be used to describe these parameters over the full range

of available volume fractions. The Young’s modulus and shear modulus found in flexure and

torsion experiments respectively closely matched those which were obtained from the uniaxial

and simple shear experiments.

While the greatest increases in stiffness are observed with diminishing volume fraction, it

should be highlighted that the overall stiffness of the samples decreases too, so any potential

gains may be limited by other structural considerations.

It was also observed that in flexure, the width of the sample had some minor influence on

the characteristic length of the material, but the discrepancy is reasonably small assuming that

anticlastic effects are not suppressed in the model.
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Numerical Investigation of an
Orthogonal Lattice with Internal
Braced Members

In this chapter, size effects within the mechanical behaviour of 3-dimensional orthogonal lattice

braced with internal supports is investigated. A combination of uniaxial tension, symmetric

shearing, pure bending and torsion are performed on samples of this material of differing sizes

with a square cross-section. The diameters of the connecting beams within the lattice are also

varied independently to quantify how the magnitude of the mechanical properties and resulting

size effect changes with density.
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5.1 Introduction

In the previous chapter the mechanical properties of an orthogonal cubic lattice were identified

within the context of a micropolar continuum. It was found that in this case the size effect was

dominated by the flexural behaviour of the unit cell, with the maximum size effect occurring

as the volume fraction tends to zero. In order to explore how the size effect varies in a material

which has a more significant resistance to shear, a unit cell with a lattice which was braced by

4 diagonal beams intersecting at the volumetric centre of the cell was investigated (Figure 5.1).

In comparison to the previous analysis, the interior beam members were cylindrical in na-

ture rather that rectangular in order to reduce the complexity in modelling the joint interactions.

The analysis was carried out for a fixed unit cell measuring 5× 5× 5 mm with the exterior and

interior beam diameters being varied to study the influence of material volume fraction. The

interior connecting beams were varied separately from the exterior beams around the perime-

ter to compare the effect of bending and shear dominated heterogeneous materials. The outer

cell walls consist of quarter cylinders with radius ‘r’ that are centred on the outer edge of the

cell radiating inwards. This configuration was chosen as it meant that adjoining cells would

form cylindrical beams. An example unit cell can be seen in figure 5.1. The parameters SX ,

Figure 5.1: Braced cube with diagonal cross members.

SY and SZ represent the cell spacing in each of the 3 major axes; r and φ are the radius and

diameter of the beams respectively. Subscripts E and I denote the exterior and interior beams

respectively.
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5.2 Numerical Simulation Boundary Conditions

In order to fully identify the material properties of the lattice structure, a series of numerical

simulations were performed. The effective Young’s modulus and Poisson’s ratio of the structure

were obtained by applying a uniaxial displacement to the cell. Only minimum constraints were

applied transverse to the loaded surface, allowing the model to freely contract transversely yet

prevent rigid body motion.

The boundary conditions were as follows:

X1 Face: ux = 0 uy = 0 at Z = 0 uz = 0 at Y = 0

X2 Face: ux = 0.01 uy = 0 at Z = 0 uz = 0 at Y = 0 (5.1)

Where the denoted faces represent the exterior surfaces which are perpendicular to the

associated axes as in figure 4.9. The resulting properties were obtained from the reaction forces

in the direction of loading and the transverse displacements on the end face.

The shear modulus, G∗ was obtained by subjecting the unit cell of material to a pure shear

load. The boundary conditions for this test were:

X1 Face: uy = 0 uz = 0

X2 Face: uy = 0.01 uz = 0

Y 1 Face: ux = 0 uz = 0

Y 2 Face: ux = 0.01 uz = 0

Z1 Face: uz = 0

Z2 Face: uz = 0 (5.2)

The final test that was carried out on a cubic unit cell sample of the material was used to

obtain the bulk modulus. This test involved subjecting every face in the cube to a constant uni-

axial deflection to measure the reaction forces during contraction with the following boundary

conditions:

X1 Face: ux = 0.01

X2 Face: ux = −0.01

Y 1 Face: uy = 0.01
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Y 2 Face: uy = −0.01

Z1 Face: uz = 0.01

Z2 Face: uz = −0.01 (5.3)

The bulk modulus was obtained from the relative change in volume of the cube and the reaction

forces in the system.

The properties of the underlying solid component in the lattice were linear elastic and

consisted of a Young’s modulus, Es , of 2000 MPa and a Poisson’s ratio, ν, of 0.3. All of the

properties that were obtained above are expected to be sample size independent and are not

predicted to exhibit any distinguishable size effect in micropolar theory.

In order to fully categorise the material within the micropolar continuum, further tests

must be undertaken to obtain the flexural and torsional properties of the material. The method

of size effects was utilised in the same manner as the previous chapters in order to obtain the

characteristic lengths in bending and torsion for the material. Each sample consisted of a bar

with square cross-section and fixed aspect ratio. The number of cells across the depth of the

sample was varied in order to find these additional material properties.

5.3 Numerical FE Simulation Setup

The simulations were conducted in ANSYS APDL using the higher order 3D SOLID187 con-

tinuum elements. Each element was in the form of a triangular prism with 4 corner nodes and

6 mid-side nodes. Each node had three translational degrees of freedom. Tetrahedral elements

were chosen for the analysis rather than brick elements as the added complexity of modelling

the joints in the structure was more suited to an unstructured mesh.

In order to simplify the generation of the mesh within the model, an eighth of the unit cell

was initially generated and meshed. By generating the complete unit cell through reflection of

the initial portion, this ensured that continuity was maintained between the placement of the

nodes at the opposite faces of the unit cell. Ensuring that the nodes on each face match up

meant that as the material was generated through propagation of the unit cell, then the inter-

cell boundaries matched up exactly. For this analysis the initial model was generated in the

solid modelling CAD package CREO Parametric due to the added complexity of modelling

the intersections at the joints within this material. While this method is not as efficient as

direct generation in ANSYS, parametrising the model within CREO allowed for models to

be generated consistently and accurately. The unit cell within the model was propagated in

the same manner as the other models generated in ANSYS to form a lattice comprised of an

assembly of unit cells.
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5.4 Results of FE Simulations

5.4.1 Uniaxial and Pure Shear Loading

In total, 15 different configurations of the lattice were tested by varying the respective diame-

ters, φI & φE , of the interior and exterior beams independently. The volume fraction of the

unit cells being investigated ranged from around 2-40% solid material. By varying the exterior

and interior diameters of the beams within the lattice, it was possible to observe the influence

that these parameters had on the constitutive properties of the material. In general, the material

does not follow the isotropic homogeneous relation Es = 2Gs(1 + ν).

From the simulations which were performed, it was observed that the Young’s modulus

of the material increases with volume fraction. It can be observed from figure 5.2 that when

the exterior beam diameters are varied with respect to the internal beams, that the Young’s

modulus is strongly dependent the density of the unit cell. Conversely, if the diameter of the

interior members are varied with respect to the exterior beams then the increase in Young’s

modulus with volume fraction is weak by comparison (Figure 5.3).
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Figure 5.2: Variation in Young’s modulus with material volume fraction. Here, the interior
beams are of fixed diameter while the exterior beam diameter is varied.

The Shear modulus on the other hand is strongly influenced by the interior connecting be-

ams (Figure 5.4). It appears that the external members only offer a weak resistance to shearing

by comparison (Figure 5.5).

The Poisson’s ratio of the material is strongly influenced by the diameter of the exterior

beams in the unit cell (Figure 5.6.). Interestingly, decreasing the thickness of the exterior beams

relative to the interior connectors has the effect of increasing the observed Poisson’s ratio of the
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Figure 5.3: Variation in Young’s modulus with material volume fraction. Here, the exterior
beams are of fixed diameter while the interior beam diameter is varied.

material for low volume fractions. Conversely, by fixing the exterior diameter and decreasing

the interior beam diameter, a reduction in Poisson’s ratio is observed with decreasing volume

fraction. This effect is observed to be strong at low volume fractions, but quickly converges as

the volume fraction increases. In general terms, the change in Poisson’s ratio can be explained

by dividing the unit cell into two separate parts. When the exterior beams are dominant as was

the case of the orthogonal lattice in chapter 4 then the Poisson’s ratio will tend to zero as the

volume fraction decreases due to a lack of contraction within the lattice. The interior beams

on the other hand also bend when subjected to a uniaxial load. If bending in the interior beams

dominates, then the overall contraction within the cell will tend to increase thus enabling the

Poisson’s ratio of the unit cell to be greater than that of the solid material component.

The Bulk modulus of the material did not show any obvious dependence on the interior or

exterior beam diameters and was largely dependent on the cell volume fraction in the range

that was considered. This is apparent in figure 5.7 where it can be observed that samples with

differing beam diameters, but similar volume fraction have an identical bulk modulus. The full

numerical results obtained for the Young’s modulus, Shear modulus, Poisson’s ratio and Bulk

modulus are summarised in table D.1 within appendix D.
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Figure 5.4: Variation in shear modulus with material volume fraction. Here, the exterior beams
are of fixed diameter while the interior beam diameter is varied.
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Figure 5.5: Variation in shear modulus with material volume fraction. Here, the interior beams
are of fixed diameter while the exterior beam diameter is varied.
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Figure 5.6: Variation in Poisson’s ratio with material volume fraction. Here, the interior beams
are of fixed diameter while the exterior beam diameter is varied.

Figure 5.7: Variation in bulk modulus with material volume fraction. Here, the interior beams
are of fixed diameter while the exterior beam diameter is varied.
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5.4.2 Numerical Simulations in Flexure

Samples of the material were simulated in flexure by applying a constant bending moment

to beam samples with a square cross-section and a constant aspect ratio in the same manner

as outlined in the previous flexural simulations. Prior to conducting the FE analysis, an initial

assessment was undertaken to determine whether the length to depth aspect ratio of the samples

influenced the apparent rigidity of a specimen with fixed depth. As the size of the models which

could be simulated within the FE software was limited due to the number of elements and nodes

that are required to simulate a single unit cell, it was necessary to find the minimum aspect ratio

which could accurately resolve the rigidity of a sample at a given depth.

The unit cell which was chosen to perform the convergence test consisted of interior and

exterior beams which were 0.5 mm in diameter. This corresponded to a solid volume fraction

of 6.9%. Samples were simulated with between 1 and 3 cells across the breadth and depth of

the sample over a range of length to depth aspect ratios which varied from between 1 & 10.

The rigidity of each sample was calculated from the angle of rotation through which the

beam is deflected and the corresponding reaction moments. Samples were normalised by the

rigidity of the corresponding sample with an aspect ratio of 10 to determine how the rigidity

converges with increasing sample length.

From figure 5.8 it can be seen that there is a weak correlation between the length to depth

aspect ratio and the normalised rigidity of beam samples subjected to a pure bending moment.

The rigidity of the sample is observed to converge with increasing length at a given beam depth.

As the number of cells through the depth of the sample increases, the normalised rigidity at a

given aspect ratio is also seen to increase. At low aspect ratios, the change in rigidity with

varying sample depth is noticeable, although the greatest variation in rigidity occurs when

the number of cells through the depth is increased from 1 to 2. The normalised rigidity also

converges with increasing sample depth.

An aspect ratio of 6 was therefore chosen to conduct the subsequent analysis as the full

set of samples were able to be modelled with the available computational resources and the

variation in normalised rigidity was within 1% of the converged result which was deemed

acceptable for the analysis.

Samples of the material were simulated in flexure by applying a constant bending moment

to beam samples with a square cross-section and a length to depth aspect ratio of 6. The number

of cells across the breadth and depth of the sample was varied between 1 and 6 cells.

From the rigidity plots generated, a micropolar flexural modulus and characteristic length

were obtained in the same manner that was described in chapter 4. The flexural modulus

identified for each material was identical to the Young’s modulus observed in the uniaxial

simulations. In bending, the general trend observed was that the characteristic length increases
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Figure 5.8: Influence of sample aspect ratio on the normalised beam rigidity for a sample where
φE = φI = 0.5 mm SX = 5 mm. Samples converge with increasing aspect ratio and number
of cells through the depth. Beams of equivalent depth are normalised against the sample with
an aspect ratio of 10.

with void volume fraction which can be clearly seen in figure 5.9 when the diameter of the

exterior beams is fixed. The presence of internal diagonal members within the unit cell has

the effect of limiting the magnitude of the characteristic length. It can be seen in figure 5.10

that as the void volume fraction is decreased by varying the diameter of the internal beams, φI ,

the magnitude of the size effect decreases and the position of the maximum size effect varies.

Increasing the void volume fraction above the point of maximum characteristic length results

in a diminishing size effect. The magnitude of the characteristic length seen in figure 5.10 is of

similar order to that observed in the orthogonal lattice albeit the maximum relative increase in

stiffness is limited due to the presence of the internal connecting beams.

5.4.3 Torsional Characteristics

Each sample was subjected to a constant axial rotation over the length and the resulting reaction

moment was recorded in the same manner as chapter 4. Unrestrained axial boundary conditions

were applied at the end faces in order to allow the beam to warp freely. Further details on the

applied boundary conditions can be found in appendix A. Initial torsion simulations carried out

showed that there was no significant dependence on the aspect ratio of the samples with a square

cross-section subjected to a fixed angle of rotation when the end faces are not constrained

axially. It was therefore decided that an aspect ratio of 2 was to be used for all torsion tests to

107



Chapter 5 Braced Orthogonal Lattice

Figure 5.9: Variation in the magnitude of the characteristic length with fixed exterior beam
diameter.

Figure 5.10: Variation in the magnitude of the characteristic length with fixed interior beam
diameter.
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minimise the size of the computational simulations. In total a set of 6 samples were tested for

each material. The specimens were tested at equal length to depth aspect ratios, with varying

sample depth to obtain the micropolar shear modulus and characteristic length for torsion using

the method of size effects.

From the results of the simulations it was found that the micropolar shear modulus of the

cellular structure at a given volume fraction closely matches the values obtained from the pure

shear tests on a single unit cell. The magnitude of the characteristic length in torsion, lt2 was

also obtained for each sample. It was observed that depending on the diameter of the beams

within the lattice that the size effect observed could either be positive or negative in nature

(Figure 5.11). This is in contrast to the cubic lattice analysed in the previous chapter which

only displayed a positive size effect that increased with diminishing cell volume fraction. By

plotting the variation in characteristic length with void volume fraction, it is possible to observe

how the diameter of the beams which define the unit cell influence the size effect within the

material. In figure 5.11 the diameter of the external beams was fixed and the variation in

characteristic length is plotted as the diameter of the interior beams is reduced. It can be

observed that when the diameter of the external beams is significantly larger than the interior

beam diameter that the observed size effect increases with decreasing volume fraction which

is in-line with what was observed in the case of the cubic lattice. The position and magnitude

of this maximum size effect appears to be dependent on both the cell density and the ratio of

the interior and exterior beams within the cell. It is expected that the maximum possible size

effect that can be observed will tend towards that of the cubic lattice when the internal beam

diameter approaches zero.

In contrast to the cubic lattice unit cell, the interior beams which are present here have

a much greater influence on the size effect as the cell volume fraction decreases. When the

internal beams are similar to or greater than the diameter of the beams situated on the exterior

of the unit cell, a negative size effect is generally seen. The magnitude of this negative size

effect appears to converge towards a maximum value with increasing void volume fraction as

the diameter of the exterior beam diminishes (Figure 5.12).

While only a subset of the possible unit cells that can be constructed by varying the interior

and exterior beam diameter within the cell have been considered, it is expected that the size

effects which are observed here will diminish as the cell volume fraction approaches that of a

classical solid.

The parameter β, which is one of the micropolar material moduli, can be derived from the

characteristic lengths and the modulus of micropolar bending, γ. Due to energy considerations,

the value of Beta is predicted to fall within the bounds−γ ≤ β ≤ γ. It was found that β did not

generally fall within the required bounds to satisfy micropolar elasticity. In this configuration,

although a positive size effect was obtained in bending, the interior diagonal beams within
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Figure 5.11: Variation in the magnitude of the characteristic length for torsion with void volume
fraction when exterior beam diameters are fixed.

Figure 5.12: Variation in the magnitude of the characteristic length for torsion with void volume
fraction when interior beam diameters are fixed.
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the unit cell creates a strong size softening effect which dominates unless the exterior beam

diameter is large enough to dominate under torsion. For this reason, β tends to fall out-with

the lower bounds that are defined for a micropolar continuum.

5.4.4 Mixed Cruciform Unit Cell in Torsion

At the cellular level, the unit cell which is chosen to represent the microstructure of the ma-

terial has been shown in the previous chapter to have a considerable effect on the mechanical

behaviour of discrete samples which are of similar order to the individual cells. Size softening

effects are observed when the surfaces of the sample are discontinuous. In the previous section

it was observed that in torsion, the interior cell structure can contribute to softening effects with

diminishing sample size which are not necessarily observed in bending. This was attributed to

the fact that the reduction in stiffness which is brought upon by the interior beam members

dominates over any stiffening which may be gained from the beams situated at the exterior of

the cell.

In this section, an alternate configuration of the braced cubic lattice is investigated in torsion

to ascertain how the observed size effect varies. In this case, the positioning of the unit cell is

offset by half of the cell wall spacing within the sample in the same manner of the orthogonal

lattice to form a ‘mixed cruciform’ unit cell (Figure 5.13 ). The homogenised elastic constants

of the unit cell are identical to those considered in the previous section, but the differences in

the localised stiffness variation are apparent at sample sizes which approach that of the unit

cell.
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Figure 5.13: Alternate unit cell configuration of the braced cubic lattice.

Rectangular bar samples of square cross-section with differing volume fractions which

were controlled by the interior and exterior beam diameters, φI and φE were tested at varying

samples sizes in the same manner as before under fixed displacement boundary conditions. It
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was found in general that this configuration was more compliant than the equivalent braced

cubic lattice when samples were tested in torsion. However, the magnitude of the variation in

rigidity is largely dependent on the diameter of the beams within the cell. When the exterior

beam diameter was significantly larger than the interior beams, then the difference in rigidity

was generally much larger in the case of the braced cubic cell. As the interior beam approached

the diameter of the exterior beam or was larger, then a reduction in rigidity was apparent at

smaller sample sizes. In this case, the unit cell configuration had less influence on the overall

rigidity of the sample.

The magnitude of the characteristic length calculated here is found to be negative across all

the volume fractions which were tested. In general, it can be seen that decreasing the diameter

of the exterior beams within the unit cell has the effect of increasing the magnitude of the size

softening effect at a given interior beam diameter. As in the case of the braced cubic unit cell,

increasing the diameter of interior beams increases the magnitude of the size effect, although

a reduction in stiffness is observed in this case. It also appears that the maximum reduction in

relative stiffness occurs at an intermediate volume fraction which is dependent on the interior

beam diameter. A summary of the magnitude of the characteristic lengths with respect to

interior and exterior beam diameter can be seen in figures 5.14 and 5.15.

Figure 5.14: Variation in the size effect with volume fraction in torsion observed when the
unit cell is intersected by the sample surface. (Denoted by broken lines.) The diameter of the
exterior beams are fixed. Solid lines denote ’closed’ cell samples.

While it is possible to quantify the magnitude of the size effect, there is a limit to how

this can be applied to a micropolar elastic model when a reduction in stiffness with decreasing

sample size is observed. It can be seen from figure 5.15 that the magnitude of the size effect for

a given material generally varies in size and magnitude depending on the relative position of
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Figure 5.15: Variation in the size effect with volume fraction in torsion observed when the
unit cell is intersected by the sample surface. (Denoted by broken lines.) The diameter of the
interior beams are fixed. Solid lines denote ’closed’ cell samples.

the unit cell within a bar sample. The data produced here can be thought of as upper and lower

bounds for the likely size effects which could be obtained experimentally for a given material

depending on the positioning of the unit cells within the test specimen. Interestingly however,

it can be seen that size effect will converge in both cases when the interior beams are more

dominant than the exterior beams in the lattice.

5.5 Beam Element Model

Modelling repetitive lattice structures with continuum elements is both time-consuming and

computationally intensive. This method is generally favoured however as the key geometric

features that characterise the material can be fully accounted for. However, in the case of a low

density lattice with slender ligaments, the number of nodes and elements required to achieve

an accurate solution can become prohibitively large. In structural analysis, beam elements are

commonly used to model general beam & frame problems. Low density lattice structures can

be thought of as similar to a structural frame when the interior members that form the material

are slender. It is the aim of this section to investigate the applicability of using beam elements to

simulate the likely response of an equivalent structural solid. The resulting size scaling effects

that may be observed will be compared to the continuum models developed in the previous

section.

A simplified model of the braced lattice considered in the previous section was therefore

constructed which takes into account the cross-sectional area of each individual beam. Joints
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were modelled as an array of nodes which connect the beams together. Each model was gene-

rated in ANSYS APDL from a parametrised script using the higher order BEAM189 elements.

BEAM189 is a 3 node quadratic beam element which takes into account shear deformation ef-

fects. Each node has 3 translational and 3 rotational degrees of freedom aligned to the x,y and z

axis in a standard 3D Cartesian coordinate system. Parametrising the model has the advantage

that a wide range of configurations could be tested by running a batch file and incrementing the

desired variables.

As was the case in the previous section, the diameters of the exterior and interior beams

within the unit cell were varied in order to alter the cell volume fraction. Each bar was con-

structed with a square cross section to enable each sample to be readily tested in both flexure

and torsion. Samples were tested at a constant aspect ratio with between 1 and 10 rows of cel-

lular microstructure through the depth of the sample. A relatively high aspect ratio was chosen

to minimise any effect that the boundary conditions may have on the deformation of the end

faces under loading.

Models were tested in both flexure and torsion using the method of size effects that has been

described in the previous chapters. From the simulations that were carried out, the flexural

modulus, E∗, shear modulus, G∗, and characteristic lengths lb & lt were calculated under

displacement boundary conditions.

5.5.1 Beam Element Results

From the simulations that were performed, it was observed that the flexural modulus of the

beam element model closely matched that of the continuum elements when the material volume

fraction was relatively low (Figure 5.16). Above a volume fraction of around 20%, the beam

element model tended to underestimate the material modulus. Generally, the observed shear

modulus followed a similar trend, converging with decreasing volume fraction (Figure 5.17).

However, when the diameter of the interior diagonal beams is much greater than the exterior

beams within the unit cell, then it can be observed that the beam element model significantly

underestimates the resistance to shear in comparison to the continuum element model. This

result is to be expected as the beam element models do not fully take the deformation of the

material at the joints within the structure into account. At low volume fractions, the influence of

this on the overall deformation of the structure is minimal due to the fact that the deformation is

primarily a result of bending or twisting within the beam members. At larger volume fractions,

such approximations are not appropriate.

The characteristic length in bending followed the same general trend with the beam element

models as in the continuum based simulations (Figure 5.18). The magnitude of the characte-

ristic length in this case was observed to be marginally greater in the beam element model

compared to the solid model generated from continuum elements. The magnitude of the diffe-
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Figure 5.16: Comparison between the flexural modulus derived by beam elements and solid
elements at varying volume fraction. The beam element model is represented by solid lines.
Solid elements are denoted by broken lines.

Figure 5.17: Comparison between the shear modulus derived by beam elements and solid
elements at varying volume fraction. The beam element model is represented by the solid
lines. Solid elements are denoted by broken lines.
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rence between the results in the two models generally increases with material volume fraction

which is to be expected as the beam element model does not fully account for the true re-

sponse at the joints within the unit cell. By and large though, the beam element models give a

reasonable measure of the size effect which may be seen in flexure.

Figure 5.18: Variation in the characteristic length in bending with void volume fraction. Beam
elements models are represented by the solid lines while solid elements are denoted by broken
line.

In torsion, the magnitude of the size effect observed in the beam element models only

matched the solid models when the exterior beams in the unit cell were slender, and the material

volume fraction was less than 20 % (Figure 5.19). The variation in characteristic length with

void volume fraction follows the general trend that was observed with the continuum elements,

but the resulting size effect is largely overestimated. A consequence of this is that in some

configurations, a size stiffening effect is predicted where a general softening is observed with

decreasing specimen size in the continuum element models. When both the interior and exterior

members in the unit cell are slender, the size effect is similar to that seen in the solid models.

It is therefore recommended that while beam element models can be used as an indicative

measure of the likely size effects which might be observed in a lattice structure, continuum

elements are much better suited to modelling the structural response particularly when the

interior beams are not slender.

5.6 Summary & Conclusion

In this chapter it has been shown that lattice structures which have interior connecting beams

can display size effects consistent with those predicted in micropolar elasticity. The magnitude
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Figure 5.19: Variation in characteristic length for torsion with void volume fraction. Beam
element model are represented by solid lines while solid elements are denoted by broken lines.

of the size effect is however limited by the presence of the interior beams. In bending, a

size stiffening effect is always observed in the case of the cubic unit cell with internal braced

members. In torsion however, the size effect is strongly dependent on the internal structural

members which can lead to a size dependent softening effect for many configurations. The

optimum size effect for this structure is strongly dependent on both the relative size of the

exterior and interior beams and the mode of loading which it is to be optimised for.

The results of the braced cubic lattice are interesting as it indicates that it may be possible

for a material to have no voids exposed at the surfaces, but still display sample softening if the

internal geometry is such that it is more dominant than the stiffening effects that are related to

material forming on the exterior surfaces. The occurrence of negative size scaling effects are

not predicted within the micropolar continuum. It is possible that in this scenario, the interior

bracing is acting similarly to a rigid inclusion within a compliant matrix.

Beam element representations of the same material have been shown to display similar size

effects to those modelled with continuum elements. Care must be taken however as complex

joint interactions may not be adequately described unless the cell volume fraction is reasonably

low. For slender lattice structures however, beam elements offer the potential to significantly

reduce the computational resources required as compared to full model generation with conti-

nuum elements.

117



Chapter 6

Effective Mechanical Properties of a
3D Printed Material

In the previous two chapters, the mechanical properties of three-dimensional cellular lattice

structures were investigated from a series of computational FE analyses. In order to verify that

the numerical analysis performed are representative of the physical behaviour of real materials,

a series of experimental tests are required to be conducted. It has been identified that additive

manufacturing processes offer the most likely solution to generating the complex cellular struc-

tures within the novel materials, but the suitability of the underlying solid material forming the

cellular matrix requires a thorough mechanical investigation.

The contents of this chapter consists of a preliminary investigation into the applicability

of using a 3D printed photopolymer as the base material to investigate size effects within lat-

tice structures. Mechanical tests including uniaxial tensile and 3-point flexural loading were

conducted to verify that the photopolymer (VeroBlackPlus by Stratasys Ltd.) was reasonably

isotropic within acceptable limits. While it was observed that the material only has a weak

dependence on the print direction for samples of similar size to the internal features within the

proposed lattice, the material does appear to be slightly viscoelastic in nature which may need

to be accounted for in the mechanical material model.
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6.1 Introduction

With the recent advancements in additive manufacturing technologies it is now possible to

print complex 3-dimensional structures with minimal effort. While this has many advantages

in rapid prototyping objects for developmental purposes, it also offers the possibility to create

specifically designed structural metamaterials with tailored microstructures that are specific to

a given application.

A large variety of different additive processes currently exist which offer unique ways to

create 3-dimensional objects. The biggest difference that exists between the technologies ho-

wever, is the way in which the layers are formed during construction and the level of detail or

resolution which is obtainable with each process. Some of the additive manufacturing proces-

ses that currently exist include extrusion, light polymerised, powder bed and powder fed based

technologies.

One of the most popular extrusion based methods is fusion deposition modelling (FDM). In

FDM, beads of a thermoplastic polymer material are heated up and extruded onto a build sur-

face using a computer controlled mechanical system. As the polymer is extruded it will harden,

allowing layers to be created through a systematic and repetitive process. This manufacturing

method is applicable for a wide range of common polymers including acrylonitrile butadiene

styrene (ABS), polycarbonate (PC) and high-density polyethylene (HDPE). The main disad-

vantage however is that the objects generated are limited in structural complexity due to the fact

that the process does not readily support overhangs meaning that only simple extruded voids

can be created. More complicated shapes are now supported with this method by implementing

removable support structures within the build process, but this does not translate well into the

design of heterogeneous solids.

Powder-fed deposition is based on passing granular metal particles through a nozzle which

are melted with a high-powered laser before being deposited on the print surface. This process

works similarly to an ink-jet printer, depositing material axially along the x-axis before being

incremented in the y and z plane to construct the desired object. A wide range of different

metals can be utilised with this approach including aluminium, titanium and stainless steel. As

well as creating new objects, powder-fed deposition also has the advantage of being able to add

to existing materials if required. Again this process does not readily support the inclusion of

overhangs and internal voids due to the lack of supporting material.

Powder-bed based methods are available for both polymer and metal object creation. In this

process, a laser is typically used to selectively sinter or melt granular particles of material that

are contained within a working area. Once a cross-section of the object to be formed is created,

the supporting print bed is lowered so that another layer of particles can be added to the part. As

a constant volume of granular particles are held within the working area, voids and overhangs
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can be manufactured by using the unsintered particles to support the newly solidified material.

Closed cell structures are not supported with this method however, due to the fact that there is

no mechanism to remove the unwanted particles without the inclusion of drainage holes.

Polymerisation involves the use of an ultraviolet light source to transform liquid polymer

resin into a solid state material. The two main approaches to deposition modelling using photo-

polymer materials involve either stereolithography and digital light processing (DLP) or ink-jet

based techniques in the construction of solid parts. In the case of stereolithography, the model

to be constructed is sliced into a series of very thin horizontal layers using 3D modelling soft-

ware. Each layer is formed by projecting and simultaneously curing each cross-section onto

the surface of a vat of photopolymer resin. By either lowering or raising the print bed from

the surface of the resin, additional layers can be added until the model is generated. In prin-

ters whereby the base plate is incremented down into the vat of liquid, the user is restricted to

constructing open cellular structures as any uncured resin must be free to drain away from the

object after completion. The alternative method to the conventional stereolithography techni-

que is to use an inverse setup whereby the created object is lifted from the surface of the resin.

In this case, light is projected through the bottom of the liquid resin and focused at the top

surface. Layers are formed by dipping the bottom surface into the resin and curing the bottom

surface before incrementing the platform upwards. Unlike in the previous set-up, there is the

potential to create closed cell structures as the part is being continuously lifted out of the liquid

resin. One limitation of this method which would need to be overcome however is that some

liquid is drawn into and subsequently trapped in the internal void due to the capillary action of

the liquid.

More recently a form of DLP printing has been introduced by Carbon Technologies which

claims to be able to produce parts through a continuous process that is not commonly available

with other current technologies. The continuous liquid interface production (CLIP) process

revolves around a “dead zone” of uncured resin which is created between the light window

and the part being constructed. As resin flows beneath the part during printing, a continuous

interface of liquid is maintained throughout the build. It is claimed by the manufacturer that

this process leads to near isotropic material properties within the cured resin that are not seen

in traditional techniques which have more pronounced layers due to the fact that the model

is cured in distinct layers. With this process however thermal curing is required after model

generation to maximise the overall mechanical properties of the part.

The final method of digital printing that will be discussed is the ink-jet style systems. In

this process, uncured resin is sprayed onto the print bed while being simultaneously cured with

ultraviolet (UV) light. The part is constructed by translating the jet in the x-axis, then sub-

sequently incrementing in the y and z axis respectively to build up a series of cross-sectional

layers. One advantage of this technique is that multiple jets can be used in order to create an
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object which has an array of different colours or material properties. A filler material can also

be implemented within one of the jets which can be used as a removable support material that

allows for the creation of complex shapes. Another benefit of this printing process is that fully

closed cell structures can be generated with the use of a support material. The downside howe-

ver is that the support material cannot be removed, and will therefore have to be incorporated

within the design of the metamaterial.

6.2 Additive Manufacturing Printing Process

While all the above technologies offer novel ways of constructing metamaterials with tailored

macroscopic mechanical properties, one question that needs to be addressed however is how the

manufacturing process influences the overall material properties of the structure. In particular,

the influence of the print direction on material stiffness has to be investigated to determine if

there is any directional dependence on the mechanical properties of the system.

Tailored heterogeneous materials have the potential to offer improved mechanical proper-

ties as compared to their homogeneous counterparts through an increase in stiffness and re-

duction in relative weight. One key requirement when generating such materials is that they

should have consistent and predictable properties which are not influenced by the manufactu-

ring process. It has been shown in the previous sections that tailored heterogeneous materials

can be created which display novel material characteristics under simulated numerical test con-

ditions. In order to verify that the simulations are representative of actual conditions, a series of

experiments need to be performed on physical samples of the material. To minimise the influ-

ence of external factors within the experimentation, the underlying solid material which is used

to generate the macroscopic material microstructure must behave in a consistent and reliable

fashion. Ideally a linear elastic, isotropic solid would be preferable for this application. The

rational behind this section is to determine if there is any significant directional dependence on

the tensile and flexural modulus of samples printed in a typical 3D printer.

The 3D printer chosen to manufacture the test samples was an Objet Eden350v rapid pro-

totyping machine from Stratasys Ltd. The Objet Eden350 printer is a high end professional

3D printer which is capable of printing complex geometric shapes. It is an ink-jet style printer

that uses liquid photopolymer and UV light to spray and solidify the material in a repetitive

layering process. Complex features including voided structures are possible with the use of

a soluble support material. The printer has a maximum build size of 342 × 342 × 200 mm

and is accurate to between 20-85 microns for features up to 50 mm in size. Larger models are

accurate to 200 microns.

The printing process is based on the PolyJet technology that has been developed by Stra-

tasys Ltd. (2017) and works by spraying a heated liquid photo-polymer onto the surface of
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the printer bed that is cured with UV light. Photopolymers are classified in the same category

as thermosetting plastics in that they generally stay permanently set once cured. The curing

process involves exposing the liquid resin to an ultraviolet light source which causes the ma-

terial to rapidly solidify. The print head consists of an array of 8 nozzles which deposit the

photopolymer systematically. It moves parallel to the print bed surface, travelling left to right

on the x-axis. The print head then increments itself in the y-axis and repeats this process in

order to create one cross-sectional layer of the object. It is then incrementally raised in the out

of plane z-axis before repeating the process until the desired object has been fully constructed.

A diagram of the general print process can be seen in figure 6.1. Where overhangs exist in the

model, a soluble rubber like filler material is injected onto the surface which acts as a support

for the subsequent layers. After construction, this material can be readily removed with a water

jet or dissolved in a solvent.

Figure 6.1: Print head injection process. A fine layer of the liquid polymer is sprayed onto the
top surface before being cured with UV light.

As the printing process is directional, it is possible that there will be some variation in

the material properties of the constructed objects depending on their orientation within the

printer during the build phase. It is desirable that the solid material (printed photopolymer)

is reasonably isotropic to minimise any additional material parameters which may influence

the observed mechanical properties of the heterogeneous metamaterial. The orientation of the

samples within the printer may also be a contributing factor to the overall mechanical properties

of the generated parts. Figure 6.2 is an example of the different ways in which the parts can be

printed. Here, each sample is aligned parallel to either the x, y or z major axis which determines

how the layers within the specimen are orientated.

Figure 6.3 demonstrates how the orientation of the sample within the printer affects the

direction of the layers that are built up within the part. Samples orientated in the x-axis consist

122



Chapter 6 Evaluating a 3D Printed Photopolymer

Figure 6.2: Possible orientation of the samples within the printer. Samples have been aligned
to either the x, y or z axis.

Figure 6.3: Orientation of the layers within a printed sample with respect to the placement
within the printer. Alternating blue and white cylinders denote incrementation in the y-axis.
Each sample can be orientated in two different ways after production.
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of long strands of material extruded axially within the sample. Aligning the samples in the y-

axis has the effect of reducing the length of the fibres within the part and increasing the number

of rows of material required to generate the sample. In this orientation, the polymer is deposited

along the length of the beam before building up the next layer. When the samples are orientated

in the z-axis, the beam sample is constructed in this case by building up layers of the cross-

section. Again the printed layers of polymer will be short as in the case of the y-orientated

samples, but the number of overall layers in the sample will also increase significantly.

6.3 Polymer Material Characteristics

In order to investigate how the print orientation affected the mechanical characteristics of the

polymer sample, it was proposed that a series of experiments should be performed in order to

determine the tensile and flexural stiffness of the solid material. The photopolymer chosen as

the base material was VeroBlack Plus (RGD875). It is a rigid material with a quoted modulus of

elasticity and flexural modulus of between 2000-3000 MPa and 2200-3200 MPa respectively.

One of the main considerations which needed to be addressed when testing structures con-

structed from a systematic layering process is whether there are any anisotropic effects intro-

duced in the material due to the directional nature of the build process. A similar investigation

was carried out by Mueller et al. (2015) that focussed on determining the mechanical proper-

ties of the photopolymer VeroWhite Plus (RGD835). The mechanical properties listed by the

manufacturer are identical for RGD875 and RGD835, with the exception being that RGD835

has a greater ash content. (≈ 0.26% compared with ≈ 0.02% in VeroBlack Plus.) Here, sam-

ples were manufactured in a Stratasys OBJET500 Connex3 3D printer to the ASTM D638-10

standard.

It was reported that samples which were oriented longitudinally in the z-axis (out of plane

from printing surface) had measurably lower material properties as compared to those aligned

to the X and Y axis, which can be attributed to an increased number of layers within the sample

and therefore more intersections will be formed within the sample. It was concluded that the

weakening effect of increasing the number of internal layers must be more dominant than any

added benefit that might be gained from an increased UV exposure due to the additional build

time required in this orientation. It was also suggested that the material may be over cured due

to the increased build time, but this was not verified in the experimentation. The mean modulus

of elasticity that was recorded for samples oriented in the X and Y axis was 2918 MPa. The

modulus of samples aligned in the Z axis was found to be 2686 MPa.
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6.4 Tensile Testing of a 3D Printed Photopolymer

6.4.1 Experimental Setup

The proposed lattice structure that was to be ultimately tested consists of an array of orthogonal

bars (Figure 4.1) with cell walls between 1 and 2 mm thick. Within the sample, the internal

beams are oriented in the 3 major axes that align to the machine print direction. To verify that

the mechanical properties of VeroBlack Plus were consistent at this scale, tensile dumbbell

samples were manufactured to determine the material properties with respect to print direction.

Three different samples were manufactured with the major axis of the samples aligned to the

X, Y and Z axis of the printer respectively (In the same manner as figure 6.2). In order to

account for any localised variations in the test specimens, 3 copies of each tensile specimen

were produced. The final design of the dumbbell shaped test specimen can be seen in figure

6.4. The reduced section is 30 mm in length with a square cross-section measuring 2.5 mm ×
2.5 mm. The thickness of the section was chosen as it was comparable in size to the geometry

of the internal members within the proposed metamaterial. The total spacing between the

shoulders is 40 mm. The maximum width of the tensile sample at the grip section was 5 mm.

For continuity, the spacing of the grips within the machine were also held constant at 45 mm.

The full tensile sample specifications and positioning within the machine are summarised in

table 6.1.

Total Length L0 60 mm
Total Width W0 10 mm
Thickness T0 2.5 mm
Transition 5 mm
Transition Radius R 10.6 mm
Length of Reduced Section Lg 30 mm
Reduced Section Thickness Tg 2.5 mm

Grip Spacing 45 mm

Table 6.1: Tensile test specimen geometry.

The length to depth aspect ratio of the straight section in the dumbbell sample was 12. The

advantage of creating a specimen with a slender centre section is that it meant it could also

be used to determine the flexural stiffness of the material in a subsequent test. A square cross

section was also chosen for the samples as it meant that only half the number of test specimens

were needed to fully evaluate the material.

The specimens were tested in a Bose Electroforce 3200 mechanical testing machine under

displacement control. The apparatus consisted of a 450 N load cell with grip attachments con-

nected to a fixed support and a linear actuator motor which was used to impart a displacement
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on the test specimen.

Figure 6.4: Tensile test specimen (All units are in mm.).

Figure 6.5: Tensile test experimental setup.

The experimental procedure was performed as follows: Each sample was inserted vertically

into the machine by first clamping the specimen to the grip attached to the linear actuator. Once

it was verified that the actuator was zeroed in position, the lower grip was then adjusted until

it was in line with the bottom of the sample before being clamped in place. By following this

procedure, it helped to minimise any initial stress being applied to the specimen before the start

of the test. The final step before running the test sequence was to turn on the machine and zero

the instrumentation. To ensure that the positioning of each sample was secure and consistent,

specimens were marked 7.5 mm from the end of the specimen prior to insertion. A diagram of
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the test setup can be seen in figure 6.5. In total, a 2.5 mm gap was left between the end of the

grips and the transition shoulder to minimise any localised stresses which may influence the

test. A typical set of tensile test specimens is show in figure 6.6.

Each test was performed by extending the sample to a fixed displacement at a given rate.

In order to quantify the level of viscoelasticity that may be observed within the sample, each

sample was then held in place at the maximum displacement for 30 seconds and the stress

relaxation rate was measured. The sample was then unloaded at the same rate as it was loaded,

returning it to its original state. The test was repeated for each sample and the resulting material

modulus was calculated from the linear portion of the stress-strain plot.

Prior to undertaking any tests, the machine was tuned using the in built software in order

to calibrate the equipment to the approximate stiffness of the samples. This was an important

step as it allowed the machine to calculate the correct voltage to apply in order to displace the

linear actuator appropriately. Failure to do this can result in damage to the specimen or system.

Figure 6.6: A selection of the tensile test specimens printed at different orientations within the
printer. The outer white markings denote the positioning of the grips on the sample.

Due to a lack of strain gauges or extensometer at the time of testing, measurements were

recorded from the absolute displacement of the machine actuator within the testing apparatus.

As the quoted modulus of the photopolymer was relatively small in comparison to the compo-

nents within the tensile testing machine, it was assumed that any external movements would be

negligible by comparison to that of the sample. One thing however which cannot be accounted

for in this test, is the variation in localised strain that will occur between the gauge section and

the clamping location. Finite element analysis of a test specimen consisting of a linear elastic,

isotropic material subjected to a constant strain loading indicates that the shoulder transition

for this sample has a non-negligible amount of strain across this section and therefore must

be included in the calculation. Taking the grip spacing as the gauge length overestimates the

127



Chapter 6 Evaluating a 3D Printed Photopolymer

modulus, while using the centre section underestimates it. Closer inspection of the results in-

dicates that the average local strain across the shoulder region is approximately the same as the

central section which goes some way to explaining why this section should be included in the

overall analysis.

A closer approximation to the true modulus of the material was made by dividing the sam-

ple into regions with a common cross-section to model the samples as a set of springs in series.

The change in cross-section over the transition shoulder region was estimated by the average

cross-section across the length of the transition.

The maximum deflection and resulting Young’s Modulus can be estimated as follows:
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WhereL1,L2,L3 and their corresponding areas,An are in this case the length of the reduced

section, the shoulder and the grip sections not restrained by the clamp respectively. For the

samples that have been manufactured, the material modulus can be expressed as:

Es = 6.40537

(
P

w

)
(6.3)

where P/w is the gradient of the load-displacement curve that is observed experimentally.

A static analysis performed in ANSYS on a geometrically identical tensile specimen corre-

lates well with this estimation and is within 1.2% of the modulus of the sample. It is therefore

very likely that the conducted experiment is underestimating the actual modulus of the material

and should be corrected using equation 6.3.

That being said as the results cannot be definitively verified, it has therefore been proposed

that the quoted modulus will be given within a range that accounts for the variation in gauge

length which may be present within this experiment. While this will ultimately not give a defi-

nitive answer to the material modulus, it will allow for a comparative analysis to be performed

between the samples. Tests will also be undertaken later to determine the flexural modulus

which will help to further identify the elastic properties of the samples.

The ASTM standard test method for tensile testing of plastics D638-10 (ASTM Interna-

tional, 2014) states that the speed of testing for a sample of this size should be tested at the
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lowest possible speed that will cause rupture between 0.5 - 5 minutes of testing. The tensile

strength of VeroBlack Plus is stated as 50-65 MPa by the manufacturer, which suggests that a

rate of 1 mm/min would be appropriate for the test. It was desired however that this test should

be non-destructive and only induce a small strain on the sample, so several loading rates were

tested to determine the minimum speed which produced consistent results. The samples were

initially loaded at rates which varied from between 5× 10−3 mms−1 and 4× 10−2 mms−1 to

a displacement between 0.1 and 0.2 mm. It was observed that the initial gradient of the load

deflection curve was sensitive to the applied displacement rate. From the initial test, it was

apparent that in tension, the sample behaves in a viscoelastic fashion, with the observed stiff-

ness of the sample decreasing with time. Further to this, as the rate of loading decreases, it is

apparent that the overall response is significantly non-linear which can be seen in figure 6.7.

While all cases produced an initial linear response, the gradient was observed to decrease with

Figure 6.7: Comparison of the typical response of the material subjected to different rates of
loading for samples printed in the x orientation.

a reduction in loading rate. It was decided that two different loading rates would be used to

determine the response of the samples. The two different test speeds applied were 1.2 mm/min

and 2.4 mm/min which corresponded to 0.02 mm/s and 0.04 mm/s respectively. It can be seen

in figure 6.7 that both rates have a very similar initial response which suggests that the rate of

loading is sufficiently fast to capture the linear elastic response of the polymer.

6.4.2 Tensile Test Results

Once the data for each test was collated, a plot of the applied force against the resulting displa-

cement was generated to obtain the tangent modulus of the material. It was felt that calculating
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the tangent modulus of the material with respect to time was more appropriate in this expe-

riment as a noticeable amount of viscoelasticity was measured in the initial tests. The gauge

length that was assumed for all samples was 30 mm, which equalled the length of the reduced

section within the sample. The calculated area from which the load was acting on was also

derived from the cross-section of the reduced section of the test specimen. A typical set of

results can be seen in figures 6.8 & 6.9. Here, it can be clearly seen that each sample behaves

similarly when it is initially loaded or unloaded during the test. Some variation is observed

to occur between the samples as the total applied load increases. The plots shown in figures

6.8 & 6.9 are for the samples which were printed with the sample orientated longitudinally in

the Y axis of the printer. A large variation in the total recorded load is seen in these samples

which are generally not observed in the other two sets of samples. While this indicates that

there might be some variation between sample quality or the accuracy of the experimental set-

up, it will be shown below that the initial tangent modulus appears to be very consistent and

in-line with that recorded in the samples printed in the other orientations. In all experiments

it was observed that significant stress relaxation occurs when the samples are held at a fixed

displacement which highlights the need for testing at an appropriate strain rate.

The stress relaxation that was observed in this material when it was held at a constant

strain appeared to be pretty consistent between tests. It can be observed in figure 6.9 that after

holding the sample at a fixed displacement for 30 seconds that there is very little change in the

reaction force acting on the load cell which suggests that the sample has reached a steady state.

After the sample was released, it can be seen that the force being applied to the system does

not completely disappear. The resulting force applied to the system is observed to be negative

which shows that the sample has undergone some permanent or semi-permanent deformation.

The hysteresis loop that is seen in figure 6.8 represents the strain energy that is lost in the

system.

A summary of all the tensile experiments that have been carried out is shown in figures 6.10

- 6.12. In each graph, a comparison between the calculated tangent modulus at half second

intervals is shown. It can be observed that the maximum tangent tensile modulus is around

about 1750 MPa. This is fairly consistent irrespective of print direction, but there does appear to

be some variation between the samples that have been printed in each set. The samples printed

in the X orientation appear to have performed the most consistently throughout the testing

process. It should be noted that sample Xs1 is not recorded in the 0.04 mms−1 experiment due

to being damaged by the testing machine.

From the experiments, one of the Y samples does appear to display a marked decrease

in stiffness with respect to time in comparison to the others during the loading phase. This

marked response is not observed when the sample is unloaded however which suggests that

initial modulus which is derived is representative of the material. Overall however, it can be
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Figure 6.8: Variation in load with displacement for a typical set of tensile test specimens.

Figure 6.9: Variation in load with time for a typical set of tensile test specimens.
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seen that the calculated modulus is reasonably stable when tested at 0.02 mms−1 or above.

Generally speaking, it can be seen that the material appears to be reasonably independent of

the orientation within the printer. The most influential factor on the observed tensile modulus

appears to be the time dependant nature of the polymer which is quite significant in tension.

The modulus obtained here is marginally smaller than the tensile modulus which is quoted

by the manufacture (2000-3000 MPa). By taking into account the variation in sample cross-

section through the specimen in equation 6.2 it can be estimated to be approximately 2335

MPa which falls within the quoted material specification. It has therefore been decided that the

flexural properties of the polymer should also be investigated before performing any tests on a

printed heterogeneous structure to give a clearer understanding of the polymer properties.
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Figure 6.10: Variation in observed tangent modulus with time for samples that are aligned to
the x-axis during manufacturing.
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Figure 6.11: Variation in observed tangent modulus with time for samples that are aligned to
the y-axis during manufacturing.
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Figure 6.12: Variation in observed tangent modulus with time for samples that are aligned to
the z-axis during manufacturing.
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6.5 3-Point Bending of Vero Black Samples

It was shown in the previous section that the observed tensile modulus of the samples printed

from VeroBlack Plus was relatively independent of the specimen print direction. The results

however were at the lower end of the manufacturer’s quoted specification. A second set of

experiments will therefore be conducted from 3-point flexural tests to determine if the mode of

loading has any influence on the stiffness of VeroBlack Plus. Flexural loading of the polymer

samples is an important step in characterising its mechanical properties as unlike in the tensile

test each sample can be orientated in two separate directions which may be influenced by the

manufacturing process.

6.5.1 Experimental Setup

All tests were performed at a room temperature of approximately 20◦C, which was thermosta-

tically controlled by an air conditioning unit within the laboratory. While the tensile modulus

of the samples printed with the VeroBlack Plus polymer showed that the samples behaved re-

latively similarly to each other in the X and Y orientation, some loss in stiffness was observed

in the samples printed in the Z axis. To further investigate the material behaviour, flexural tests

were undertaken on samples with a cross-section of 2.5 × 2.5 mm to identify how the experi-

mental flexural stiffness was in comparison. The samples used were identical to those seen in

figures 6.4 & 6.6.

The reduced section of the dumbbell samples had a square cross-section of 2.5 × 2.5 mm

and a total length of 30 mm, giving the beam a total length to depth aspect ratio of 12. It was

proposed that each sample should be tested in two perpendicular directions as demonstrated

in figure 6.13. Position ‘A’ in this diagram denotes samples which are aligned with the tabs

orientated vertically while samples that are given the suffix ‘B’ are rotated by 90 degrees. The

purpose of doing this was to determine whether the orientation of the layers built up within the

polymer sample has any significant influence on the observed flexural modulus.

The tests were performed on the Bose Electroforce 3200 linear testing machine with a 450

N load cell. The test set-up consisted of a load cell that was attached to the linear actuator with

an extended loading arm. The specimen was centred on an adjustable bar with reaction support

pins with a radius of 1.3 mm. The dimensions of the bar were such that it was several orders

of magnitude stiffer than the samples to be tested. The loading pin that was attached to the

linear actuator also had a radius of 1.3 mm. A diagram of the apparatus is shown in figure 6.14.

Data was collected at a rate of 20 Hz, giving a total of 200 data points for both the loading and

unloading portion of the experiment.

Each sample was measured and marked at the loading points prior to testing. The test was

performed by positioning a sample onto the reaction supports, and adjusting the centre support
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Figure 6.13: Possible dumbbell sample orientations within the testing apparatus.

Figure 6.14: 3-point bending setup of small specimen samples.
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column until the top surface of the specimen was just touching the loading arm. Once the

sample was lined up and the apparatus tightened, the load cell and linear actuator were zeroed

prior to running the test.

Samples were deflected to approximately 0.5 mm at a rate of 0.05 mms−1 under displa-

cement control conditions. As the material is more compliant when tested in flexure than in

tension, a larger deflection was required to be applied to the sample in order to produce a re-

sponse that could be accurately recorded on the load cell. A deflection of 0.5 mm was therefore

chosen as it was substantially smaller than the depth of the beam samples and is predicted to

give a response in the region of 5-10 N at maximum displacement.

After the initial loading phase, each sample was held in place for 30 seconds before being

released at−0.05 mms−1. While holding the sample at a fixed displacement was not necessary

to determine the elastic properties of the material, it is helpful to give a good indication as to

the viscoelastic response under flexure.

6.5.2 3-Point Flexural Test Results

Initial tests showed that under flexure, the response of the samples was linear. A typical load

deflection curve is shown in figure 6.15. Some viscoelastic response was apparent under load,

but overall the influence was minimal in comparison to the tensile tests. Stress relaxation within

the sample induces some hysteresis when the specimen is held at a constant deflection, but it

does not adversely impact the gradient of the slope when the load is removed. As the tests

were performed under displacement control conditions, the non-linearities in the experiment

are manifested in the response of the load cell due to the change in displacement. This can be

clearly seen in figure 6.16. Some minor fluctuations can be observed in the recorded results

due to noise within the system, but as the test was carried out with a fairly high data sample rate

and it did not unduly influence the gradient of the response curve then it was deemed sufficient

to avoid performing any further filtering during or post experiment.

Overall, the response of the samples was reasonably consistent when loaded in flexure.

The flexural modulus was recorded from the linear region of both the loading and unloading

portion of the test for each sample in each of the possible orientations. The flexural modulus

that was observed was generally in the range of 2000-2500 MPa. The most consistent samples

were those orientated along the X-axis of the printer. From figure 6.17, it can be seen that

the flexural modulus varies from around 2100-2400 MPa. By comparison, the quoted flexural

modulus of VeroBlack Plus is given as between 2200-3300 MPa.

The samples were seen to be slightly stiffer when orientated in position A, but the overall

variation is quite small. Again the samples printed in the Y-axis were found to have similar

stiffness (Figure 6.17). A greater amount of scatter is observed between the samples in this

print direction and no obvious differences are seen in relation to the orientation of the sample
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Figure 6.15: Typical load response for a sample of VeroBlackPlus in 3-point bending.

Figure 6.16: Typical variation in displacement with time of a VeroBlackPlus sample in 3-point
bending.
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within the test apparatus. Some loss in stiffness is observed in the Z samples under flexure

(Figure 6.17). Here, the sample moduli were in the range of 1500-2000 MPa. No significant

difference was observed with respect to the positioning of the sample in the test apparatus.

Specimens that are orientated in the Z-axis of the printer will naturally have a greater number

of layers within the sample due to the increased number of passes that the printer head needs

to make in order to build the specimen. It can also be visually observed on some samples

that the layers do not sit perfectly level, dipping in the centre of the cross-section which may

also contribute to the decrease in stiffness (Figure 6.18). One possibility for this is that the

movement of the print head is causing some drag on the surface of the sample as it is depositing

the polymer. The very small printing surface area is also likely to be a contributing factor to

this as well.

Generally speaking, it was observed that a higher modulus was recorded when the sample

was unloaded rather than in the initial load section but some scatter does still exist.

Figure 6.17: Variation in flexural modulus with sample print direction.

6.5.3 Discussion

Overall, it was observed that the samples behaved very similarly in two out of the three print

orientations that were tested in flexure. The samples which were printed in the Z-axis were

however around 20% less stiff. This suggests that in the case of a 3-dimensional lattice struc-

ture, which comprises of an assortment of beams printed in each of the 3 major axis that there
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Figure 6.18: Samples aligned to the Z-axis during printing have visible distortion of the layers
on the specimen surface.

may be some directional dependence in the overall structure. One significant difference with

the full scale material however will be that a much greater surface area will be used to print the

polymer, with any voids being filled with a support material. It is hoped that this increase in

surface area, along with extra support material will help to improve the properties of the beams

oriented in the Z-axis. No significant difference was observed when the samples were rota-

ted by 90 degrees within the testing apparatus. In comparison to the tensile tests, the flexural

modulus that was derived experimentally was found to be significantly higher.

It is not expected that the measured tensile modulus will be identical to the flexural modulus

of the material due to the distinct differences in the loading conditions. In a uniaxial test, the

applied stress is directly related to the resulting strain within the sample. The material modulus

is found from the gradient of the stress-strain plot and is constant for a linear elastic material.

In a 3-point bend test however, the response is a combination of both beam bending and

shearing at the supports. The stress within the sample will also vary through the depth due to

the fact that the top surface will be subjected to compression while the bottom surface is in a

state of tension. The calculated flexural modulus can therefore vary depending on the sample

size and aspect ratio. From the manufacturer specified material properties, it is expected that

the flexural modulus should be around about 10% greater than the tensile modulus.

The experimental tensile results produced a modulus that is in the region of 1750 MPa. By

taking into account the likely localised deformation across the full sample, the maximum pos-

sible tensile modulus was estimated to be approximately 2335 MPa from equation 6.3 which is

much closer to the experimental flexural results.

While the flexural modulus that has been derived by experimentation is at the lower end
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of the manufacturer’s specification, the results are fairly consistent between samples that were

printed in the same orientation. Indeed, there is very little variation in samples that are printed

in the X or Y axis of the printer. Some loss in stiffness is observed in the samples that are

aligned to the Z axis of the printer. Here, the specimens are found to be approximately 20%

less stiff in flexure. This suggests that a material formed from a lattice of orthogonal beams may

be slightly anisotropic in one direction. It is hoped however that this will not greatly influence

the overall material properties of the samples as the internal beams that will be printed in this

direction within the model material will only be subjected to through thickness flexure. This

shall be further investigated in the next chapter.

6.6 Conclusion

In this chapter, the tensile and flexural properties of a 3D printed photopolymer (VeroBlack

Plus) have been investigated to verify that the mechanical properties were suitable to provide

a basis for generating experimental idealised heterogeneous materials that can be subjected to

mechanical testing. It has been concluded that while the samples generated do display some

viscoelastic properties in tension, consistent results can be achieved by loading the samples at

an appropriate rate. Further to this, it was found that consistent results are achievable in flexure

with less sensitivity to the rate of loading. It is recommended that samples should not be printed

in the Z axis of the printer where possible due to the fact that they appear to be significantly

more compliant in flexure.

In the next chapter, a series of mechanical tests will be performed on samples of a cubic

lattice structure composed from an array of orthogonal bars manufactured from VeroBlack

Plus to determine if the size effects which have been observed in the virtual computational

experiments conducted in chapter 4 can be replicated.
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Flexural Properties of a Polymer
Heterogeneous Beam Sample

In the previous chapter, the tensile properties of a 3D printed solid photopolymer were in-

vestigated. While it was observed that some variation in the stiffness of the material exists

depending on the direction that the internal layers are constructed, the overall variation was

reasonably small at the scale which was tested.

In this chapter, a thorough experimental analysis into the flexural properties of a material

comprised of a cubic lattice microstructure manufactured by additive manufacturing processes

has been performed to compliment the computational FE analysis undertaken in chapter 4.

The heterogeneous beam samples consisting of a regular array of orthogonal lattices were

subjected to both three-point and four-point flexural loading within a mechanical testing ma-

chine to determine the elastic parameters of the material within the context of a micropolar

continuum.

The results of the experimentation show that it is possible to capture size dependent effects

consistent with those that are predicted in micropolar theory for materials constructed from a

photopolymer resin for both modes of loading. However, some variation in the results exist

which is likely to be attributed to the manufacturing process of the samples.
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7.1 Introduction

It has been shown in a previous chapter that the observed size effect in a heterogeneous sample

under flexure can be maximised when a constant moment load is applied to the samples. While

this idealised mode of loading produces the most consistent results, it is hard to replicate in

physical tests. It is therefore required that best estimations of the mechanical properties are

made by conducting tests which minimise the experimental errors. For a linear elastic homo-

geneous material subjected to 3-point bending, it can be shown that shear deformation effects

are minimised when the beam under test is slender. This assumption however is based on the

fact that the stress distribution within the material is continuous. In a heterogeneous sample,

the local stress field may not directly relate to the global or average stress within the material

in the usual manner due to the local variation in stresses that the heterogeneities introduce. In

order to determine the general mechanical properties of a given heterogeneous material it is

necessary to look at the average or global stresses within the sample due to the discontinuous

nature of the distribution that the heterogeneity introduces. For materials with a significant

microstructure, the global stress distribution has also been shown to be dependent on sample

size when it is of similar order to the predominant microstructural features which make up the

material (e.g. Dai & Zhang (2008)). To fully understand the mechanical behaviour of such

materials, it is therefore necessary to determine the best mode of loading which will minimise

any experimental errors that may be influential to the results.

It has been shown in a previous chapter that heterogeneous materials comprised of a regu-

lar periodic unit cell structure may require the identification of additional constants in order to

fully describe how the material behaves at differing size scales. In this chapter, beams of simi-

lar aspect ratio, but with varying rows of unit cell microstructure through the sample breadth

and depth were tested in both 3 and 4-point bending with the aim of determining the flexural

constants within the framework of micropolar elasticity. The effect of shear deformation on

the observable properties was considered in three-point bending by varying the aspect ratio of

the beams. Similarly, in the second part of this chapter a series of four-point flexural tests were

conducted to determine if this mode of loading offered any potential benefits. The main aim

of the experiments was to establish whether accurate and consistent material properties could

be derived experimentally for a novel heterogeneous material manufactured from additive ma-

nufacturing processes. Secondary to this, these experiments provide a comparative analysis of

how the FE simulations perform compared to physical samples of the material. This is impor-

tant as conducting FE analysis of more complex heterogeneous materials may be impractical

due to the computational resources which are required and performing experiments may be the

only practical way to identify their behaviour.
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7.1.1 Model Heterogeneous Material

The 3-dimensional orthogonal lattice analysed in chapter 4 was chosen as the test material. In

order to be able to characterise the material in flexure, a set of samples were required to be

produced with similar aspect ratio but differing depths to determine any dependency on size

and scale. As the 3D printer which was available had a fixed capacity, the specimen size was

limited by both the build space available and the minimum feature size that could be accurately

resolved in the printer.

It was therefore required that the material met the following requirements:

• The largest sample must be no greater than 340 mm in length.

• A minimum of 4 samples of different sizes, but similar aspect ratio, need to be manufac-

tured in order to obtain a clear indication of any size dependency in the material.

• The microstructure within the samples is required to be of a sufficiently low density that

a measurable variation in stiffness can be observed.

• The size of the unit cell which defines the microstructure also needs to be large enough

that the printer can accurately reproduce the features consistently without being damaged

by either handling or from localised stresses produced under test.

• Samples should be sufficiently slender to minimise any transverse shear effects under

loading.

Figure 7.1: Beam with cubic lattice microstructure and example unit cell.

After careful consideration a unit cell of 5× 5× 5 mm in size was chosen with an internal

cell wall thickness, t of 1 mm. A diagram of the material and the underlying unit cell can be

seen in figure 7.1. At this size scale, it was possible to print a set of 4 samples with a square

cross-section at an aspect ratio of 16 within the Objet printer (Figure 7.2). The total length of
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each sample was thus defined by the beam depth and a fixed length to depth aspect ratio of 16.

In addition to this each beam was extended by 4 unit cells in length in order to avoid supporting

the samples close to the ends of the beams.

Figure 7.2: A typical set of samples used to perform 3 & 4-point bend tests.

While computational results indicated that the maximum size effect which can be obtained

in a cubic lattice is likely to be found at very low material volume fractions, it was observed that

localised deformation of the cells around the region where the load is applied may dominate

over the predicted bending deformation. The benefit of the unit cell that was chosen is that a

significant size effect is likely to be observed that is not unduly influenced by point loading

provided that a careful experimental procedure is followed.

In the previous chapter, it was observed that some directional dependence exists in the ma-

trix material in flexure resulting from the sample print orientation. Slender specimens aligned

to the Z axis during printing were around 20% more compliant than those printed parallel to

the X and Y axes. As the internal beams within the orthogonal lattice will be orientated in each

of the three axes, it is possible that some directional dependence may be present within the

material.

It was also possible to orientate the lattice specimens within the printer during manufactu-

ring. To determine if this has any effect on the observed mechanical properties, separate sets

of samples were produced with the major axis aligned to both the X and Y axes of the printer.

No samples were printed in the Z axis as the printer did not have sufficient build space in that

direction to accommodate the full range of samples required.

The orientation of the samples within the testing apparatus is another factor which may

influence the measured mechanical properties due to the layering process of the 3D printer.

Samples with a square cross-section were therefore beneficial as it allowed for each sample to

be rotated and tested without altering the test setup. In this way, it can be determined if the

printed material exhibits any transverse anisotropy due to the internal layers that result from

the manufacturing process.
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The results of the experiments will be compared with the numerical solutions which were

obtained from a FE analysis of the material under consideration.

7.2 3-Point Flexural Loading of a Cellular Lattice Beam Sample

7.2.1 Experimental Setup

The tests were conducted in a Bose Electroforce 3200 linear testing machine with a 450 N

load cell attached to the central indenter in the same manner as was described in the previous

chapter (See figure 7.3.). In order to accommodate the full range of samples within the testing

apparatus, a custom support fixture was manufactured. A detailed description of this can be

found in appendix C.1.

One of the issues which became apparent during the design of the experiment was that in

order to test the full set of samples the machine should be able to accept a range of samples at

differing sizes and also have a load cell which is capable of being able to accurately measure

the applied load. As the aspect ratio in each set of tests was constant, the load required to

displace a linear elastic homogeneous equivalent beam is primarily dependent on the change

in breadth between samples. However, since the reaction force is also dependent on the aspect

ratio cubed, a comparatively small load is required to impart a given deflection onto a slender

beam which will rapidly increase with a decreasing length to breadth aspect ratio. This is also

compounded by the fact that the stiffness of low density lattice samples is directly related to

the ratio of the cell size to wall thickness squared.

It was shown in a previous chapter that the observed experimental material modulus is

largely dependent on the length to breadth aspect ratio in three-point bending. The rate at which

the samples were loaded was also a contributing factor in the tensile tests. With this in mind,

two loading rates of 0.05 mms−1 & 0.08 mms−1 were chosen. Each sample was also tested

at an aspect ratio of 10 and 16. The specimens were also tested in two different positions by

rotating each one by ninety degrees about the major axis in the same manner that the dumbbell

samples were tested in the previous chapter. The motivation for this was to determine if the

layering process during manufacturing had any significant impact on the transverse properties

of the discrete samples. In the results, the relative position of the samples has been labelled

as either ‘A’ or ‘B’. Position A denotes samples in which the Z-layers are aligned parallel to

the horizontal axis and is representative of the orientation during manufacturing. In position B

the sample is positioned so that the Z-layers run parallel to the vertical plane. An example of a

sample under test can be seen in figure 7.3.

Each test was conducted by applying a fixed rate of displacement to the linear actuator for

10 seconds to deflect the specimen vertically. Samples were then held in place at the maximum
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Figure 7.3: Deflection of a typical beam sample in 3-point flexural loading within the experi-
mental apparatus.
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displacement for 30 seconds before being unloaded at the same rate over a 10 second period.

A sampling rate of 20 Hz was also used to capture the data during the test phase.

In the initial tests conducted, it was observed that an appreciable amount of background

noise was recorded in the raw data when the samples were loaded within the lower range of

the load cell capacity. It is likely that in this range the machine is very sensitive to small

variations in the response which are amplified by the system. For this reason, the machine

was calibrated for each specimen prior to testing in order to minimise the likely variation in the

response. While the load-deflection slope appeared to be generally linear, the background noise

increased the uncertainty within the experiment. To address this, a 1 Hz filter was applied to

the machine software prior to conducting each test in order to minimise any background noise

which may be induced within the system. A typical plot of the variation in load with deflection

of a test sample can be seen in figure 7.4. Some stress relaxation is observed when the samples

are held at a fixed deflection, but the general response is linear.
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Figure 7.4: Variation in load with deflection for a typical sample tested in 3-point bending.

The resulting sample stiffness was obtained by analysing the captured load deflection data

to determine the linear region. As numerous tests were conducted, a MATLAB script was

developed to facilitate this process. A detailed description of this can be found in appendix

C.3.

In total, sixteen sets of experiments were conducted using the groups of samples which

contained between one and four cells through the breadth and depth. The tests carried out were

as follows: X samples in position A at an aspect ratio of 10 and 16; X samples in position B

at an aspect ratio of 10 and 16; Y samples in position A at an aspect ratio of 10 and 16; Y

samples in position B at an aspect ratio of 10 and 16. Each test was conducted at a loading rate
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of 0.05mms−1 and 0.08mms−1.

The resulting stiffness data was normalised against sample breadth and plotted against the

inverse of the sample depth squared to verify that a size dependency does indeed exist in the

material. The flexural modulus and characteristic length were then extracted for each set of

samples using equation 2.37 when a linear region was observed.

7.2.2 Experimental Results

Once the experimental data was collated, an in-depth analysis of the results was performed.

As stated above, the flexural modulus and characteristic length can be derived from the linear

region in a plot of stiffness against the inverse of sample size. The resulting experimental

data for beams with an aspect ratio of 16 loaded at 0.08mms−1 have been included in figures

figures 7.5 to 7.8. It can be seen that a generally linear increase in stiffness was observed with

decreasing sample size in all cases, with little variation between the stiffness observed when

loading or unloading the sample. The variation in stiffness between sets of samples appears to

be similar, but further analysis is needed to reveal the physical material constants. Similar plots

were also obtained for the beams at the lower aspect ratio and loading rate.

As the unit cell which defined the material was constant in all samples, any variation in

mechanical properties is likely to be attributed to the orientation at which it was printed and

subsequently tested at. Figures 7.9 and 7.10 display the variation between the flexural modulus

which was calculated from each set of samples in 3-point bending at the two length to depth

aspect ratios considered. It can be observed in all cases that there is very little variation between

the calculated modulus for samples loaded at 0.05mms−1 and 0.08mms−1 which suggests

that the rate of loading is sufficiently fast that any viscoelastic effects may be safely ignored.

The orientation of the samples within the 3D printer during manufacturing appears to have a

noticeable effect on the resulting properties. In all cases, samples which were orientated in the

‘Y’ axis of the printer during manufacturing appear to be at least 10% more compliant than the

equivalent specimen which was aligned to the ‘X’ axis of the printer.

The orientation of the samples within the mechanical testing apparatus was also observed to

influence the flexural modulus. When loading the beams perpendicular to the way in which they

were printed (position ‘B’), it was found that the material was slightly more compliant in this

orientation as compared to position ‘A’. In all cases it was observed that the material appeared

to be marginally stiffer when unloaded as compared to being loaded. Comparing figures 7.9

and 7.10 with each other, it is clear to see that the apparent flexural modulus decreases with

beam aspect ratio which is in line with the general theoretical predictions for 3-point flexural

loading.

The full set of experimental mechanical properties have been summarised in tables 7.1 and

7.2. In general, it can be observed that the couple modulus, γ and characteristic length, lb,
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decrease with sample aspect ratio. This is expected as localised shearing in the beam becomes

more significant and the reduction in stiffness that it introduces may dominate over any poten-

tial gains in stiffness that can be obtained from the microstructural topology. These parameters

show a similar variation in magnitude with respect to sample print direction and test orientation

when compared to the trends which were observed for the flexural modulus. However where

the flexural modulus was seen to increase in magnitude, γ and lb decreased. Overall however

the variation in characteristic length was quite small ranging from 0.714 − 0.99 mm for the

samples at a length to breadth aspect ratio of 16. Comparing the samples printed in the ‘X’

direction with those orientated in the ‘Y’ axis, it can be observed that the calculated characte-

ristic length is slightly greater in the ‘Y’ specimens for all cases. While the rate of loading does

appear to have some slight effect on the results, this cannot be fully verified without testing a

greater number of samples.

Sample Aspect Ratio E∗ γ lb
(Nmm−2) (N) (mm)

X Pos A 16 430.03 438.25 0.714
10 397.19 384.39 0.696

X Pos B 16 404.49 531.01 0.810
10 390.94 448.48 0.757

Y Pos A 16 380.06 592.59 0.883
10 356.25 524.83 0.858

Y Pos B 16 354.5 688.69 0.986
10 336.13 601.65 0.946

Table 7.1: Variation in observed micropolar material properties derived from experimental 3-
point bend tests of samples loaded at 0.08 mms−1.

Sample Aspect Ratio E∗ γ lb
(Nmm−2) (N) (mm)

X Pos A 16 412.52 491.07 0.771
10 392.70 349.71 0.667

X Pos B 16 393.22 553.92 0.839
10 379.38 421.74 0.746

Y Pos A 16 360.24 619.14 0.927
10 341.85 550.76 0.898

Y Pos B 16 356.90 701.21 0.991
10 329.91 574.87 0.933

Table 7.2: Variation in observed micropolar material properties derived from experimental 3-
point bend tests of samples loaded at 0.05 mms−1.
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Figure 7.5: Variation in normalised flexural stiffness with sample size at an aspect ratio of 16
when loaded at 0.08 mms−1.

Figure 7.6: Variation in normalised flexural stiffness with sample size at an aspect ratio of 16
when loaded at 0.08 mms−1.
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Figure 7.7: Variation in normalised flexural stiffness with sample size at an aspect ratio of 16
when loaded at 0.08 mms−1.

Figure 7.8: Variation in normalised flexural stiffness with sample size at an aspect ratio of 16
when loaded at 0.08 mms−1.
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Figure 7.9: Variation in the flexural modulus of the lattice samples with print direction and
sample orientation at an aspect ratio of 16.

Figure 7.10: Variation in the flexural modulus of the lattice samples with print direction and
sample orientation at an aspect ratio of 10.

154



Chapter 7 Flexural Testing

7.2.3 Computational FE Simulations

A complementary series of FE flexural simulations were carried out to compare the results of

the experimental tests to idealised numerical simulations. Half symmetry models of the beams

used in the experimental tests were generated in ANSYS by the same method used in Chapter

4. The solid matter within the material was modelled as a linear elastic solid with a Young’s

modulus of 2 GPa and Poisson’s ratio of 0.3. These parameters were chosen as they were

similar to that of the experimental tensile modulus of the 3D printed polymer obtained in the

previous chapter.

To match the experimental setup as closely as possible, the overall size of the beam was

fixed and the aspect ratio was varied by altering the horizontal position of the supports. In total

3 different length to depth aspect ratios were considered to observe how the relative change

in stiffness from a short to slender beam affects the properties in flexure. The samples were

subjected to fixed displacement boundary conditions under simulation which was in-line with

the experimental setup.

The boundary conditions for three-point bending under half symmetry loading were as

follows:

Left support UY = UZ = 0 on bottom surface

Centre of beam UY = 0.5 mm on top surface

UX = 0 on end face (7.1)

where UX, UY and UZ denote displacements in the direction of the sample length, depth and

breadth respectively.

7.2.4 Results of Computational FE Analysis

Previous FE simulations predicted that the tensile modulus of this material was in the region

of 350 MPa with a Poisson’s ratio of 0.092. The flexural modulus obtained by subjecting the

beam to a constant moment load was slightly larger at 360 MPa.

The variation in predicted beam stiffness with size can be seen in figure 7.11. Here, the

stiffness is normalised to account for the variation in aspect ratio during the tests and is plotted

against the inverse of the sample depth squared. The results of the FE analysis are summarised

in table 7.3. From figure 7.11, it can be seen that some reduction in stiffness is observed

in comparison to the ideal case even when the aspect ratio is set to 16, however the flexural

modulus was measured to be 351 MPa which is within 3% of the converged value.

While it has been observed that it is not ideal to test these samples at a length to depth
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Figure 7.11: Variation in sample stiffness with aspect ratio for beams subjected to 3-point
bending as predicted from finite element analysis.

Number of Rows Aspect Ratio E∗ γ lb
in Set (Nmm−2) (N) (mm)

3Pt 1..4 Pure 360.2 667 0.96
16 351.2 523.8 0.86
10 335 367.2 0.74
6 288.06 137.9 0.49

3Pt 2..4 Pure 361.7 643.2 0.94
16 349 557.3 0.89
10 329.6 451.5 0.83
6 280 263.4 0.69

Table 7.3: Variation in apparent micropolar material properties derived from 3-point bend test
simulations.
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aspect ratio of 16, it is the maximum possible size that can be manufactured with the facilities

which were available at the time. From the results of the simulations, it can be observed

that at this aspect ratio the derived properties are converging on the idealised solution for the

material in bending, and the magnitude of the size effect is in line with that of the material. An

improvement of the estimation can be made by discounting the smallest sample in the set as

this appears to have the greatest reduction in relative stiffness. This has been included in table

7.3. The downside to this however is that the number of data points available to predict the

modulus of micropolar bending and the characteristic length is only 3 which relies on accurate

test conditions. Ideally, a larger sample set would be used in order to capture the converged

material properties.

The characteristic length for the material at a given length to depth aspect ratio was deter-

mined by calculating the flexural modulus and couple modulus, γ from the linear portion of

the plotted data and equation 2.37. In the idealised case where the beam is subjected to a con-

stant moment load at each end face, the characteristic length of this material was found to be

0.94 mm. At an aspect ratio of 16, the characteristic length determined was 0.86 mm from the

FEA simulations. It is clear from table 7.3 that as the aspect ratio of the sample decreases, the

apparent characteristic length diminishes significantly, indicating that the analytical solution

which is used to derive the properties becomes less valid as the aspect ratio is reduced.

7.2.5 Discussion of 3-Point Bending Experimental Results

A predominantly positive size effect was observed when samples of the material were loaded in

3-point flexural loading. From the experiments which were carried out, it was observed that the

magnitude of the size effects obtained were also in agreement with the FE predictions. Subtle

differences in the mechanical properties were observed which can be partly attributed to the

anisotropic nature of the matrix material, but the overall variations were reasonably small. The

aspect ratio of the samples was shown to be a significant factor under 3-point loading, with a

decrease in relative stiffness being observed which corresponded to a reduction in aspect ratio.

While it was shown in the FE analysis that an aspect ratio of 16 was not optimal for testing the

material in 3-point bending, the experimental modulus and characteristic length were within

2.5% and 10% respectively of the predicted converged result.

The manufacturing equipment and test apparatus limited the use of more slender beam

samples. While it would have been possible to scale down the unit cell within the printed mate-

rial to increase the overall sample aspect ratio, it would also have reduced the thickness of the

internal beams within the cellular structure. As the smallest feature within the current material

had a cell wall thickness of 1 mm it was felt that decreasing the cell size further may compro-

mise the structural integrity of the samples. The flexural modulus observed at an aspect ratio

of 16 was 351 MPa in the FE analysis, while the physical tests indicated that it varied between
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355-430 MPa. The characteristic length obtained from the FE simulations was between 0.86

and 0.89 mm at an aspect ratio of 16. In comparison, the experimental characteristic length

was found to range from 0.71 to 0.99 mm (See table 7.4.). As the experimental procedure has

more uncertainty than the numerical simulations it is encouraging that the observed material

properties are similar.

E∗ lb
(Nmm−2) (mm)

Numerical 351 0.86− 0.89
Experimental 355− 430 0.71− 0.99

Table 7.4: Comparison of the variation in flexural modulus and characteristic length obtained
by experiment and numerical simulation for samples tested in 3-point bending at an aspect ratio
of 16.

The variation in experimental modulus of the samples is primarily attributed to the layering

process during manufacturing and its orientation with respect to the direction of loading. The

FE model is based on a linear elastic isotropic matrix material to describe the solid within the

cellular structure. As this is a simplified representation of the polymer in the physical speci-

mens there are bound to be some intrinsic differences in the overall results. It has been shown

here however that these differences can be minimised with careful experimental techniques.

Some dependence on the orientation of the samples within the printer has been observed

in the flexural modulus and characteristic length of the material which was manufactured and

tested. It is therefore very important that manufactured specimens are aligned to the same

axis during printing to minimise any variations in stiffness which may not be associated with

size-scale effects in the material. The transverse material properties of the samples also appear

to have some directional dependence resulting from the layering process which suggests that

the material is slightly anisotropic. However, as the variation in stiffness is small, it may be

sufficient to classify the lattice structure as orthotropic of cubic class.

The flexural modulus and characteristic length of the material depends on a linear extra-

polation being observed when samples of differing size, but similar aspect ratio are tested in

flexure. A linear response is predicted for this material at a test aspect ratio of 16 in 3-point

bending for the sample depths considered. In general, the experimental results agreed with

this prediction when all 4 sizes of samples were analysed with an R-squared value of 0.98 or

greater being observed. As the smallest sample in the set is likely to deviate furthest from the

predicted trend line, it is logical that this data point can be omitted from the results to improve

the prediction of the experimental mechanical properties. However, it was observed that for

samples plotted against the inverse of the depth squared that the output data does not produce

a very good fit for some of the sample sets, indicating that there may be some experimental
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uncertainty. The R-squared value of the plots varied considerably, indicating that the predicted

trend line was less certain.

As only a limited number of samples were tested which had similarly orientated internal

layers within the solid matrix material, it would be recommended that further tests should be

carried out to differentiate between the mechanical properties which are attributed to the manu-

facturing process and the experimental uncertainty. The experimental procedure was reliant on

the absolute displacement of the machine to determine the overall deflection of the specimen

under test. An independent measurement of the deflection with respect to time at the centre of

the beam may offer a slightly more accurate depiction of the deformation under loading.

While testing a set of 4 samples appears to produce a reasonable correlation between stif-

fness and sample size, it may be more beneficial to analyse a larger range of specimen sizes

to improve the statistical accuracy of the experiment. This may be particularly important in

materials which display a non-linear variation in stiffness with sample sizes approaching zero

thickness.

One of the inherent difficulties with this method is that small variations in the calculated

stiffness of individual samples may have a significant effect on the apparent mechanical pro-

perties of the material. Care must therefore be taken to achieve accurate results. While the

experimental results correlate well with the numerical predictions, there is a degree of scatter

in the individual samples which may be misinterpreted if a sufficiently large sample set is not

considered. For this reason, it would be recommended that the minimum number of samples

which should be tested is 4 and that a reasonable range of sample sizes is considered to account

for variations due to scale. Having said that, the size effects which exist as the sample size

diminishes becomes significant in applications where thin layers of the material are used for

structural applications so must also be considered.

Overcoming the limitations of testing materials which are dependent on both size and scale

at multiple size-scales is inherently difficult. The main problem with this method is that to

obtain accurate results, one must distinguish between the size effects which are inherent to the

material and any localised effects which are induced by the experimental setup. It is therefore

imperative that the stiffness of the material is tested for convergence at each size scale consi-

dered by varying the sample aspect ratio. Other considerations which need to be made include

the placement of the indenter and supports as localised loading effects may also obscure any

observable size effects. For materials which have a very low volume fraction, the ideal test

aspect ratio may be too large to conduct experimental tests with the available equipment in

3-point flexural loading. FE simulations of the material or another mode of loading may be

more appropriate in this case. In the next section, 4-point flexural loading will be investiga-

ted to determine if this mode offers any quality improvements to the experimentally observed

parameters.
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7.3 4-Point Flexural Loading of a Cellular Lattice Beam Sample

While three-point flexural tests have been shown to give a reasonably accurate representation of

the intrinsic size effects that are present in a relatively dense heterogeneous material, it has been

observed through computational simulations that this mode of loading may not be adequate

for testing very low density cellular structures. Another mode of loading commonly used to

evaluate the flexural properties of materials is the 4-point bend test. One possible advantage

of using a 4-point flexural test over 3-point bending is that the central section of the beam,

between the two points of loading is in theory subject to constant moment loading thereby

minimising the influence of any shear component on the response of the beam. However, the

added complexity of the experimental setup requires more thought.

It is the aim of this section to investigate the suitability of four-point loading as a means for

evaluating the flexural properties of an engineered heterogeneous solid.

7.3.1 Experimental Setup

Samples were subjected to four-point flexural loading in a Bose Electroforce 3200 linear testing

machine which had a 450 N load cell attached. A custom indenter was manufactured in order

to evenly distribute the load to two points on the top surface of the beam sample. The design

of the indenter was similar to the support beam which was manufactured for the three-point

tests albeit with a reduced span to minimise the mass of material attached to the linear actuator

and load cell. The pins on the indenter had a 3 mm diameter and were designed to be fully

adjustable across the length of the span. A more detailed description of the design of the

indenter can be found in appendix C.1. The full experimental test setup with a sample in situ

can be seen in figure 7.12. Prior to conducting all tests, the mechanical testing machine was

calibrated with the supports attached and a specimen in place to capture the correct dynamic

response within the machine under displacement control conditions.

As with the three-point flexural tests which were conducted in the previous section, the

overall length to depth aspect ratio of the section under flexure was limited by the maximum

specimen size which could be manufactured. It was therefore decided that the overall aspect

ratio of the samples would remain fixed at 16 as in the case of three-point bending, while the

aspect ratio of the beam section positioned between the two indenter’s was varied to determine

if this had an effect on the overall results of the experiment. In total, two different indenter

spacing ratios were investigated which were equivalent to a length to depth aspect ratio of 8

and 12 for the sample under test.

During the test, specimens were deflected at a fixed rate for a total of 10 seconds, before

being held in place at the point of maximum deflection for 30 seconds. Samples were then

unloaded at the initial rate for 10 seconds to return the specimen to its original position. From
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Figure 7.12: Four-point bending experimental test setup.

the resulting data the stiffness of the sample was obtained from the gradient of the linear region

in the load-deflection plot. In all tests a sampling rate of 20 Hz was used to capture the response

of the specimen. The maximum displacement at the centre of the beam was determined with the

aid of an analogue rotary dial gauge which had a precision of ±0.005 mm. The displacement

on the dial gauge was recorded at the end of the initial loading phase. A greater displacement

is required to be placed upon the sample with an inner aspect ratio of 8 in comparison to the

sample with an aspect ratio of 12 to impart the same force in a solid beam under four-point

flexural loading. In order to keep the applied load within the same range for each set of tests,

the rate of loading was varied slightly to account for this. The high aspect ratio samples were

loaded at 0.03 mms−1 and the lower aspect ratio samples at 0.05 mms−1. As only a limited

number of samples were available to test, each experiment was repeated 3 times per sample to

verify that a consistent response was obtained.

The standard equation for the deflection of a solid beam with continuous cross-section

subjected to a four-point flexural load can be derived from Euler-Bernoulli theory. The vertical

displacement at the point of loading, w1, and the maximum deflection, w2, at the centre of the

beam can be expressed as:
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w1 =
PL2

1

12EsIs
(2L1 + 3L2) (7.2)

w2 =
PL1

48EsIs

(
8L2

1 + 12L1L2 + 3L2
2

)
(7.3)

∆w = (w2 − w1) =
PL1L

2
2

16EsIs
(7.4)

where P is the reaction force at the load cell, Es is the Young’s modulus of the material and

Is, the second moment of area of the section. The parameters L1 and L2 denote the distance

between the supports and loading arms as shown in figure 7.13.

Figure 7.13: A slender beam subjected to four-point flexural loading.

In order to determine the flexural modulus of the material, the relative displacement be-

tween the point of loading and the centre of the beam, ∆w, is calculated to determine the

stiffness of the central section. It can be shown from a static analysis that the central section

of the beam does not have any external shear forces acting on it under four-point loading, with

a constant bending moment acting in this region. Indeed, equation 7.4 is identical to that of

a beam of fixed length, L2, being subjected to a constant bending moment at each end if the

applied moment is equal to PL1/2. The main drawback to 4-point bending however is that the

stress field within the sample becomes more complex along the length of the sample due to the

multiple points of loading. The additional complexity of the experimental setup and increased

number of displacement points is another reason that four-point bending is not utilised more

often.

Equation 7.4 can be modified to represent a heterogeneous beam within a micropolar con-

tinuum by introducing the higher order terms associated with the flexural rigidity which were

previously discussed. The variation in the stiffness of the central section can therefore be ex-
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pressed as:

K(L2) =
P

w2 − w1
=

16

L1L2
2

(E∗Is + γA) (7.5)

The flexural modulus of the material and associated characteristic length can be interpreted

from the method of size effects. By plotting the variation in flexural stiffness with respect to

the inverse of sample depth squared, as in equation 7.6, the micropolar couple modulus may

be determined from the gradient of the linear portion of the plot while the flexural modulus is

measured from the projected intercept with the vertical axis.

K(L2)

Is
=

(
P

w2 − w1

)(
3L1L

2
2

4bd3

)
=

(
E∗ +

12γ

d2

)
(7.6)

7.3.2 Preliminary Experiments

One of the problems encountered when trying to determine the mechanical properties of the

material from 4-point flexural tests was that two points of measurement were required to be

taken for the vertical displacement of the sample while simultaneously recording the force

which was imparted on the beam. Ideally, both the deflection at the point of loading and

horizontal centre of the beam should be recorded simultaneously with respect to time.

In the experiment, the crosshead displacement and reaction forces were continuously recor-

ded. The central deflection was determined by placing a dial gauge under the beam at the centre

of the span. As the dial gauge was an analogue component independent of the testing machine,

only the maximum displacement of the specimen could be obtained with any certainty. The va-

riation in central displacement with the applied load could therefore not be determined. Instead,

an estimation of the load which corresponds to this deflection was calculated from the gradient

of the load-deflection plot at the point of loading and calculating the corresponding load when

the actuator is fully displaced. While this is not ideal, it is the best estimation that could be

made with the current setup.

The experiment was conducted under displacement control at a constant rate of loading.

Once the support bar and two-point indenter were adjusted to the correct spacing, the beam

sample was positioned in place taking care that the points of contact were aligned to the corre-

sponding edge of the unit cell. The indenter was then brought into contact with the specimen

until a small load was recorded on the system. The dial gauge was then centred with respect to

the midpoint of the sample span and breadth before being adjusted until it was in contact with

the bottom surface of the beam. At this point, the scale on the dial gauge was zeroed along

with the linear actuator and load cell. By conducting the experiment in this manner, the max-

imum displacement recorded should be equal to the total deflection at the centre of the beam
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relative to its initial position. Imparting a small pre-load to the specimen also has the effect of

taking up any initial slack associated with the indenter coming into contact with the specimen,

minimising any initial variation in the gradient of load-deflection slope which is not related to

the mechanical properties of the material. Once each experiment was conducted, a MATLAB

script was used to determine the gradient of the load-deflection response at the point of loading.

The resulting data was then used to determine the variation in stiffness of each sample in the

dataset.

In the first instance, the variation in stiffness of the samples was determined from the re-

lative change in displacement between the point of loading and the centre of the span using

equation 7.6. While this worked well under idealised static load conditions within the context

of FE models, the experimental results did not display a variation in stiffness with respect to

sample size which was in-line with the numerical predictions. It was observed that equation

7.6 was very sensitive to small variations in the relative displacement of the two points which

had a large effect on the calculated beam stiffness. As a result, no clear correlation between

sample size and stiffness variation was observed using this formulation. A typical plot of the

results for one set of samples as compared with the FE simulations can be seen in figure 7.14.

Results were normalised to take into account the variation in flexural modulus between the FE

model and the physical material. It can be seen that while a general increase in sample stiffness

was observed with decreasing size, the beam with two cells through the depth appears to be

significantly stiffer than the other samples.
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Figure 7.14: Comparison between normalised stiffness of FEA models with experimental sam-
ples. A poor correlation between sample size and stiffness is observed when equation 7.5 is
used to derive the mechanical properties.

While the results derived from equation 7.4 are generally poor, it can be observed that some
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experimental data closely matches the FE predictions. From analysing the results, it appears

that the biggest discrepancy between the tests is the variation in deflection at the centre of

the span. Under displacement control conditions, the central deflection should in theory be

approximately the same for all samples assuming that the displacement at the point of loading

is fixed. The variation in stiffness of individual samples is expected to be revealed in the

reaction force which is recorded. It is therefore likely that either the displacement of the linear

actuator does not fully represent the actual deflection at the point of loading or that the dial

gauge measurement is inaccurate. As care was taken to make sure that the specimen was in

contact with the indenter before recording the response, it is most likely that central deflection

is not as expected. While this could be a result of inaccuracies in the dial gauge, it is unlikely

as each experiment was repeated several times with similar deflections being recorded at the

centre of the span. It may be that some samples are indeed stiffer, but the increase in stiffness

which is predicted from this formulation appears to be unrealistic.

As only one point of reference was taken for the maximum displacement, an accurate

representation of the stiffness of the section under load is reliant on a linear response being

observed throughout the test. If the response of the material under test is not linear throughout

the experiment, then it is possible that the observed stiffness taken from one point of reference

may not be an accurate representation of the general response.

As equation 7.4 is very sensitive to small changes in the relative displacement between the

point of loading and maximum deflection, the analysis was repeated by calculating the stiffness

of the beams from the maximum displacement of the beam as derived from Euler-Bernoulli

beam theory which was presented in equation 7.3. It is expected that the total deflection will

have some contribution due to shearing at the outer sections of the beam sample in compari-

son to the central section which is not fully accounted for. However, the contribution due to

shearing in the outer section should be minimal in comparison to three-point bending.

Rearranging equation 7.3 in terms of the aspect ratio of the inner and outer section that are

under load, the apparent modulus which is dependent on sample size can be given as;(
E∗ +

12γ

d2

)
=
PmaxL1

4bd3w2

(
3(2L1 + L2)

2 − 4L2
1

)
=
Pmax(AR0 −ARi)

8bw2

(
3AR2

o − (ARo −ARi)2
)

where Pmax =

(
P

w1

)
w1(max) ,

ARo =
(2L1 + L2)

d
, ARi =

L2

d
(7.7)
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7.3.3 Experimental Results

Sets of 4 samples with similar aspect ratio but differing size were tested at two different spacing

ratios in the manner described above. In addition to testing each sample at two differing inden-

ter spacing ratios, the orientation of each sample within the testing machine was considered to

check the transverse mechanical properties. As before, samples were printed in both the X and

Y orientation within the printer to assess the performance of the material when the orientation

of the layers is altered. The resulting experimental stiffness plots can be seen in figures 7.15

- 7.18. It was observed that a linear relationship was generally found between the variation

in specimen stiffness with respect to the inverse of the depth squared for all sets of samples.

Extreme outliers were excluded from the trend data but have been marked in red on the plots.

The flexural modulus and characteristic length for each set of samples under test have been

summarised in table 7.5.

Sample Position Aspect Ratio E∗ γ lb
ARo/ARi (MPa) (N) (mm)

X A 16/12 441.4 660.7 0.896
X B 16/12 443.3 746.6 0.918
Y A 16/12 415.4 713.05 0.926
Y B 16/12 374 919.4 1.109
X A 16/8 423.5 667 0.887
X B 16/8 452.7 765.1 0.919
Y A 16/8 381.7 841.2 1.05
Y B 16/8 385.6 968.3 1.12

Table 7.5: Summary of the results of the 4-point flexural tests.

Overall, the flexural modulus which was obtained from the experiments was reasonably

consistent when the inner aspect ratio was reduced from 12 to 8 for samples printed in the

same direction. The sample Y-A at an aspect ratio of 16-12 (See figure 7.18.) was the only

exception to this observation, but this may be a result of a relatively poor linear extrapolation

being observed in the experimental results. Removing the results for the sample with three cells

through the depth from the analysis improves the results somewhat. The transverse flexural

modulus obtained by rotating the samples by 90 degrees within the testing apparatus does not

appear to be significantly different which indicates that the printed material displays cubic

orthotropy which is consistent with the geometry of the lattice unit cell. Again, the orientation

of the samples within the printer appears to be significant, with a decrease in stiffness being

observed in samples aligned to the Y axis when compared to those aligned to the X axis of the

printer.

While the flexural modulus appears to be reasonably consistent, the couple modulus, γ,

obtained varies quite considerably. The primary reason for this is due to the fact that small
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Figure 7.15: Variation in flexural stiffness with sample size at an aspect ratio of 16-8.
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Figure 7.16: Variation in flexural stiffness with sample size at an aspect ratio of 16-8.
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Figure 7.17: Variation in flexural stiffness with sample size at an aspect ratio of 16-12.
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Figure 7.18: Variation in flexural stiffness with sample size at an aspect ratio of 16-12.
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variations in the recorded stiffness of individual samples can significantly alter the gradient

of the experimental slope which is used to derive this parameter. However, the characteristic

length in bending that is obtained for the material is reasonably consistent irrespective of the

test conditions.

In comparison to the three-point bend tests, the flexural modulus found from four-point

bending appeared to be greater. This is expected as the total deformation is primarily due to

bending within the beam with less influence due to localised shearing at a given aspect ratio.

Numerical FE simulations of the samples under four-point loading were also carried out.

The results have been summarised in table 7.6 and compared to an equivalent sample of the

material subjected to a constant moment load.

E∗ γ lb
(MPa) (N) (mm)

Pure Bending 360.2 667 0.962
ARo = 16, ARi = 12 361 663.8 0.959
ARo = 16, ARi = 8 360.6 662.3 0.958

Table 7.6: Micropolar properties from 4-point bending simulations in ANSYS.

It can be seen that at an inner aspect ratio of 12 and 8, the experimental micropolar flexural

parameters are consistent with the results determined by applying a constant moment load.

When the stiffness of each sample is normalised to take into account the variation in aspect

ratio, the difference in stiffness of the individual corresponding samples is insignificant. This

is an encouraging result as in comparison to the 3-Point bending tests, there appears to be

less dependence on the overall aspect ratio of the samples meaning that a more accurate result

could potentially be obtained from the limited sample sizes that can be manufactured in the 3D

printer.

The flexural modulus which was obtained for the FE models was slightly smaller than the

physical test specimens. This is expected however as the simulation was based on the lower

estimate of the tensile modulus of the polymer which was determined experimentally. As it is a

linear elastic static analysis, the results can be scaled as appropriate to fit the experimental data.

No scaling should be required to correct the characteristic length as it is primarily a function of

the cellular geometry.

It can be seen that the characteristic length for bending determined by the simulations

appears to be very consistent with the experimental results. The characteristic length of the

material was found to be in the range of 0.89 − 1.12 mm, which is close to the value of 0.96

mm predicted in the FE analysis. While the modulus of the simulated material is slightly less

stiff than that of the experiments, it is encouraging that the characteristic length is of similar

size as this parameter should be modulus independent assuming that the underlying geometry
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is the same. Indeed, by plotting the normalised simulated results alongside the experimental

values, it can be observed that a good correlation exists (Figure 7.19).
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Figure 7.19: Variation in normalised flexural stiffness of all experimental data as compared
with FE simulations in ANSYS. Data is normalised to account for the variation in sample
breadth and test aspect ratio.

7.3.4 Discussion of 4-Point Experimental Results

The results of the experiment have shown that the lattice structure which was investigated

exhibits size dependant variations in the stiffness which are consistent with a micropolar theory.

A small degree of anisotropy was recorded when the samples were rotated by 90 degrees within

the test apparatus, however the variation in flexural modulus was relatively small considering

the inherent experimental uncertainties. By and large, the samples appeared to be slightly

stiffer when rotated by 90 degrees from the original print direction. The characteristic length

also appears to be marginally greater in this configuration.

The results of the experiment are a good indicator that the FE element simulations suffi-

ciently represent the physical behaviour of the structured lattice material. The simulations do

not inherently capture the small variations in the mechanical properties which can be obser-

ved due to the polymer matrix material and the sample manufacturing process. While further

tests may be required to isolate experimental variations from localised mechanical behaviour,

it is expected that the FE models could be improved with a more detailed material model that

accounts for any directional variation in the polymer. The general purpose of this experiment

however, was to verify that the size dependent nature of the manufactured material was prima-

rily a response of the underlying microstructural distribution. An isotropic matrix material is

172



Chapter 7 Flexural Testing

favourable in this situation as the number of variables which need to be resolved are minimised.

While the polymer matrix material is not completely isotropic, the influence due to any aniso-

tropies appears to be minimal as compared to the size effect which is observed, which suggests

that the 3D printing technology used is a suitable tool for manufacturing novel heterogeneous

solids.

It is recommended that in order to improve the accuracy of the experimental results obtai-

ned by 4-point bending, that continuous displacement measurements should be recorded at both

the point of loading and sample centre throughout the experiment to enable a more accurate

depiction of how the reaction forces vary with the displacement over time. The ratio of support

span to indenter spacing did not appear to have any significant influence on the mechanical

properties which were obtained experimentally, although this may be a more important factor

in very low density materials where localised shearing may become a significant contributing

factor.

7.4 Summary of Flexural Testing Experiments

In this chapter, 3-point and 4-point flexural tests were conducted on samples of a porous hete-

rogeneous solid manufactured in a 3D printer. It was shown by the method of size effects that

this material is capable of exhibiting a variation in flexural stiffness corresponding to specimen

size that is consistent with a micropolar elastic solid. The magnitude of the size effect and

flexural modulus observed was also shown to be comparable to numerical FE simulations of a

geometrically similar material constructed from an isotropic linear elastic solid matrix.

The experiments conducted in four-point flexural loading were observed to provide a more

accurate estimation of the micropolar properties of this material at a length to depth aspect

ratio of 16 when compared to three-point bending experiments. However, the accuracy of the

results was largely dependent on careful sample preparation and experimental techniques being

adhered to. The procedure for three-point loading is simpler, although the observed properties

are largely influenced by the sample aspect ratio. Very slender samples may be required to

accurately characterise low density cellular solids which may not always be practical. While it

has been demonstrated that this mode of loading is sufficient to characterise denser samples, a

convergence study may be required to confirm that any variation in stiffness (or lack thereof)

is related to sample size rather than test aspect ratio. The maximum size of the sample which

could be tested by the method of size effects was limited by both the build capacity of the

3D printer and the available experimental apparatus. While testing 4 samples was found to be

sufficient in this case, a greater number of increasing size may be required for other materials.

It has been shown that the 3D printing process is capable of producing material samples

which can be used to adequately characterise the size dependant mechanical properties which
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are seen in micropolar materials. A limitation of this technology however, is that the materials

generated in this manner are restricted in size by the print area of the machine, limiting potential

uses to small scale applications. However, developing a clear understanding of the mechanical

properties of such materials may lead to increased utilisation when the technology allows for

greater production sizes and volumes.

While the printed material does exhibit some viscoelastic effects in flexure which can be

attributed to the printed photopolymer, it was observed that this could be minimised by loa-

ding samples at an appropriate rate. The orientation of the samples within the printer during

manufacturing also had an effect on the stiffness of the samples, with those aligned to the X

axis being noticeably stiffer than samples aligned to the Y axis. This was primarily attributed

to the sequential layering process during manufacturing. The calculated characteristic length

of the material was also observed to show some variation due to sample print orientation, ho-

wever the overall variance was small and hard to distinguish from other experimental errors.

Sets of samples should therefore always be printed at the same orientation in order to capture

the correct response of the material. Individual samples also display some anisotropy in the

orthogonal axis, but the variation in stiffness appears to be less significant.

Improvements that could be made to the experimental process include taking displacement

measurements that are independent of the mechanical apparatus in both the 3-point and 4-

point flexural tests. A continuous measurement of the central deflection in the 4-point tests

may also improve the results in that mode of loading. Furthermore, testing multiple samples

of similar size that were manufactured to the same specification would also be preferential to

differentiate between experimental errors and variations in the samples. Overall though the

initial investigations that have been carried out here indicate that the material performs fairly

consistently in accordance with the numerical predictions of the FE models.
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Chapter 8

Experimental Analysis of a 3D
Cellular Lattice in Torsion

In the previous chapter, the flexural properties of a material composed of a cubic lattice cellular

microstructure was measured experimentally by the method of size effects to obtain both the

flexural modulus and characteristic length in bending. To fully define the material in the context

of a micropolar continuum, additional elastic constants are required to be determined.

In this chapter, samples of the material were tested in torsion to determine the experimental

shear modulus, G∗, and characteristic length for torsion, lt. These values were then compared

to those which were determined by the FE numerical simulations presented in chapter 4.

The cubic lattice structure investigated was shown to be capable of displaying size effects

in line with the numerical FE simulations, however some discrepancies were observed with

the magnitude of the characteristic length. Generally the shear modulus was in line with the

numerical predictions. It is recommended that further tests should be carried out in order to

clearly define if the variations are a direct result of the manufactured material or an improved

experimental setup is required.
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8.1 Introduction

Numerical simulations performed in chapter 4 indicated that a material which consists of a

regular array of 3D cubic lattices may exhibit size effects consistent with a micropolar elastic

solid when constrained by boundary conditions which simulate twisting about the longitudinal

axis of a slender bar.

While the flexural testing of heterogeneous materials which exhibit size-scale dependant

properties can be relatively straightforward and is fairly well-discussed within the literature,

few experimental tests have been performed to determine how such materials perform when

loaded in torsion. The majority of experimental torsional tests on materials which display

micropolar properties have been conducted in collaboration with R. Lakes et al. (e.g. Lakes

(1983, 1986); Rueger & Lakes (2016)). Generally speaking the research has focussed on ma-

terials with a stochastic microstructure such as bone and open or closed cell polymer foams

to identify the additional higher order constants. Here, the shear modulus and characteristic

length are typically determined from the method of size effects by testing samples of ever de-

creasing diameters under torsion. The coupling number, N and polar ratio, ψ are interpreted

by matching the experimental data to analytical predictions.

Typically, a broadband viscoelastic spectrometer was utilised in the experiments to generate

a torque on cylindrical specimens while minimising any external frictional forces which may

affect the results. Due to the stochastic nature of the materials, careful sample preparation

is needed to minimise the influence that surface damage may have on the results as partially

exposed cells on the exterior surfaces may introduce localised variations in specimen stiffness.

This problem is not unique to torsion and is a fundamental consideration in many research

papers concerning materials which show some size-scale dependence (Brezny & Green, 1990;

Tekoglu & Onck, 2008; Frame, 2013).

The standard method for determining the shear modulus and torsional stiffness of a ho-

mogeneous solid usually involves manufacturing solid cylindrical test specimens of uniform

cross-section. Cylindrical samples are preferred since sections which are plane before twisting

are predicted to remain plane when twisted about the central axis of the shaft, making the ex-

perimental analysis relatively straightforward. Testing non-circular uniform bars in torsion is

more complex since sections do not necessarily remain plane when twisted and are inclined to

warp due to variations in localised shear stresses around the perimeter of the cross-section. In

order to account for this, a warping constant is introduced which is unique to the shape of the

sample section. The warping constants for standard solid sections made from simple geometric

shapes have been well-established in the literature and can be found in any good engineering

text book (e.g. Roark et al. (2002)).

In the case of heterogeneous solids, particularly those with a stochastic microstructure and
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high levels of porosity, it has been shown that sample preparation is a highly influential factor

when attempting to derive the material constants (Brezny & Green, 1990; Tekoglu & Onck,

2008; Frame, 2013). The cubic lattice microstructure previously defined has a regular periodic

structure which is more suited to a structured cuboidal specimen rather than circular cylinders.

In this configuration, the specimens can be manufactured without compromising the structure

of the cells which define the material. Creating a circular sample would involve exposing

the cellular structure at the surface by varying degrees introducing large uncertainties in the

analysis. It was therefore decided that a set of rectangular bars consisting of a square cross-

section would be manufactured in the same manner as the flexural specimens by varying the

number of cells through the sample depth and breadth to asses the mechanical properties.

It is the aim of this chapter to determine if the size effects which have been predicted nu-

merically can be observed in physical experiments. As before, the samples were manufactured

by additive processes in an Objet Eden 350 printer by Stratasys Ltd. utilising the photopolymer

VeroBlack Plus.

8.2 Experimental Procedure

Experiments were conducted on an Instron ElectroPuls E10000 Linear-Torsion test instrument

with a load cell which had a 25 Nm torque capacity and a linear limit of 1 KN. In order to

transfer the applied rotational displacement from the actuator to the specimen, a set of custom

grips were manufactured which were designed to minimise any axial restraint, enabling the

samples to warp freely under loading if desired.

Each grip consisted of an aluminium cylinder which had an array of evenly spaced stainless

steel pins inserted onto one face to coincide with the voids in the cellular structure of the test

specimens. This enabled the pins to insert directly into the samples. The diameter of the pins

used in the grips was 2.5 mm , which was similar in size to the 3 mm square voids within the

specimens. A top down view of one grip has been included in figure 8.1 with the cross-section

of a typical sample superimposed to indicate the placement. All samples were aligned and

centred to the vertical axis of the actuator. Two sets of grips were therefore required to be

manufactured to take into account the difference in positioning between samples with either

an odd or even number of rows of microstructure through the cross-section. The diameter

of the grips were made sufficiently large, that any angular rotation through the length would

be negligible under test conditions in comparison to the sample being tested. Stainless steel

pins were also chosen with this in mind, due to the fact that it is significantly stiffer than

the photopolymer used to construct the test specimens. Detailed engineering drawings of the

specimen supports are included in appendix C.2.

As the grips used in the experiments are not a standard configuration, a detailed FE analysis
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was undertaken to determine how the pins would interact with the specimen. It was found that

some differences were apparent between the shear modulus and characteristic length which

were obtained from the FE analysis with the grips included rather than ideal pure torsion boun-

dary conditions, but the variations were reasonably small and deemed acceptable in the context

of experimental tests. The full results of this analysis can be seen in appendix B.

Figure 8.1: Top down view of a grip used to constrain the samples with an even number of
rows. The cross-section of a 4 × 4 specimen has been superimposed to indicate the typical
specimen placement.

In order to fully capture the size dependent response of a micropolar material under torsion,

a sufficiently large set of samples must be tested at differing sizes to observe any localised

variation in stiffness and determine the additional material parameters. Two considerations are

required to be made here. The first is that the samples should be small enough to capture the

response of the material as it tends towards the size of the dominant microstructural features,

which in this case is the unit cell. Larger samples are also required to be tested to determine

the converged shear modulus and the magnitude of the size effect.

Ideally samples with a fixed length to depth aspect ratio would be tested to reduce the num-

ber of experimental variables. However, as both the equipment which was used to manufacture

and also test the samples was constrained by an upper size limit, then a trade off was required

to be found between testing slender specimens and having a large enough data set to fully cap-

ture the intrinsic behaviour of the material. Initial FE simulations conducted in ANSYS using

both restrained and unrestrained boundary conditions suggested that varying the aspect ratio of

the bars with a square cross-section had little influence on the calculated material properties.
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It was therefore decided that samples of fixed length would be tested instead to maximise the

range of samples which could be manufactured.

In total six samples were manufactured with between 1 and 6 cells through the depth of the

sample (Figure 8.2). Each sample had a fixed length of 170 mm and a square cross-section. Due

to the nature of the grips that were used for the experimental procedure, the smallest sample

with only one unit cell in the cross-section was not included in the experiment as this sample

did not provide enough points of contact with the grips to be restrained within the apparatus.

Figure 8.2: A typical set of samples used to investigate the torsional properties of the material.

The FE analysis of the experiment suggested that the depth which the pins were inserted

into the samples may influence the observed material properties. With this in mind, insertion

depths of 1 and 10 mm were investigated. The rate of loading was also studied to determine

if this was an influential parameter. As with the flexural tests, a set of samples have been

manufactured which were aligned to both the X and Y orientation in the 3D printer. Unlike

in the bending case however, only one set of measurements is required to be taken per sample

as the torsional properties are dependent on the combined influence of the layers within the

sample.

Before inserting a sample, the top and bottom grips were aligned so that the sample was

free to slide vertically. The tests were conducted by first inserting the specimen into the testing
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apparatus to the specified depth. A small initial torque was applied to the specimen by rotating

the actuator in order to provide enough force to hold the sample in place by friction between the

pins and the contact points on the sample. The specimen was then loaded at the specified rate

for a 10 second interval. Each sample was held in place for 30 seconds to gauge the viscoelastic

response of the material in torsion before being unloaded at the initial rate. A diagram of the

experimental setup with a sample in situ can be seen in figure 8.3.

After the experiments were complete, the resulting raw data was processed to extract the

linear response between the applied torque and the angle of rotation to determine the torsional

rigidity of each specimen.

As was discussed in chapter 4, the exact solution for the torsional rigidity of a micropolar

bar of square cross-section was simplified to reduce the number of variables which are requi-

red to be obtained in the solution. The characteristic length for torsion, lt, which defines the

magnitude of the size effect can be expressed in terms of the torsional rigidity, J ′, of a uniform

bar as:

J ′ = G∗
[
Ip + 2lt

2d2
]

(8.1)

where G∗ is the micropolar shear modulus, Ip is the warping constant of the section and d

is the sample depth. By plotting J ′/d2 against d2 it is possible to identify the shear modulus,

G∗, from the gradient of the linear portion of the slope which can be observed when a large

enough set of sample of increasing size are tested. The characteristic length, lt, is interpreted

from the intercept with the vertical axis from the linear gradient.

8.3 Results of the Torsion Tests

After the data for each test was collated, a plot of the variation in torque with applied angle of

rotation was generated to obtain the stiffness of each individual sample. The shear modulus and

characteristic length for torsion were then estimated by plotting the torsional rigidity divided

by the square of the depth vs. the depth squared for each individual set of samples. A typical

set of results can be seen in figures 8.4 and 8.5.

In general a linear variation in torque with applied angle of rotation is observed when the

individual samples are tested. The hysteresis loop which can be observed in figure 8.4 indicates

that some stress relaxation is taking place in the material when the sample is held in position

at the point of maximum loading. As this did not appear to have any significant effect on

the gradient of the response recorded, it suggests that the rate of loading is sufficiently fast to

ignore this effect.

In total, 5 samples of fixed length were tested with a varying number of cells through
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Figure 8.3: A specimen loaded in torsion. The load cell and rotational actuator not shown in
this picture are connected to the upper pneumatic air grip.
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Figure 8.4: Variation in torque with applied angle of rotation for a beam printed in the x
orientation with 6 rows of cells through the breadth and depth. The sample stiffness can be
interpreted from the linear region in the loading and unloading slope.

Figure 8.5: Variation in the torsional rigidity of the material at varying size scales when printed
in the x orientation. Here, pins are inserted 10 mm into each sample under test.
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the depth of the specimen. The experiments which were performed looked at both the insert

depth of the pins used to restrain the samples and the rate at which the load was applied to

the specimen. The converged shear modulus calculated was reasonably independent of the

samples which were used and the designated loading conditions, ranging from between 41 - 44

MPa. This compared comparatively well to FE simulations of the bars subjected to pure torsion

boundary conditions with unrestrained warping that predicted a micropolar shear modulus of

44.8 MPa.

While the converged shear modulus obtained was in-line with the simulated predictions, the

stiffness of the individual beams displayed some localised variation. This can be clearly seen

in figures 8.6 & 8.7 which show how the relative stiffness converges with increasing sample

depth for pin insert depths of 1 and 10 mm respectively. The stiffness in this case has been

normalised by the homogenised warping constant and tends towards the shear modulus of the

material with increasing specimen size. It should also be noted that the scale of the vertical

axis in these figures was chosen to clearly identify any differences between the samples.

Generally speaking the discrete sample stiffness converges asymptotically towards a mini-

mum value with increasing sample size which is in-line with the analytical theory and nume-

rical FE predictions. In the case whereby the pins are only inserted 1 mm into the specimen,

it can be observed that in general there is very little variation between the stiffness of samples

orientated in the X or Y direction during the printing process. The rate at which the load was

applied did not appear to have any significant influence in this case. When the experimental

data is compared to the FE analysis, it can be seen in figure 8.6 that when there are two rows of

voids through the breadth and depth that the sample is significantly stiffer than was predicted

by the simulation. As the number of cells through the depth is increased, the observed change

in stiffness appears to follow the FEA predictions more closely however it appears slightly

more compliant.

When the experiment was repeated with the pins inserted 10 mm into the samples, a similar

trend to figure 8.6 was observed, but a larger degree of uncertainty appears to be present within

the results. From figure 8.7 it can be seen that stiffness of the samples with two cells through

the depth falls within the range of the FE predictions, but a substantial variation in stiffness

is recorded for similarly sized samples. As in the previous case the samples appeared to be

slightly stiffer when unloaded. It is hard to draw a conclusion into which parameter has the

greatest influence as there were only one set of each sample available to test, but it is likely

that the angle of rotation may have some influence as the total torque which is imparted is

dependent on both the sample length to depth aspect ratio and the angle of rotation which may

introduce more uncertainty when low loads are applied. However, as the results were fairly

consistent when the pins were only inserted 1 mm, it is likely that the increased pin depth is

also a significant factor.
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Figure 8.6: Variation in discrete sample stiffness with size. Pins are inserted to a depth of 1
mm.

Figure 8.7: Variation in discrete sample stiffness with size. Pins are inserted to a depth of 10
mm.
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A value for the characteristic length in torsion, lt, was determined from each group of

samples and compared to the FE predictions. As the smallest specimen was observed to be

generally stiffer than the FE predictions, it was discounted from the analysis. The set of data

used was deemed suitable if the R-squared value of the linear portion was greater than 0.99

and 3 or more data points were available. The results of each test have been summarised in

tables 8.1 & 8.2. In the experiment whereby the pins were inserted 1 mm into the specimen,

the characteristic length was observed to vary from between 1.1 - 1.75 mm. By comparison,

the FE analysis predicted a characteristic length of approximately 1.09 mm. In the analysis, a

characteristic length could not be obtained for the Y specimen rotated to 5 degrees as a negative

size effect was observed. As this goes against the general trend of the other tests, it is safe to say

that the results in this case are not correct. This highlights the need for implementing rigorous

experimental procedures in order to minimise the chance of erroneous results. It also highlights

one of the difficulties that exists with characterising materials with significant microstructure.

In the case of the 10 mm tests, the R-squared value of the linear extrapolation was slightly

smaller for some sets of data when compared to the previous set of tests. The characteristic

length obtained in this case varied from 1.13 - 1.97 mm.

5◦ rotation.
Sample Phase R2 G∗ lt

2 lt
(MPa) (mm2) (mm)

X Loading 1.0 38.93 2.81 1.68
X Unloading 1.0 41.64 1.82 1.35
Y Loading 0.999 41.87 -0.17 Invalid
Y Unloading 0.999 43.46 -0.08 Invalid

10◦ rotation.
Sample Phase R2 G∗ lt

2 lt
(MPa) (mm2) (mm)

X Loading 0.999 41.54 2.22 1.49
X Unloading 0.999 41.88 3.05 1.75
Y Loading 1.0 41.87 1.23 1.11
Y Unloading 1.0 42.70 1.55 1.25

Table 8.1: Observed shear modulus and characteristic length in torsion for experiments con-
ducted with a pin depth of 1 mm.

8.4 Discussion

From the results of the experiments, it can be seen that minimising the contact applied between

the pins and the sample appears to give more consistent results compared to when the grips
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5◦ rotation.
Sample Phase R2 G∗ lt

2 lt
(MPa) (mm2) (mm)

X Loading 0.998 42.22 1.73 1.316
X Unloading 1.0 44.10 1.998 1.41
Y Loading 0.975 35.85 3.897 1.97
Y Unloading 0.988 39.23 3.24 1.80

10◦ rotation.
Sample Phase R2 G∗ lt

2 lt
(MPa) (mm2) (mm)

X Loading 0.993 41.96 2.00 1.41
X Unloading 0.998 42.45 3.29 1.81
Y Loading 1.0 44.36 0.19 0.44
Y Unloading 1.0 44.43 1.276 1.13

Table 8.2: Observed shear modulus and characteristic length in torsion for experiments con-
ducted with a pin depth of 10 mm.

are inserted further to make contact with multiple cells in the sample. Extending the depth

to which the pins are inserted may have the effect of reducing the overall rotation across the

length of the sample since the pins will be in contact with multiple cells at one time.

Another possible source of uncertainty is that the gauge length used was based on the

portion of the beam not constrained by the pin inserts. As the angle of rotation in the test was

based upon the machine displacement rather than the localised measurements on the sample

surface, it is possible that there is some uncertainty in this measurement. This would partly

explain why the 10 mm tests were less accurate as the variation in displacement angle between

the gauge points and the machine may be more significant.

Having said that, there was no significant difference between the shear modulus which

was obtained for each test configuration. The largest degree of scatter appeared when the

smallest sample was tested, which suggests that at very low loads, the experimental setup is

more sensitive to variations when the pins are inserted further into the sample.

Experimentally, it was harder to determine the mechanical properties in torsion when com-

pared to the flexural tests. The results presented here were interpreted by plotting the variation

in torsional stiffness against the sample depth squared rather than the inverse of sample size

which was used in the bending experiments. This is primarily because it is predicted that ma-

terials with a coupling number that is less than 1 will display a non-linear variation in stiffness

as the number of cells through the depth approaches zero. When the inverse of sample size

is plotted, variations in the stiffness of individual samples are amplified on the small scale,

making it hard to extract an accurate linear response. While this had no significant effect on
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the plotted data in flexure when the samples investigated were slender, it was observed that in

torsion, the variation in stiffness was distinctly non-linear for small samples when the data was

plotted in this manner.

The maximum capacity of the load cell in the Instron machine is 25 Nm, which was the

smallest unit available at the time of testing. One trade-off that was required to be made with

this experiment is that a balance needs to be found for the range of loads applied to the samples.

This is due to the fact that the aspect ratio of the samples varies, meaning that the applied torque

required to impart a given rotational displacement decreases with increasing aspect ratio. As the

internal size dependent length scale parameter is measured by the relative change in stiffness

between the samples then small uncertainties in the measurements may be significant. The

maximum applied torque to rotate the beam with 2 cells in the depth was approximately 0.1

Nm and for 6 cells it was in the region of 6 Nm. While the rotational load applied to the most

slender samples is at the lower end of the load cell capacity, the response of the material was

found to be linear under test, with very little noise generated in the output. This is a trade-off

which has had to be made however, as the overall size of the sample which can be manufactured

and also tested was limited by the available equipment.

The characteristic length, lt, which was obtained for the material in torsion was found

to vary from between 1.11 - 1.97 mm . The results of the idealised FE analysis in ANSYS

suggested that lt was approximately 1.14 mm with unrestrained boundary conditions, while

the FE model of the experimental setup (see appendix B) predicted that lt was in the range of

1.38 - 1.51 mm . While the variation in the experimental value and idealised prediction appears

to be quite substantial, it is encouraging that it is in-line with the prediction of the FE model

of the assembled apparatus. One notable difference between the idealised simulations and the

physical tests was that the sample with a 2 × 2 cross-section was markedly stiffer than the FE

predictions. This was also noted in the FE model of the experimental apparatus, which suggests

that this increase in stiffness is a result of the experimental setup rather than a characteristic of

the material.

8.5 Conclusion

While the results of the experiments show reasonable agreement with the FE predictions, it

can be clearly seen that some variation does exist. One of the inherent problems associated

with quantifying localised variations in stiffness of a material across various size scales by the

method of size effects is that small variations in the stiffness of individual samples can have

a large effect on the stiffness variation which is required to predict the converged parameters.

While it can be observed that there is a relative increase in stiffness with decreasing sample

size in comparison to the classical case, the rate at which it increases is seen to go up with
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diminishing size close to the origin. Therefore, to calculate the converged shear modulus and

characteristic length, a suitably large sample set has to be considered. The variation in stiffness

close to the origin is useful however in determining the coupling number and polar ratio of the

material, although no attempt to do this was made in the above analysis.

The polymer used to construct the samples does show some signs of being viscoelastic

when loaded in torsion which is consistent with the flexural tests. Stress relaxation can be

observed when the samples are held in position at the point of maximum load, but in general

a linear response between torque and angle of rotation is seen when the sample is loaded and

unloaded which suggests that the rate of loading used was appropriate for the test. The local

variations in stiffness of the samples which were observed are therefore likely to be a result

of the experimental apparatus and the depth at which the pins were inserted into the samples.

Some variation was also observed due to the direction of the layers within the material and the

angle to which the samples were rotated, but as it is relatively small, a larger set of samples

would be required to be tested in order to categorically verify this.

As the idealised FE analysis of the beams indicated that there was no significant difference

between samples which were free to displace axially and the fixed boundary conditions for

slender bars subjected to torsion, then it is likely that constraining the samples may allow for

more consistent results to be found as the experimental procedure may be simplified. Another

possible way in which the experiments could be improved is to measure the angle of rotation of

the bar relative to the loading points in the sample rather than the machine displacement in order

to minimise any localised variations in the experimental apparatus which may be affecting the

results. While this can be obtained manually with the aid of some markers and video recording

equipment, unless there is automated feedback to the load cell within the testing apparatus, it is

hard to determine how this varies with respect to time. In general, taking only one measurement

point is unreliable since there is no way of determining the variation in slope with time.

While there appears to be less variation in the stiffness of individual samples of similar size

when the pins are only inserted 1 mm into the bars under investigation, the sample which has

2× 2 cells in the cross-section shows a marked increase in stiffness, the magnitude of which is

not predicted by the idealised FE simulations. As it has been indicated by the analysis which

was conducted in appendix B that this may be a result of the experimental apparatus, then it

may be necessary to revise the experimental procedure in order to adequately characterise the

mechanical response as the sample size diminishes. Nevertheless, it appears that a reasonable

estimation of both the shear modulus and characteristic length of the material can be made for

this material with the resources which were available.
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Chapter 9

Summary, Future Work &
Conclusions

In this chapter, the results of the numerical simulations and experimental tests are discussed

within the context of the aims which were outlined at the beginning of this thesis. The im-

portance of distinguishing between the size effects associated with the mechanical response of

the material and localised variations synonymous with testing discrete samples has also been

considered within the context of a micropolar elastic continuum model. Finally, the limitations

of the current research are considered before some recommendations for further improvements

and scope for future work will be put forward.
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9.1 Summary Discussion of Present Work

A model material composed of a periodic, cellular lattice was manufactured and shown to dis-

play size dependent variations in stiffness when individual samples were tested in both flexure

and torsion. Micropolar constitutive properties, namely the flexural modulus, shear modulus

and characteristic length for both bending and torsion were identified which closely matched

the solution to numerical simulations and analytical predictions.

The motivation for conducting this research was to firstly explore the nature of size ef-

fects within structured 3-dimensional cellular materials and identify the relevant mechanical

properties associated with quantifying these effects. In addition to this, the use of additive

manufacturing processes was investigated as a means to replicate and physically test such ma-

terials. This is an important area of research as structured cellular materials are very hard to

manufacture from traditional processes. Identifying ways in which this can be achieved will

enable a greater number of heterogeneous materials to be manufactured and tested, thereby

complementing the wealth of more theoretical work on generalised continua which is available

in the literature.

The size effects which may be observed when a heterogeneous material is loaded in either

bending or torsion have been shown to be highly dependent on how the sample is prepared,

the volume fraction and mass distribution within the unit cells which define the cellular ma-

terial. It was shown by Frame (2013) that the positive and negative size effects observed in

the materials which he studied were of similar magnitude but opposing sense. From this he

postulated that positive size effects may be inferred from experiments conducted on materi-

als with surface intersecting voids. It was shown here however, that while the size effects in

flexure and torsion were generally opposing when samples with a continuous exterior surface

were compared to those whose surface intersected the cellular microstructure, their magnitude

varied with cell volume fraction for a given microstructural geometry. Therefore, predicting

the correct micropolar properties solely from samples which display negative size effects may

not be that straightforward.

The size effects which result from testing samples with a discontinuous surface are not as-

sociated with any degrees of freedom in addition to those which have already been introduced.

The reduction in stiffness with decreasing sample size is due to the fact that the exterior surface

layer cannot transfer the applied load as effectively as the core. These effects are not accounted

for in the micropolar continuum model which was considered in this thesis, however, it does

appear that the size effects are intrinsically linked.

While negative size effects are primarily associated with micropolar material samples which

have a discontinuous exterior surface, it was observed in chapter 5 that this was not always the

case. Here, materials composed from cubic cells with internal cross members displayed a nega-
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tive size effect in some configurations when the samples were prepared with a smooth exterior

surface. It appears that in this case, when the internal connecting beams are much greater in

diameter than the exterior beams, the size softening effect associated with the former domina-

tes over any gains in stiffness which are attributed to the exterior beams. This is an important

result as it demonstrates that a cellular material with a continuous outer surface is capable of

behaving in a manner which is not predicted by micropolar elasticity, suggesting that a more

general model may be better suited to defining these materials. No such effect was seen in

bending.

Size effects have been shown to be hard to identify and may be obscured if the continuum

model does not fully capture the deformation under loading (Dunn & Wheel, 2016). In chapter

3, it was also shown for a low density 2D cellular lattice that Timoshenko theory may provide

a better solution to the bending of very low density beams in comparison to a Euler-Bernoulli

based micropolar model by accounting for the significant contribution from shearing which

contributes to the overall deformation of the beam. However, identification of the correct ad-

ditional parameters may require first conducting idealised numerical simulations before fitting

experimental test data to analytical models.

While size effects in model materials have been studied experimentally for planar solids,

this is the first time to the author’s knowledge that a truly 3-dimensional structured cellular

material has been tested in both flexure and torsion to identify its size dependent mechanical

properties. The use of additive manufacturing processes to achieve this has also demonstrated

the applicability and versatility of this technology as a platform to design and test structured

heterogeneous solids.

The importance of conducting accurate experiments cannot be understated. Determining

the correct mechanical properties of the material required much consideration to minimise

effects which are not included within the continuum model. In this thesis, a robust analysis

of the printed material was undertaken by considering the effect of sample aspect ratio, rate

of loading, print direction and loading mode in order to achieve the most accurate assessment

with the resources which were available. Complementary FE simulations were conducted to

help design and validate all experiments.

The general agreement of the physical tests with numerical simulations conducted in AN-

SYS indicates that this method may be used in place of physical tests. However, one of the in-

herent problems with discrete modelling of 3-dimensional cellular solids at multiple size-scales

is that the resources required to obtain a solution to the simulation are very computationally

intensive, limiting the size of the material sample which may be numerically investigated. This

may be particularly evident in very low density materials as the number of elements required

to resolve an accurate solution increases dramatically. It has been shown in chapters 2 & 5 that

beam element models of the material may be able to capture the size-dependent mechanical
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response. However, as the analysis is somewhat simplified in comparison to continuum mo-

dels, some inherent differences do exist, which limit their use to very low density structures.

As a result, the use of mechanical tests may be still required in cases where the simulation size

exceeds the computational resources which are available.

9.2 Future Work and Further Recommendations

While it has been shown that the size effects which were predicted by numerical simulations

of the model material closely matched the experimental tests of the samples manufactured

through additive processes, there does exist some scope to improve the results in both flexure

and torsion. Ideally, the introduction of external deflection measurements independent of the

mechanical actuators would potentially improve the accuracy of the measurements taken. This

is especially important in the 4-point flexural tests as two measurement points are required to

be taken simultaneously. Similarly, in torsion, measuring the angle of rotation at fixed points

along the length of the bar may result in a more accurate response being recorded.

It was not possible to obtain all the constitutive parameters required to fully define the ma-

terials tested within a micropolar continuum from the experiments which were carried out. The

additional constants, namely the polar ratio, ψ and coupling number, N , are usually determi-

ned by fitting experimental or numerical results to analytical equations (e.g. Rueger & Lakes

(2016)). However, the additional parameters which were introduced by analysing cuboidal

specimens (See eqn. 2.44 & Park & Lakes (1987)) made this difficult to do. A more detailed

study into the sensitivity of these parameters may reveal more practical ways of determining

them from experimental data.

In addition to improving the experimental procedure, it would be desirable to test a greater

number of samples of similar size in order to better understand any statistical variations in

the printed material. The number of samples which were produced for the analysis conducted

here was limited by the high cost which was associated with producing each specimen. As a

result each sample was tested multiple times to ascertain the individual constants. While the

loads applied to the samples were restricted to small elastic deformations, repetitive testing of

individual samples may increase the uncertainties within the analysis.

It was observed in the experimental tests which were conducted that the 3D printed pho-

topolymer was viscoelastic in nature. Some anisotropy was also observed due to the layering

process during manufacturing. While the mechanical tests were conducted in such a way to

minimise these effects, there may be scope to improve the numerical simulations by incorpo-

rating them into the material properties of the model. However, this may require the use of a

yet more complex higher order model which is out-with the scope of this investigation. Future

advances in additive manufacturing, particularly metallic based could potentially offer more

192



Chapter 9 Summary & Conclusions

isotropic matrix materials for conducting experimental tests on novel materials.

The use of additive manufacturing technologies to produce model heterogeneous materials

which can stand up to the rigours of mechanical testing has been demonstrated within this

thesis. Therefore, there now exists an opportunity to further enhance the range of structured

materials which have been documented and physically tested. In addition to other cellular

structures with both a stochastic or structured composition, integration of these heterogeneous

solids within laminated sandwich core panels for instance may also be investigated within the

context of lightweight structural design.

The production of fully closed cell structures is currently limited to materials which in-

corporate an internal support material rather than hollow voids. While this is not ideal, some

preliminary investigations (which have not been included here) have indicated that distinguis-

hable size effects can be captured in samples with a compliant filler material, however, the

results did not show good agreement with numerical simulations of a similar material. The de-

velopment of manufacturing techniques which not only have increased build capacity but can

fully replicate closed cell heterogeneous solids with internal hollow voids is something which

should certainly be pursued.

9.3 Concluding Remarks

While heterogeneous materials have been shown to have beneficial properties which are useful

in structural applications, the identification of the individual constitutive parameters is extre-

mely challenging. Careful sample preparation and rigorous experimental techniques are requi-

red to distinguish between the effects of localised loading, surface damage and experimental

errors which may impede the identification of the correct mechanical properties.

Additive manufacturing processes such as 3D printing can help to reduce the uncertainty

that is introduced by sample preparation assuming that such materials do not introduce addi-

tional parameters which need to be accounted for. This research has demonstrated the proof

of concept for developing model materials from solids constructed in this way which conform

well to the predictions of numerical simulations. However, a best judgement is still required

to determine if the chosen continuum model and test methods are appropriate for the material

under investigation.

Identifying the relevant mechanical properties of 3-dimensional heterogeneous solids has

proved to be a challenging task, but one which is not insurmountable. Ultimately the goal

should be to determine mechanical models for stochastic materials which can account for the

additional degrees of freedom which the heterogeneities introduce, thereby reducing the need to

resolve the material at the microstructural level. Until such time, the importance of conducting

physical tests cannot be understated. Ultimately, additive processes are an avenue which should
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be exploited to bring otherwise theoretical materials into fruition, enhancing the development

of materials which are available to engineers.
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Appendix A

Verification of Loading Modes in
ANSYS

A.1 Torsional Loading

One of the restrictions that arises when working with conventional, displacement based conti-

nuum elements is that moments or torques cannot be applied directly to the structure without

being resolved into tangential force components at every point across the load surface. For

large problems with a vast number of nodes, ANSYS has several methods which can be used

to automatically calculate this for the user.

Continuum elements by definition only have three translational degrees of freedom. In

order to apply a torque or moment, the user must either manually determine the correct loads

to apply to the model or implement constraint equations which will automatically determine

how the load should be distributed. The two main methods that exist in ANSYS to create

multipoint constraints (MPC) involve using either the CERIG and RBE3 commands or the

surface based constraints that are available in the contact manager.

Distinction should be made between the use of CERIG and RBE3. RBE3, which is a form

of rigid body element, is a force distributed constraint that can distribute the force or applied

moment that is defined at a master node to a set of slave nodes. The motion of the master

node is an average of the slave nodes. In this case, the surface that the load is applied to is

free to distort in response to the applied boundary conditions. The CERIG command on the

other hand is used to create a rigid region whose motion is constrained by that which is defined

by the pilot node. In this case, the loading face will not distort when subjected to an external

load assuming that the degree of freedom corresponding to the applied load is constrained. The

contact manager is also a useful tool to use when defining either type of constraint as it can

also handle large displacement problems if required.
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In the case of a bar of uniform cross-section loaded in torsion, a fixed torque or rotational

displacement is required to be applied to the end face of the structure. The end face of the

structure should also be sufficiently unconstrained that it will be free to warp. Continuum

elements by their very nature do not possess any rotational degrees of freedom, so it is therefore

necessary to include a pilot node which has a rotational degree of freedom.

One of the restrictions with loading the non-circular sections in torsion is that warping will

be induced when a rotational load is applied. In order to model this correctly, the sample should

be loaded in such a way that the end faces are free to distort axially under load.

The method outlined is based on the work undertaken by Ramsay & Maunder (2014) who

carried out some benchmarking of torsional problems with warping constraints using multi

point constraint equations to distribute the applied load in the structure. Before applying this

method to general heterogeneous samples with complex microstructures, a set of benchmark

analyses were undertaken for various different member cross-sections in order to compare the

theoretical predictions with the simulated results.

The general boundary conditions that were outlined by Ramsay & Maunder (2014) were

as follows:

Common boundary conditions

ux = uy = uz = 0 at pilot node 1.

θx = θy = θz = 0 (x = 0, y = 0, z = 0)

ux = uy = uz = 0 at pilot node 2.

θx = θy = 0 θz = θ (x = 0, y = 0, z = L) (A.1)

An additional node is required for free warping

uz = 0 at (b/2, d/2, L/2) (A.2)

Required constraint equations at interface

Ux, Uy, Uz for restrained warping.

Ux, Uy for unrestrained warping. (A.3)

Lower case lettering denotes the boundary conditions which are directly applied to the mo-

del while capitalised letters have been used to represent coupled degrees of freedom between

the pilot nodes and the area over which the load is applied. Figure A.1 has a visual represen-

tation of how the boundary conditions are applied for a prismatic bar that is free to warp. The
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Figure A.1: Boundary conditions for rotational loading with unrestrained warping.

additional axial constraint applied to the middle of the beam is required to prevent rigid body

motion occurring in the unrestrained case. In the restrained case this additional node should be

removed as it will introduce localised stresses into the model.

In order to translate the loads correctly between the pilot nodes and the end faces of the

structure, the constrained degrees of freedom on the target surface need to be specified. For

unconstrained warping to occur, the model should be free to move axially at each end. To

achieve this,Uz is left unconstrained in the contact equation A.3. Simulating restrained warping

requires that the axial constraint is turned back on, to fix the end faces of the beam. As the

model is comprised of continuum elements that only have translational degrees of freedom,

then the rotational components are not required in the contact equation and can be turned off if

desired.

Three test cases (Figure A.2) were created in order to verify that the motion of the beam

under examination was consistent with the theoretical predictions that can be readily found in

text books (e.g. Roark et al. (2002)). Test case 1 was modelled on a solid circular cylinder.

Test case 2 consisted of a bar with a square cross section and the final test case, consisted of

an ’I’ beam. Each sample consisted of an extruded cross section of 10 mm in length and an

aspect ratio of 10. The breadth, B and height, H of the square and ’I’ section was 1 mm and the

circular rod also had a diameter of 1 mm. The thickness, t of the web and flange in the ’I’ beam

was fixed at 0.1 mm. Each model was subjected to a fixed rotation and the reaction moment

was calculated in order to determine the torsional stiffness of the structure.

In the case of a circular shaft with constant cross section, the shear stress, τ at any point

due to a constant toque, T , applied about the rotational centre is perpendicular to the radius and

proportional to the distance from the rotational centre and the angle of twist per unit length,

θ/L. No warping will be induced in the circular section as the resulting stress in the beam is

constant around the circumference of the section at any given radius. This is an exact solution
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Figure A.2: Circular, Square and I-shaped cross-sectional samples used to validate loading
method.

and follows the relation in equation A.4.

T

Ip
=
τ

R
=
Gθ

L
(A.4)

The warping constant, Ip, in this case is equivalent to the polar moment of area and is

directly related to the diameter of the bar as follows:

Solid Cylinder Ip =
πφ4

32
(A.5)

All other parameters in equation A.4 have their usual meaning.

For a non-circular section the warping constant does not directly relate to the polar mo-

ment of inertia. Standard equations for the torsional constant of common cross-sections are

frequently listed in text books such as Roark et al. (2002) and have been summarised in table

A.1. In the case of the I-section, the subscripts f and w indicate the thickness of the flange and

web of the beam respectively.

Each model was loaded and tested independently with both free and restrained axial displa-

cement at each end face. The purpose of this was twofold: firstly to verify that each model is

behaving in the manner that is predicted theoretically which is important as the model will be

used to predict the properties of materials that do not have closed form analytical solutions. The

second motive for testing the models with restrained boundary conditions is that this is a closer

representation to what is usually obtainable through physical experiments and can be used as a

good indicator as to how much variation in the sample stiffness might be observed under these

conditions. Large variations in the torsional stiffness from the free warping case would indi-

cate that some correction would be needed to any experimental tests, so it is therefore better to

minimise any likely variations that could arise from the mode of loading.

198



Appendix A Verification of FEA Boundary Conditions

A.2 Results of Numerical Simulations

The theoretical predictions for each cross-section have been recorded in table A.1. It can be

seen that when the models are loaded in such a way that the ends of the structure are free

to rotate, then the converged results are approximately the same as the theoretical predictions

when the mesh is sufficiently refined.

As expected, the solid cylinder shows no variation in torsional stiffness or shear stress

with free and restrained boundary conditions applied. From figure A.4 it can be observed that

no axial stress is recorded in either simulation since there is no warping to constrain which

conforms well with the theoretical predictions. The small variations in axial stress which can

be seen on this plot are a consequence of the applied boundary conditions and can be safely

ignored.

Beam Cross-Section
Solid Circle Square I Beam

Torsion Constant πφ4

32
2.25D4

16

(2Bt3f+Dt
3
w)

∗

3

Torsional Stiffness (NmmRad−1)
Theoretical 264.32 378.61 2.692

Unrestrained Warping 264.31 378.48 2.597

Restrained Warping 264.31 379.74 6.264

Max Shear Stress (Nmm−2)
Theoretical 134.62 181.97 53.57

Unrestrained Warping 134.89 181.93 51.30

Restrained Warping 134.89 181.93 66.48

*This simplification assumes that the web and flange are relatively thin in comparison to the beam depth.

Table A.1: Comparison of the beam stiffness for various cross-sections.

Warping will occur in the square section due to an imbalance of shear stresses acting at

the perimeter of the cross-section. A slight increase in torsional stiffness is observed in the

square section when the ends of the structure are restrained, but it only equates to a 0.3%

variation. Visually, this result can be observed in figure A.5. A large increase in axial stress

can be observed at the fixed ends due to the extra restraints which have been applied. Crucially

however, it can be seen that the influence of this stress is localised and does not extend very far

along the beam. It can therefore be inferred that reducing the aspect ratio of the section under

testing is likely to increase the relative observed rigidity due to an increased influence in the

edge effects. To test this, the analysis of the bar with a square cross-section was repeated with a

length to depth aspect ratio of 2. However, it was observed that the increase in relative stiffness

was only 1.5% greater than the slender sample.
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The I-beam consists of an open section beam rather than a closed one that is seen in the two

previous beams that were analysed. Under a rotational load, the flange in the section is much

more compliant at the edges than at the centre of the beam. As a result, the torsional stiffness

is dramatically reduced in comparison to the solid sections. In the restrained case, twisting

of the section is resisted by both shear stresses and axial stresses when the bar is twisted. A

significant variation in torsional stiffness is found when the ends of the I-beam are restrained

as compared to the other cross-sections (Figure A.6). Here the increase in torsional stiffness is

observed to be 140% which would significantly compromise the results.

It can be observed for the case of the I-beam that the warping stresses induced in the beam

with both ends constrained are highly dependent on the aspect ratio of the beam. At very

low aspect ratios, the built in section is substantially more rigid than when the beam is purely

resisted by torsional shear stresses. This can be clearly seen in figure A.3.
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Figure A.3: Comparison of the variation in torsional rigidity with aspect ratio for an I-section
beam subjected to free and restrained axial displacement on the end faces.

A.3 Summary

Depending on the sample that is under test, warping has been shown to have a significant

influence on the overall stiffness of the sample. In order to minimise the influence of the

increase in stiffness due to localised restraining of the sample, it is recommended that as high

an aspect ratio is used in torsion testing as possible. Ideally, the samples should be free to warp
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in the axial direction throughout to minimise the influence of any boundary condition variations

which will ultimately affect the overall results.

It can be seen that when the beam is free to warp at both ends, there is negligible axial

stress in any of the beams (Figures A.4 - A.6). This is to be expected as there no reaction

forces generated to resist any axial movement of the beams.

While this method has shown to be an accurate way of modelling the torsional properties

of a beam, it has been observed that it is sensitive to the mesh density as this directly influences

the number of constraint equations which are set up in the analysis. A mesh convergence study

should be carried out on any given model in order to verify the accuracy of the results.

This method can also be used to load the structure in other common loading modes. For the

case of pure bending of a sample of the material under investigation, the boundary conditions

are as follows;

ux = uy = 0 at pilot node 1.

θy = θz = 0 θx = θ (x = 0, y = 0, z = 0)

ux = uy = 0 at pilot node 2.

θy = θz = 0 θx = −θ (x = 0, y = 0, z = L) (A.6)

An additional node is required to prevent rigid body motion

ux = uz = 0 at (b/2, d/2, L/2) (A.7)

Required coupled degrees of freedom at interfaces

Uy, Uz (A.8)

Where the applied boundary conditions are consistent with the reference frame in figure A.1.

Again rigid constraints have been used here to model the interface between the pilot nodes and

the end faces of the beam in order to simulate ideal loading conditions as closely as possible.

While simulating uniaxial loading is also possible with this method, it is probably more efficient

to use direct displacement boundary conditions without the use of a pilot node.
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Free Warping Restrained Ends
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Figure A.4: Cylindrical bar
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Free Warping Restrained Ends

Axial Displacement (mm) 

X
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X
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X
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Figure A.5: Bar with square cross-section
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Free Warping Restrained Ends

Axial Displacement (mm) 
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Figure A.6: I-beam
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Appendix B

Validation of Experimental Torsional
Loading Setup

B.1 Numerical FE Model of Experimental Apparatus

As has been shown in the previous section, the manner in which a bar is loaded in torsion

can significantly influence the measured mechanical properties of the material from which it

is comprised. The experimental setup for testing the lattice structures therefore required some

thought as to what the best configuration was to load each sample while allowing it to warp as

freely as possible within the fixings of the test apparatus. One way of achieving this is to take

advantage of the sample porosity and insert pins into the array of cells at the end faces of the

sample.

The main requirements of the grips were as follows: it should not displace under load rela-

tive to the movement of the machine. The sample should be free to displace axially throughout

while under load in order to minimise any change in stiffness that might occur due to restrained

warping at the ends. The grips should also be capable of supporting a range of different sized

samples.

The idea behind having pin inserts in the sample rather than more traditional fixed end

plates or clamped conditions is that the pins would allow for the sample to warp freely while

minimising any localised effects from holding the sample in place. There is also the advantage

that the only axial constraint that the pins will place on the sample are from the friction that is

generated between the pins and the test sample. Detailed drawings of the manufactured grips

can be seen in appendix C.2.

In order to verify that the chosen method would give an accurate representation of how the

samples might distort under load, a parametric computational model was created in ANSYS to

verify the motion and resulting forces which were likely to be induced on the bar section.

205



Appendix B Validation of Experimental Torsional Loading Setup

The experimental setup consisted of an Instron test machine which has the capability of

applying linear and rotational displacements to a given specimen. To test the sample of the

material in torsion, it was required to create a custom mount that would enable the sample to be

held within the machine. A simplified setup was created in order to minimise the computational

resources required to run the simulation. The model comprised of two sets of pins which

represented the grips and the specimen itself. The base of the grips was not required to be

modelled as it is much more rigid than the material under investigation. It was sufficient in this

case to model the base as a rigid surface where it connects to the base of the pins. In practice

the load is applied to the sample by a rotational actuator under displacement control conditions.

To simulate this, the pins were connected to a pilot node using rigid constraint conditions. The

pilot node has three translational and three rotational degrees of freedom. By allowing the pilot

node to freely rotate around the longitudinal axis and be constrained in all other degrees of

freedom, a rotational displacement can be applied that simulates the test conditions.

The first set of pins were fixed in all degrees of freedom at the base in order to secure

them in place. The beam under investigation was then inserted into the pins to the required

depth. While in the test arrangement the beam may be restrained axially by the friction that is

generated by the sample and the grip, the numerical simulation requires some restraints on the

component in order to define how it can behave and prevent rigid body motion. To achieve this a

pilot node was defined at the centre of each face using rigid constraint equations. By setting the

pilot node to only have a rotational degree of freedom in the axial direction, it allows the beam

to rotate under an external force. No constraint was coupled between the axial displacement

in the beam and the pilot node, allowing the sample to warp if desired. To prevent rigid body

motion in the analysis and stop the beam sliding off the grips, one node in the sample was fixed

axially. Finally, the second set of pins was inserted into the top of the beam. A pilot node was

used to transfer the rotational displacement to the pins in the correct manner and restrain the

fixed ends from displacing relative to the rotational motion.

In the experimental set-up, the sample is prevented from displacing axially through the

friction generated by the pins from the transverse forces that are applied through the rotational

displacement. The constraints were set up in such a way that the pilot node was free to rotate

axially and fully constrained in all other degrees of freedom. This approach had the advantage

that the relative rotation of the beam could be measured independently at the end of the analysis.

An example of a typical simulation model can be seen in figure B.1.

In order to apply the load to the simulated structure correctly, the grips were initially rota-

ted incrementally to allow the components to contact correctly. The initial load step here was

influential in whether the analysis solved as too large an increment had the effect of causing

excessive penetration, resulting in an unconverged solution. Overcoming this stage in the ana-

lysis was mainly a process of trial and error as the number of sub-steps required was seen to
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Figure B.1: Simulated setup for experimental torsion tests.
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vary with the size of the model and the number of pins used to constrain the sample.

B.2 Results of Numerical Simulations

From the static analysis that was carried out on bars of the cellular lattice material, it was ob-

served that the apparent shear modulus of the material varies when the sample size is of similar

order to the unit cells that define the microstructure within the material. Micropolar theory

predicts that the shear modulus of the material is in fact constant and the variation in stiffness

that is observed is a consequence of the relative sample size with respect to the underlying

microstructure of the material. The sample stiffness is therefore expected to converge on a

finite value as the sample size increases. While this effect can be distinguished relatively ea-

sily through ideal loading conditions, uncertainty still exists with experimental testing. It was

therefore felt that it was very important to model the experimental setup in order to minimise

any external influence which might mask the true material parameters.

The results of the numerical simulations have been summarised below along with the equi-

valent results for the same models subjected to fixed and free end boundary conditions (Figures

B.2 & B.3.). It can be seen that for this material, the variation in local stiffness under idealised

loading is very small when the fixed and free end boundary conditions are compared. The

aspect ratio of the largest sample is approximately 5.67 which is relatively low. However, the

observed stiffness is less than 2% greater when the end faces are restrained from warping which

indicates that the aspect ratio is not an influential parameter.

Figure B.2: Variation in apparent shear modulus for individual samples with a pin insert depth
of 10 mm. The stiffness is seen to converge with increasing sample size.
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Figure B.3: Variation in apparent shear modulus for individual samples with a pin insert depth
of 1 mm. The stiffness is seen to converge with increasing sample size.

Modelling the interaction of the pins with the sample proved to be more troublesome.

Several attempts were required to capture the interaction between the pins and the sample of

material which was simulated. The main difficulty that arose was determining the number

of time steps that were required to enable the contact surfaces to come together at a sensible

rate. Incrementing the displacement too quickly had the effect of causing penetration issues

between the target and contact elements which in turn may lead to a solution which does not

readily converge. Another factor which has been inherent in all problems with large numbers

of continuum elements is that the analysis time and required computational resources are very

dependent on model size. To minimise this, a coarser mesh was utilised in this investigation.

While the coarse mesh does not necessarily yield the converged solution for the material, it was

sufficiently close that any changes in stiffness will still be captured and are comparable to the

ideal load case simulations at the same element density.

Another consideration which needs to be taken into account in the design of the pin con-

figuration is the distance that they protrude from the support base. This is important as each

individual pin will itself be subjected to a bending moment when the rotational load is applied.

As the deflection is proportional to the length cubed, then it can be readily seen that long pins

will be more susceptible to deflection under load. Lateral deflections in the pins should be

minimised as any significant change could alter the effective rotational angle over the length of

the pins.

The results for the beam with a 2 × 2 matrix of cells through the sample cross section

showed that inserting the pins into the material had the effect of restraining warping at the ends
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of the beam to some degree. After consideration, it was decided that this should be expected as

the bar will not rotate relative to the pins in the section which they are inserted into. This can

be minimised by only inserting the pins into the first cell of the material, but a trade off would

need to be established to account for any localised effects which may occur with such a small

contact surface to transfer the load to the sample. As the initial analysis showed that there was

a minimal change in stiffness due to restraining the ends of the bar at this sample size, then it

was felt that any variations due to gripping the sample would also be minimal.

Reducing the pin insertion depth from 10 mm to 1 mm had only a small effect on the over-

all stiffness of the specimens. In general, the apparent shear modulus that was observed with

the pin at this depth was slightly lower than the previous case when the machine displacement

was used to calculate the stiffness of the sample. The actual beam displacement largely overes-

timated the stiffness for a sample with 2× 2 rows of microstructure through the cross section,

but matched the idealised case reasonably well in larger samples. One of the main reasons

for loading the samples with the pin assembly was to minimise the effects of clamped ends

suppressing warping within the sample. Generally speaking, by restricting a sample from war-

ping, the observed stiffness will tend to increase in comparison to an unrestrained specimen.

As the samples are generally slightly more compliant than those loaded by unrestrained end

conditions, this indicates that there must be some influence from the grips. It is most likely that

the grips are displacing slightly under load which will negatively affect the observed sample

stiffness. Overall, though as the loads which are being applied to the samples are relatively

small, the minimal variation is acceptable.

The length of the pin that is used to grip the material may be influential to the observed

sample stiffness. If the spacing between the base of the grip and the bottom of the sample is

too large, then the pin may deflect due to the bending moment that forms under loading. In

turn, this may alter the overall rotation across the length of the beam, increasing the uncertainty

within the recorded results. This effect is exacerbated by reducing the insertion depth for a

given pin size as the applied load tends to move towards the tip of the pin. However, reducing

the pin insertion depth is preferable as it helps to minimise the portion of the beam which

is subjected to localised loads from the grips. It was observed that the beam does not rotate

relative to the pins in the section where they overlap. By constraining the lateral movements

of the beam in this section it also has the effect of reducing the amount of warping which

will occur over this section and will therefore alter the observed results to some degree. Not

inserting the pin far enough into the beam on the other hand is seen to be detrimental too as

increased localised stresses are observed on the sample due to the small contact area which is

distributing the applied load. While it can be seen in figure B.3 that stiffness of the smallest

sample is substantially stiffer than the idealised numerical prediction, overall, decreasing the

pin insertion depth improves the accuracy of the shear modulus which is observed with this test
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configuration.

Pin Insert Depth G∗ lt
2 lt

mm MPa mm2 mm
1 Machine 43.37 2.09 1.45

Sample 47.07 1.97 1.40
10 Machine 43.83 2.27 1.51

Sample 44.96 1.91 1.38
Beam Only Unrestrained 47.54 1.29 1.14

Restrained 48.47 1.11 1.05

Table B.1: Comparison of the mechanical properties obtained for the sample under ideal con-
ditions and from a simulation of the experimental setup. Separate measurements were recorded
using the reaction forces of the machine and also those on the sample itself.

The shear modulus and characteristic length of the material were determined from two

points of measurement in the simulation. In the first instance, the torque per radian twist acting

on the beam under load was taken from the reaction moments measured in the grips. This is

comparable to the measurements taken in the physical experiments and is denoted as ’Machine’

in table B.1. The second measurement point used the reaction torques at the end of the bars

which is independent of the apparatus and are denoted as ’Sample’ in the results. In both cases,

the gauge length was taken from the length of the bar which was not constrained by the pins.

The shear modulus which was obtained by taking measurements from the ’Machine’ was

found to be reasonably independent of the depth that the pin was inserted. However, the modu-

lus was approximately 10% lower than the idealised results. A slight increase in characteristic

length was found when the pins were inserted 10 mm into the specimen as compared to only

1 mm, but the variation was relatively small. In both cases the characteristic length for torsion

actually measured was greater than the idealised simulations.

The simulated modulus of the material which is found when the pins were inserted to a

depth of 1 mm closely matched to the results of 170 mm long samples loaded under idealised

conditions when the reaction forces on the sample were considered independent of the pin

assembly. The characteristic length was still overestimated however.

The main difference which was observed in the analysis of the experimental setup com-

pared to the idealised simulations was that the axial displacement at the ends of the bars was

slightly constrained in the region where the pins were inserted into the sample. Localised stres-

ses were also apparent at the points where the parts met. The axial displacement field was also

observed to be offset at an angle in the region of the pins when compared to the inner section of

the sample which is a consequence of the localised constraint in displacement which the pins

introduce.

In the case of a square beam which is free to warp due to a rotational load applied in the
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axial direction, the axial displacement field can be observed to have zero displacement at the

outer corners and mid points of the cross-section. In between the points of zero displacement,

the beam will warp due to an imbalance in the forces acting on the material. This effect rapidly

decreases as you move towards the centre of the beam cross-section as is seen in figure A.5.

A similar effect can be observed in the cellular structures, although the displacement field has

to morph itself around the voids within the material (Figure B.4.). This result is clearly size-

dependent and becomes more significant with decreasing sample size.

Figure B.4: Typical variation in axial displacement (mm) within the cross-section for a slender
bar of various sizes loaded in torsion.

Overall, the simulations have indicated that the mechanical properties which are likely to

be found by physical experimentation will have some variation when compared to idealised

numerical analysis. It appears that decreasing the depth at which the pins are inserted into the

sample is likely to improve the results, but it largely depends on taking localised measurements

from the sample rather than those recorded by the machine displacement and load cell. It

was observed that the characteristic length in torsion determined from the simulations of the

experimental apparatus was slightly larger than the idealised simulations of the material. While

this indicates that the experimental apparatus may not be ideal, the overall variation is fairly
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small and is likely to be within the expected experimental uncertainty of a physical experiment.
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Experimental Tests

C.1 Development of a 3 and 4-Point Bending Support

A custom bending support was required to be designed in order to accommodate the full range

of specimen sizes within the test apparatus that were to be tested in both 3-point and 4-point

flexural loading. The main requirements of the bar were that the spacing between the supports

could be adjusted quickly and accurately while being sufficiently stiff so as not to deform under

experimental test conditions.

The bar was designed to accept samples up to a maximum length of 320 mm and 20 mm

breadth which coincided with the limits imposed by the 3D printing equipment. It was con-

structed from a solid steel bar which had an array of equally spaced threaded holes along the

length which were used to restrain the adjustable reaction supports. The centre hole was threa-

ded to accept a UNF 10-32 screw, which allowed it to be easily mounted to the existing machine

fittings. A set of reaction supports were also manufactured to provide a platform for the test

specimen to rest upon. The indenter and reaction supports consisted of 3 mm diameter pins

which were held in place by rubber washers. The advantage of this was that it meant the pins

were reasonably free to rotate under loading and could also be interchanged with one of a diffe-

rent diameter if so desired. In order to be able to accurately position the supports at the desired

location on the bar, a slot was manufactured on the bottom of the reaction support, enabling

small adjustments to be made. Each support was held in place by a washer and threaded bolt.

A diagram of the support fixture can be seen in figure C.1.

In the case of 4-point bending an additional support was required to be manufactured which

would evenly distribute the applied load at two points across the specimen. As the overall span

required for the indenter was smaller than the support beam, a bar with reduced span was

manufactured to minimise the mass which was attached to the linear actuator and load cell.

The slider support and indenter were otherwise identical in design. Detailed drawings of the
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manufactured bars and adjustable supports are included below.

Figure C.1: Support beam manufactured for use in the 3-point and 4-point flexural experiments.
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C.2 Specimen Grips for Torsion Tests

Detailed drawings of the mounts which were manufactured to restrain the material specimens

in torsional loading have been included below. Two sets of grips were manufactured with a

5 × 5 and 6 × 6 array of pins to accommodate samples with both an odd and even number of

rows of microstructure through the sample cross-section. The main body of the sample holders

was manufactured from aluminium, while the individual pins were composed of stainless steel.

Each pin was held in place by an interference fit.
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C.3 MATLAB Data Analysis

One of the problems which was encountered when conducting the three-point flexural tests was

that processing the raw data was a relatively slow process which involved manually cropping

both the loading and unloading portion of the load-deflection curve to determine the stiffness

of individual samples. Another problem which existed initially was that some test data also

demonstrated a visible level of background noise in the system due to the small applied loads

which required further processing.

A MATLAB script was therefore developed to initially filter any background noise from

the raw data before calculating the stiffness of the sample from the linear region of the load-

deflection plot. The first stage of the script was to read in the raw data sequentially through a

series of loops. This was achieved by developing a naming convention for the test files which

contained the variables under investigation. Once the raw time, displacement and load data

was read in for a given sample, the initial step was to remove a small portion of data from

the beginning and end of the loading stage to minimise the influence of any initial settlement

due to the actuator coming into contact with the specimen. As all tests were conducted over a

fixed period with a constant sample rate of 20 Hz, then it was possible to identify and isolate the

required portion of the conducted test for each sample from the number of data points captured.

To eliminate any unwanted noise in the data, a Butterworth filter was then applied to smooth

the output data. The gradient of the smoothed data was then calculated along with the R-

squared value which denotes how well the data fits the calculated correlation. If the R-squared

value was found to be less than 0.999, then the data was cropped further and the process

repeated until a suitable linear region was found. Generally speaking, a linear region was

obtained quickly as the data was visually inspected during the test process, but as a safeguard,

a limit was applied to the script in order to prevent small data sets being used to represent the

sample stiffness.

The resulting stiffness of the samples were collectively recorded in tabular form to facilitate

the post-processing of the data. As well as this, a series of plots were generated for each data set

to visually verify that a suitable region was selected from the raw data. Tests which displayed

a large degree of noise similar to figure C.2 were repeated with a 1 Hz filter applied to the test

apparatus, but it is encouraging that the MATLAB script can identify a similar gradient from

initially very noisy data. Figures C.2 and C.3 are two examples of unfiltered and filtered tests

respectively. The differences in quality of the data are clear to see, however the stiffness which

is obtained in figure C.2 closely matched figure C.3 once the data was processed in MATLAB.

A complementary script was also created to determine the stiffness of each sample from

the unloading region of the tests.
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Appendix C MATLAB Data Analysis

Figure C.2: Variation in load with applied deflection for a slender beam sample. The norma-
lised stiffness, K/b, was calculated to be 0.4458Nmm−2 . Noisy data is filtered in MATLAB
during processing.
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Figure C.3: Variation in load with applied deflection for a slender beam sample. The normali-
sed stiffness, K/b, was calculated to be 0.4534Nmm−2.
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Appendix D

Results of Numerical Simulations

D.1 Braced Cubic Lattice - Mechanical Properties

Braced Cubic Lattice

φ1 φ2 Vf E∗ G∗ ν∗ K∗

(mm) (mm) (%) (MPa) (MPa) (MPa)

0.25 0.25 1.84 5.27 3.13 0.30 4.65
0.50 0.25 3.43 18.22 3.33 0.15 9.10
1.00 0.25 9.42 67.77 4.91 0.08 28.41
1.50 0.25 18.41 152.09 11.61 0.08 65.11
2.00 0.25 29.58 273.88 31.25 0.09 124.89

0.25 0.50 5.46 6.92 12.72 0.42 15.16
0.50 0.50 6.93 22.47 12.70 0.30 19.97
1.00 0.50 12.61 75.40 15.72 0.16 40.34
1.50 0.50 21.32 160.97 23.79 0.12 77.96
2.00 0.50 32.19 283.10 44.84 0.11 138.48

0.25 1.00 18.28 20.43 53.81 0.47 63.67
0.50 1.00 19.53 42.14 54.59 0.41 69.22
1.00 1.00 24.27 111.03 59.95 0.29 93.35
1.50 1.00 31.75 210.12 73.66 0.21 137.17
2.00 1.00 41.43 343.34 101.58 0.18 204.71

Table D.1: Calculated mechanical properties at varying interior beam diameters.
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