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Abstract

The work described in this thesis summarises some of the key milestones
achieved in the development of the UK’s first quantum computer based on
arrays of neutral atoms, delivered in partnership with M Squared Lasers Ltd.
These milestones include the commissioning of the 1064 nm optical dipole
trapping system for holographic array generation, assembly and testing of a
low phase noise microwave source used for global single qubit rotations and
the calibration of the Rydberg laser system locked to a narrow linewidth ul-
tralow expansion reference cavity.

Using 133Cs atoms, we demonstrate high-fidelity control over large scale ar-
rays with over 225 trap sites (> 100 qubits) by performing randomised bench-
marking (RB). The recorded average single qubit gate fidelity of 0.99993(2),
achieved using a global microwave driving field with composite pulses, is the
highest recorded fidelity on any platform of this size and comfortably meets
the thresholds of many error correction codes. To further advance the field
towards realising error correction, we also present the first practical appli-
cation of a non-destructive readout (NDRO) procedure based on a cycling
transition in alkali atoms. By increasing the trap depth and reducing the ar-
ray size to 49, the largest array size achieved with this technique to date, we
are able to demonstrate suppression of state preparation and measurement
errors during RB by a factor of 1.7 without affecting the average gate fidelity.

Finally, we present some early analogue simulation results of the quantum
one-dimensional Ising spin model on arrays of up to 9 atoms. Using this
simple, classically tractable problem, we characterise the performance of our
platform as an analogue optimisation device and identify key areas of im-
provement as the experiment evolves into a state where more challenging
two-dimensional geometries can be simulated with a view of demonstrating
quantum advantage in optimisation problems with practical relevance.
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Chapter 1

Introduction

1.1 Why Do We Need Quantum Computers?

At the time of writing this document, there is significant activity around the

world surrounding the theme of quantum computing. The United Kingdom

government has allocated a £33 million annual budget to this research theme

for the period 2019-2024 [1], Germany has allocated €3 billion for the pe-

riod up to 2026 and the United States has planned to spend $844 million

in 2023 alone [2]. Given these figures and the increasing media coverage re-

lated to quantum technologies, is it still necessary to ask the question why

society needs quantum computers more than 40 years since the idea was first

proposed in a famous publication by Richard Feynman [3]? Undoubtedly,

quantum mechanics has been a successful theory in physics that has given

birth to many of the technological advances that characterise modern soci-

ety and advanced our scientific understanding, but the field is difficult to

penetrate without a grounding in the mathematics which describe it.

One of the fundamental challenges in understanding systems described by

quantum mechanics is that as the number of particles in a system grows, its

information content grows exponentially [4]. In many of these cases the phys-

ical models cannot be solved analytically and in scenarios with more than

1
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∼ 100 interacting quantum particles, it becomes challenging to even numer-

ically simulate the behaviour of such systems on reasonable timescales using

classical supercomputers. This problem is what Feynman’s original idea was

intended to address by suggesting that the dynamics of an unknown quantum

system can be simulated by mapping it onto another quantum system over

which we have a high-degree of physical control. The physics community has

made tremendous progress in the years since this proposal and we are now

able to realise this idea on a variety of different hardware platforms oper-

ating in what is referred to as the analogue quantum computing modality

[5] that has already produced results which could not have been obtained

otherwise [6]. So one answer to the question of why we need quantum com-

puters is that they help us improve our scientific understanding of quantum

many body systems. In terms of benefits to society, this understanding could

manifest in the discovery of improved materials such as room temperature

superconductors, for example, which could boost the efficiency of nuclear

fusion reactors [7], enable the roll-out of magnetically levitated trains [8] or

hybrid electrical aircraft for reduced emissions [9]. Conveniently, this ana-

logue simulation approach has more general applications than it might first

seem. The mathematics that describe a many body quantum system can also

be used to describe a range of other problems of general interest to industry

and society such as the traveling salesperson problem in logistics and the

modelling of turbulent flow with relevance to aerospace engineering [10].

The analogue approach is more amenable to the current era of noisy inter-

mediate scale quantum (NISQ) devices [11] because it exploits the specific

hardware platform capabilities by only trying to solve problems which can be

mapped to the native Hamiltonian of the system and use the knowledge of

this Hamiltonian to account for errors [12]. But quantum computers could

also be designed to operate in a digital modality similarly to the binary,

gate-based logic used in classical computers, but the binary bits are now

replaced by quantum objects, referred to as qubits, and the ideal gate op-
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erations take the form of unitary operators on the qubit subspace [4]. This

approach holds perhaps even greater promise because it has even wider ap-

plicability to a range of different problems, but it is also more challenging

to realise experimentally because of the reduced tolerance to noise and com-

putational errors compared to the analogue modality [13]. This increased

sensitivity is due to the fact that, unlike in classical computing, the dis-

cretisation of the information carriers (qubits) only happens at the point of

final measurement, but maintaining coherence and utilising the continuous

complex Hilbert space which describes the qubit state are necessary even in

gate-based quantum computing 1. In this sense, it is a misnomer to speak

of digital quantum computing. Since quantum logic gates are analogue op-

erations, they will always have a finite error rate, and because one needs to

perform many thousands of gate-based operations to simulate any problem

of practical interest, the error probability scales exponentially with both sys-

tem size and circuit depth (number of consecutive gates executed on a single

qubit). Faced with the reality that all physical devices are subject to some

finite degree of noise, the idea of fault-tolerant quantum computation has

emerged as a solution [14], but it comes with a cost. It requires an overhead

in terms of the number of qubits required to encode a single logical qubit

and with requirements for long-range interactions between qubits which are

more difficult to implement [15].

Many of the flagship algorithms associated with quantum computing are

based on the digital computation modality such as Shor’s prime number fac-

toring algorithm [16], which could disrupt current encryption schemes, and

Grover’s search algorithm [17], which could provide a quadratic speed up for a

range of computational problems that use an unstructured search. However,

the NISQ era devices we have available today are many orders of magni-
1 In classical digital computing, the information carriers are logical bits which are repre-
sented physically by continuous analogue voltages which have been discretised into two
logic levels. The classical computation is performed on these discretised objects, thus re-
ducing the noise sensitivity of classical digital computers compared to classical analogue
computers.
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tude smaller in size [18, 19] than what would be required to execute these

flagship algorithms on any meaningful scale. The qubit requirements can

range from 108 [20] to 104 qubits [21] depending on the assumptions made

in the calculation about the error per gate and the specific error-correction

code. Nonetheless, the potential encryption code breaking capabilities of fu-

ture quantum devices have already drawn the attention of governments and

banking institutions to give rise to the field of post-quantum cryptography

[22, 23] as a way of preparing for the eventuality of large-scale, fault-tolerant

quantum computers becoming available. Additionally, applications in quan-

tum chemistry and materials science tend to focus on the gate-based quantum

computing modality because of its greater generality and the ability to map

a larger variety of physical systems onto the same physical hardware [24].

Such applications can benefit pharmaceutical drug discovery [25] and lead to

improved understanding of biological process such as nitrogen fixation [26]

which could revolutionise food production by eliminating the need for chem-

ical fertilizers. However, quantum chemistry applications are currently some

of the most challenging ones in terms of system requirements. This is par-

tially due to the computational overhead incurred when mapping fermionic

statistics to the current generation of NISQ devices which are not natively

fermionic [27].

1.2 Competing Architectures

A range of different implementations of quantum computers have emerged

over the years, based on different physical systems which can meet the DiVin-

cenzo criteria for a useful quantum computer [28]. Only a few of the major

achievements in some of the leading modalities will be briefly mentioned to

provide a point of reference for the discussion of the current state of the art

for neutral atom quantum computing in the next section.
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Superconducting qubits have been adopted as the platform of choice for many

of the large-scale corporate efforts to develop useful quantum computers with

headline results from Google [29] and IBM [30], who have already made some

of their devices accessible online. The relative strength of the superconduct-

ing platform are their fast qubit readout times of the order 10 ns as well as

gate fidelities exceeding 99.99% for single qubit gates and 99 % for two qubit

gates [31]. Large system sizes have been achieved with the current record

for the platform reaching up to 433 qubits [32]. Superconducting devices

incur a large calibration overhead due to fabrication challenges in achieving

qubit uniformity [31]. The superconducting approach has also been success-

ful in the analogue computation domain with dedicated quantum annealing

devices [33] which can efficiently solve certain optimisation problems, but do

not meet the requirements for universal quantum computing.

Trapped ions are one of the oldest and most promising platforms for the

development of quantum computers with the highest two qubit gate fidelities

demonstrated to date (> 99.9 %) between two ions [34, 35], but the gate

fidelity is reduced when larger number of ions are confined in the same trap

[36]. They also have very low single qubit gate errors below the 10−5 level

and very long qubit coherence times [36]. Scalability is the largest challenge

facing trapped ion quantum computers, but proposals have been put forward

on how it can be addressed using ion shuffling and microfabricated surface

traps [37] in combination with integrated waveguides [38, 39] or magnetic

field gradients [40, 41] for single site addressing. There are also significant

engineering challenges which need to be overcome in terms of how the control

systems required to implement ion shuttling and gates scale with the number

of qubits [42].

A promising emerging platform for quantum computing, closely related to

the work discussed in this thesis, is based on tweezer arrays of polar molecules

made up of two or more alkali atoms [43]. This approach benefits from the
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experimental advances in the cooling and trapping of single neutral atoms,

whilst affording a richer energy landscape for the qubits including rotational

and vibrational molecular states and an alternative to Rydberg excitation for

creating interactions in the form of intrinsic dipole molecular interactions [44].

This approach could provide an advantage over the single atom approach in

terms of two qubit gate fidelities due to reduced sensitivity to noise [45].

Photonic quantum computation has also emerged as a competitive platform

which benefits from the robustness to noise of the non-interacting photons it

uses as information carriers, but it also requires unique approaches to achieve

interactions between photonic qubits such as probabilistic, measurement-

based linear optical quantum computing [46] or deterministic gates using

matter to mediate photon-photon interactions [47–49]. Finally, there are

qubits based on the spin of charge carrier particles in semiconductors such as

quantum dot devices [50] and nitrogen vacancies in diamond [51] which are

showing great promise for hosting large numbers of qubits in a small device

package.

1.3 State of the Art for Rydberg Atom Arrays

The quantum computing architecture which is the subject of this work is

based on neutral atoms confined in arrays of optical dipole traps, with inter-

actions mediated by excitation to high-lying Rydberg states with principal

quantum numbers ≥50 [30, 52, 53]. As the name implies, the information

carriers are neutral atoms, typically alkalis, alkaline earth metals [54] or lan-

thanides [55], which are trapped in arrays of far-off-resonant, tightly-focussed

optical dipole traps [56]. Hundreds up to thousands of such trapping po-

tentials can be generated in two dimensions using currently available laser

powers and a range of different approaches including passive optical elements

[57, 58], acousto-optic deflectors (AODs) driven with a multi-tone signal [59]
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and holographic arrays [60]. The latter two approaches have the advantage

that they are also reconfigurable. Three-dimensional geometries have also

been demonstrated using holographic methods [61] and micro lens arrays

[62]. The atoms are usually loaded into the optical trapping potentials from

a magneto-optical trap which can result in multiple atoms in a single trap.

To reach the single atom regime, light-assisted collisions [63] are engineered

between the atoms which typically results in ∼50% occupancy of the traps

with a stochastic distribution of atoms across the array. Alternative schemes

using blue-detuned light can reach trap occupancies as high as 90 % [64, 65],

but even then it is still necessary to perform additional manipulations to

ensure deterministic availability of a qubit register. This additional manip-

ulation takes the form of a dynamic re-arrangement of the available atoms

in every experimental realisation to deterministically fill a dense subset of

trap sites using a moving tweezer beam. This has been realised either by

changing the frequency components in a multi-tone-driven AOD to translate

certain atoms and switch off vacant trap sites [59], or by driving a crossed

XY AOD with a single tone of variable frequency for each axis to realise a

moving beam that can pick up and move atoms from site to site in an under-

lying array generated by other methods [66]. The probability of achieving a

defect-free register of qubits is contingent on the trap lifetime and the size

of the target array, but is typically ∼ 40% for arrays of hundreds of qubits

in a room-temperature set up [67].

The qubit states are encoded in hyperfine ground states for alkali elements,

while multi-valance electron atoms typically use a metastable excited state

with a narrow linewidth and a ground state. Single qubit rotations are per-

formed using either microwaves [68] or Raman laser excitation [69] with fi-

delities exceeding 0.9999 [70]. The original theoretical proposals for two

qubit interaction gates were made by Jaksch et al. [71] and Lukin et al. [72]

and are based on accessing the large dipole moments of Rydberg states to

engineer long-range interactions in what is known as the Rydberg blockade
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regime. This mechanism is described in Section 2.4, and it has been the basis

of most successful Rydberg quantum computing experiments to date, but it

should be noted that there have also been numerous theoretical proposals

and experimental demonstrations of alternative Rydberg interaction regimes

[73]. The first experimental demonstration of a Rydberg blockade CNOT

gate was performed on a pair of 87Rb atoms by Isenhower et al. [74] with

a gate fidelity of 0.73. Since then advances in the gate design [75, 76] and

improved Rydberg state coherence through the use of filter cavities [77] have

led to significant improvements with the current state of the art for alkali

atoms recently reaching a controlled Z two-qubit gate fidelity of 99.5 % ap-

plied globally to arrays of up to 60 atoms in parallel [78]. In terms of scale

this compares favourably with the similar scale demonstrations on other plat-

forms such as superconducting qubits by Google [79] and ion traps by the

publicly-listed spin-out company IonQ [80]. Importantly, even though Ryd-

berg CZ gates in [78] were applied between adjacent atoms separated by a few

µm, the demonstration in reference [81] provided convincing evidence that

all-to-all connectivity can be achieved in this type of system by transporting

atoms from site to site on µs timescales without significant loss of entangle-

ment fidelity. These two recent developments make it possible for Rydberg

atom based systems to consider implementing topological error correcting

codes [82] which can tolerate error rates of up to 1% [83]. Combined with

the recent experimental demonstration of small-scale quantum algorithms on

a neutral atom device in reference [84], these developments strengthen the

position of neutral atom quantum computers as a viable platform for digital

quantum computing.
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1.4 Analogue Quantum Computing & Optimi-

sation

Building on a legacy of successful analogue simulations using ultracold atoms

trapped in optical lattices [85], tweezer arrays of Rydberg atoms have also

performed some large-scale simulations of many-body quantum systems. By

utilising the native Rydberg blockade regime Hamiltonian, large scale ana-

logue simulations of the phase transitions in a 2D Ising model spin problem

mapped to arrays with >200 qubits have been realised [86, 87], as well as ob-

servations of topological order in a spin liquid on a 219-atom programmable

Rydberg atom quantum simulator [88]. Using the exact same hardware and

system Hamiltonian, a demonstration of analogue quantum optimisation of

the maximum independent set (MIS) problem was performed with some ev-

idence emerging from this work that for specific problem types the quantum

hardware can outperform classical simulated annealing [89]. A subsequent

publication has called this specific result into question by highlighting that

more advanced classical algorithms could complete the computation faster

[90], but the same publication also provided examples of instances where

they expect to observe a quantum advantage. The work on MIS optimi-

sation has also motivated commercial exploitation of these types of system

with the intention of tackling a range of graphical optimisation problems in

logistics and finance [91]. Some of the spin-out companies that have emerged

based on this technology have already performed optimisation on real world

problems such as EV charging [92] and drug discovery [93].

1.5 The SQuAre Project

Many of these state-of-the-art developments have taken place in the United

States and France. The aim of the Scalable Qubit Arrays (SQuAre) project,
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which will be described in this work, is to deliver the first quantum computer

based on Rydberg atoms in the United Kingdom. The project is carried out

in collaboration with M Squared Lasers Ltd., who provided a full range of

low-noise, high-power titanium sapphire lasers for dipole trap generation,

Rydberg excitation and Raman single qubit rotations. The availability of

high power lasers in their product range at key wavelengths such as the

20 W 1064 nm custom Equinox system for our red-detuned dipole traps and

the 1 W 459 nm SolsTiS + ECD-F laser system for Rydberg excitation,

for example, is what informed the decision to operate with 133Cs atoms in-

stead of the more commonly used 87Rb atoms. In addition, because of its

larger mass, caesium can be cooled down to lower temperatures compared

to rubidium which is favourable for both loading atoms into shallower traps

and for improved qubit coherence, which is a function of atom temperature.

As the project name implies, the objective of this work is to achieve scal-

able operation with large numbers of high-fidelity qubits and the long-term

goal of tackling industry-relevant problems in both the digital and analogue

modalities of quantum computation. One of the drawbacks of operating with

caesium is its large nuclear spin of 7/2 which gives rise to a larger number of

mF hyperfine sub-levels compared to rubidium which makes achieving high

fidelity optical pumping for state initialisation more challenging.

The first iteration of this system is the subject of this thesis which describes

the commissioning of the key sub-systems and details how their performance

was characterised in terms of qubit coherence and single qubit gate fidelity as

presented in Chapters 3 and 4 respectively. The characterisation of two qubit

gate operations on our experimental platform will be the subject of future

theses from our group. However, the two qubit gate fidelity of a commercial

prototype closely based on our experiment has already been described in a

white paper by our industry partners from M Squared Lasers Ltd. [94]. A

preliminary demonstration of our system’s ability to tackle analogue optimi-

sation problems has been achieved on the 1D antiferromagnetic Ising model
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as described in Chapter 6.

In addition to delivering a working large-scale hardware platform, the exper-

iment will implement a number of novel features. The first one to be realised

is the use of non-destructive readout (NDRO) for error suppression on arrays

of up to 49 qubits, which is the subject of Chapter 5. Future theses from

our group will also cover our work on blue-detuned bottle beam traps for

the trapping of both ground and Rydberg states. These traps will allow us

to make full use of the long Rydberg state lifetimes which are not accessible

when operating with conventional red-detuned dipole traps which are repul-

sive for Rydberg states and have to be switched off during the excitation

process [95].

1.6 Future Research Directions

With the recent high fidelity two qubit gate demonstration in a Rydberg array

experiment [78], a common thread in future research will be the drive towards

reaching a fault-tolerant operation regime on this type of hardware platform.

While this recent CZ gate demonstration has exceeded the minimum 1% er-

ror threshold for implementing the surface code [96], the encoding overhead

could be significantly reduced by further reductions in the two qubit gate er-

ror rates. These reductions can be achieved through hardware upgrades such

as improved Rydberg laser excitation powers which will enable operation

with a larger intermediate state detuning to suppress off-resonant scatter-

ing and better background noise suppression which may allow operation at

higher principal quantum numbers for increased Rydberg state lifetime and

shorter gate durations. Operating at cryogenic temperatures can result in

significantly longer atom lifetimes [97] necessary for sorting of large arrays

with 1000s of qubits and also provide suppression of background blackbody

radiation (BBR) for improved effective Rydberg state lifetimes. By operat-



Chapter 1. Introduction 12

ing with different atomic species with complex energy level structure such as

strontium [98] and ytterbium [99] new features such as erasure conversion of

certain types of errors could be utilised to reduce the encoding overhead of

error correction codes [100].

Another area which requires attention, if fault-tolerant operation is to be

realised, is state detection. Conventional detection using a push-out beam

as described in Section 3.5.2 results in atom loss2, which is incompatible

with the repeated measurements on the same qubit required for syndrome

extraction3. The non-destructive readout (NDRO) technique which has been

implemented in this work for error suppression through post-selection, could

in principle also by used as a mid-circuit measurement as demonstrated in

reference [102], but the issues of cross-talk between adjacent data and an-

cilla qubits and the state detection speed would need to be addressed if the

approach is to become practically useful. Conventional fluorescence imaging

which takes several milliseconds in state of the art experiments is too slow

compared to the hyperfine-encoded qubit coherence times and requires the

application of dynamical decoupling pulses as shown in reference [102]. Al-

ternative detection schemes with much faster qubit readout times ∼ µs such

as using collectively-enhanced fluorescence from ensembles of Rydberg atoms

[103] or placing the atoms inside an in-vacuum optical cavity [104] have been

demonstrated on small scales, but not yet extended to hundreds or even

tens of atoms. Optical cavities have also been identified as a means of de-

livering distributed quantum computing with the added benefit of increased

error tolerance along the interface qubits [105]. In terms of addressing the

issues of cross-talk, operating with a dual-species array as implemented in

reference [106] is a promising way of achieving this with the added benefit

of enabling interesting new quantum computing modalities such as execut-
2 This is what is meant by destructive read out in this work.
3 Syndrome extraction is the measurement of the ancilla qubits in an error-corrected device.
The outcome of this measurement is indicative of the type of error that has occurred and
it is used to inform the subsequent error-correction steps [101].
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ing circuits with local qubit operations using only global Rydberg beams

[107]. In addition to all of these developments, new ways of exploiting atom

re-arrangement in these types of platforms have been proposed. Examples

include using atom sorting to achieve a lower error correction encoding over-

head using quantum low-density parity-checking codes [108] and accessing

new simulation modes that uses tweezers to implement tunnelling gates for

fermionic quantum simulation [109]. One of the outstanding challenges spe-

cific to the neutral atom based quantum computers is the need to develop

platform-specific compilation tools which can cope with the dynamically-

reconfigurable nature of Rydberg atom arrays which needs to be exploited

for optimal performance [110]. An additional area of active investigation is

cross-talk free single site addressing for large-scale atom arrays with propos-

als emerging on how to achieve this by either using segmented spatial-light

modulator (SLM) displays in combination with an acousto-optic deflector

(AOD) to switch between holograms on a µs timescale [111] or by shining

an SLM-generated array of beams onto a digital micromirror device (DMD)

used to toggle the light on and off for specific target sites [112].

1.7 Scope of This Work

The author’s involvement with the project began at the construction stage,

starting with an empty lab in July 2020. The first two years of the project

were dedicated to setting up the necessary sub-systems required to realise

a fully-functioning neutral atom quantum computer. These steps included

vacuum assembly, setting up 2D and 3D magneto-optical traps (MOTs),

building a single atom imaging system and generating holographic arrays of

red detuned dipole traps for single atom trapping using a spatial light mod-

ulator (SLM). Furthermore, a low phase noise microwave system for single

qubit rotations and a two-photon Rydberg laser excitation system used to

generate entanglement between different atoms were assembled and charac-
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terised during this period. In parallel, work was carried out to implement

single atom sorting using a moveable tweezer trap to achieve deterministic

loading in a subset of the underlying holographic array. The individual con-

tributions to these achievements are outlined in Section 1.9. By integrating

some of these sub-systems the author was able to achieve the largest scale

demonstration of state read out without atom loss in an alkali atom experi-

ment using a stretched state cycling transition, as well as the highest single

qubit gate fidelity for any system with more than 100 qubits measured using

Clifford group randomised benchmarking. Finally, an early demonstration

of our system’s analogue quantum simulations capabilities was performed as

a group effort with contributions from the entire team of theoreticians and

experimentalists. We used a simple, classically-tractable 1D Ising spin chain

model as our problem of choice to demonstrate that our platform can cor-

rectly identify the lowest energy state after adiabatically evolving systems of

up to 11 atoms in a row. This will serve as the starting point for future work

on quantum simulation problems in two dimensions which is in line with the

current state of the art in the field.

1.8 Publications Arising From This Work

B. Nikolov, et al., "Randomized Benchmarking Using Nondestructive Read-

out in a Two-Dimensional Atom Array", Phys. Rev. Lett. 131, 030602

(2023)

1.9 Contributions of Others

The majority of the design work for the experimental hardware and the AR-

TIQ computer control system was carried out by the principal investigator,

Dr. Jonathan Pritchard, with contributions from one of the post doctoral

https://doi.org/10.1103/PhysRevLett.131.030602


researchers working on the project, Dr. Nicholas Spong (April 2020 - June

2022). The author’s contributions to the project (July 2020 - November

2023) include the assembly of the 2D and 3D magneto optical trap laser

systems, as well as the implementation and characterisation of polarisation

gradient cooling. The 1064 nm laser system including the spatial light mod-

ulator set up used for tweezer array generation was built by Dr. Spong and

maintained by the author after Dr. Spong’s departure from the project. The

microwave system used to drive single qubit gates was assembled and char-

acterised by the author. The Rydberg laser system was built by the second

postdoctoral researcher on the project, Dr. Jonathan Bass (January 2021

- December 2023). The moving tweezer system for single atom sorting was

built by Dr. Spong and maintained and improved by the second PhD student

on the project, Elliot Diamond-Hitchcock (August 2020 - July 2024). The

respective contributions of the postdoctoral researchers Dr. Daniel Walker

and Dr. Andre de Oliveira, who joined the team in September 2022, were de-

veloping an improved atom sorting algorithm used in Chapter 6 and setting

up the arbitrary waveform generator (AWG) that was used to drive shaped

light pulses for adiabatic ramps in our analogue simulation results. The com-

puter code used to implement and analyse randomised benchmarking with

composite BB1 pulses was written by the author. All data shown in this

thesis was taken and analysed by the author with the exception of the data

in Chapter 6which was a collective effort of the entire team including our

theory collaborator, Dr. Gerard Pelegri.

15
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Chapter 2

Theoretical Background

The aim of this chapter is to introduce the fundamental theoretical back-

ground required to understand the workings of a quantum computer based

on arrays of neutral alkali atoms excited to Rydberg states. The chapter is

structured in increasing levels of complexity, starting with a simple discussion

of alkali atom wavefunctions and how they can be calculated. What follows

in Section 2.2 is a discussion of atomic interactions with static electric and

magnetic fields which are relevant to electric field nulling for Rydberg states

and how we define our qubits using Zeeman-resolved hyperfine levels. Since

the work contained in this thesis covers both electric dipole optical tran-

sitions and magnetic dipole microwave transitions in caesium, the relevant

theory for both is grouped under the heading of oscillating field interactions

in Section 2.3. The final section of this chapter is dedicated to the dipole-

dipole interactions between atoms in highly-excited Rydberg states which is

the fundamental physical mechanism for entangling qubits in this approach

to quantum computing.
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2.1 Alkali Atom Wavefunctions

The SQuAre project uses neutral atoms of 133Cs, a stable bosonic isotope

with Z = 55 and nuclear spin, I = 7/2. Alkali elements are a common

choice in quantum computing experiments because of their simple electronic

structure with a single valence electron and the availability of high-power,

low-noise lasers and microwave sources that have been developed over decades

of experimental work in atomic clocks [113] and laser cooling [114]. Their

Rydberg transitions and energy levels are well-studied and understood, with

existing simulation packages such as ARC4 [115] and pairinteraction [116]

providing quick access to high-accuracy data and numerical simulation tools.

The calculation of eigenstates and eigenenergies of all multi-electron atoms,

including alkalis, must be done numerically and is typically performed us-

ing the quantum defect and central field approximations. This is because

the Schrödinger equation for multi-electron atoms cannot be solved analyti-

cally due to the term containing the electron-electron electrostatic repulsion

[117]. And because this term is too large to be treated as a perturbation,

the most commonly used method to find a solution for the valence electron

wavefunctions and energies of alkali atoms is the central field approximation.

2.1.1 The Quantum Defect & Central Field Approxima-

tions

Firstly, the quantum defect approach allows us to compute the energy levels

of alkalis using a simple correction factor applied to the Rydberg energy

formula developed for hydrogen [117]. The quantum defect is denoted as

δl,j(n) and it is applied to the Rydberg energy formula as
4 Alkali.ne Rydberg Calculator
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En = − Ry(
n− δl,j(n)

)2
, (2.1)

where Ry is the mass-corrected Rydberg constant given by

Ry = R∞
M

(M +me)
. (2.2)

R∞ is the Rydberg constant with a value of 109737.31568076(96) cm−1 [118],

M is the mass of the nucleus, and me is the mass of an electron. The phys-

ical justification for this approach is that due to the spherical symmetry of

electronic wavefunctions, we can consider an effective central core potential

comprised of the combined electric field of the nucleus and all electrons in the

filled shells of the atom. These inner electrons can be thought to "screen" the

positive charge of the nucleus and reduce its magnitude when seen by more

energetic electrons whose radial wavefunction is peaked in regions further

away from the core. This approximation is least crude in the case of alkali

atoms because of their single electron in the outermost shell, and it is a very

good approximation for alkali atom wavefunctions with angular momentum

quantum number l ≥ 3 because of the centrifugal barrier [119]. This bar-

rier acts as an effective repulsive force that reduces the radial wavefunction

overlap with the core potential for these states with large l as illustrated in

in Fig. 2.1 created using the ARC software package [120]. This overlap is

referred to as core penetration.

The value for the quantum defect of a given state can be calculated using a

series expansion

δl,j(n) = δ0,l,j +
δ2,l,j

(n− δ0,l,j)2
+ . . . . (2.3)

The values δi,l,j are obtained from fits to experimental measurements of
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Figure 2.1: Plot of the magnitude of the core potential and the electronic
probability density functions for Cs n=6 states with different l principal
quantum numbers. This plot illustrates the reduced core penetration for
wavefunctions with larger orbital angular momentum due to the centrifugal
barrier.

atomic transition wavelengths. For caesium, the values of these expansion

coefficients for the nS1/2, nP1/2, nP3/2 and nD5/2 states are available in [121],

while values for the nD3/2, nF5/2, and nF7/2 are available in [122].

The second tool for dealing with the fact that the alkali atom Hamiltonian

is not analytically solvable is the central field approximation. It allows us

to find a good approximation of the eigenstates and eigenenergies of the

valence electron by defining an effective central field potential and solving the

Schrödinger equation numerically. The general idea of the approach consists

of re-stating the Hamiltonian of the atomic system in such a way that the

large, non-perturbative electron-electron interaction term is split into two

parts. The larger part is absorbed into an effective central field potential,

Zeff, that replaces the nuclear charge and whose value can be found in atomic

or chemistry reference texts such as [123] . The remainder of the electron-

electron interaction term is small enough to be treated perturbatively and

thereby obtain the single electron wavefunctions and energies. This approach

is described in [117] and [124] and a numerical implementation is implemented

in [115].
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2.1.2 Alkali Wavefunctions in Different Bases

The pertinent eigenbases for describing the energy structure of caesium atoms

are the hyperfine structure basis for ground states, where the good quantum

numbers are n, l, j, I, F,mF , and the fine structure basis for highly-excited

Rydberg states, where the good quantum numbers are n, l, j,mj. The angular

momentum eigenstates of the valance electron in one basis can be expressed

in terms of linear combinations of the eigenstates in another basis using the

Clebsch-Gordan coefficients, CF,mF

j,mj ,I,mI
= ⟨j,mj, I,mI |F,mF ⟩ [125] which can

be calculated using

CF,mF

j,mj ,I,mI
= (−1)j−I+mF+F

√
2F + 1

 j I F

mj mI −mF

 . (2.4)

The final term in equation (2.4) is a Wigner 3-j symbol [126] and its value

for a specific set of quantum numbers can be obtained from a textbook such

as [127], or calculated using a computer software package such as ARC [120].

The reason why Rydberg states are usually described in the fine structure

basis is the scaling of the hyperfine splitting as a function of the quantum-

defect-corrected principal quantum number n. The hyperfine energy splitting

is given by

∆EHFS =
AHFS

2[n− δlj(n)]3
K +

BHFS

[n− δlj(n)]3

3
2
K(K + 1)− 2I(I + 1)j(j + 1)

2I(2I − 1)2j(2j − 1)
,

(2.5)

where

K = F (F + 1)− I(I + 1)− j(j + 1), (2.6)

AHFS is the magnetic dipole constant and BHFS is the electric quadrupole
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constant whose values are obtained from experimental measurements and

are available from atomic physics reference data such as [128]. For states

with j = 1/2, only the AHFS term is non-vanishing5. If we consider the

scaling relation with n from equation (2.5) and the fact that the larger term,

AHFS, is of the order of GHz [130], we can estimate that for states with

principal quantum numbers >30, the hyperfine splitting would be of the

order of 100s of kHz, narrower than the typical power-broadened Rydberg

state linewidths of the order of a few MHz. For example, the exact measured

values of AHFS for the caesium 28S1/2 level was 1.2(2) MHz and for 49S1/2 it

was 0.147(4) MHz based on reference [131].

2.2 Interaction with Static Fields

2.2.1 Static Magnetic Fields (Zeeman Shift)

In the absence of an externally applied magnetic field, the different m levels of

a given quantum state are degenerate in energy and therefore not resolvable

in a spectroscopic measurement. This degeneracy is lifted when a static

(DC) magnetic field is applied to the system. This effect is referred to as

the Zeeman shift and it is highly relevant to this work because we define

our computational basis using two resolved hyperfine mF states of caesium

with a weak bias magnetic field applied. Furthermore, the Zeeman Shift can

introduce long-term drifts and noise into our system. If the DC magnetic field

amplitude is not stable, it can cause variations in the second-order differential

Zeeman shift between our computational states 6S1/2|F = 4,mF = 0⟩ = |1⟩
and 6S1/2|F = 3,mF = 0⟩ = |0⟩ resulting in a loss of gate fidelity.

5 One could also consider a third order magnetic-octupole moment which has been mea-
sured for the caesium 6P3/2 half state, but it only modifies the energy levels by ≈ 0.5 kHz
[129]. Such small corrections are unresolvable even with our Rydberg laser linewidths of
≈ 100 kHz when measured over 100 ms which are the narrowest linewidth lasers available
in our experiment.
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In the case of 133Cs ground state atoms, the hyperfine structure splitting is

∼ 9.2 GHz and the Zeeman shifts produced in our experiments are three

orders of magnitude smaller. Therefore, the correct approach is to work in

the hyperfine basis because the coupling between the electronic and nuclear

angular momenta is stronger than their individual couplings to the applied

magnetic field. In this case the good quantum number is F and the interac-

tion with the bias field is added as a perturbation in the hyperfine-structure

basis using the Hamiltonian.

ĤB = µBgFFzBz, (2.7)

where µB is the Bohr magneton, the dimensionless term gF is the hyperfine

structure g-factor6, and for simplicity, the magnetic field, Bz, is assumed to be

acting along the z-axis following standard convention in quantum mechanics.

For the interaction regime relevant to this work, this Zeeman shift is linear

in the field amplitude and the energy associated with it can be evaluated

to lowest order using the simple formula shown in equation (2.8). This is

referred to as the anomalous Zeeman effect.

∆E|F,mF ⟩ = µBgFmFBz. (2.8)

Finally, it should be noted that for intermediate strength magnetic fields

the perturbative treatment is no longer valid and an exact diagonalization

method must be used to numerically solve the combined hyperfine and Zee-

man Hamiltonian as implemented in [115]. An analytical solution, referred

to as the Breit-Rabi formula [132], exists only for the case when j = 1/2. In

this work only magnetic fields strictly in the linear Zeeman shift regime have

been used, but the Breit-Rabi formula is still relevant because it can be used
6 The electron g-factors serve as scaling factors which incorporate various corrections
required to achieve agreement with experiment and are tabulated in [128] for caesium
based on high-precision measurements.
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to calculate the second order shift on the clock state transition between the

|F = 4,mF = 0⟩ and |F = 3,mF = 0⟩ states of caesium which have zero

first-order shift. The formula is

∆ωclock =
(gJ − gI)

2µ2
B

2ℏ∆EHFS
B2. (2.9)

For the caesium clock states this evaluates to

∆ωclock/B
2 = 2π × 427.45 Hz/G2. (2.10)

2.2.2 Static Electric Fields (DC Stark Effect)

Table 2.1: Static polarizability values for key ground [133] and Rydberg [128]
states used in the experiment.

State α0 (Hz cm2 V−2) α2 (Hz cm2 V−2)
6S1/2 0.1001 0
6P1/2 0.3416 0
6P3/2 0.4087 -0.06529
65S1/2 307.16 ×106 0
70S1/2 460.18 ×106 0
75S1/2 729.14 ×106 0

The response of an atomic system to an externally-applied static electric

field was discovered by Johannes Stark [134] and named after him. The

Hamiltonian describing this interaction in the fine structure basis is

ĤE = −1

2
α0E

2
z −

1

2
α2E

2
z

3J2
z − j(j + 1)

j(2j − 1)
, (2.11)

where α0 and α2 are the scalar and tensor polarizabilities respectively and

the electric field has been assumed to have a polarisation along the quanti-

sation axis. The tensor polarizability term is only non-vanishing for states

with j > 1/2. Also, unlike the Zeeman shift, levels with the same magnitude
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for the relevant m quantum number remain degenerate upon the application

of a static electric field7. The α0 term scales as n7 therefore the magnitude

of the DC Stark shift for a given externally-applied electric field is many or-

ders of magnitude lower for ground state atoms compared to highly-excited

Rydberg atoms as illustrated in Table 2.1 [135]. This increased sensitivity to

external electric fields makes Rydberg atoms useful for electric field sensing

[136, 137], but it also requires careful electric field nulling in the context of

quantum computing to avoid rapid decoherence due to electric field noise

during Rydberg excitation. Similarly to the Zeeman effect, the DC Stark

effect for Rydberg atoms is treated in the fine structure basis because it

dominates over the weak hyperfine interaction of Rydberg electrons with the

nucleus. For the experiments considered in this work, only fields of the or-

der of 10 V/m (0.1 V/cm) were applied for the purpose of nulling any stray

electric fields present in the lab that could interfere with our Rydberg exper-

iments. Ground state Stark shifts at such field magnitudes are negligible.

2.3 Interaction with Oscillating Fields

2.3.1 Dipole Matrix Elements

Dipole matrix elements characterise the transitions strength between dipole-

coupled states when driven by an external oscillating field. The driving field

could be an electric or magnetic field, depending on the transition. Both

cases are relevant to the work described in this thesis, so a brief of summary

of how they are calculated will be given in this section.
7 For example, for 6S1/2 F=4, mF = 2 and mF = -2 are degenerate in energy.
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Electric Dipole Matrix Elements

We define the electric dipole operator for the valance electron of an alkali

atom as

d̂ = er̂ · ϵ. (2.12)

where e is the charge of the electron, r̂ is the operator for the radial dis-

tance of the electron from the nucleus, and ϵ is the unit vector describing

the polarisation of the electric field. The symmetry properties of the atomic

wavefunctions manifested in the spherical harmonics that describe their an-

gular momentum make the spherical basis the natural choice for tackling

the problem. The unit vectors of this basis, ϵq, are defined in terms of the

Cartesian unit vectors, x,y, and z, as

ϵ0 = z, (2.13a)

ϵ−1 =
1√
2
(x− iy), (2.13b)

ϵ+1 = − 1√
2
(x+ iy). (2.13c)

It should be noted that the orthonormality relations are different compared

to using Cartesian unit vectors8 which gives rise to the convention that

q = {−1, 0,+1} corresponds to {σ+, π, σ−} atomic transitions. Because of a

mathematical property of electric dipole operators (they are rank-one irre-

ducible tensors), one can apply the Wigner-Eckart theorem [126] to decom-

pose the dipole matrix element in the uncoupled basis into a reduced matrix

element, ⟨l||d||l′⟩, which depends only on l and n, and a Wigner-3j symbol

which carries the angular dependence [127] in the following way
8 Specifically, ϵ+1 ·ϵ−1 = ϵ−1 ·ϵ+1 = −1. See Appendix B.3 in reference [138] for details.
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⟨n, l,ml|dq|n′l′m′
l⟩ = (−1)l−ml

 l 1 l′

−ml q m′
l

 ⟨l||d||l′⟩. (2.14)

The Wigner-3j symbol contains the selection rules for a given dipole tran-

sition and evaluates to zero when they are violated. The reduced matrix

element in equation (2.14) can in turn be expressed in terms of the over-

lap integral between the radial wavefunction of the valance electron and the

dipole moment as

⟨l||d||l′⟩ = (−1)l
√
(2l + 1)(2l′ + 1)

 l 1 l′

0 0 0′

 ⟨n, l|er|n′, l′⟩. (2.15)

The approach is also applicable when considering the coupling between states

in the fine structure and hyperfine structure bases [127].

Fine Structure Basis

⟨n, l, j,mj|dq|n′, l′, j′,m′
j⟩ = (−1)j−mj

 j 1 j′

−mj q m′
j

 ⟨j||d||j′⟩, (2.16)

where

⟨j||d||j′⟩ = (−1)l+s+j′+1δs,s′
√
(2j + 1)(2j′ + 1)

j 1 j′

l′ s l

 ⟨l||d||l′⟩. (2.17)

Terms of the type

F 1 F

j′ I j

 are Wigner 6j symbols. Similarly to Wigner

3j symbols, the values for Wigner 6j symbols are tabulated in atomic physics

textbooks [127] or they can be calculated numerically using the ARC Python

library [115].
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Hyperfine Structure Basis

⟨n, l, j, I, F,mF |dq|n′, l′, j′, I ′, F ′,m′
F ⟩ = (−1)F−mF

 F 1 F ′

−mF q m′
F

 ⟨F ||d||F ′⟩,

(2.18)

where

⟨f ||d||f ′⟩ = (−1)F+I+F ′+1δI,I′
√
(2F + 1)(2F ′ + 1)

F 1 F ′

j′ I j

 ⟨j||d||j′⟩.

(2.19)

2.3.2 Magnetic Dipole Matrix Elements

The same mathematical formalism applies to evaluating the magnetic dipole

matrix elements required to calculate microwave-driven ground state hyper-

fine level transitions. However in this case, we are interested in evaluating

the coupling of the magnetic dipole moment, µ̂, to an oscillating magnetic

field with polarisation unit vector, ϵ, given by

µ̂ =
µB

ℏ
gF F̂ · ϵ, (2.20)

where F̂ is the total angular momentum vector of the nucleus and the valance

electron in the hyperfine structure basis. For practical calculations to the

accuracy required in this work, the coupling to the nuclear spin angular

momentum vector, Î, can been neglected because it amounts to a small

correction ∼ 10−4. This means we can use

µ̂ =
µB

ℏ
(gJ Ĵ + gI Î) · ϵ. (2.21)

For a transition between two hyperfine states |F,mF ⟩ → |F ′,m′
F ⟩ driven
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by a field with a spherical polarisation component ϵq we can evaluate the

strength of a microwave transition, µ̂q, by using the Wigner-Eckart theorem

to separate out the mF dependence in the magnetic dipole matrix element

⟨F,mF |µ̂q|F ′,m′
F ⟩ = gJ

µB

ℏ
(−1)F−mF

 F 1 F ′

−mF q j

 ⟨F ||J ||F ′⟩. (2.22)

We can then evaluate the reduced matrix element, ⟨F ||J ||F ′⟩ in the fine

structure basis as [127]

⟨F ||J ||F ′⟩ = (−1)F
′+j+I+1δII′

√
(2F + 1)(2F ′ + 1)

F 1 F ′

j′ I j

 ⟨j||J ||j′⟩.

(2.23)

Following the derivation in [127], we can use symmetry properties to evaluate

the reduced matrix element in the fine structure basis as follows

⟨j||J ||j′⟩ = ℏδjj′
√
j(j + 1)(2j + 1). (2.24)

The final result is given by

µq = gJ
µB

ℏ
(−1)f

′+j+I+1+F−mF
√

(2F + 1)(2F ′ + 1)j(j + 1)(2j + 1)F 1 F ′

j′ I j


 F 1 F ′

−mF q m′
F

 .
(2.25)

2.3.3 Optical Two-level System

A good starting point for describing the light-matter interactions used in

this work is the most basic and fundamental system which approximates the
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complex energy level structure of a real alkali atom as two energy levels: a

ground state, |g⟩, and a single excited state, |e⟩, separated in energy by ℏωeg.

This simple model can be a reasonable approximation in situations where

selection rules prohibit excitation to all but a single state which has a single

decay path back into the ground state, such as a stretched state transition.

The rotating wave approximation (RWA) has been applied to remove the time

dependence of the driving field from the Hamiltonian and the assumption

has been made that the driving field’s wavelength λ ≫ a0, the approximate

spatial extent of the atomic wavefunction (dipole approximation) [139]. As

we do not operate in the single photon regime in our set up, the light field

will be treated classically and the quantum effects resulting from spontaneous

decay will be modelled phenomenologically using the optical Bloch equations

(OBEs) [117]. The Hamiltonian of the system then takes the form [139]

Ĥint =
ℏ
2

∆ Ω∗

Ω −∆

 , (2.26)

where we have defined a detuning from resonance, ∆ = ωlaser − ωeg, and

a generalised angular Rabi frequency, Ωeff =
√
Ω2 +∆2. Ω is the resonant

angular Rabi frequency resulting from a coupling with a driving electric field,

E = E0 cos(ωlasert− ϕ0), given by

Ω =
E0⟨e|d̂|g⟩

ℏ
(2.27)

in a frame co-rotating with the driving field frequency and assuming that the

phase offset ϕ0 = 0 for simplicity. The definition of Ω including a non-zero

phase is discussed in Section 2.3.5.

Because the electromagnetic radiation field is treated classically, this model

fails to capture the finite lifetime / linewidth of the excited state which

result from the quantum effect of spontaneous emission [117]. This effect
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results naturally from a quantum treatment of the light field as described in

[140, 141]. However, we will proceed to describe these inherently quantum

effects in a phenomenological model based on the optical Bloch equations

(OBEs) because we are not concerned with single-photon-level changes in

the field intensity. The equations are derived in the density matrix formal-

ism with a density matrix, ρij = |i⟩⟨j|, which can account for loss of qubit

coherence. Using the Lindblad Master Equation [142], one can calculate the

time evolution of a density operator using

ρ̇ =
i

ℏ
[ρ, Ĥint] + L(ρ), (2.28)

where L(ρ) is a Lindblad operator defined as [143]:

L(ρ) =
∑
i

ciρc
†
i −

1

2
(c†iciρ+ ρc†ici). (2.29)

In the specific case of only accounting for decay due to spontaneous emission,

the single collapse operator is c =
√
Γ|g⟩⟨e|. Using this definition, the final

form of the OBEs becomes [144]

ρ̇gg =
iΩ

2
(ρ̃ge − ρ̃eg) + Γρee, (2.30a)

˙̃ρge = −(i∆+ Γ/2)ρ̃ge −
iΩ

2
(ρee − ρgg), (2.30b)

˙̃ρeg = (i∆− Γ/2)ρ̃eg +
iΩ

2
(ρee − ρgg), (2.30c)

ρ̇ee = −iΩ
2
(ρ̃ge − ρ̃eg)− Γρee, (2.30d)

where the terms ρ̃ge = e−iωtρge and ρ̃eg = eiωtρge are the slow-rotating terms

introduced in making the RWA. The effect of the added spontaneous emission

can be seen in Fig. 2.2 which shows an ARC simulation of the system dynam-
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ics of the stretched state transition on the D2 line of caesium for ∆ = 0 and

Ω/2π = 28 MHz based on our typical operating laser powers. The system

dynamics under the OBE reach a decohered steady state due to the effects

of spontaneous emission.

0 50 100 150 200 250
Time (ns)

0.0

0.2

0.4

0.6

0.8

1.0

Pr
ob

ab
ili
ty

|e⟩ = 6P3/2|F ′ =5,m′
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|g⟩ = 6S1/2|F=4,mF=4⟩

Figure 2.2: ARC simulation of the resonant dynamics of the stretched state
transition on the D2 line of caesium with a Rabi frequency of 28 MHz. Solid
lines represent the time evolution of the system under the OBE and the
dashed line represent the simple two-level model time evolution without ac-
counting for the excited state decay rate due to spontaneous emission.

The OBE formalism is commonly used in atomic physics experiments to de-

scribe incoherent light scattering during processes such as loading a magneto-

optical trap (MOT) [145] or fluorescence imaging of atoms [146]. To obtain

the relevant equations for the steady-state solutions (ρSSij ), we set ρ̇=0 and

obtain the expressions

ρSS
ee =

1

2

s

(1 + s+ (2∆/Γ)2)
, (2.31a)

ρ̃SS
eg =

s

Ω

(∆− iΓ/2)

(1 + s+ (2∆/Γ)2
, (2.31b)

where we have defined a saturation intensity, Isat, as [117]
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Figure 2.3: Illustration of power broadening effect on a transition due to the
spontaneous emission incorporated into the OBE model.

Isat =
2π2ℏΓc
3λ3

, (2.32)

and a saturation parameter s = I/Isat. One can also re-define the angu-

lar Rabi frequency, Ω, using the saturation intensity and the excited state

linewidth as

Ω = Γ

√
I

2Isat
. (2.33)

By inspecting equations (2.31), we can identify that saturation effects emerge

as a result of spontaneous emission by considering the asymptotic behaviour

of ρee as the light intensity tends to infinity: it reaches a maximum of 0.5.

By definition saturation intensity occurs when s = 1 and ρee = 1/4. There

is also a power broadening effect that results from the OBE treatment which

is illustrated in Fig. 2.3 so that the effective transition linewidth becomes,

Γ′ = Γ
√
1 + s.

2.3.4 Hyperfine Qubit Two Level System

In the case of hyperfine ground state qubits, the two-level interaction Hamil-

tonian now describes a coupling of the valance electron’s magnetic dipole
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moment to a GHz-frequency magnetic field. The form of the Hamiltonian is

the same, but the Rabi frequency in the RWA is now given by

Ω =
µqBq

ℏ
, (2.34)

where Bq is the amplitude of the driving magnetic field with polarisation

component, q, and a frequency ωeg, and µq is the magnetic dipole matrix

element from equation (2.25).

To now account for the effects of decoherence in this simple two-level model,

we will use a modified version of the optical Bloch equations (OBEs). The

main difference is that the timescale for spontaneous decay of a hyperfine

ground state is many orders of magnitude longer than in the case of an op-

tical transition9. Therefore, spontaneous emission is no longer the dominant

dephasing mechanism. Following the established convention, we will use the

nuclear magnetic resonance (NMR) imaging terminology which describes a

longitudinal and transverse dephasing time, T1 and T2 respectively. The

resulting equations are [147]

ρ̇gg =
iΩ

2
(ρ̃ge − ρ̃eg) +

ρee
T1
, (2.35a)

˙̃ρge = −(i∆+
1

T2
)ρ̃ge −

iΩ

2
(ρee − ρgg), (2.35b)

˙̃ρeg = (i∆− 1

T2
)ρ̃eg +

iΩ

2
(ρee − ρgg), (2.35c)

ρ̇ee = −iΩ
2
(ρ̃ge − ρ̃eg)−

ρee
T1
. (2.35d)

The longitudinal relaxation time, T1, is a measure of the timescale required

for an atom in the excited hyperfine state to decay down to the ground state

with the release of energy. Therefore, it appears in the diagonal elements
9 The spontaneous emission rate scales as ∝ ω3.
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of the state density matrix because it affects the state populations. It is

similar to the spontaneous decay, but the physical mechanisms that lead

to it are different. In spontaneous decay the mechanism is the coupling of

the atomic oscillator to the vacuum modes of the quantised electromagnetic

field. In the case of the longitudinal relaxation of a single atom in a dipole

trap, the mechanism is usually off-resonant scattering from the optical dipole

trap laser field that can cause transitions between the hyperfine ground and

excited state with a typical T1 value for caesium atoms trapped in 1 mK-deep

1064 nm dipole trap ∼ 9 s [147]. The longest experiments conducted in this

work are < 500 ms and we operate with much shallower trap depths during

microwave gate operations, so the effect of spin relaxation due to off-resonant

light scattering is negligible.

The transverse relaxation time, T2, is the dominant dephasing mechanism

which manifests as a result of the statistical averaging across multiple real-

isation of the experiment that must be carried out to extract information

from a quantum system. In each realisation of the experiment the atom in-

side the dipole trap could occupy a different distribution of motional modes

which affects the time-averaged trapping potential it samples. Combined

with variations in the environment from shot to shot, this leads to variation

in the experimentally resolvable resonance frequency of each atom in every

shot of the experiment. This affects the off-diagonal elements of the density

matrix, referred to as coherences, because when we average the results of

multiple measurements as required for a quantum computation, what we see

is a reduction in the contrast of the Rabi oscillation. As discussed in Chap-

ter 4.1, some of these effects can be undone through the use of experimental

techniques if the dephasing mechanism is reversible. This is why the trans-

verse relaxation time can be represented as a sum of two terms as shown in

equation (2.36).
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1

T2
=

1

T ′
2

+
1

T ∗
2

, (2.36)

where T ′
2 is the irreversible and T ∗

2 is the reversible dephasing time constant.

2.3.5 Propagator for Two-Level System in RWA

An alternative approach for calculating the dynamics of a two-level system is

to use the propagator formalism which will be convenient for modelling com-

posite microwave pulses and randomised benchmarking sequences in Section

4.4. A propagator is a unitary time evolution operator, Û(t, t0), with the

definition [148]

|ψ(t)⟩ = Û(t, t0)|ψ(t0)⟩, (2.37)

where t > t0. Based on this definition we can see that a propagator evolves

a state in time. By substituting the right hand side of equation (2.37) into

the time-dependent Schrödinger equation, it can be shown that

∂Û(t, t0)

∂t
= − i

ℏ
ĤÛ(t, t0). (2.38)

Solving this equation is non-trivial in the case of a time-dependent Hamilto-

nian, but for the purposes of this thesis it is sufficient to only consider the

simplest case of a time-independent Hamiltonian for which we can write

Û(t, t0) = e−i(t−t0)Ĥ/ℏ. (2.39)

We will use the two-level Hamiltonian from eq. (2.26), where the driving

field is now a magnetic field defined as B = Bq cos(ωegt− ϕ0) and the levels

|g⟩ and |e⟩ represent hyperfine ground state mF levels with a magnetic dipole

coupling µq. The key difference from previous sections is that the phase of
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the driving field will need to be considered because it determines the axis of

rotation of the qubit state vector, i.e. whether we are applying an Rx or an Ry

pulse. In previous sections the phase was assumed to be zero for simplicity,

but when modelling single qubit gates we cannot make this assumption. If we

apply the RWA transformation to the modified Hamiltonian, then the time-

dependence of the driving field will still be removed from the Rabi frequency

term, Ω, but now the non-zero phase results in

Ω = |Ω0|eiϕ0 . (2.40)

By substituting this value of Ω into the two-level Hamiltonian from eq. (2.26)

and using this modified Hamiltonian in eq. (2.39), the propagator, U(t), can

be derived10 as

U(t) =

cos
(
1
2
Ωefft

)
+ i ∆

Ωeff
sin
(
1
2
Ωefft

)
−i Ω

Ωeff
eiϕ0 sin

(
1
2
Ωefft

)
−i Ω

Ωeff
e−iϕ0 sin

(
1
2
Ωefft

)
cos
(
1
2
Ωefft

)
− i ∆

Ωeff
sin
(
1
2
Ωefft

)
 .

(2.41)

This form of the propagator was used to model the randomised benchmarking

gate sequences in Section 4.5 with the pulse area θ = Ωefft and the driving

field phase ϕ0 setting the gate axis of rotation φ such that ϕ0 = 0 implements

an Rx rotation and ϕ0 = π/2 an Ry rotation.

2.3.6 Bloch Sphere Representation

The Bloch Sphere representation is a convenient visual representation of the

dynamics of a two-level quantum system (a qubit). Its invention is attributed

to Felix Bloch [149], but it first appeared in the academic literature in its

present day form in reference [150]. It amounts to mapping two complex-
10 See reference [138] or [125] for a derivation.
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valued coefficients that describe a qubit to two real-valued parameters as

shown in equation (2.42)

|ψ⟩ = cg|0⟩+ ce|1⟩ → |ψ⟩ = cos
θ

2
|0⟩+ eiϕ sin

θ

2
|1⟩, (2.42)

where we have used the properties of a quantum state that
∑

i |ci|2 = 1

(conservation of probability) and the fact that only the relative phase be-

tween the two states is necessary to describe the system. The conservation

of probability assumes that there is no dissipation to states outside of the

computational basis. Using this mapping, we can define a three-dimensional

real vector, n, as

n =


nx

ny

nz

 =


r sin θ cosϕ

r sin θ sinϕ

r cos θ

 , (2.43)

where θ ∈ [0, π], ϕ ∈ [0, 2π], and r is the length of the vector n. The

parameter r always takes the value of 1 if we are representing a pure state |ψ⟩.
This means that a pure state maps onto the surface of a Bloch sphere. Using

values of r < 1 allows us to also visualise mixed state density matrix operators

onto the Bloch sphere. In this case the length of the arrow represents the

purity of the mixed state defined as

Tr(ρ2) =
1 + n · n

2
=

1 + ||n||2
2

=
1 + r2

2
, (2.44)

where a pure state has Tr(ρ2) = 1 and a maximally mixed state has

Tr(ρ2) = 1/d with d = 2 for a two-level system. Figure 2.4 shows an exam-

ple Bloch sphere representation of the first 3/4 cycle from the time evolution

presented in Fig. 2.2 without including the decoherence effects resulting from

spontaneous emission (a) and with these effects included (b). The reduced

size of the final Bloch vector shown in (b) represents the loss of coherence.
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Figure 2.4: Example Bloch sphere representation of a two-level system time
evolution created using the QuTip library for Python [151]. (a) Pure state
time evolution. (b) Mixed state evolution obtained with OBE. Notice how
the length of the Bloch vector shrinks as the system decoheres due to the
finite linewidth effects incorporated into the OBE.

2.3.7 AC Stark Shift

The AC Stark shift, also referred to as the dynamic Stark shift, describes the

energy shifts that result from the application of an oscillating electromag-

netic field to a quantum system. The effect can be described either using

a semi-classical approach or a fully-quantised treatment with the differences

highlighted in reference [152]. In the limit of a high laser intensity (i.e.

large occupation of a single quantised radiation field mode), the two meth-

ods converge to the same result. For the purposes of this work, the calculated

Stark shifts relate to trapping of single atoms in optical dipole traps (ODTs)

and two-photon Rydberg excitation where the field intensities applied to the

atoms are high and the semi-classical treatment is valid.

An approximate formula for the magnitude of the AC Stark shift can be

derived by diagonalizing the basic two-level Hamiltonian from equation (2.26)

and considering its energy eigenvalues, λ± = ±ℏ
2

√
Ω2 +∆2, in the limit of

a large detuning as defined above. This result is referred to as the resonant

AC Stark shift and it takes the form
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∆EAC = ℏ
Ω2

4∆
. (2.45)

However, if we consider the 1064 nm ODT used in our experiment with

relation to the 852 nm D2-line in Cs, for example, then we see that the

RWA is no longer a good approximation because the angular frequency sum

and difference terms (ωlaser ± ωeg) that appear in the process of making the

RWA now only differ by a factor of five in magnitude. Furthermore, in

a real atomic system there are dipole couplings to multiple states so even

when modelling a two-level system, one needs to consider these couplings,

referred to as off-resonant shifts, in the overall AC Stark shift calculation to

obtain better agreement with experiment. This is done by considering all

ground state dipole moment couplings to the polarisation component q of

the Stark-shifting field and applying time-dependent perturbation theory to

find the total energy shift, ∆E, resulting from the contributions due to each

dipole-coupled state [119]. When expanded into spherical tensors using the

Wigner-Eckart theorem [127], the expressions for the AC Stark shift take the

form

∆E = −1

4

∑
n′,j′,F ′,m′

F

1

ℏ∆′
nm

|Eq|2
 F 1 F ′

−mF −q m′
F


|⟨n, j, I, F ||d||n′, j′, I ′, F ′⟩|2,

(2.46)

where we have defined ∆′
nm as follows:

1

ℏ∆′
nm

=
1

ℏ(ωnm − ωlaser)
+

1

ℏ(ωnm + ωlaser)
(2.47)

The standard procedure outlined in Section 2.3.1 can then be applied to

reduce equation (2.46) into a function of Wigner 3j and 6j symbols following

the approach in [153]. It should be noted that the expression in eq. (2.46)
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Figure 2.5: (a) Three level system typical of two-photon Rydberg excitation
schemes. (b) Effective two-level system after adiabatically reducing the sys-
tem in (a) in the limit of a large intermediate state detuning.

does not include the polarisability of the ionic core, which also contributes

to the overall polarisability of the atom [154]. This correction is of the order

of a few percent for transitions from the ground state in caesium [155], and

it was not considered in the calculations carried out in this thesis.

2.3.8 Two-Photon Transitions

Two-photon transitions are used in the experiment when exciting atoms to a

Rydberg state. The two-photon approach is currently the preferred method

for Rydberg excitation because it allows for the partial cancellation of the

photon momentum kick by using two counter-propagating beams, and it

avoids the problems of static charge build-up and limited power availability

associated with using a single photon excitation scheme which requires ultra-

violet light. A schematic representation of the three-level ladder-type system

typical of such Rydberg atom experiments is shown in Fig. 2.5(a).
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In this configuration the first laser beam, typically in the visible range, drives

a transition between a ground state, |g⟩, and an intermediate excited state,

|e⟩, with a Rabi frequency Ωeg and a single-photon detuning ∆. The second

laser, usually in the infrared, couples the excited state to a Rydberg state,

|r⟩, with a two-photon detuning δ. By applying the dipole and rotating wave

approximations, we can write down the system Hamiltonian as [156]

Ĥ = ℏ


0 Ωeg/2 0

Ωeg/2 −∆ Ωer/2

0 Ωer/2 −∆− δ

 . (2.48)

In order to include the dissipative effects of spontaneous emission, we can

use the density matrix formalism and the Lindblad master equation. The

excited and Rydberg state decay rates, Γe and Γr respectively, are used to

define collapse operators [157]

ce =
√

Γe|g⟩⟨e|, (2.49a)

cr =
√
Γr|e⟩⟨r|. (2.49b)

By inserting the collapse operators into equation (2.29) we can obtain a

Lindblad superoperator and describe the system dynamics using the mas-

ter equation. In order to minimise scattering off the state |e⟩, two-photon

Rydberg excitations are typically performed with a large intermediate state

detuning such that |∆| ≫ Ωeg,Ωer. In this limit, one can adiabatically elimi-

nate the intermediate state and obtain an effective two-level system as shown

in Fig. 2.5(b). Here we have defined the effective Rabi frequency and effective

detuning as [158]

Ωeff =
ΩegΩer

2∆
, (2.50a)
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δeff = δ +∆g −∆r, (2.50b)

where ∆g and ∆r are the resonant AC Stark shifts of states |g⟩ and |r⟩ given

by equations (2.51).

∆g =
Ω2

eg

4∆
, (2.51a)

∆r =
Ω2

er

4∆
, (2.51b)

Finally, we need to transform the three-level system dissipation terms due

to spontaneous emission into their weighted equivalents for a two-level sys-

tem. To achieve this, we calculate the population of the intermediate state

using equation (2.52) following the method outlined in [159] which includes

a contribution from the ground state, P g
e , and the Rydberg state, P r

e .

Pe =
Ω2

eg + Ω2
er

4∆2
= P g

e + P r
e , (2.52)

where P g
e = Ω2

eg/4∆
2 and P r

e = Ω2
er/4∆

2. Using these transformations,

we can write down the effective Hamiltonian including dissipation for the

effective two level system as [159]

Ĥeff = ℏ

∆g − iP
g
e Γe

2
Ωeff

2

Ωeff

2
(∆r − δ)− i

2
(Γr + P r

e Γe).

 (2.53)

One important thing to note at this stage is that the phase accumulation due

to a 2π pulse is not guaranteed to be eiπ = −1 in the case of a two-photon

transition. This was observed in [160] and expressions were derived for the

phase accumulated during a 2π rotation as a function of the resonant and

non-resonant AC Stark shifts. A resonant AC Stark shift is the shift produced
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by the driving field laser on the transition it is targeting defined as shown in

equations (2.51), for example. All other shifts are referred to as non-resonant

shifts and have to be calculated using equation (2.46) and the respective

electric field amplitudes and frequencies for two laser fields. The simplest

case considered in reference [160] was a three level system where the hyperfine

splitting of the intermediate state can be neglected and the intermediate

detuning ∆ ≫ Γe. The final result for the total phase accumulation during

a two-photon 2π pulse in this simple case is

ϕ2π = π − (∆g +∆nr
Ωeg

+∆nr
Ωer

)2tπ, (2.54)

where ∆g is the resonant AC Stark shift on the ground state from equation

(2.51a), ∆nr
Ωeg

and ∆nr
Ωer

are the non-resonant shifts on the ground state pro-

duced by the laser fields that drive transitions with Rabi frequencies Ωeg and

Ωer respectively. This simple model is accurate to within 90%. A more accu-

rate derivation which also considers the Zeeman-resolved hyperfine structure

of the intermediate state is included in Appendix A of reference [160].
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2.4 Rydberg Dipole-Dipole Interactions

Figure 2.6: (a) Energy level diagram of a single Rydberg atom in state
|r⟩ and the two states closest in energy to which it has a dipole coupling.
(b) Schematic representation of the dipole-dipole interaction between two
atoms separated by a distance R at an angle θ to the quantisation axis. (c)
Energy level diagram in the pair basis used to describe the dipole-dipole
interaction, V (R), which couples the doubly-resonant state, |rr⟩, and the
pair state nearest in energy, |r′r′′⟩, separated by an energy defect, ∆.

A key ingredient for realising a quantum computer is the ability to generate

entanglement between qubits which requires them to interact in a controllable

way. In quantum computing based on neutral atom arrays, these interactions

are realised using dipole-dipole interactions between atoms in Rydberg states.

In order to understand the physics of this fundamental ingredient for our

hardware platform, let us consider the simplest mathematical description of

two interacting Rydberg atoms.

Equation (2.55) describes the energy associated with a dipole-dipole interac-

tion between two atoms initially in the same Rydberg state, |r⟩, with dipole

moments d̂1 and d̂2 coupling them to the Rydberg states nearest in energy

to |r⟩, denoted as |r′⟩ and |r′′⟩ as shown in Fig. 2.6(a).
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V (R) =
d̂1 · d̂2

R3
− 3(d̂1 ·R)(d̂2 ·R)

R5
. (2.55)

The vector R describes the spatial separation between the nuclei of the two

atoms. The orientation of R is defined with respect to the quantisation axis

as shown in Fig. 2.6 (b). We will consider the two atoms to be identical,

so it does not matter energetically which dipole moment is associated with

which atom.

The effect of the dipole-dipole interaction, V (R), can be understood if we

consider the combined energy of the two atoms as our system of interest,

rather than the individual energies of the single atoms. This is referred to

as transforming to the pair basis [135] whose energy landscape is shown in

Fig. 2.6(c). By considering the different combinations of states to which a

single atom in |r⟩ has an electric dipole coupling to, we can see that there

exist a pair state |r′r′′⟩ which has the smallest energy difference relative to

the starting state |rr⟩. This energy difference is referred to as the energy

defect, ∆, given by

∆ = E|r′⟩ + E|r′′⟩ − 2E|r⟩. (2.56)

The energy defect is a function of the atomic species and the choice of Ry-

dberg state and it plays an important role in defining the character of the

dipole-dipole interaction.

In the limit of R → ∞ the dipole-dipole interaction between the two atoms is

vanishing. If we now ask what happens when we take two atoms initially in

|r⟩ and start moving the atoms closer together, we must consider the energy

contribution from the dipole-dipole interaction which can couple the pair

states |rr⟩ and |r′r′′⟩. The interaction Hamiltonian in the pair basis is
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Ĥ =

 0 V (R)

V (R) ∆

 , (2.57)

and its eigenvalues are

∆E± =
∆±

√
∆2 + 4V (R)2

2
. (2.58)

When we consider the eigenvalues of this Hamiltonian, we can see that the

effect of V (R) is to shift the energies of the pair states as function of the

separation between them. In the limit of |R| → ∞, we recover the energy

defect as the energy difference between the eigenenergies of the Hamiltonian,

while for non-zero values of the dipole-dipole interaction, we can consider two

limiting cases to gain an understanding of the functional form of the spatial

dependence.

Van der Waals Regime

The van der Waals regime refers to the case when V (R) ≪ ∆ and we can use

a second order Taylor expansion of the square root term in equation (2.58) to

find the energy separation, ∆E, between the eigenstates of the Hamiltonian.

The resulting expression is [135]

∆E = −V (R)2

∆
= −C6

R6
. (2.59)

It is important to note that in this regime, the sign of the interaction depends

on the sign of the energy defect which is determined by the choice of Rydberg

state. By convention the strength of the interaction is expressed using the

van der Waals coefficient, C6, which contains all the information about the

specific atomic energy levels being considered and scales as ∝ n11. This

scaling comes from the fact that the dipole-dipole interaction in the van der
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[H]

Figure 2.7: Simulations performed using the ARC package for Python [115].
(a) Results of direct diagonalization solution for the pair potential of the
|80S1/2mj = 1/2, 80S1/2mj = 1/2⟩ Rydberg state as a function of distance.
The simulations considered states with maximum ∆n and ∆l of 5 and a
maximum energy defect of 25 GHz. The colours represent the overlap of the
molecular potential eigenstates, |µ⟩, of the pair interaction Hamiltonian with
the pair state at infinite separation. (b) and (c) Simulations of the angular
dependence of pair interaction potential, V , at a separation of 6 µm for two
different Rydberg state pairs. Here θ is the angle that the radial vector of
the pair, R, makes with the quantisation axis. For the nS Rydberg states,
the interaction is almost isotropic, but for Rydberg states with higher orbital
angular momentum the interaction energy varies significantly with θ.

Waals regime is a second-order perturbation and the term ∆ scales as n−3

and V (R) ∝ d2 ∝ n4 [135]. The values for C6 for alkali atoms can be obtained

from the ARC software package which uses second order perturbation theory

to calculate them by considering multiple pair states within a finite energy

defect range specified by the user [115].

Resonant Dipole Regime

The other limiting case occurs when V (R) ≫ ∆. The interaction energy

between the atoms in the pair is then given by
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∆E = ±V (R) = ±C3

R3
. (2.60)

In this regime the scaling with the principal quantum number is now re-

duced to ∝ (n∗)4 and, due to the weaker scaling with R, one has to con-

sider the interaction with all surrounding atoms as discussed in [161]. This

is not the case in the van der Waals regime where the nearest-neighbour

interactions dominate. Since V (R) is large, the coefficient C3 has to be

calculated using direct matrix diagonalization as perturbative treatment is

no longer valid. An example of such a pair interaction calculation for the

|80S1/2mj = 1/2, 80S1/2mj = 1/2⟩ pair state is shown in Fig.2.7(a) using the

ARC simulation package in Python [115]. The splitting of the potential for

separations just above 4 µm is due to the admixture of pair states which

are not dipole coupled to the pair state at infinite separation, but experience

quadrupole and higher-order couplings with increasing Rydberg interaction

strengths. For atomic separations < 4 µm, the potential landscape becomes

even more complex due to this strong mixing between energy levels resulting

in what is referred to as the ‘spaghetti’ region which can be seen in Fig.

2.7(a). We do not operate in this regime in our experiments, but further

information on the subject can be found in reference [162].

Interaction Strength as a Function of Angle

If we return to equation (2.55) and evaluate the scalar product terms in the

spherical basis as shown in [163], we can see that the dipole-dipole interaction

energy is anisotropic and there is a dependence on the angle θ with respect to

the quantisation axis. This dependence on θ is weak for states with l = 0 such

as the 80S1/2 states used in the experiment. This is because the dipole-dipole

interaction does not conserve the total angular momentum of the pair state

when θ ̸= 0 . The anisotropy is still non-zero for S1/2 states however, because

the nearest energy pair state for an S state would be a P state with l = 1.
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This effect is illustrated in Fig.2.7(b) and (c) which compare the anisotropy

of the interactions between caesium atom pairs in the 80S1/2mj = 1/2 and

80D3/2mj = 3/2 states at an atomic separation of 6 µm. For the 80S1/2

Rydberg state the maximum variation in the C6 coefficient as a function of θ

amounts to 6%, while for the 80D3/2 state the variation is 96 %. See Chapter

3 of reference [135] for an in-depth discussion on this topic.

Dipole Blockade

Rydberg dipole blockade is the physical mechanism underpinning the major-

ity of the state-of-the-art Rydberg atom quantum computing and quantum

simulation experiments. To understand the dipole blockade mechanism, let

us consider the behaviour of a pair of atoms in the presence of a driving

electromagnetic field which couples a single atom in the ground state, |g⟩, to

a Rydberg state, |r⟩. At infinite interatomic separation, the process is fully

described by the discussion of light-matter interactions in Section 2.3.8 and

we can observe Rabi oscillations between the |gg⟩ and |rr⟩ pair states. If

we now start to reduce the separation between the atoms, the dipole-dipole

interaction of the Rydberg states begins to shift the energy of the doubly-

excited state |rr⟩ out of resonance with the driving field until such a point

where the energy shift exceeds the power-broadened linewidth of the driving

laser field11. At this point, we have reached the dipole blockade condition

V (|R| = Rb) = ℏΩ, where Rb is the blockade radius given by equation(2.61)

and Ω is the driving field Rabi frequency.

Rb =
6

√
C6

Ω
. (2.61)

This process is illustrated schematically in Fig. 2.8. Assuming a strict block-

ade condition has been achieved, then for N atoms contained within Rb, only

a single atom can be excited to the Rydberg state at a given time. However
11 In other words, dipole blockade is achieved when V (R) > ℏ×max(Γ,Ω).



Figure 2.8: (a) Schematic of dipole-dipole interaction energy shift as a func-
tion of the radial distance between two Rydberg atoms (b) Rabi oscillation
outside of the blockade radius for the Rydberg state 80S1/2. The pair state
oscillates between |gg⟩ and |rr⟩ with Rabi frequency Ω = 2π×1 MHz. (c)
Rabi oscillation within the blockade region defined as R < Rb = 6.6 µm for
the specified parameters. The interatomic separation is 5 µm and the inter-
action energy is V/h = 205 MHz. Excitation to |rr⟩ is suppressed and the
pair state populations oscillate between |gg⟩ and |W ⟩ = 1√

2
(|gr⟩ + |rg⟩) at

an enhanced Rabi frequency of Ω/2π =
√
2× 1 MHz.

there are N different permutations of realising this condition which gives rise

to an entangled collective state of the W type12 :

|WN⟩ =
1√
N

N∑
i=1

|g1g2g3 . . . ri . . . gN⟩. (2.62)

Because there are now N different excitation pathways, the effective Rabi

frequency is collectively enhanced by a factor of
√
N .

12 The W state is named after Wolfgang Dür who first reported it and drew a distinction
between inequivalent entangled states of three particles [164].

50
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Chapter 3

Experimental Set Up

The realisation of a neutral atom quantum computer requires a complex set

of optical, mechanical and electronic components. The overall footprint of

the device spans two 1.5 m × 3 m optical tables just for the lasers and op-

tics with an equivalent footprint required for the various electronics in the

form of laser controllers, power supplies and chillers. In order to present a

structured overview of the entire experimental set up, this chapter covers a

single sub-system at a time in the following order. We begin by reviewing the

ultra-high vacuum (UHV) system used to protect our qubits from collisions

with the background gases present in the atmosphere. We then examine the

lasers and optics required to obtain a cloud of cold atoms which is the start-

ing point for all single atom experiments. Then, in Section 3.3, the 1064 nm

tweezer array system is presented, which generates the optical potential used

to confine our single atom qubits. The state read out and initialisation pro-

cedures are then described, before concluding the chapter with a description

of the microwave and Rydberg systems used to control the internal states of

our qubits and to generate entanglement between them. The final Section

3.8 gives a brief overview of the computer control system used to integrate

all of these sub-systems into a single device capable of performing useful ex-

periments. Certain aspects of the experimental set up such as the Raman
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system for single qubit rotations and the 800 nm trapping system have been

omitted because they are not directly relevant to the author’s individual con-

tribution to the project which is the focus of this document. The 1039 nm

moving tweezer trap used for atom sorting is only briefly covered in Section

3.3.3 because it was used to set up the 1D atom chains discussed in Chapter

6. Further details on these systems will be available in the thesis of Elliot

Diamond-Hitchcock [165].

3.1 Vacuum Chamber

A new vacuum system was designed and assembled for the SQuAre project.

It is made up of an octagonal main vacuum chamber connected to a 2D MOT

section using a differential pumping tube. A 3D CAD rendering of the full

vacuum assembly is shown in Fig. 3.1 with the key elements indicated with

arrows to serve as a visual aid for the description given in the remainder of

this section.

Figure 3.1: Annotated SQuAre experiment vacuum chamber with lab coor-
dinate reference frame.



Chapter 3. Experimental Set Up 53

The metal components of the main chamber are made from 316LN stainless

steel which has been shown to have lower outgassing of water and hydrogen

compared to the lower-cost 304 alloy [166]. In addition, 316LN has lower

magnetic permeability than other common alloys such as 304 or 316L which

is an important consideration for minimising magnetic field noise in the ex-

periment.

Main Chamber

The main chamber is where the single atom physics take place. It is main-

tained at ultra-high vacuum (UHV) pressures by a 75 l/s Gamma Vacuum

ion pump running continuously. A pressure reading of 5 × 10−11 Torr was ob-

tained from the ion current to pressure conversion performed by the Gamma

Vacuum pump controller. This pressure reading was not calibrated against

an ionisation gauge or a MOT lifetime measurement as implemented in [167]

or [168]. In addition to the ion pump, there is a titanium sublimation pump

installed in the setup which can be switched on in single bursts as required.

Its function is to sputter titanium which coats the inside walls of the vacuum

chamber and is highly reactive with oxygen, nitrogen and hydrogen. The

titanium coating can be depleted with time, but in the three years of system

runtime at the time of writing the titanium sublimation pump has only been

activated during the initial ultra-high vacuum preparation. The initial UHV

pressure recorded after commissioning the system was 1.3 × 10−11 Torr and

it has gradually increased since then at a rate of 2 × 10−11 Torr / year.

This slow increase in pressure was not found to have a significant impact on

the trap lifetimes, so it is likely that this was caused by ion pump leakage

current [169]. The decision was made to delay a repeated firing of the tita-

nium sublimation pump because of the associated risks such as introducing

methane outgassing as discussed in reference [170].
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2D MOT Section

The 2D MOT section of the vacuum assembly is used as a high-pressure

cold atom source to the main experiment. The initial source of caesium is a

glass ampoule placed inside a steel bellows and exposed to an air-conditioned

temperature environment at 20◦ C. A shut-off valve is used to control the flow

of atoms from the ampoule into the rest of the set up. Once the ampoule has

been cracked, and the shut-off valve opened, the atoms can sublimate13 into

a 6-way cube which has connections to the 5 l/s ion pump at the bottom and

the 2D MOT glass cell on the left. The remaining cube connections are to

another Cs ampoule on the opposite side, a UHV all-metal valve used to make

a temporary connection to an external roughing pump, and a connection to

the differential pumping tube. The atoms migrating into the cube make their

way into the glass cell through molecular diffusion where they are cooled into

a 2D MOT as described in Subsection 3.2.2.

The pressure measured in the 2D MOT cell after the initial bake was

8 × 10−9 Torr inferred from the 5 l/s ion pump current. This was in-

dependently verified using the method from [171] by building a temporary

3D MOT in the 2D glass cell and recording a series of MOT load curves

while the Cs partial pressure was decaying over several hours. To engineer

this scenario, the Cs ampoule shut-off valve, which is normally closed, was

opened for a period of one hour and then closed just before the start of the

measurement. The measurement results are summarised in Fig. 3.2 and were

fitted with

Neq =
α

β
(1− γτ), (3.1)

where Neq is the equilibrium atom number in the MOT, τ is the 1/e loading

time, α
β

is a ratio representing the maximum atom number that can be ob-

13 Cs is in the solid phase at the lab ambient temperature of 19◦ C. Its melting point is
28.5 ◦ C.
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tained in the system and γ is the loss rate from the MOT due to collisions

with background particles. The values of τ and Neq were obtained using

exponential rise curve fits to each recorded MOT load curve.

Using the estimated loss coefficient for Cs of 4.9 Torr−1 s−1 from [167] and the

fitted value for γ obtained from a fit with equation (3.1), a background gas

pressure of 6.8(2) × 10−9 Torr was obtained showing good agreement with

the ion pump pressure reading. The deviation from a straight line fit is due

to the violation of the assumption that the non-Cs background pressure in

our chamber remains constant during the measurement. The assumption was

good in the case of reference [171] because they used in-vacuum dispensers

controlled by an electric current. The Cs in our experiment is released from

an ampoule which is typically shut-off from the vacuum system. While in

this state, the Cs ampoule is effectively isolated from the 2D MOT ion pump

and the background pressure inside it increases with time due to ingress

of particles at higher atmospheric pressure outside the ampoule assembly.

When the Cs ampoule was opened at the start of the measurement, other

background gases were also introduced into the vacuum system. Therefore,

in our experiment both the background and the Cs partial pressures changed

as a response to opening the valve and were pumped down to equilibrium at

different rates by the ion pump.

This measurement was taken because the 2D MOT ion pump was malfunc-

tioning shortly after the system was commissioned. Its pressure reading

would increase to readings as high as 6.97 × 10−6 Torr over the course of a

few days. Briefly applying a voltage of 7.5 kV to the ion pump (high-potting)

instead of the usual 4 kV would temporarily decrease the pressure reading,

but it would creep up again after a few days. The pump was replaced once,

but the same issue re-occurred suggesting that the ion pump placement in

the 2D MOT system is sub-optimal and would need to be addressed in future

experimental iterations. The failure mode hypothesis is that the ion pump
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Figure 3.2: Independent vacuum pressure measurement in 2D MOT glass
cell using a temporary 3D MOT. (a) A sample of three MOT load curves
taken over several hours as the Cs partial pressure in the system decreases
after closing the valve. (b) Plot of 3D MOT 1/e load time, τ , vs equilibrium
atom number, Neq, with one hundred load curves taken over 8 hours. The
data was fitted with equation 3.1 to obtain the values for γ and α/β.

was mounted in close proximity to the Cs dispensers which resulted in a high

vapour density that resulted in a significantly reduced pump lifetime. By

installing the pump closer to the 2D MOT glass cell and further away from

the dispensers, we expect that the pump lifecycle can be improved.

After a few months of unreliable operation, the 2D MOT ion pump was

switched off, but this did not significantly affect the main chamber pressure.

The reason for this was the differential pumping tube which connects the two

areas of the vacuum system. Its intended benefit is to allow us to operate

a high pressure 2D MOT with a large atom number for fast array loading,

whilst maintaining up to three orders of magnitude lower Cs background

pressure in the main chamber to minimise Cs-Cs collisions for an improved

trap lifetime. The 10 cm long differential pumping tube with its narrow

3 mm inner diameter acts as a velocity filter for an atomic beam produced

by shining a 2D push beam through the 2D MOT cloud. The conductance

of the differential pumping tube, C, is a function of its geometry and is given

by the approximate expression C ∼ 12d3/L where d is the inner diameter

of the tube and L is its length. Then for a given pump rate, S, in l/s the

differential pressure ratio is given by
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P2

P1

=
C

C + S
. (3.2)

which evaluates to 8.1×10−4 using our experimental parameters without ac-

counting for the 75 l/s ion pump conductance.

In Vacuum Lens Assembly

Figure 3.3: SQuAre experiment in-vacuum lens assembly showing lens
mounts, electrodes for stray field cancellation and MOT bias coils.

The centre piece of the SQuAre experiment vacuum chamber is the lens as-

sembly shown in Fig. 3.3. It is based on previous designs which employ

in-vacuum high numerical aperture (NA) lenses for focussing the tweezer

beams at the diffraction limit and for collecting the atomic fluorescence sig-

nal from single atoms as described in [146, 172, 173]. This approach elim-

inates the significant aberrations that result from tightly focussing a beam

through a glass cell wall using a microscope objective [172], which is the

other commonly used approach in single atom physics experiments. Micro-

scope objectives for such applications often need to be manufactured at great

expense based on custom designs to achieve a compatible working distance
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that allows enough room to place other components around the glass cell

such as magnetic field coils and electrodes for field stabilisation. Placing the

lenses in vacuum makes it possible to achieve a high collection efficiency by

working with a single moulded aspheric lens which typically has a working

distance of a few millimetres. In our case, we use a Geltech 355561 lens [172]

with a focal length, f = 10 mm, and a working distance of 7 mm to achieve

NA = 0.45 at 852 nm. In terms of NA, microscope objectives outperform

in-vacuum lenses with typical NA > 0.5 [81, 84]. Alternative designs which

employ an ex vacuo compound objective lens with an effective working dis-

tance > 35 mm required to operate outside a stainless steel vacuum chamber

have been demonstrated [174, 175], but their performance in terms of light

collection efficiency has typically been worse. When operating with in vacuo

lenses it is important to minimise the build-up of any electrostatic charge

on their surface because they are in close proximity to the atoms which are

extremely sensitive to any electric fields when excited to a Rydberg state

[173]. To mitigate these effects, we use lenses which have a coating of indium

tin oxide (ITO). This material is conductive and transparent, but reaching

higher conductivity and therefore faster charge dissipation requires thicker

deposition layers and thus reduced optical transmission. In our case, we op-

erate with a 200 nm thick coating which gives > 90% transmission at our

target wavelengths and a 250 Ω/square sheet resistance. To cancel out any

residual static electric fields inside the vacuum chamber, the SQuAre lens

assembly has four electrodes per lens as shown in Fig. 3.3. The precise

separation between the two lenses inside the assembly was calibrated in an

iterative procedure before the system was put under vacuum. The lens as-

sembly was put together ex vacuo and the beam collimation measured with a

beam profiler over a distance of six meters. The lens spacers were then pro-

gressively machined down in 10 µm increments and beam profiles re-taken

at every iteration to maximise the distance away from the lens assembly at

which a waist is formed. Once an optimal separation had been reached, the



Chapter 3. Experimental Set Up 59

in-vacuo MOT gradient coils were mounted onto the assembly and installed

in the centre of the main chamber. They use low-outgassing Kapton coated

wire with 1.8 mm conductor diameter and 0.2 mm of coating with a design

axial field gradient of 10 G/cm.

3.2 Magneto Optical Traps (MOTs) & Sub-

Doppler Cooling

3.2.1 Cooling Laser System

Figure 3.4: Summary of the laser frequencies on the caesium D2-line required
for forming a MOT, optical pumping (D2 OP) and readout. ∆ represents the
detuning of the MOT beams from resonance, typically around -3 Γ, where Γ
is the excited state linewidth.

The relevant laser frequencies on the D2-line of caesium are summarised in

Fig. 3.4. Due to the large ground state hyperfine splitting of 9.2 GHz, we

use two Toptica DL-PRO 852 nm lasers for cooling and repump. Alterna-

tively, this could have been achieved with a single laser and an electro-optic
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modulator (EOM) at the cost of reduced power efficiency. Because we also

perform optical pumping and state detection (readout) on the D2 line, the

cooling laser system also provides the light for these processes. They will be

discussed in detail in Section 3.5.

Figure 3.5: Schematic diagram of the 852 nm cooling laser system used for
the 2D and 3D MOT. Spec. stands for spectroscopy and Pol. Spec. stands
for polarisation spectroscopy.

A schematic diagram of the cooling laser system is shown in Fig. 3.5. The

Toptica lasers can output up to 80 mW of light at maximum current. Ap-

proximately 20 mW of the 852 nm cooling laser output power is used to

seed a Coherent DILAS TA-0850-3000 tapered amplifier (TA) which outputs

1.5 W of 852 nm light when driven with a 3 A current. The beam out of the

TA has an elliptical profile which requires re-shaping into a Gaussian spot

using a combination of cylindrical and spherical lenses for optimal perfor-

mance in the acousto-optic modulators (AOMs). All AOMs are operated in

double-pass configuration to access a larger frequency tuning range and the

light is focussed into the AOM crystal for faster switching times at the cost
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of reduced diffraction efficiency14. The remaining 60 mW of cooling light are

distributed between the laser lock spectroscopy, the 2D push beam used to

transport atoms through the differential pumping tube, the readout beam

and the D2 OP pumping beam. We also split the repump laser into a 2D

and a 3D beam path to allow for independent switching, because we want

to switch off the 2D MOT light once we have loaded an array to minimise

background light counts on our single atom imaging camera. The cooling

laser set up is built on a separate optical table from the main experiment,

so after passing through the AOMs, the light is coupled into single-mode,

polarisation maintaining optical fibres and transported to the chamber opti-

cal table. The MOT+ fibre contains light at three frequencies: cooling light

(F = 4 → F ′ = 5), repump light (F = 3 → F ′=4), and optical pumping

light (F = 4 → F ′ = 4).

We employ different techniques to lock the cooling and repump lasers. For the

cooling laser, we use a modulation transfer spectroscopy lock (MT lock) to

perform sub-Doppler spectroscopy and lock the laser to the F = 4 → F ′ = 5

transition on the D2 line [176]. The MT lock set up is shown in Fig. 3.6 (a).

Using counter propagating pump and probe beams of similar intensity, this

locking technique creates a four-wave mixing process between the two pump

beam sidebands generated by the EOM and the unmodulated probe beam

to create a fourth wave in the form of a sideband for the probe beam which

can be detected and de-modulated at the EOM frequency to obtain a sub-

Doppler absorption spectrum [177, 178]. This resonance condition is only

achieved for a specific atomic velocity class and the resulting lock signal is

therefore insensitive to fluctuations in intensity, temperature or polarisation.

It is implemented using a commercial EOM15 modulated at 5 MHz and a

Toptica Pound Drever Hall (PDH) Module to demodulate the signal from

the transmission photodiode and obtain the error signal shown in Fig. 3.6(c).
14 Typical double-pass diffraction efficiencies measured in our set up are ∼ 50% and typical

AOM risetimes are of the order of 20 ns.
15 EOM-02-5-V from Photonic Technologies.
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Figure 3.6: (a) Schematic diagram of the modulation transfer (MT) lock set
up used to lock the 852 nm cooling laser. (b) Photodiode signal from MT
lock showing sub-Doppler features. (c) Error signal after PDH demodulation
used to lock the laser.

Another benefit of this type of lock is that the error signal is centred at zero

offset which eliminates offset drift and results in improved long-term lock

stability.

The 852 nm light out of the repump laser is locked to the F = 3 → X ′
42

crossover transition using the standard polarisation spectroscopy method

described in [179] without passing through an AOM. The repump light is

then shifted into resonance with the F = 3 → F ′ = 4 at the atoms using

double-passed 80 MHz AOMs16.

3.2.2 2D MOT

The 2D MOT is a modified version of the design presented in [180] which uses

permanent magnets to produce the magnetic field gradient required to form

a MOT. The orientation of the bar magnets was optimised for uniformity to

achieve a 16(1) G/cm magnetic field gradient using the equations provided in

[181]. An annotated 3D CAD rendering of the 2D MOT assembly is shown in
16 The AOMs are actually operated at 88 MHz because the X ′

42 transition frequency is
half-way between the transition frequencies from F = 3 to F ′ = 2 and F ′ = 4. See
Section 8.3.2 in [117] for explanation.



Chapter 3. Experimental Set Up 63

Fig. 3.7(a). It consists of a metal cage which slides over the vacuum chamber

glass cell and attaches to the CF40 cube of the 2D MOT. The permanent

bar magnets are attached to two rectangular metal plates tilted at 45◦ to

the z-axis which run along the length of the glass cell. Four 3D-printed

shim coil formers attach to the cage. Each shim coil is wound with 11 m

of 1-mm diameter wire to produce a 2.87 G/A field at the atoms. Along

each of the two confinement axes of the 2D MOT there is one 3D-printed

optics mount and one retroreflective mirror assembly with three compact

mirrors from Thorlabs. Their orientation is shown in Fig. 3.7(b) for the

horizontal 2D MOT axis. An identical arrangement is used for the vertical

axis. Each 3D-printed optics mount houses two nonpolarizing beam splitters

(NPBS) and a right-angle (RA) prism to provide three trapping regions in

the glass cell. The first NPBS is a 30:70 and the second one is 50:50 to

give approximately equal light intensities across the three trapping regions.

Six quarter waveplates (QWP) per axis are required to achieve the correct

circular polarisation for a MOT. The QWPs are inserted into circular slots

cut into the metal frame of the cage.

We operate the 2D MOT with a 1/e2 beam waist, w0, of 10 mm to realise a

large trapping volume. The MOT is operated with cooling light at a detuning

of -3Γ = -2π× 15.7 MHz and resonant repump light. We use a total of

200 mW of cooling light and 7 mW of repump light split across the three

trapping regions which gives a saturation parameter, s = 12, when referenced

to the isotropic saturation intensity value for the F = 4 → F ′ = 5 transition

taken from [128]. A linearly-polarised 2D push beam is applied with its k-

vector along the cell length to direct the atoms from the 2D MOT region

to the 3D MOT region in the main chamber via the differential pumping

tube17. It has a waist of 0.8 mm and is typically operated with 100 µW of

optical power. In our design the final push beam mirror is mounted on the

optical table using a long 30 cm post, so it is very sensitive to alignment drift
17 The original design in [180] used a circularly polarised push beam.
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Figure 3.7: (a) Annotated 3D CAD rendering of the 2D MOT assembly. (b)
Schematic representation of the 2D MOT beam paths in the horizontal plane.
An identical set up is used to form the vertical 2D MOT confinement along
the z axis. Abbreviations: QWP - quarter waveplate, RA prism - right-angle
prism, NPBS - non-polarising beam splitter.

which manifests as slower 3D MOT loading. The original design in [180]

circumvented this issue by having the 2D push mirrors attached directly

to the cage. As part of regular experimental maintenance procedure, we

find that we need to align the push beam using the 3D MOT signal on a

2 second load cycle to optimise performance. Because the push beam has an

independent AOM to control its frequency and amplitude, we also tune these

parameters to achieve the fastest 3D MOT load time possible and maintain

a fast experimental repetition rate.
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3.2.3 3D MOT

Figure 3.8: (a) Section through a CAD rendering of the main experimen-
tal vacuum chamber showing the vertical MOT beam configuration. The
chamber geometry and the machined holes in the lens assembly constrain
the beam size and the alignment angle of the vertical MOT beams. Both
vertical MOT beams contain cooling and repump light. (b) Top-down view
of the main chamber showing the two counter-propagating horizontal 3D
MOT beams. The beam labelled as MOT+ contains cooling, repump and
D2 optical pumping light. The other horizontal beam only carries cooling
light. (c) Chameleon3 camera image of the 3D MOT cloud atomic fluores-
cence taken along the z-axis. Notice the light scattered from the in vacuum
lens assembly.

In the experiment the 3D MOT is used as a source of single atoms for loading

the holographic arrays. The atomic beam generated by the 2D push laser is

directed from the 2D MOT glass cell towards the centre of the main chamber.

This is where the 3D MOT is created using the in-vacuo coils that generate

the quadrupole magnetic field required to form a MOT. Typically, the coils

are driven with a current of 7 A during the MOT load sequence to reach a

magnetic field gradient of 12 G/cm. If left on for extended periods of time,

such as when aligning the 3D MOT mirrors, for example, the in-vacuo coils

can cause heating in the chamber and lead to an increase in the ion pump
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pressure reading. Such long periods of continuously running high current

inside the chamber coils are to be avoided when possible.

The orientation of the six laser beams required to form a MOT is shown in

Fig. 3.8. All the cooling light used to form the 3D MOT is controlled by a

single AOM as shown in Fig. 3.5. A mechanical shutter can be used to block

the vertical MOT beams before they are fibre-coupled to the chamber table.

This is necessary during the polarisation-sensitive non-destructive readout

(NDRO) procedure (see Section 5.1) because the circularly polarised vertical

MOT beams do not have a well-defined polarisation along the x-axis which is

our quantisation axis. Due to the geometric constraints set by the viewports

and the in-vacuum lens assembly, we found that we need to install a 1/2"

aperture on the output fibre collimator to reduce the diameter of vertical

MOT beams to ∼ 4 mm. In addition, 3D-printed caps were fitted on the

viewports through which the vertical beams enter the chamber to minimise

the background light scattering inside the chamber. These additions to the

set up led to significantly lower background camera counts in our single atom

images. The waists shown in Fig. 3.8 are the unapertured Gaussian waists

of the beams. The vertical MOT beams are retroreflected using mirrors

attached to the viewports at the bottom of the chamber using a custom-

machined cage mount. The cage mounts also have a space for installing

a quarter waveplate. After observing interference fringes in our 3D MOT,

we installed Piezo actuators18 on the back of our retro-reflecting mirrors

which improved the quality of our MOT, especially at the short 200 ms

load times used when loading an array of single atoms. On the horizontal

MOT axis, we operate with two counter-propagating beams instead of a

retroreflected configuration. This was an important design consideration

necessary for implementing NDRO because it allows us to toggle between a

σ- and σ+ polarised beam on the MOT- side for loading a MOT and NDRO

respectively. The NDRO process is explained in more detail in Chapter 5. To
18 PK25LA2P2 from Thorlabs
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Figure 3.9: Photo of the experiment main chamber showing external shim
coils and Chameleon3 camera used to image the MOT.

reduce the light scattered inside the chamber by the horizontal MOT beams,

8 mm diameter metal rings were installed in the output fibre collimators

to aperture the beams. Even with these measures in place, we could still

observe significant light scattering from the lens assembly as shown in the

image in Fig 3.8(c), which was taken with a Chamelon3 USB camera we use

to monitor the MOT fluorescence.

In order to have precise control of the magnetic field inside the chamber,

external 3D MOT shim coils were installed using aluminium bars and 3D-

printed corner sections to form the rectangular coil formers shown in Fig. 3.9.

The coils were wound with 1 mm diameter copper wire and have different

geometries for each axis. We use the shim coil along the x-axis to define

our quantisation axis, so it has the largest area and can produce a magnetic

field of 3.81 G/A at the atoms. Home-built coil drivers are connected to

our experimental control system and allow for automated scanning of the

magnetic field along each axis. This can be used to move the position of the

zero-gradient point of the quadrupole magnetic field and therefore control

the position of the 3D MOT in space.
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As we operate with two independent horizontal MOT beams, rather than

a retroreflected configuration, we observed that a power imbalance between

the two cooling beams can also significantly shift the MOT position along

the x-axis. Typically, we operate with 7 mW of cooling light in the horizontal

beams and 4 mW in the vertical beams to give a saturation parameter of 8.3.

The cooling beams have a detuning of -4Γ = -2π× 20.9 MHz from resonance

on the F = 4 → F ′ = 5 transition on the caesium D2 line. The vertical beams

also contain 0.6 mW of resonant repump light, while the MOT+ horizontal

beam has 0.35 mW of repump. The relatively low efficiencies of repump

power at the atoms compared to the repump laser output power is due to

combining the repump beams and cooling beams into the same fibre using

non-polarising beam splitters. Improving this will likely result in faster MOT

loading times, but even with this limitation we can use our MOT to load an

array with 225 sites in 0.25 s with >50% single atom load efficiency. A

typical 3D MOT load curve is shown in Fig. 3.10. Other state of the art

experiments report MOT load times of the order of 100 ms, but the majority

of them use UV-light-enhanced loading as outlined in [182] to achieve this.

With our experimental set up, installing this would be impractical due to

lack of easy optical access for the UV light source. In future experiments,

it would beneficial to make the 2D and 3D MOT beam sizes larger which is

expected to improve the loading speed and maximum atom number in our

set up [183].

3.2.4 Polarisation Gradient Cooling

Tweezer array experiments do not typically load atoms directly from a MOT.

Since we are aiming to load single atoms into our tweezers, and we want to

build large scalable arrays of 100s to 1000s of atoms with finite laser power,

it is desirable to load colder atoms into a shallower potential so we can make

more trap sites for a fixed laser power. In the SQuAre experiment we use the
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Figure 3.10: Typical 3D MOT load curve taken by converting Chameleon3
camera pixel intensity counts to atom number.

σ+σ- polarisation gradient cooling (PGC) method19 to achieve sub-Doppler

temperatures before attempting to load atoms into the tweezer arrays. As

the name implies, the effect is due to the polarisation gradients which are

present in an electric field generated by counter-propagating laser beams. If

the atom traverses these gradients at a rate faster than the decay rate of the

excited state, then there is a coupling between its internal energy and its

kinetic energy that can be exploited to achieve sub-Doppler temperatures.

Note that in a three-dimensional trapping configuration this polarisation gra-

dient is always present regardless of the chosen beam polarisations. However,

the name PGC is somewhat misleading because the theoretical framework

provided in the seminal works on the subject of sub-Doppler cooling considers

a combination of AC Stark shifts, optical pumping effects and polarisation

gradients to explain the observed experimental results [184, 185]20. In any

case, regardless of the exact physical effects which underpin the cooling pro-

cess, the practical implementation of sub-Doppler cooling always entails the

following. After loading a MOT, the quadrupole coils are switched off, the
19 This process is also referred to as Sisyphus cooling in the literature.
20 A good summary of the ideas outlined in these seminal papers is given in [186].
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cooling light detuning is increased and its intensity reduced. Careful zeroing

of the magnetic field is necessary to achieve balanced light scattering from

the atoms from all directions, otherwise the atomic cloud shoots off in a

direction along the axis of the field imbalance as shown in Fig. 3.11(a).

To achieve optimal performance we optimise the cooling light intensity and

detuning and then take a release recapture measurement to estimate the

atomic temperature following the method outlined in [187]. We chose to use

this method instead of the more-commonly used time of flight measurements,

because the only optical access point available for our MOT camera was

above the chamber. This would have skewed the results of the time of flight

measurement because the expanding atom cloud would have been falling

away from the camera focal plane under gravity. The high-performance,

sCMOS single atom imaging camera described in Section 3.4 is viewing the

3D MOT from the side, so it could have been used in principle, but its

narrow field of view designed for imaging microscopic single atom arrays

made it impractical to observe the expansion of the relatively large MOT

cloud over any meaningful time scales. The method we used entails forming

a MOT, switching off the quadrupole magnetic field, applying PGC for a

finite amount of time, and then switching off the lasers before recapturing

the atoms in a MOT again. By monitoring the fraction of atoms recaptured

after a given time in the dark, we can estimate the atom cloud temperature

using

fr = −2e
−v2c
v2
T vc√
πvT

+ erf

[
vc
vT

]
, (3.3)

where vc = Rc/∆tdark and Rc is the estimated radius of the MOT cloud

which we approximated as the size of our smallest MOT beam (2 mm radius).

Using this method we recorded a temperature of the MOT as 251(1) µK as

shown in 3.11(b). The subsequent PGC optimisation process revealed that
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Figure 3.11: (a) Zeroing of magnetic field inside chamber. Top row of images
show atom cloud dispersing in the vertical direction due to a field imbalance.
Bottom row shows the results after zeroing the field using the 3D MOT
shim coils. The atom cloud is still visible 4 ms after switching off the MOT
gradient coils. (b) Atom cloud temperature measurements using the method
from [187] showing improvements after sequentially introducing two-stages
of PGC.
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the optimal configuration requires two stages of PGC. Stage 1 is operated

at a detuning of -5.8Γ for 3 ms and s = 1. For stage two we increased

the detuning to -8 Γ, reduced the powers to obtain s = 0.5 and reduced

the duration to 2 ms. The coldest temperature recorded with this method

was 37(4) µK, which was good enough to load our arrays, but it is more

than ten times hotter than the coldest temperatures achieved with caesium

atoms using PGC [188, 189]. Notably, the temperatures in [188, 189] were

measured using the conventional time of flight technique. Therefore, we

attribute the hotter temperature estimated from our data to the method we

chose to employ, which was originally developed for a MOT generated by an

optical nanofibre which has a spherical shape. Since our MOT is cigar shaped

based on our beam geometry, this spherically-shaped MOT approximation

is no longer valid resulting in a systematic uncertainty in our fit parameters.

Because this temperature did not limit our ability to load the holographic

trap arrays with single atoms, which is the focus of this work, we did not

investigate the atom cloud temperature any further.

3.3 Holographic Atom Arrays

3.3.1 Confining Atoms with Light

The aim of this section is to explain the methods by which we confine atoms

with light in order to explore single-atom physics. The key physical principle

that underpins optical dipole traps is the AC Stark shift discussed in Section

2.3.7. By using tightly focused light far-off-resonant from any atomic transi-

tions, we use the AC Stark shift to engineer a trapping potential for atomic

populations in specific energy levels. In the context of dipole trapping of

neutral atoms, the AC Stark shift induced by a laser field, Eq, with angular

frequency, ω, is often expressed in terms of the real part of a complex-valued

dynamic polarizability, α(ω), [56] as
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∆EAC = −Re[α(ω)]E2
q

4
. (3.4)

The polarizability term captures the information from the full multi-level ex-

pression for the AC Stark shift provided in eq. (2.46) and its sign determines

the sign of the energy shift21. As a result of this, a dipole trap of a given

wavelength may be trapping for some states and repulsive for others, because

α(ω) can have a different sign for excited and ground states.

By remembering that the force is defined as the gradient of a potential and

considering equation 3.4, we can see that the electric field of a far off-resonant

laser will give rise to a spatially-varying force as

F = −∇Udipole(r). (3.5)

If we use the form of the AC Stark shift from eq. (3.4), and use the relation

between the field intensity and the electric field amplitude22, we can express

the trapping potential created by a Gaussian beam as

Udipole(r, z) = −α(ω)
2ϵ0c

I(r, z). (3.6)

We can then use the formula for the spatial intensity profile of a TEM00

Gaussian beam in cylindrical coordinates to express the trapping potential

in terms of a trapping potential amplitude, U0, a Rayleigh range, zR = πω2
0/λ,

and the 1/e2 beam intenity radius, w(z) = w0

√
1 + (z/zR)2 as

Udipole(r, z) =
U0

1 + (z/zR)2
exp

(
−2r2

w(z)2

)
. (3.7)

Writing down this form of the trapping potential is useful for seeing that
21 The dynamic polarisability can be expanded in terms of scalar, vector (axial) and tensor

polarizability components as discussed in reference [190]. Only circularly polarised light
induces a non-zero vector polarizability which lifts the degeneracy of the mF levels.

22 Ipeak = 1
2ϵ0c|Erms|2.
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the radial trap profile is Gaussian, while the axial beam profile is Lorentzian.

Since the Rayleigh range is larger than the beam waist, the confinement along

the radial direction is stronger than along the axial direction23. The term U0

is a function of the polarizabilities of all the energy levels and sublevels to

which the caesium ground state has a dipole coupling to, but a reasonable

approximation can be obtained for the ground state by only considering the

D1 and D2 lines in the case where the trapping light is linearly polarised

with a detuning from resonance much larger than the hyperfine splitting of

the ground states24 as [153]

U0 =
ℏΓ2I0
8Isat

(
1

3∆D1
+

2

3∆D2

)
, (3.8)

where I0 is the Gaussian beam intensity of the trap laser25, Γ is the excited

state linewidth of the 6P3/2 state, and Isat is the saturation intensity of the

cycling transition26, Isat = 1.1 mW/cm2. If the thermal energy of the atoms,

kBT , is ≪ U0, then the atoms only explore the bottom of the trap potential.

In this case we can approximate the motion of an atom confined inside the

trap as a harmonic oscillator and write down equations 3.9 to describe the

angular trap frequencies along the radial and axial directions as [56]

ωr =

√
4U0

mw2
0

, (3.9a)

ωz =

√
2U0

mz2R
. (3.9b)

23 This is why dipole traps are typically propagated along the horizontal axis such that
the stronger radial confinement is acting against gravity.

24 This is the case for our experiment where the detunings of the 1064 nm trap laser from
the D1 and D2 lines are −2π × 53.2 THz and −2π × 70.15 THz respectively. Both of
them are ≫ 2π × 9.192 GHz, the hyperfine splitting of the 6S1/2 ground state.

25 The intensity of a Gaussian beam is expressed in terms of the measured beam power,
P , and waist, w0, as I0 = 2P

πw2
0
.

26 In principle one should consider the difference in the trapping laser detuning for atoms
in F = 3 and F = 4 hyperfine ground states, but the difference in U0 amounts to less
than 1%.
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Scaling To Larger Numbers of Traps

The first optical dipole trap was demonstrated by Chu et al. [191] in 1986 for

an ensemble of 500 sodium atoms and has since then been used to trap and

manipulate molecules [192] and even bacteria [193]. Today, our challenge is

to make very large numbers of these traps in two and even three dimensions

and use them to trap single atoms. A number of different methods to achieve

this scaling of the dipole trapping technique are used in current state-of-the-

art experiments which have their own advantages and disadvantages. These

include using passive optics such as micro lens arrays [62] or amplitude masks

[57], multi-tone driving of an acousto-optic deflector (AOD) using an arbi-

trary waveform generator (AWG) [59, 194] and using holographic techniques,

usually in the form of phase-modulating spatial light modulators (SLMs)

[60, 61, 195]. The benefit of the AWG and SLM methods is that they are re-

configurable unlike the static methods using passive optical elements, which

are more efficient in terms of laser power and do not introduce additional

noise. The AWG method is dynamically re-configurable on a microsecond

timescale, while the SLM method requires hundreds of milliseconds to a few

seconds in order to update the holographic trap pattern. Hybrid methods

that combine an AOD with a partitioned SLM showing multiple holograms

have been recently proposed in [111] as a way of getting the best of both

worlds. The benefit of the SLM method is that it gives more flexibility

for shaping the trapping potentials beyond the standard TEM00 Gaussian

spot traps used to trap ground state atoms in most large scale neutral atom

quantum computing demonstrations to date. In our project we have opted to

pursue the SLM approach using the set up described in the following section.
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Figure 3.12: Schematic diagram of the 1064 nm trapping laser used to
generate arrays of red-detuned holographic dipole traps using an SLM.

3.3.2 Red-Detuned Traps

1064 nm Trapping Laser Set Up

We use a bespoke 1064 nm Equinox diode laser from M Squared Lasers with

a maximum output power of 20 W in continuous wave (CW) operation to

generate our red-detuned traps. This wavelength was chosen because it is

far detuned from resonance to minimise off-resonant scattering and there are

high-power 1064 nm lasers readily available to allow for scaling to large atom

numbers. A schematic representation of the laser set up is shown in Fig.

3.12.

The 1064 nm light is switched on and off at the atoms using a single-passed

AOM27. We chop the 1064 nm laser out-of-phase of with the 852 nm cooling

and imaging light to reduce atom heating due to populations in anti-trapped

excited states and to suppress the tensor AC Stark shifts on the 6P3/2 state

due to the 1064 nm light, which is linearly-polarised along the x-axis in the
27 G&H AOMO 3110-197.
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lab frame. A 1 MHz square waveform generated by a field-programmable

gate array (FPGA) is applied to the AOM TTL control port to achieve

this. The AOM is also used to implement amplitude ramps to adiabatically

lower the trapping potential after imaging the atoms and thus reduce the

temperature28 of the atoms inside the traps during gate operations [197]. A

typical ramping schedule is shown in Fig. 3.14(a). After passing through

the AOM, the 1064 nm beam is expanded to a waist of 6.7 mm with a

telescope and then apertured down to 12 mm diameter in order to fill the

sensor of a liquid-crystal spatial light modulator (SLM)29 with dimensions

12 mm x 15.8 mm following the method outlined in [198]. By filling the

SLM sensor with light, we maximise our phase-modulation resolution because

the beam intensity is distributed over the largest number of pixels. The

SLM holograms are generated using the adaptive weighted Gerchberg-Saxton

(WGS) algorithm from [199], and applied on top of a flatness-corrected blazed

grating to separate the array from the zeroth order beam. After the SLM,

a telescope is used to image the array as diffraction limited spots inside

the chamber. The first imaging plane before the chamber was used for initial

feedback in setting up the SLM hologram. For this initial feedback, a camera

was placed in the telescope focal plane and the the intensity of the individual

trap spots was optimised for uniformity using an iterative procedure. The

1064 nm hologram is passed through a dichroic mirror to combine it with the

800 nm blue-detuned trapping light and the 852 nm fluorescence collection

for our single atom imaging. After passing through the two in-vacuum lenses,

the majority of the trapping light is safely dumped with a few mW of light

directed towards an iDS uEye 2D re-imaging camera used to provide feedback

during alignment of the 1064 nm arrays.
28 The adiabatic lowering of the trap depth does not alter the occupation probabilities

of the vibrational modes of the atom inside the trap modelled as a quantum harmonic
oscillator [196]. This results in T/

√
U0 being a conserved quantity.

29 Hamamatsu X13138-WR
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Trap Loading Procedure

With the holographic trap array overlapped with the centre of the 3D MOT,

we apply chopped 1064 nm trapping light during the MOT load and PGC

phases and then switch off the cooling light and give the MOT cloud 100 ms

to disperse with the trapping light on continuously. The typical trap depth

during the MOT load stage is 3 mK, but because the traps are chopped out

of phase with the cooling light with a duty cycle of 50%, the effective trap

depth is 1.5 mK. At this point, each trap could contain multiple atoms, so

to ensure we are left with single atoms in each trap site we use red-detuned

light-assisted collisions (LAC) to engineer atom-atom interactions which eject

all atoms in sites with multiple occupancy [200]. Typical LAC durations in

our experiment are ∼ 50 ms. At the end of the process we are left with a

single atom in > 50% of the traps. Typical loading rates in our experiment

are 51(2)% for a 225-site array. Higher loading rates of up to 57(3) % have

been achieved on smaller arrays. Alternative techniques for LAC using blue-

detuned light have been demonstrated with single atom load probabilities

of up to 90 % [64, 201], but we have not attempted to implement them in

our current set up due to time constraints. A typical experimental sequence

including the steps required to load the traps is shown in Fig. 3.13.

Trap Characterisation

Once we have obtained an atomic fluorescence signal as described in Section

3.4, we are able to calibrate the trap parameters. We first record a trap

lifetime measurement by loading single atoms into the traps, taking a first

image of the occupied sites and then scanning the time spent in the traps

with all other light sources switched off before re-imaging to check for atom

loss. The atoms can be lost from the traps due to background gas collisions,

heating from off-resonant scattering of the 1064 nm trapping light or inter-

actions with leakage resonant light from the MOT or other laser sources. To
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Figure 3.13: Timing diagram of the procedure required to load single caesium
atoms into our 1064 nm red-detuned traps. The beam power is expressed in
terms of the saturation parameter s defined in Section 2.3.3.

eliminate the latter loss source, we use home-built laser shutters described

in Section 3.5 to physically block any leakage light from reaching the atoms.

To account for the other two effects, we follow the method from [202] to fit

our measurement results with the expression

Ptotal(t) = Pcollision(t)× Pheat(t), (3.10)

where the two constituent terms are given by

Pcollision(t) = e−t/τ , (3.11a)

Pheat(t) = 1− exp

(
− U0

kB(T0 + αt)

)(
1 +

U0

kB(T0 + αt)
+

U2
0

2k2B(T0 + αt)2

)
,

(3.11b)
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where T0 is the initial temperature of the atoms and α is the heating rate.

The temperature T0 was obtained from a trap release and recapture measure-

ment performed at the same trap depth, Pexpt, as the lifetime measurement.

The experimental data from a release recapture measurement is shown in

3.14(b) and the red curve is a fit performed with a Monte Carlo simulation

of the atomic trajectories with velocities sampled from a thermal Boltzmann

distribution [203].

The results of a trap lifetime measurement are shown in Fig. 3.14(c). By

fitting the data with equation (3.10), we obtain a trap lifetime of 12(1) s

with a heating rate of 0.19(6) µK/s due to the 1064 nm light for a starting

temperature, T0 = 1.1(5) µK, and U0 = 30 µK for atoms held in the Pexpt

stage of our trap ramping schedule without toggling the trapping light on

and off in order to avoid additional heating. The fitted heating rate is an

order of magnitude higher than the predicted value of 0.02 µK/s calculated

using

α =
Trec

3
Γsc (3.12)

from reference [204] with a caesium D2-line recoil temperature Trec = 180 nK

and a 1064 nm photon scattering rate, Γsc, of 0.32 1/s for a 30 µK deep

trap obtained from reference [147]. A similar disagreement was observed

with 87Rb atoms in reference [205] and attributed to residual 780 nm leakage

light. Since we have mechnical shutters blocking the 852 nm resonant light

in our set up, a more likely explanation would be 1064 nm laser intensity

noise or pointing instability as reported in [206]. An alternative explanation

would be insufficient data points to accurately perform the fit to extract such

a low heating rate. If we fit the available data using only equation (3.11a)

as shown in red in Fig. 3.14(c) thereby effectively neglecting the heating

rate, we obtain a lifetime of 11.3(4) s with a smaller fit error suggesting that

the trap heating effects are being over-estimated when fitting with the full
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expression. To more accurately measure this low heating rate, we would

have to extend the measurement time further to longer release times and

check which fit provides better agreement, but such measurements are very

costly in terms of experimental time and have been left as possible future

work. The measured trap lifetimes provides a good estimate of the baseline

survival probability of the atoms in our experiment. Typically the atoms

spend 160 ms in the traps between the end of the first and the start of the

second image, and using the 12 s lifetime we estimate a baseline survival

probability of 0.9867(1), in good agreement with our experimental results.

Figure 3.14: (a) Typical trap amplitude ramping schedule for the trap char-
acterisation experiments. The trap temperature and trap lifetime measure-
ments were both taken at the experiment trap amplitude value, Pexpt, which
is set to be 1% of the maximum trap amplitude used during loading. (b)
Results from a release and recapture temperature measurement where the
atoms have been released from the Pexpt trap depth. The fit is obtained
using a Monte Carlo simulation of the atomic trajectories. (c) Results from
a trap lifetime measurement taken at Pexpt. The fit shown in balck was
obtained with equations (3.11). The red curve is a simpler fit using only
equation (3.11a) that shows better agreement with the data.

Finally, we measure the radial trapping frequencies as a function of the ap-

plied 1064 nm power for a rectangular array of 13 x 13 traps as shown in



Chapter 3. Experimental Set Up 82

Fig. 3.14 following the method from Section 2.3.3 in reference [205]. In this

method, the trap light is switched off for two time periods, t1 and t2, sepa-

rated by a variable hold time in the trap, thold. The exact values of t1 and

t2 depend on the temperature of the atoms in the traps and the trap depth,

but they are typically of the order of a few µs. To make an informed guess

for what durations to use, we run a Monte Carlo simulation seeded with the

measured atom temperatures and an approximate trap depth. When the

trap is modulated on resonance with the atomic motion, this leads to atom

loss at twice the radial trap frequency because the atom can be ejected from

the trap at either end of the harmonic trapping potential. We typically use

a power of 44 mW/trap while loading atoms from the MOT and then ramp

down as shown in Fig. 3.14(a). By taking a series of measurements over a

range of powers, we can use equation (3.9a) to obtain a fit for the trap waist

for each trap site. Using this method we arrive at a weighted average trap

waist of 1.48(5) µm, where the quoted error represents the standard error of

the mean based on the distribution of fitted trap waists across the 169 site

array.
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Figure 3.15: (a) Experimental sequence for trap frequency measurement
adapted from [205]. The trap is switched off for two time periods, t1 and
t2, with a variable hold time in between them of thold to excite the radial
motional mode of the trapped atom. When this is done on resonance with
the atom’s motion, the atom is lost from the trap. (b) Single trap data from
a trap frequency measurement at a power of 74 mW/trap. The likelihood of
the atom surviving the process without being lost from the trap oscillates at
twice the radial trapping frequency, ωr. The solid line was fit using a damped
sine wave. (c) Radial trap frequency measurements for a range of different
powers used to estimate the trap waists for 169 traps inside the chamber.
The fit of the trap waists was obtained using equation (3.9a).

This measurement technique is less suited for measuring the axial trapping

frequency, because it is expected to be several times smaller than the radial

trapping frequency as can be seen from the definitions in equations (3.9).

Using the relation

ωz =
λ√
2πw0

ωr (3.13)

we estimate that our axial trapping frequency amounts to 16.5 % of the radial

trapping frequency for a given trap depth. This means that the hold and

release times would need to be proportionally longer which would result in

reduced signal level due to atoms escaping the trapping region during release.
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An alternative technique, parametric excitation, can be used to measure the

radial and axial frequencies by modulating a trap parameter such as power

or position and scanning the modulation frequency until atom loss is induce

on resonance with either trapping frequency [207, 208].

For specific arrays such as the 49-site array used for non-destructive read-

out and the 225-site array used for randomised benchmarking, we also apply

adaptive intensity feedback using atomic signal on the D1 resonance to mod-

ify the trap intensity weightings and achieve improved trap uniformity. The

D1 line was chosen because it experiences a scalar AC Stark shift due to

the 1064 nm light, unlike the D2 line which sees a tensor shift. By applying

1 µW of laser power in our 895 nm D1 optical pumping beam, described in

Section 3.5, for 3 ms we perform spectroscopy on the D1 line in the presence

of a deep 1064 nm trap. We use the distribution of resonant frequencies

to feedback to our hologram generation algorithm in order to maximise the

mean AC Stark shift and minimise the variation in the resonant frequencies

across the array. Figure 3.16 shows the improvement after 5 iterations of this

process when applied to an array of 225 atoms spaced by 8 µm which was

used for randomised benchmarking in Section 4.5. The standard deviation

of AC Stark shift distribution across the array was reduced from 2.83 MHz

(11 %) to 0.864 MHz (3 %). This translates directly to improved 1064 nm

trap depth homogeneity because of the linear relationship between the two.

Our feedback method assumes that all the atoms have the same tempera-

ture and sample the trap intensity in the same way. This assumption may

not be true for a single experimental realisation, but each data point was

based on 100 experimental runs and the distribution of atomic velocities can

be reasonably expected to converge to a common mean across traps for this

number of samples. Ideally the trap frequency measurements from Fig. 3.15

would have been repeated on the corrected array to verify that this feedback

procedure translated to improved uniformity of the trapping frequencies, but

this was not done at the time due to time constraints.
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Figure 3.16: (a) Example D1 line resonances in the presence of 1064 nm
light shown here for three out of 225 sites before intensity feedback. (b)
D1 resonances for the same traps after 5 rounds of intensity feedback. (c)
Histogram of initial and final distributions of AC Stark shifts induced by
1064 nm on 225 trap sites demonstrating improved uniformity due to the
intensity feedback procedure.

3.3.3 Moving Tweezer Trap

The 1039 nm light for the moving tweezer trap is sourced from the same laser

as the one used for our two-photon Rydberg excitation scheme described

in Section 3.7. The tweezer beam path contains a single-passed AOM for

switching and a crossed XY acousto-optic deflector (AOD)30 which is used

for steering the beam to individual trap sites on the array. After taking an

initial image of the atoms loaded into the array, the computer control sys-

tem generates atom sorting commands which are sent to the serial port of a

Teensy microcontroller. The Teensy converts these move commands to volt-

age signals using a pre-calibrated lookup table. The Teensy outputs are sent

to a dedicated Analog Devices AD5686 digital-to-analogue converter (DAC)

through a low-pass RC filter to suppress noise peaks close to the typical trap
30 DTSXY-400 2-axis by AA Opto-Electronics.
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frequencies in the range 10-100 kHz similarly to the design described in [209].

The filtered signal is then amplified to match the range of the frequency to

voltage converters of the XY AOM driver board. The Teensy is interfaced

with our computer control system via USB so it can receive instructions on

atom sorting steps with a high bandwidth such that the limits on the sorting

speed are only imposed by the physics of the atom in the trap. Typical ex-

ecution times are 3 ms per move. This is limited by the amplitude ramping

rate when picking up and releasing atoms which was observed to cause atom

loss if too fast. The 1039 nm moving tweezer trap is focused to a 1.53(8) µm

spot and operated with 50 mW of optical power at the atoms giving a trap

depth of 4 K. Best performance is achieved with a high ratio of moving

tweezer to static tweezer trap depth, so the 1064 nm traps are operated at

reduced amplitude close to Pimage in Fig. 3.14(a) to give a trap depth of

1 mK. Using a custom sorting algorithm that aims to avoid moving atoms

across filled sites, we achieve a 10% defect-free rate with a single round of

sorting and a 40% defect-free rate with three rounds of sorting when deter-

ministically filling 49 sites from an underlying two-dimensional rectangular

array of 121 stochastically-loading static traps. This is competitive with the

state-of-the-art defect-free probabilities for 2D array sorting where they have

been reported in the literature [66, 210]31. The limiting factor for the success

probability as the array size increases is the finite lifetime of the atoms in

the traps which leads to loss of sorted atoms as the duration of the sorting

sequence increases. Further details on the moving tweezer traps and custom

algorithm implemented in our experiment are available in [165].
31 Not all publications include the defect-free array probability as a metric. Higher defect-

free probabilities have been reported for one-dimensional arrays in the original set up
using multi-tone driving of an AOD [59], but newer publications from this group have
omitted this parameter.
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3.4 Fluorescence Imaging of Single Atoms

To extract the information from our experiment we take fluorescence images

of the single atoms inside our dipole traps. We use a Prime BSI sCMOS

camera from Teledyne Photometrics with a quantum efficiency of 47% at

852 nm to detect our single atom signal. The camera is mounted in a custom

cage attached to a translation stage for precise focus adjustment. The optical

system used to collect the single atom fluorescence is shown in Fig. 3.17. It

is designed to give diffraction limited performance up to an object offset of

40 µm with a magnification of 7.47, which translates to a field of view (FOV)

of 80 µm at the focal plane inside the chamber, enough to fit a square lattice

of 400 atoms with a 4 µm spacing. A stack of two optical filters are installed

in the camera telescope to achieve a narrow bandpass filter centred at 852 nm

for minimising background noise levels.

The in-vacuum lens light collection efficiency for an isotropic photon emission

pattern is 5.4% based on a numerical aperture (NA) of 0.45. We estimate a

transmission of 70 % through all the imaging optics with the most significant

losses coming from the two filters and the two dichroic mirrors32. Based

on these parameters and the camera quantum efficiency, we arrive at an

overall photon collection efficiency of 1.76% for our system. During non-

destructive readout (NDRO) all beams illuminating the atoms have a well-

defined circular polarisation. In this case, the overall light collection efficiency

of the system is calculated using the method from [211] which accounts for

the non-isotropic emission pattern of an atom emitting a circularly polarised

photon. Based on this method and the 90◦ collection angle in our system

with respect to the quantisation axis, we arrive at an in-vacuum lens light

collection efficiency of 7.6% during NDRO, resulting in an overall imaging

system collection efficiency of 2.5 %. For these estimates we have assumed

that we have defined a sufficiently large region of interest for each atom in
32 The calculation does not account for the astigmatism of any angled dichroics or filters.
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Figure 3.17: Schematic representation of the experiment single atom imaging
system.

terms of number of pixels, such that all fluorescence from it is captured in

our camera counts.

The fluorescence signal is obtained by shining cooling and repump light from

the 3D MOT beams onto the atoms with powers and detuning similar to the

ones used during the PGC stages, but optimised for balanced performance

between minimal atom loss and highest separation between signal and back-

ground. Notably, this imaging process cannot determine if the atoms are in

the ground state hyperfine F = 4 or F = 3 levels as atoms in both manifolds

fluoresce. The imaging light is applied for 40 ms, but we expose the camera

for 50 ms to allow time for the rolling shutter to initialise the full range of

pixel rows used for imaging the atoms. Once trained on the atom positions,

the camera only communicates the pixel intensity sums in the identified re-

gions of interest (ROIs) for faster data transfer to the experimental control

system instead of sending the full images. The training process entails saving

fluorescence images of the atoms and identifying the high-intensity pixels in

a 100-shot averaged image. These high intensity regions correspond to trap

sites and their pixel co-ordinates are approximated using a simple threshold-

ing procedure in the first instance. Then we iterate over the identified trap

sites and select the n brightest pixels in a region of radius dx around the

brightest spot as shown in Fig. 3.18(b). We usually work with n = 10 and
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dx = 7, but the value of dx needs to be reduced for array spacing smaller

than 6 µm to avoid pixel cross-talk from adjacent traps33. We then produce

histograms such as the ones shown in 3.18(c) by considering the distribution

of pixel intensity sums for the identified ROI across 100 camera images. The

distribution on the left represents background fluorescence counts, i.e. the

absence of an atom in the trap site during a given camera image, and the dis-

tribution on the right represents the atom fluorescence signal, i.e. there was

an atom in the trap during that image. A binomial distribution is trained on

the histogram to obtain a threshold which minimises the infidelity defined as

the average of the false positive and false negative counts. Typical discrim-

inator fidelities in our experiment are > 0.999. The process is repeated for

all trap sites to produce a full set of thresholds as shown in 3.18(d). Using

these thresholds, we can convert the atomic fluorescence signal into binary

information about the presence or absence of atoms in different images at

different times in the experimental sequence. In addition, the information

about the atoms’ locations in space is used to train the moving tweezer so it

can convert image co-ordinates to voltages output from the Teeensy DACs

and address single atoms in specific trap sites.

In a typical experiment we take multiple images, and after every image except

the final one we apply an additional stage of polarisation gradient cooling

(PGC). We refer to this stage as PGC3 and its parameters are optimised

on a release and recapture measurement of the type shown in Fig. 3.14(b).

The typical PGC3 duration is ∼ 5 ms with a detuning of -8Γ and saturation

parameter, s = 1. The most basic experimental sequence uses two images.

The first one is used to determine which sites were loaded with a single

atom and the second image is applied at the end of the experiment to check

which atoms had survived the particular experimental sequence. Additional

images are inserted when atom sorting is used in the experiment. The atom

sorting sequence requires information about which sites contain an atom at
33 The optical system target magnification gives a 1x1 µm pixel size.
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Figure 3.18: Brief summary of the process used to count single atoms in
fluorescence images obtained using our sCMOS camera. (a) Averaged atom
fluorescence signal across 100 camera images. The highlighted atom is the
one used to obtain the data in (b) and (c). (b) After identifying a rough
region of interest for a single atom on our averaged image, the ten brightest
single pixels in the region are selected to produce a histogram. (c) Histogram
of pixel intensity counts from the region shown in (b) based on 100 images.
The data is fitted with a binomial distribution which minimises the infidelity
resulting from either false positive or false negative atom detection events.
(d) Final result of the discriminator training procedure for a 225 site array
in the form of a 2D histogram. The red lines are the thresholds and the
colour brightness represents the number of data points with a given ROI pixel
count showing two distinct groupings at 1400 and 1800 counts representing
the background and the atomic signal respectively.
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the start of the experiment. If multiple stages of sorting are used, then each

stage requires an image in order to obtain knowledge of the current trap

occupancy. Finally, we may wish to insert a non-destructive image which

uses the same analysis framework, but a different laser light configuration

and underlying physical processes outlined in Chapter 5.

3.5 State Preparation & Detection

One of the DiVincenzo criteria for quantum computation is the ability to

deterministically initialise the atoms in a well-defined qubit state at the be-

ginning of the experiment [28]. In our experiment we have the ability to

initialise the atoms into two different internal states of the Zeeman-resolved

hyperfine ground state manifold. Both methods use incoherent light scatter-

ing to accumulate atomic populations in a single mF sublevel of the ground

state 6S1/2|F = 4⟩. This is why we refer to our state preparation as optical

pumping (OP). We shall look at each method in turn, starting with optical

pumping into the clock state using the D1 line.

3.5.1 Optical Pumping

D1 Optical Pumping

Our implementation of D1 optical pumping uses 895 nm light produced by a

Toptica DL-PRO diode laser. Before it reaches the atoms, the light is double-

passed through a 200 MHz AOM for frequency control and fast switching.

It is then coupled into a single-mode polarisation-maintaining fibre trans-

porting it to the main chamber table. Similarly to the repump laser set

up described in Section 3.2.1, the D1 OP laser lock uses a polarisation spec-

troscopy frequency locking technique. However, unlike the repump beam, the

spectroscopy arm of the 895 nm laser is double-passed through a 200 MHz
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AOM such that the laser can be directly locked to the F = 4 → F ′ = 4

resonance on the D1 line that we use for optical pumping. Passing the

spectroscopy light through an AOM allows for greater frequency tuneability

of the laser lock. This was useful when performing the 1064 nm intensity

feedback on the D1 line, for example, where at times the AC-Stark-shifted

resonance could exceed the dynamic range of the D1 OP AOM. By shifting

the spectroscopy AOM detuning, we could shift the available dynamic range

in frequency space.

As shown in Fig. 3.19(a), the beam is incident on the atoms from above

with a linear polarisation vector directed along the quantisation axis (x-axis

in the lab frame). We apply a 6.0 G bias magnetic field to lift the degen-

eracy of the Zeeman sublevels. Note that this value is slightly different to

the 5.7 G used for optical pumping on the D2 line. We chose to operate like

this because the fidelity of the D1 OP responded to the magnitude of the

quantisation axis field and we found optimal performance at 6.0 G. This is

somewhat counter-intuitive because we already use the shim coils along the

y- and z-axes to align the polarisation vector of the optical pumping light

with the bias magnetic field vector, but this alone was not enough to achieve

optimal fidelity. We attribute this to the 3D MOT shim coil mounts which

are not perfectly rigid and were mounted with some finite error in alignment,

such that the x-axis shim coil had some finite components along the y- and

z-axes which we were not able to compensate the smaller y- and z-shim coils

alone. To ensure high polarisation purity we use a Glan-Taylor polariser

with a higher extinction ratio than standard polarisation optics34. This is

an important consideration for achieving optimal optical pumping fidelity as

will be explained in the next paragraph. The beam waist at the atoms is w0

= 800 µm and we typically operate it with 50 µW of optical power which

gives a saturation parameter s = 0.8. Our typical D1 optical pumping pulse
34 The extinction of Glan-Taylor polariser is 100,000:1. Standard broadband polarising

beam splitters have extinction ratios of 1000:1.
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duration is 1 ms.

The physical principle of D1 optical pumping is rooted in the hyperfine

structure selection rule that prohibits transitions with both ∆F = 0 and

∆mF = 0. Figure 3.19(b) illustrates how this can be utilised to accumulate

atomic populations in the 6S1/2|F = 4,mF = 0⟩ state. Upon applying a

bias magnetic field, we start with our atoms randomly distributed amongst

the different mF sublevels in the ground state hyperfine manifold. When

we apply a pulse of π-polarised D1 OP light, we drive transitions from all

mF sublevels except the mF=0 state because of the aforementioned selection

rule. Over time, this leads to accumulation of populations in the upper clock

state (|F = 4,mF = 0⟩), provided that we have a high-enough polarisation

purity to minimise population leakage to the m′
F = ±1 states. We also need

to apply a repump beam to re-introduce populations that have decayed into

the F = 3 manifold back into the optical pumping cycle. In our case, we

found that using the vertical repump beams, which are randomly-polarised

with respect to the quantisation axis35, gives best results. The same scheme

could work on the D2 line with 852 nm light, but the main benefit of using

the D1 line is that the nearest (and only) other hyperfine state is separated in

energy by 1.167 GHz. This gives a four-times larger detuning from the near-

est off-resonant state than using an equivalent clock state optical pumping

configuration on the D2 line. In this case we would use the F = 4 to F′=5

transitions for optical pumping, whose energy difference from the F ′ = 4

manifold is only 250 MHz. The larger the detuning, the greater the suppres-

sion of off-resonant scattering which, along with polarisation impurities, is

one of the major contributors to reduced optical pumping fidelity.

To characterise our D1 OP performance we record an optical pumping time

constant, τOP, and a depumping time constant, τDepump, as shown in Fig.

3.19(c) and (d). For the former, we image the atoms, apply the bias magnetic
35 The beams have circular polarisation but because their k-vector is not colinear with the

quantisation axis, the effective polarisation of the beams as seen by the atoms is not
well defined.
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Figure 3.19: D1 optical pumping into clock state. (a) Schematic diagram of
the D1 OP laser beam entering the main experimental chamber. The quanti-
sation magnetic field is along the x-axis in the lab coordinate frame, parallel
to the D1 OP beam polarisation vector, ê895. (b) Schematic illustration of
the D1 optical pumping process with π-polarised light. The repump beam
coupling the F = 3 manifold to the F = 4 manifold on the D2 line is not
shown. (c) Measurement of D1 optical pumping time constant. The fit is an
exponential decay. (d) Measurement of the depumping rate out of the clock
state as a function of the duration of the D1 OP pulse. The atoms start this
measurement optimally prepared in the clock state. The fit in (d) is a rising
exponential. Based on the fits in (c) and (d) we infer a maximum optical
pumping fidelity of 0.974(3).

field and then scan the duration of a D1 OP pulse. Following that, we apply

a destructive blow away beam to heat out atoms in F=4 out of their traps

as described in Section 3.5.2 before imaging the atoms a second time. This

measurement does not discriminate between different mF levels in the F = 4

manifold, but we can infer this information from the maximum contrast of our

microwave hyperfine ground state Rabi oscillations as described in Section

3.6. By fitting the data with a decaying exponential, we obtain an optical

pumping time constant of 0.079(1) ms. The second measurement is done

after the D1 optical pumping stage. We switch off the repump light and
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only apply 895 nm optical pumping light with a variable duration. The rate

of increase in the F = 3 population is an indicator of our optical pumping

infidelity because the atoms initially prepared in the |F = 4,mF = 0⟩ state

by the optical pumping light begin to leak out into the F = 3 manifold due

to polarisation impurity and off-resonant scattering. We record a depumping

time constant of 3.0(2) ms. Using these two values, we can estimate the

maximum achievable optical pumping fidelity in our system using equation

[212]

FOP = 1− 1

τDepump/τOP
. (3.14)

The result is a maximum fidelity of 0.974(3). The optical pumping fidelity

could not be improved any further with simple scanning of experimental

parameters such as D1 OP and repump detunings, shim coil and bias field

values during optical pumping. A Raman-enhanced optical pumping method

similar to what was implemented in [75, 81] could be used to improve this

further. The most recent paper from the same group reported that this

Raman-enhanced optical pumping method was causing significant heating

due to the many cycles required to achieve full transfer and implemented

a revised scheme outlined in [78]. The alternative scheme uses decohered

stretched state optical pumping into the |F = 2,mF = 2⟩ state of 87Rb fol-

lowed by composite Raman pulses to coherently transfer atomic populations

to the clock states. This improved scheme could be implemented in our ex-

periment, but the larger number of hyperfine sublevels in 133Cs compared

to 87Rb would make the transfer sequence longer and thus more challenging

to realise experimentally. Optically pumping into the F = 3,mF = 0 state

instead might improve this by reducing the number of hyperfine states in the

manifold by two thus reducing the number of scattering events required.
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D2 Optical Pumping

As described in Section 3.2.1, the D2 optical pumping light is derived from

the same 852 nm laser as the MOT light, but locked near resonance to the

6S1/2|F = 4⟩ → 6P3/2|F ′ = 4⟩ transition using an 80 MHz AOM. Figure

3.20(a) shows a schematic representation of the beam’s orientation with re-

spect to the experimental chamber and the quantisation axis. In this case we

are implementing stretched state optical pumping which uses σ+ polarised

light in the presence of repump to incoherently transfer the atoms across to

the stretched state as shown in Fig. 3.20(b). High polarisation purity was

achieved by using a combination of a quarter- and a half-waveplate before the

beams enter the chamber. Because the OP light passes through a dichroic

mirror, the polarisation was optimised to high-purity σ+ using a free-space

polarimeter36. We used the signal on the opposite side of the chamber for op-

timising the polarisation purity. This was necessary because passing through

the dichroic mirror affects the light’s polarisation [213]. The beam is oper-

ated with 80 µW of power and a 1/e2 waist, w0 = 5 mm, apertured down

to 4 mm to suppress background light scattering. This amounts to a satura-

tion parameter, s = 0.1. A 5.7 G bias magnetic field was applied along the

x-axis in the lab frame to lift the degeneracy of the mF hyperfine sublevels.

Using this configuration, we obtained a D2 OP fidelity, F = 0.993(7), using

the method described in the previous section. The measurements used to

obtain the time constants required to calculate the optical pumping fidelity

are shown in Fig. 3.20(c) and (d). We attribute the higher D2 OP fidelity

to the higher Clebsch-Gordon coefficients near the stretched as compared to

the mF states near the clock state. This is evidenced by the fact that the

recorded values for τOP are an order of magnitude shorter for stretched state

optical pumping compared to clock state pumping.

the fact that stretched state optical pumping is less sensitive to polarisation
36 Schäfter & Kirchhoff SK10PA.
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impurities because for atomic populations in |F ′ = 5,m′
F = 5⟩ there are

simply no leakage states to couple to, even in the presence of σ- and π

polarisation impurities in the optical pumping beam.

Figure 3.20: D2 optical pumping into stretched state. (a) Schematic di-
agram of the D2 OP laser beam entering the main experimental chamber.
The quantisation magnetic field is along the x-axis in the lab coordinate
frame. (b) Schematic illustration of the D2 optical pumping process with
σ+-polarised light. The repump beam coupling the F = 3 manifold to the
F = 4 manifold on the D2 line is not shown. (c) Measurement of D2 optical
pumping time constant. Fit is an exponential decay. (d) Measurement of
the depumping rate out of the stretched state as a function of the duration
of the D2 OP pulse. The atoms start this measurement optimally prepared
in the stretched state. The fit in (d) is a rising exponential. Based on the
fits in (c) and (d) we infer a maximum optical pumping fidelity of 0.993(7).

3.5.2 State Detection

Ground State Blow Away

Conventional fluorescence imaging techniques for neutral atoms cannot dis-

criminate the qubit state, so any atom present in the trap array would ap-

pear in a camera image. The conventional detection technique is to apply a
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strong, near-resonant beam referred to as the push-out or blow-away (BA)

beam which heats out atoms in one of the two hyperfine ground state man-

ifolds [147] before taking a final camera image to check for trap occupancy.

In heavy alkali atoms, the hyperfine splitting is of the order of GHz. This

means that if we tune our push-out beam to be resonant with the transi-

tion from the F = 4 manifold, there is negligible interaction with atoms

in the F = 3 manifold. In our specific case, we apply light resonant with

the 6S1/2|F = 4⟩ → 6P3/2|F ′ = 5⟩ transition on the caesium D2 line to

achieve this. We use a 852 nm beam with σ+ polarisation and a 1/e2 waist,

w0 = 5 mm, apertured down to a 4 mm radius using a metal ring. The same

beam is also used as one of the two non-destructive read out beams and it

shares an optical path with the MOT- beam as shown in Fig. 3.21.

Figure 3.21: Schematic representation of the orientation of the 852 nm beam
used for destructive state detection. The same beam also serves as one of
two non-destructive read out beams.

The typical blow away pulse duration in our set up is 5 ms with typical

operating powers of 2 mW (saturation parameter, s = 12.7). The push out

beam is operated with a 50% duty cycle out of phase with the 1064 nm

trapping light during the blow away sequence. We operate the traps at

the Pimage depth of 1 mK during blow away. The power and detuning of

the beam were tuned to achieve minimal off-resonant scattering loss from

the F = 3 manifold with the fastest achievable heating rate for atoms in

F = 4. To quantify the performance of the blow away beam, we apply

our optimal D1 optical pumping sequence followed by an additional 100 µs
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of repump. The purpose of the additional repump pulse is to transfer any

leakage populations out of the F = 3 manifold and into the F = 4 manifold

where they can interact with the push out beam. This eliminates some of

the effects of imperfect state preparation to give a better estimate of the true

blow away detection fidelity. Using this procedure, we obtain a false-positive

error of 0.5(2) % which is the probability for atoms in F = 4 to survive the

blow away sequence. This error is likely due to population leakage into the

F = 3 manifold during the blow away pulse and can be suppressed by using

shorter, more intense BA pulses. To measure the probability of atoms in

F = 3 being pushed out of the traps by the blow away beam (false negative),

we use a 20 ms pulse of repump light to transfer all population into the

F = 3 manifold before we execute the detection sequence. We obtained a

1.0(1)% false negative error probability in our system which we attribute to

off-resonant scattering events.

Non-destructive Readout

The non-destructive read out sequence described in Chapter 5 uses one of

the horizontal 3D MOT beams37 and the push-out beam. In this way, the

atoms see σ+ polarised light from both beams as required for the scheme

to work. Only the basic parameters of the NDRO set up are stated here

for quick reference with further details reserved for the relevant chapter in

this thesis. The beams are operated with a detuning of -0.75Γ from the

|F = 4,mF = 4⟩ → |F ′ = 5,m′
F = 5⟩ transition. We introduce a 600 kHz

differential detuning between the two beams to suppress the formation of

standing waves formed by the two counter-propagating beams of the same

polarisation. The beam dimensions are the same as the MOT beams, a

waist of 5 mm apertured down to a 4 mm radius, with an optical power of

0.7 mW/beam. We therefore operate near the transition saturation intensity
37 The MOT+ beam shown in Fig. 3.8.
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of 1.1 mW/ cm2. The NDRO beams are chopped out of phase with the

1064 nm trapping light with a 50% duty cycle and the trap depth is ramped

up to 13 mK during NDRO to minimise atom loss due to heating.

3.5.3 Laser Shutters
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Figure 3.22: Response times of home-built laser shutter. (a) Activation
delay from receiving TTL control signal to 50% transmission. (b) 90− 10%
switching time of the home-built shutter. The errors in the values shown are
the standard deviations of 50 test measurements.

An important consideration for achieving high state preparation fidelities

is preventing leakage light from reaching the main experimental chamber.

Even though all laser beams in our experiment are switched using AOMs,

there is still a possibility of coupling a few nW of 0th order leakage light

into one of the optical fibres that lead to the main experimental chamber.

To prevent this, we use nine home-built mechanical laser shutters driven by

custom electronics which physically block beams that are not actively being

used in a specific part of the experimental sequence. Our design is based

on the work of G. Zhang et al. in [214] that introduced a simple 3D-printer

friendly design for high-speed laser shutters. However the original design

for the electronic circuit used to drive the DC motors inside the shutters

was based on an obsolete integrated circuit chip. We modified the design

to use a readily-available DRV8838 DC Motor driver chip and changed the

RC circuit passive component values to set the desired shutter closing speed

and force. A single circuit driver PCB has four channels and is powered by
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a 5 V, 6 A external power supply. A typical response time and switching

time for the shutters when driven by our PCB are shown in Fig. 3.22. The

response delay from receiving a TTL signal was measured at 3.7(1) ms and

the 90−10% switching time was 0.14(1) ms. For this test the bottom aperture

of the shutter was used with an 852 nm beam focussed down to a 1/e2 waist,

w0 = 40 µm. The maximum switching speed for the shutter is 100 Hz. Some

frequency jitter was observed when using the shutters due to the vibrations

caused by the closing action when the blade hits the rubber stop. This was

minimised by placing Sorbothane sheets between the shutter mount and the

surface of the optical table and slightly loosening the shutter post screw to

reduce vibrational coupling.

3.6 Microwave System

The purpose of this section is to describe the microwave (MW) system used

to drive single qubit rotations in our experiment. At the heart of this system

is a Phase Locked Dielectric Resonator Oscillator38 (PLDRO) operating at

8.95 GHz which serves as the ‘master clock’ of our experiment to which all

qubit operations are referenced. The master clock defines the co-rotating

frame in the resonant wave approximation and sets the co-ordinate system

of the Bloch sphere for a single qubit.

A primary consideration in selecting this device as our MW source was the

requirement for very low phase noise. This is important because the phase

noise sets an upper bound on the maximum achievable gate operation fidelity

[215]. Figure 3.23(a) shows a plot of the typical single-sideband phase noise

values from the manufacturer’s specification. Linear interpolation was used

to convert this to a continuous spectrum, L̃(ω). Following the method from

[215], we can convert this to a unilateral dephasing power spectral density
38 Polaris Wave Single Loop PLDRO SPLDRO-RE10-8950-P13-2P.



Chapter 3. Experimental Set Up 102

103 105

Offset from carier (Hz)

120

110

100

90
(

) (
dB

c/
H

z)

10 8 10 6 10 4 10 2

 (s)

10 10

10 8

10 6

In
fid

el
ity

Figure 3.23: (a) Plot of the single sideband phase noise, L̃(ω), of the mas-
ter oscillator used in the experiment. The curve is a linear interpolation
between the data points provided by the manufacturer’s specification sheet.
(b) Esimated fidelity limits due to master oscillator phase noise for different
interrogation times, τ , for a simple Ramsey fringe sequence based on the
method described in [215].

(PSD) using

S(1)
z (ω) =

1

2
ω210L̃(ω)/10. (3.15)

The unilateral dephasing PSD can then be used to calculate an error integral,

χ(τ) defined as

χ(τ) =

(
1

π

)∫ ∞

0

dω

ω2
S(1)
z (ω)

∑
I∈x,y,z

Gz,I(ω, τ), (3.16)

where the set Gz,I(ω, τ) with I ∈ x, y, z is made up of filter transfer functions

specific to the gate operation being performed. Such filter transfer functions

are used in the development of dynamical decoupling pulse sequences as

outlined in [216, 217]. To get a simple estimate of the expected performance,

we use the filter function definition for an identity operation, representative

of the coherence loss rate of a qubit during a Ramsey fringe due to master

oscillator phase noise. Specifically, we use the filter function definition for

free induction decay from reference [218] represented by a single value of

Gz(ω, τ) = sin(ωτ)2/2. With this filter function definition, we can obtain
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an estimate for the average fidelity of our qubit as a function of the Ramsey

fringe duration using

Fav(τ) ≈
1

2

(
1 + e−χ(τ)

)
. (3.17)

The result of this calculation, plotted in Fig. 3.23(b), shows that the infidelity

resulting from the phase noise of our reference oscillator in the absence of ex-

ternal sources of decoherence is of order 10−6 even for Ramsey interrogation

times of 100s of milliseconds. This value is two-orders of magnitude below the

current state of the art in neutral atom single gate fidelities. Therefore, we

do not expect to reach an operating point where the phase noise of our mas-

ter oscillator is limiting our operation fidelity because external decoherence

sources such as magnetic field noise, differential AC Stark shift fluctuations

and finite atom temperatures in the traps are expected to dominate [147].

To ensure long-term frequency stability we use the lock input of our master

oscillator to connect an external 10 MHz GPS clock hosted in one of the

atomic clock labs in our department. The output signal of the PLDRO is

then conditioned as shown in Fig. 3.24(a). We first split the signal so half

of it can be used to define the phase relation between our two Raman lasers

which will provide an alternative away to implement single qubit rotations39.

As the reader may have already noted, the oscillator frequency of our master

oscillator does not match the transition frequency of our qubits defined by

the 9.2 GHz hyperfine splitting of the caesium ground state. The PLDRO

has a fixed frequency, but we want to have the ability to tune the frequency

of our MW in order to address different transitions within the 6S1/2 hyper-

fine manifolds. To achieve this, we use a Minicircuits ZMX-10G+ mixer to

combine the output of the PLDRO with a frequency-tuneable source in the

form of a 14-bit AD9910 direct digital synthesiser (DDS) which is directly
39 The microwave splitter is an Atlantic Microwave Ltd COM02K4P-290005-S5S5.
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Figure 3.24: (a) Schematic diagram of the microwave system used to drive
single qubit rotations in our experiment. (b) Orientation of the microwave
horn with respect to the quantisation axis and distance to the atoms.

interfaced with our experimental control system40. It has a timing resolution

of 1 GSPS and can output signals in the 80-400 MHz frequency range with a

frequency resolution ≤ 0.23 Hz. The DDS has a lower phase noise than our

master oscillator. To minimise the variability of the electric and magnetic

field noise from shot to shot, all pulses are synchronised to be out of phase

with the 50 Hz mains line electricity supply using a home-built line-trigger

system41. We could not quantify the benefit provided by the AC mains trigger

alone because the temperature stability of the experiment was the limiting

factor for microwave qubit coherence and the attempted measurements with

and without the AC mains trigger did not have a reproducible temperature

environment.

We pass the mixed signal through a 9.2 GHz bandpass filter with a ± 50 MHz

passband42 to attenuate the difference frequency output of the mixer. A di-
40 The DDS was not referenced to the 10 MHz GPS source during the experiments pre-

sented in this work.
41 The trigger is constructed using an AC to AC converter to step down the 230 V mains

voltage to 9 V so it can be applied to an analogue input pin of an Arduino Mega 2560
microcontroller. The Arduino outputs a continuous train of TTL pulses synced to the
mains line with a user-defined phase delay which feeds into our experimental control
system.

42 APC Technology AT22F-WT349-AF. < 1 dB pass band insertion loss. 20 dB attenua-
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rectional coupler43 is used to provide a monitoring port before amplifying

the signal in three stages. The first stage is a low-noise pre-amplifier44 with

20.5 dB gain at 9.2 GHz, followed by two high-power amplifiers. The 2 W

amplifier is a Kuhne X-Band KU PA 9001250-2A and the 10 W amplifier is

a Kuhne X-Band KU PA 10001050-8B. The signal is then passed through

a circulator45 with one port terminated with a high-power 50 Ω terminator

for protection against back reflection and the other port connected to a mi-

crowave horn46 using a low-loss coaxial cable rated for operation at 9.2 GHz.

The microwave horn is aimed at a viewport of the main experimental vacuum

chamber and is at a distance, d, of 15 cm away from the atoms as shown in

Fig. 3.24(b). Because of the arbitrary angle of the horn with respect to the

quantisation axis, the polarisation of the radiation it emits into the chamber

is not well defined in the atoms’ frame of reference. The magnitude of the

output magnetic field as a function of distance for a half-wave dipole antenna

across all three polarisation components is given by [205]

B0 =
Z0I0
2πcd

, (3.18)

where Z0=376.73 Ω is the free space impedance in vacuum, and I0 is the

intensity of the microwave electric field given by I0 =
√

2Pout/R. Pout is the

10 W output of the final amplifier stage and R is the 50 Ω impedance of

the horn waveguide. To estimate the correct amplitude of the B-field at the

atoms, we must also consider the gain of the waveguide given by

G =
4πA

λ2
eA, (3.19)

where A is the area of the waveguide, λ is the wavelength of the microwave ra-

tion in the stop band.
43 Minicircuits ZX30-14-972HP+.
44 Minicircuits ZX60-05113LN+.
45 Atlantic Microwave Ltd CIRK4-760010-S5S5S5
46 Flann Microwave 16441 WR90/WG10.
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diation and eA is the antenna’s aperture efficiency which can have a maximum

value of 0.8. By taking the product of equations (3.18) and (3.19) and using

the 232.2 mm2 area of our waveguide with a best-case antenna aperture effi-

ciency, we arrive at a value, B0 = 18.5 mG, for the magnitude of our 9.2 GHz

magnetic field inside the chamber across all polarisation components. From

Rabi frequency measurements on hyperfine ground state transitions between

different mF levels, we infer the ratio of magnetic field amplitudes across

polarisation components (σ+, π, σ-) as (0.46, 0.27, 0.27) respectively. The

imbalance between polarisation components is attributed to the arbitrary an-

gle of the horn with respect to the quantisation axis as well as the standing

wave patterns forming inside the chamber due to reflections from the metal

surfaces. This shows good agreement with the clock state Rabi frequency

of 2π×8.2 kHz recorded at the time, which corresponds to a driving MW

field amplitude of 5.6 mG or 32 % of total estimated 18.5 mG across all

polarisations.

Using the MW system described above, we are able to drive MW transitions

between any two magnetic-dipole-coupled states in the F = 3 and F = 4

hyperfine manifolds of the 6S1/2 ground state of caesium. Even though every

MW pulse contains a mix of polarisations, we are able to target specific tran-

sitions by controlling the frequency of the output signal. We apply a 5.7 G

bias magnetic field which induces differential Zeeman shifts of the order of

a few MHz on all but the clock state transition which is insensitive to first

order Zeeman shifts. Because the linewidth of a typical power-broadened

MW resonance is of the order of 10s of kHz, we are able to achieve excel-

lent selectivity in the transitions we address as shown in Fig. 3.25. The

obtained resonances are in good agreement with theoretical calculations us-

ing the Breit-Rabi formula and a bias field of 5.73 G. The resonances with

a target state in the F = 3 manifold are associated with an increase in the

survival, while the resonances for transfer in the F = 4 manifold experience

maximum atom loss when we apply our blow away detection beam. We are
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Figure 3.25: Microwave spectroscopy of the caesium hyperfine ground states.
All transitions which do not include the states into which we can optically
pump (|4, 4⟩ or |4, 0⟩) were accessed with sequential MW pulses. See main
text for details. The resonances for each transition are fitted with a sinc
function and each plot is labelled with the fitted differential Zeeman shift
of the transition relative to the zero-field splitting of the caesium hyperfine
ground states. The fit errors for the shift are of the order 10−4 MHz, while
the deviation from the predicted differential Zeeman shift using the Breit-
Rabi formula for a bias field of 5.73 G is of the order 10−2 MHz. The
observed deviation from theory is attributed to errors in the voltage to Gauss
calibration of the coil driver electronics.
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only able to optically pump in either the |4, 4⟩ or the |4, 0⟩ state, so all other

resonances were found by starting in one of these two states and applying

multiple MW pulses of different frequencies to transfer populations across.

This explains some of the loss of contrast. All resonances except for the

clock state resonance were obtained by starting in the stretched state. The

intention behind these resonance frequency calibration steps is explained in

Section 5.2, but in the end we concluded that the transfer sequence is not

necesssary in order to implement NDRO.

The system was mainly used for driving single qubit rotations on the clock

state transition for our randomised benchmarking results. A typical reso-

nance and Rabi frequency calibration are shown in Fig. 3.26 for a 225 site

array and a 49 site array, both spaced at 8 µm. After the MW drive, we

apply a blow away pulse to record the population in F = 3 as a function of

the MW pulse duration. The Rabi flops in Fig. 3.26(a) and (d) are the array

averages across all trap sites. The data set with 225 trap sites has a lower

Rabi frequency because of a loose SMA connection to one of the amplifiers

which was later fixed for the 49 site run. The damping in the 225 site aver-

aged oscillation is not due to qubit decoherence, but a result of the averaging

process across multiple trap sites. Figure 3.26(c) shows that there is a 3%

inhomogeneity in the Rabi frequencies across the spatial extent of the array

which leads to this effect. The 49 site array data in Fig. 3.26(f) shows the

same gradient in Rabi frequency across the array, but the amplitude of the

variation is halved in proportion to the ratio of the spatial extents of the two

arrays. This issue was addressed with BB1 composite pulses as described in

Section 4.2. Our optimal clock state Rabi frequency is Ω/2π = 9.60(1) kHz

corresponding to a 52 µs π pulse duration on the clock state qubit.
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Figure 3.26: Rabi frequency calibration of the clock state qubit for two array
sizes. (a) Averaged Rabi flop across a 225 site array. What appears as
damping is in fact a result of the inhomogeneity of the Rabi frequency across
the array. The lower Rabi frequency in (a) compared to (d) was due to a
loose connection in the MW electronics chain. (b) 2D colormap plot of the
clock state Rabi oscillations inside all 225 traps. (c) 2D spatial map of the
variation in Ω across the 225 site array. (d) Average Rabi flop across a 49
site array. Notice the improved contrast in the averaged oscillation due to
the smaller spatial extent of the array which reduces the variation in Rabi
frequencies. (e) 2D colormap plot of the clock state Rabi oscillations for a
49 site array. (f) 2D spatial map of the variation in Ω across the 49 site
array. The intensity uniformity of both 1064 nm arrays was optimised using
feedback from an atomic signal as described in Section 3.3.2.
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3.7 Rydberg System

3.7.1 Lasers

Rydberg Excitation Scheme

The design of the Rydberg laser system was motivated by our choice of

Rydberg excitation pathways. The most direct way of exciting a ground state

atom to a Rydberg state is by using a single photon in the ultraviolet (UV)

wavelength range. In the case of caesium, this corresponds to a wavelength of

318 nm which has been used to perform spectroscopy [219] and demonstrate

Rydberg blockade [220]. The main advantage of this approach is that it

eliminates the off-resonant scattering from the intermediate state present in

a two-photon excitation process which is a major source of fidelity loss [78].

However, the weak dipole matrix elements for direct excitation form an alkali

ground state to the Rydberg manifold combined with the limited availability

of high-power lasers at UV wavelengths make this approach unfavourable

for scaling up to larger system sizes. There are also additional experimental

challenges associated with the UV wavelength such as the build-up of static

electrical charges on optical surfaces due to the photoelectric effect which can

affect the stability and coherence of the highly-sensitive large dipole moment

Rydberg states. Finally, at UV wavelengths there is also a more severe

motional dephasing effect associated with the finite velocity of the atoms

during Rydberg excitation which scales as ∝ 1/k, where k is the wavevector

of the light [221].
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Figure 3.27: Rydberg excitation scheme used in this work. After optically
pumping the atoms into the 6S1/2|F = 4,mF = 0⟩ state, we apply a pulse of
σ- polarised 459 nm light to off resonantly couple to the intermediate 7P1/2

state via both the |F = 4,mF = −1⟩ and the |F = 3,mF = −1⟩ channels.
The detuning of the 459 nm light from the centre of mass (COM) energy of
the intermediate state is, ∆ = +0.5 GHz. The second leg of the transitions
is driven by a 1039 nm laser with σ+ polarisation which resonantly couples
to the n1/2|mJ = +1/2,mI = −1/2⟩ Rydberg state. We typically operate
with n = 80.

For the reasons outlined so far, the more commonly used approach is a two-

photon excitation process into the Rydberg manifold. The two broad cat-

egories are the standard two-photon excitation scheme which uses an IR

photon on either the D1 or D2 line in combination with a visible laser wave-

length47 or the inverted excitation scheme which uses visible light to excite to

the intermediate state and infrared light for coupling the intermediate state

to the Rydberg state48. Both of these methods have the advantage of being

able to drive excitations to both nS and nD Rydberg states, while the single-

photon UV method is limited to nP states in alkalis due to the ∆l = ±1

47 These are 495 nm or 509 nm for caesium in combination with the D1 and D2 lines
respectively.

48 For caesium the wavelength combinations are either 459 nm + 1039 nm via 7P1/2 or
456 nm + 1059 nm via 7P3/2
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selection rule for electric dipole transitions. This is less favourable because P

and D states have a more complex level structure, sensitivity to external per-

turbation and spatially anisotropic dipole-dipole interactions not present in S

states [222]. The two-photon approach also provides some Doppler-dephasing

cancellation when using two counterpropagating beams as is usually done in

most experiments. In the end, we opted for the inverted excitation scheme be-

cause of the five-times smaller linewidth of the intermediate state combined

with having access to higher laser powers in the IR range for driving the

Rydberg coupling with its weaker matrix element. Our excitation scheme

is shown in Fig. 3.27. Specifically, we opted for the 459 nm + 1039 nm

combination exciting through the 7P1/2 intermediate state because it has a

narrower linewidth than the 7P3/2 state resulting in higher expected gate fi-

delity, even though the coupling to the 7P3/2 state requires 4 times less power

in the visible range. In addition, by avoiding the 7P3/2 state, we avoid the

possibility of also coupling to the nS1/2|mJ = −1/2⟩ Rydberg states, as was

the case in reference [223]. The selection rule that explains this is ∆mJ = +1

for fine structure electric dipole transitions driven by light with σ+ polari-

sation. For the Rydberg state in the transition from 7P1/2 to 80S1/2 we are

operating in the Paschen-Back high magnetic field regime, even with the low

amplitude 6.0 G quantisation magnetic field we apply, because the magnetic

field interaction is stronger than the hyperfine splitting of the highly-excited

Rydberg state [223]. However, for the intermediate state this is not the case.

It is in the low-field regime and mJ is not a good quantum number. There-

fore all the 7P1/2 states which have mI +mJ = mF = −1 can couple to the

Rydberg state. In our case there are two states: |mJ = −1/2,mI = −1/2⟩
and |mJ = 1/2,mI = −3/2⟩, but since there is no mJ = 3/2 Rydberg

state to couple to, only the |mJ = −1/2,mI = −1/2⟩ state couples to the

80S1/2|mJ = +1/2,mI = −1/2⟩ state when driven by light with σ+ polari-

sation.
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Figure 3.28: Schematic diagram of the Rydberg laser system. To avoid
crowding the schematic, only the focal lengths affecting the beam size at the
atoms have been shown.

Rydberg Laser Set Up

Our system uses two M Squared Ltd. lasers as shown in Fig. 3.28. The

459 nm light is produced by frequency-doubling a 918 nm SolsTiS Ti:Sapphire

laser using a second harmonic generation (SHG) process inside an ECD-F

module with an enhancement cavity to boost the SHG efficiency. The laser

outputs 0.8 W of 459 nm light when operated at full power and some of it

is safely dumped at the output because of the power handling limitations of

other optical components in the system. The system comes with a 918 nm

pick off which we use for the ultra-low expansion (ULE) cavity lock described

in Section 3.7.2. After passing through a noise eating (NE) AOM, the 459 nm

is frequency shifted using a double-passed AOM before being fibre-coupled

into a single-mode polarisation maintaining fibre for transporting it to the

atoms. The laser is already installed on the main experimental table, but

by fibre coupling it we are guaranteed a TEM00 mode at the atoms and we

avoid having excessively long free space beam paths which would be subject
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to pointing instability. The double-passed switching AOM for the 459 nm is

driven by an arbitrary waveform generator (AWG)49 which allows us to vary

the amplitude, frequency and phase of the signal on µs timescales as required

for the analogue optimisation experiments discussed in Chapter 6. After the

fibre output we have a polarising beam splitter to clean up the polarisation

and a pick-off for feeding back to the noise eater AOM before focusing the

beam to a waist of w0 = 90 µm at the atoms using a f = 250 mm achromatic

lens. The beam size was independently calibrated using a signal from the

atoms as described in Section 3.7.4. We typically operate with 45 mW of

459 nm light at the atoms including the 10% reduction in power required

to apply noise eating . This power is limited by the damage threshold of

the Te02 AOM crystal which prevents us from using the full available laser

output power.

The 1039 nm system is a SolsTiS Ti:Sapphire laser with a maximum power

output of 1.4 W. We pick off a small amount of light at the laser output

for the ULE cavity lock and pass the rest through a noise eating AOM. The

signal is split into a local and global beam path which correspond to the

beams used for the 1039 nm sorting tweezer and global Rydberg excitation

respectively. We omit the specifics of the 1039 nm tweezer path in this work

because further details are available in the thesis of Elliot Diamond-Hitchcock

[165] who was responsible for maintaining it. We use a single-passed AOM for

switching the 1039 nm Rydberg excitation light and we couple the output

of the AOM into a high-power single-mode polarisation maintaining fibre

for the same reasons outlined in the previous paragraph about the 459 nm

system. We perform some beam shaping after the fibre output to obtain

a cylindrical beam which is narrow along the y-axis and broader along the

z-axis to maximise the light intensity seen by the atoms in the array, which

is situated in the x − z plane of the lab coordinate reference frame. The

1039 nm effective beam waist was calibrated by adjusting the position of the
49 Spectrum M4i6631-x8
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final lens along the light’s k-vector to achieve the highest-possible Rydberg

Rabi frequency when exciting to the 50S1/2 state. The final result gives an

effective beam waist of w0 = 47 µm at the atoms as outlined in Section 3.7.4.

The noise eating pick-off for this system is on the other side of the chamber,

where most of the light is safely dumped and a small amount picked off for

feedback to the noise eater AOM. Both Rydberg beam paths have a remote-

controlled piezo mirror installed which we use to align the beams onto the

atoms with µm precision by minimising survival after applying a pulse of

area 0.7π on the Rydberg transition and expelling excited atoms using the

detection method from Section 3.7.3.

3.7.2 Narrow-Linewidth Laser Locking

In order to ensure long-term frequency stability and achieve a narrow

linewidth for our Rydberg lasers, we use a temperature-stabilised ultra-low

expansion (ULE) cavity with a free spectral range (FSR) of 3 GHz as an

external frequency reference. The ULE cavity was provided by M Squared

Lasers and it is based on a dual-axis cubic cavity design with two orthogonal

axes [224]. The cavity is operated under a vacuum pressure of 5×10−6 Torr.

Each laser could be locked to either axis, but we operate with the two lasers

locked to orthogonal axes of the cavity. The expected finesse values based on

the specified cavity mirror reflectivities are F=40,000 (71,000) for a 918 nm

(1039 nm) wavelength. These were independently calibrated using cavity

ring-down measurements by recording the decay rate of the light intensity

transmitted through the cavity after rapidly extinguishing the input beam

[225] as shown in Fig. 3.29(a) using the 918 nm system. The corresponding

measurement for the 1039 nm laser yielded an abnormally high finesse be-

cause the available photodiodes experienced afterpulsing effects [226] which

manifested in unrealistically slow decay during the ringdown measurement.

Instead, the cavity finesse was calibrated by splitting the 1039 nm laser into
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two paths. One was used to lock the laser to cavity axis 1 and the sec-

ond beam path was passed through another electrooptic modulator (EOM)

which was used to measure the cavity transmission peak as a function of the

sideband frequency as shown in Fig. 3.29(b). From the recorded full-width

half-maximum (FWHM) of 120 kHz we can infere a 1039 nm cavity finesse

value F=25,000 by taking the ratio of the FSR to the measured Lorentzian

resonance linewidth.

We use a Pound-Drever-Hall (PDH) locking method with an electronic side-

band modulation scheme [227] to stabilise the laser to the cavity resonance.

In this method a phase-modulated fibre-coupled EOM is used in each beam

path before the respective cavity input mirror. The EOMs are driven by

a mixed signal which contains two components as shown in Fig. 3.29(d).

The first component is sourced from a MW synthesiser50 directly connected

to our ARTIQ experimental control system. Scanning the frequency of this

signal, νoffset, allows us to vary the sideband offset from the cavity carrier

resonance peaks separated by the 3 GHz cavity FSR. By locking to one of

the two EOM sidebands we now have a means to freely tune the laser lock

point whilst still using the cavity as a reference. We usually operate with

the 918 nm EOM frequency fixed and scan the offset of the 1039 nm laser

when performing Rydberg spectroscopy. The second signal input into the

EOM is obtained from an arbitrary function generator51 which provides the

PDH modulation signal. The arbitrary function generator signal is mixed

with the cavity reflection signal captured on a fast photodiode and fed into

a MOGLABS FSC PID controller with parallel fast and slow control loops

to generate the laser feedback signal. A cavity transmission photodiode is

currently only used to monitor the quality of the laser lock, but in the future

this could be used to implement a filter cavity set-up as formulated in [228]

for reduced phase noise at frequencies near the effective two-photon Rydberg
50 An M-Labs Sinara Mirny synthesiser based on ADF5356 chips.
51 Multicomp MP750513
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Figure 3.29: (a) Cavity ringdown measurement using 918 nm light show-
ing good agreement with design specification. (b) Alternative measurement
results used to determine the 1039 nm cavity finesse by locking laser and
scanning EOM sideband frequency on the second cavity axis to obtain a res-
onance linewidth of 120 kHz. (c) Beat note measurement using two identical
M Squared 1039 nm systems showing absence of servo bumps around 1 MHz.
The FWHM of the beat note feature is 7 kHz when measured over 165 ms
with 50 averages. (d) RF electronics diagram of PDH laser lock system
used to stabilise Rydberg lasers to ULE cavity. (e) Schematic representation
showing a theoretical error signal for the carrier, PDH and sideband lock.
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Rabi frequency52 as discussed in [77, 229]. To assess the level of phase noise

present in our existing set up we performed a beat note measurement using

an identical 1039 nm laser. The resulting feature is shown in Fig. 3.29(c)

obtained from averaging 50 measurements with 200 Hz resolution bandwidth

and a measurement time of 165 ms. It shows no evidence of servo bumps near

frequencies close to the Rydberg Rabi frequency due the low phase noise of

the M Squared SolsTiS platform and its proprietary PID control electronics

[94]. This informed the decision to not implement a filter cavity set up at

the time.

3.7.3 Rydberg State Detection

A typical experimental sequence which contains Rydberg excitation is shown

in Fig. 3.30. The timing diagram starts after the first camera image has

been taken. We apply a 1 ms pulse of D1 optical pumping (OP) to pre-

pare the atoms in the 6S1/2|F = 4,mF = 0⟩ state with 95% fidelity. Af-

ter this the 1064 nm traps are adiabatically ramped down to an amplitude

Pexpt=0.01Pload in order to lower the atoms’ temperature before switching off

the 1064 nm light altogether. This is necessary because the 1064 nm poten-

tial is repulsive to Rydberg atoms. The excitation process begins with an

8 µs pulse of 1039 nm light immediately after switching the traps off. This is

the minimum pulse duration set by the time our experimental control system

requires to update the analogue control voltage which sets the 1064 nm am-

plitude to a higher value for expelling the Rydberg atoms. This time could

be reduced by using two analogue channels and a fast switch, but this was

not a limiting factor at the time so it was not addressed. At this point of

the experiment, no Rydberg excitations has taken place yet. The excitation

happens only when we apply a pulse of 459 nm light which overlaps in time

with the 1039 nm light. The duration of this pulse is scanned as shown in
52 In our experiment the effective Rydberg Rabi Frequency is typically around 2π×2 MHz

for excitation to 80S1/2.
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Fig. 3.30 to record Rabi oscillations and the 1039 nm pulse duration is ex-

tended beyond 8 µs if required. Within 250 ns of completing the excitation

pulse, the 1064 nm traps are pulsed on at a high amplitude to expel atoms

in the Rydberg state and re-capture ground state atoms. The amplitude of

this pulse, Pexpel, was optimised for optimal Rydberg oscillation contrast and

minimal ground state atom loss. After this stage, a second camera image

is taken to check for atom loss. The typical detection fidelity inferred from

the maximum atom loss observed after an optimised π-pulse on the Rydberg

transition is 0.95(2) without scaling for imperfect state preparation. If we

account for the optical pumping fidelity of 0.957(9), this results in a Ryd-

berg state detection fidelity of 0.99(3) limited by the finite Rydberg state

lifetime. We also recorded a 1.8(2)% false positive probability of detecting

an atom in the Rydberg state. This was done by executing the Rydberg ex-

citation experiment with the 459 nm and 1039 nm beams physically blocked

and recording the probability of atom loss. This error can be reduced by

improved cooling allowing for longer release times from the 1064 nm traps

without atom loss or by using a trapping potential which does not need to be

switched off during Rydberg excitation such as a blue-detuned bottle beam

trap [95, 230, 231].

3.7.4 Rydberg System Calibration

Rydberg Spectroscopy

The first step in the Rydberg calibration process is to perform spectroscopy

on the 7P1/2 state using 459 nm light. After preparing the atoms in the

6S1/2|F = 4,mF = 0⟩ state using D1 OP, we apply a heavily attenuated

459 nm pulse (5 µW of power) to scatter photons on the 61/2 → 7P1/2 tran-

sition. The atoms have a chance of decaying to the F = 3 manifold of the

ground state during this process. After applying a fixed 459 nm pulse du-

ration, we apply a push out pulse to heat atoms in F = 4 out of the traps
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Figure 3.30: Timing diagram for Rydberg excitation experiments.

and take an image to record survival. By scanning the frequency of the

459 nm light we obtain resonant features corresponding to the transitions to

the 7P1/2|F = 4,mF = −1⟩ and 7P1/2|F = 3,mF = −1⟩ states. Because the

918 nm signal that serves as the source of the 459 nm light is monitored on a

High Finesse WS-7 wave meter, we have a high precision frequency reference

accurate to within 10s of MHz to compare against available spectroscopic

data [232]. In this way can ensure that we are operating at the target detun-

ing of +0.5 GHz from the centre of mass frequency of the 7P1/2 state. To find

the resonance frequency of a transition to a target Rydberg state we start by

calculating a theoretical estimate using the ARC software package [115]. As

explained in the previous paragraph, the 459 nm side band offset frequency

remains fixed at the value which gives the target 0.5 GHz intermediate state

detuning. We employ two methods to perform spectroscopy on the Rydberg

resonance. The first method used for low-precision spectroscopy is to apply

a π pulse on the Rydberg transition and scan the 1039 nm sideband offset

frequency. The result of such a measurement for the 80S1/2 transition is

shown in Fig. 3.31(a) for a single trap.
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Figure 3.31: (a) Simple Rydberg resonance calibration method for the tran-
sition to the 80S1/2 state using a π pulse. The data shown here is for a single
trap in an array of 25 atoms spaced by 20 µm to avoid dipole-dipole interac-
tions. (b) More precise resonance calibration method for the same trap and
the same transition. The true resonance, δ0, was obtained by recording Rabi
flops at multiple frequencies within the FWHM of the coarse resonance and
fitting Ω′=

√
Ω2 +∆2 to find the frequency for which ∆ = 0. (c), (d), (e)

Electric field scans performed on the 80S1/2 state to null stray DC electric
fields inside the main chamber.

Once we have obtained a reasonable estimate of the resonance frequency,

we follow the approach from [223] to obtain the true resonance frequency

by taking multiple Rabi flops at several 1039 nm laser frequencies within

the expected FWHM of the initial resonance and fit their Rabi oscillation

frequency over a few cycles. By fitting the relation Ω′ =
√
Ω2 + δ2 to the

resulting Rabi frequencies we can obtain the true resonance frequency at the

minimum of the curve as shown in Fig. 3.31(b). Note that the measurement

was performed for the same trap in (a) and (b), but the recorded resonance
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frequency is different using the two different methods. This occurs because

the effective pulse area at short pulse durations is reduced due to the finite

risetime of the 459 nm AOM which gives us a reduced AC Stark shift for

very short pulse durations. If not calibrated using the more advanced method

described here, this calibration inaccuracy manifests in what appears as rapid

decoherence of the Rydberg Rabi flop.

Stray Field Cancellation

Because of the large dipole moments of Rydberg states their polarizability

scales as ∝ n7 which makes them extremely sensitive to fluctuations in the

background electric field inside the chamber. To suppress some of these

effects we use the chamber electrodes described in Section 3.1 and apply a

static electric field to null any background fields inside the chamber. This is

done by recording the Rydberg resonance frequency at a range of different

voltages and obtaining the zero field resonance following the process described

in [205]. The results of such a scan performed at n=80 is shown in Fig.

3.31(c),(d), and (e) for the x, y, and z axis electrodes respectively. Notably

the compensation field along the y-axis needs to be an order of magnitude

larger because of the dielectric properties53 of the plastic spacers installed

in the in vacuo lens assembly, similarly to other experiments which use this

in-vacuo lens design[205, 233]. Fits were performed using

∆1039 nm Offset = δ0 − Ci(∆Vi −∆Vi0)
2. (3.20)

to extract the constant Ci for each axis, i, which quantifies the DC Stark

shift on the atoms as a function of the applied chamber electrode voltage.

By evaluating leff =
√
α/(2Ci), where α=1526.9 MHz/(V2 cm2) is the static

polarisability of the 80S1/2 state calculated using ARC [115], we obtain the

effective field length of the stray electric field inside our chamber which allows
53 The lens spacers are made out of PEEK plastic with ϵr = 3.5.
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Table 3.1: Effective length of the background DC electric field inside the
main experimental chamber. The large disagreement with simulation along
the y-axis is because the simulation did not take into account the capacitance
of the plastic in-vacuum lens spacer.

Axis Ci Simulation Effective Fitted Effective
(MHz/V2) Field Length (cm) Field Length (cm)

x Cx = 7.3(2) 8.06 10.94(5)
y Cy = 0.079(4) 12.66 98(4)
z Cz = 8.6(1) 8.06 9.42(2)

us to convert the applied electrode voltages to Cartesian components of the

electric field amplitude at the atoms, Fi, using Fi = ∆Vi/leff [198]. The

obtained effective field lengths for each axis, i, are shown in Table 3.1.

Rabi Frequency Calibration

A typical Rabi oscillation at 80S1/2 obtained after these calibration steps

is shown in Fig. 3.32(a) for a single trap. We achieve a Rabi frequency,

Ω/2π = 2.468(4) MHz using 45 mW in the 459 nm beam and 740 mW in

the 1039 nm beam. At the time of writing we do not use advanced beam-

shaping techniques for our Rydberg excitation beams. As a result there is a

significant variation in the observed Rabi frequencies across different rows of

atoms in the array as can be seen in Fig. 3.32(b). This can be improved at the

cost of power loss by converting the Gaussian intensity profile of the beams

into a top-hat profile through the use of either passive optical elements [234]

or holographic methods with an SLM or digital micromirror device (DMD)

[235]. Because the Rayleigh ranges of our Rydberg beams are much larger

than the span of the largest array of atoms we could generate in our system54,

there is <0.3% variation in the Rydberg Rabi frequency along a single row

of atoms. Typical Rydberg coherence times recorded on the central row of

atoms in our experiment, at the peak laser intensity, are of the order of Tdecay
54 The Rayleigh ranges of our Rydberg beams are 55.4 mm and 6.68 mm for the 459 nm

and 1039 nm beam respectively



Chapter 3. Experimental Set Up 124

Figure 3.32: (a) Single trap Rabi oscillation for transition to the 80S1/2

Rydberg state with a Rabi frequency, Ω/2π = 2.468(4) MHz. The dotted
lines are a decaying exponential fit to obtain a coherence decay time constant,
Tdecay= 8(1) µs. (b) Colormap plot of the Rabi oscillations of the full 49-site
array showing inhomogeneity in the Rabi frequency due to the spatially-non-
uniform intensity distribution of the 1039 nm and 459 nm Rydberg laser
beams.

= 8(1) µs as indicated with the dotted line shown in Fig. 3.32(a). The dotted

line is a decaying exponential fit to the data.

To calibrate the Rydberg beam waists at the atoms we use a two-stage pro-

cess. First, we measure the 459 nm beam waist using microwave (MW)
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Ramsey spectroscopy on the clock state transition. We operate with reso-

nant microwave pulses, but we shine the 459 nm light to induce a differential

AC Stark shift on the clock state transition during the Ramsey interroga-

tion time that causes MHz-scale oscillations. The Ramsey fringe oscillation

frequency is then a direct measure of the magnitude of the AC Stark shift

due to the 459 nm laser. A typical Ramsey fringe for a single trap obtained

in this way is shown in Fig. 3.33(a) using 27.9 mW of 459 nm light. By

performing this fit on every site of the array, we obtain a spatial map of

the single site AC Stark shifts. We then fit the data with the equation for

the radial intensity profile of a Gaussian beam waist, w(r) = w0exp( −2r2

w(z)2
),

we obtain a value for the 459 nm laser waist, w0 = 93(1) µm. Using this

value for the 459 nm beam waist and the experimentally-measured Rydberg

Rabi frequency and laser powers, we can infer the effective beam waist of

the 1039 nm beam required to match what we measured to a theoretical

calculation. This gives a 1039 nm effective beam waist of 47 µm.

3.7.5 Rydberg Laser Noise Eating

To stabilise the amplitude of our Rydberg excitation pulses, we use a noise-

eating (NE) AOM in each beam path. The PID servo feeding back to the

NE AOMs is based on a design by Preuschoff et al. [236] which employs a

RedPitaya microcontroller. A custom PCB design was created by the author

with some added functionality relative to the original. The modification is an

added multiplexer (MUX) at the output of the PID which allows the user to

bypass the control loop entirely and provide an external control signal. This

was done to eliminate the need to disconnect cables when switching between

PID control of the noise eater acousto-optic modulator and manual control.

The key feature of this PID control system is the ability to sample and hold

the feedback signal. This is necessary, because typical Rydberg pulses are

shorter than 1 µs and therefore very challenging to stabilise because they
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Figure 3.33: (a) Microwave (MW) Ramsey fringe measurement using 459 nm
light to induce Ramsey fringe oscillations. The fringe oscillation frequency is
a direct measurement of the AC Stark shift induced by the 459 nm beam. (b)
Spatial distribution of the induced 459 nm AC Stark shifts across the array
fitted with the equation for the Gaussian beam radial intensity distribution.
This gives a value for the 459 nm Rydberg beam waist of 93(1) µm. (c)
Visual representation of the beam profiles of the two Rydberg beams and
their waists. The 1039 nm x and y waists were measured with a beam profiler
before the final optic and re-scaled based on the design magnification of the
final lens. The calibrated effective waist is the waist required to match the
measured experimental Rabi frequency to the simulated value when using
the precisely-calibrated 459 nm waist size and laser powers.
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would require PID bandwidths > 2 MHz according to the Nyquist theorem.

By using the sample and hold method, we apply a significantly longer "sam-

pling" pulse on the order of tens of milliseconds which is used for intensity

feedback. At the end of this sampling pulse, the final values of the propor-

tional, integral and derivative gain of the control loop are saved in the digital

memory of the microcontroller and held static at these values during the

actual, short Rydberg pulse, applied a few milliseconds later. This method

is unable to compensate for high-frequency intensity fluctuations that could

happen during the hold stage, but it can achieve good long-term laser am-

plitude stability and minimise shot-to-shot variation in our Rydberg pulse

areas. Initially, we attempted to place the noise-eating signal pick-off imme-

diately after the NE AOM, but we found that there was no correlation in

the noise measured by an out-of-loop photodiode placed before the chamber

and the in-loop photodiode. This can be explained by the additional noise

introduced along the optical beam path after the NE AOM by the switching

AOMs, the periscope pointing instability, and polarisation intensity noise at

the fibre output which need to be accounted for. To this end, we installed

the pick off for the 459 nm system after the fibre output and used one of

our home-built shutters to block the light from reaching the atoms during

the sampling stage. Our home-built 3D-printed laser shutters were unable

to withstand the power in the 1039 nm beam, so to test the system we chose

to shine the 1039 nm light on the atoms during the atom loading stage of

the experiment and switch it off before the optical pumping stage to avoid

undesirable AC Stark shifts due to the high-intensity 1039 nm light. In this

configuration, we were able to achieve significant suppression in the Rydberg

laser pulse amplitude variation as shown in Fig. 3.34. The use of the Red-

Pitaya noise eating system for amplitude stabilisation reduced the spread of

observed pulse areas from 3% to less than 1% based on this 100-shot com-

parison. In the future, the same system can also be used to stabilise the

amplitude of the 1064 nm and 800 nm trapping lasers, as well as the Raman
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Figure 3.34: (a) Example Rydberg pulse logging for intensity stabilisation
using a 5 µs pulse of 459 nm light overlaid with an 8 µs pulse of 1039 nm
light. The gray-shaded region is used to calculate pulse area statistics across
100 shots with and without the noise eating PID. (b) and (c) Results show-
ing improvement from the use of the RedPitaya noise eating system with the
459 nm and 1039 nm laser system respectively. The lighter colours repre-
sents the distribution of pulse areas without the noise eating PID and darker
colours show the narrowing of the pulse area distribution due to the PID
feedback. The spread of areas is reduced from 3% to less than 1% of the
mean using this technique.

laser system.

3.8 Experimental Control System

Our experimental control system is based on the ARTIQ ecosystem by M-

Labs [237]. The ecosystem consists of the modular Sinara hardware stacks

which include a Kasli master module based on an Artix-7 FPGA, TTL in-

put and output modules, Zotino 16-bit DAC analogue output cards and the

Mirny and Urukul frequency synthesisers mentioned in the sections on mi-

crowave and Rydberg qubit operations. A key feature of the system is that
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Figure 3.35: Typical experimental timing diagram showing the key stages in
the experiment. In this instance a sequence of MW pulses has been shown as
one example of the coherent manipulations of the qubits’ internal state. Al-
ternative experiments using the Rydberg system have been shown in previous
sections.

it offers deterministic real time control of the experiment with a timing res-

olution of 4 ns set by the base clock of the Kasli master module. At the

time of writing, the Kasli master module was not referenced to the 10 MHz

GPS reference used for the microwave master oscillator. The entire hard-

ware stack is controlled using high-level Python-based scripts written in the

ARTIQ open-source language developed by M-Labs. ARTIQ is used to up-

date TTL logic levels, control microwave synthesiser output frequencies and

phases, and output analogue voltages controlling AOMs all in the correct

deterministic timing steps required to execute the various experimental se-

quences used in this work. A typical sequence is shown in Figure 3.35. In

it, the ARTIQ control system sends TTL signals to switch the 852 nm and

895 nm light on and off as required, it outputs the analogue control volt-

ages used to implement the 1064 nm ODT amplitude ramps and controls
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the microwave (MW) pulse timing, phase and amplitude via an Urukul DDS

directly interfaced with a Kasli crate.

The control system is equipped with a graphical user interface (GUI) ac-

cessible over the network form any lab PC, but for all but the most basic

experiments we choose to operate it using Python scripts which allow the user

to call a specific experimental sequence and update individual parameters as

required using temporary parameter overwrites referred to as injections. We

also use the ARTIQ user interface framework to operate and maintain a

database of experimental parameters such as MOT shim coil voltages, AOM

control voltages and frequencies and standard pulse durations for processes

such as MOT loading, Rydberg pulse durations etc. In addition, we have

integrated a live camera feed from the single atom imaging camera into the

ARTIQ GUI for basic experimental monitoring. By looking at the number

of atoms surviving the experimental sequence on each image and comparing

to the expected behaviour we can spot obvious faults and errors in the ex-

periment such as lasers unlocking. We operate a total of three Kasli crates:

a single master crate and two satellite crates which currently communicate

over the lab local area network when the instructions are not time-critical.

For real-time synchronisation, we apply TTL trigger signals sent from the

master crate to the two satellite crates. In principle the devices could com-

municate over a fast DRTIO55 transfer system using a high speed duplex

serial line connection in copper or via optical fibre. This method for net-

working Kasli crates was found to be unreliable so the choice was made to

use TTL trigger signals instead at the cost of adding data transfer delays of

up to several seconds at the start of each experiment. The reliability issues

may be due to the fact that we are using the now obsolete ARTIQ version

6. Various other hardware such as the arbitrary waveform generator (AWG)

used for 459 nm pulse shaping, the single atom imaging camera and the

Teensy controller used to operate the moving tweezer beam are integrated
55 Distributed Real Time Input/Output



into the ARTIQ control system. The integration is achieved using remote

procedure calls (RPC) on the local area network within the network device

support package (NDSP) infrastructure included in ARTIQ. This is also the

mechanism used to achieve integration with the Machine-Learning Online

Optimization Package (M-LOOP) package [238] used in the closed-loop op-

timisation of our adiabatic ramps discussed in Chapter 6. All experimental

results in the form of single atom ROI pixel counts and the parameters used

to obtain them are saved in HDF5 files at the end of each experiment and

analysed using Python scripts.

Chapter 4

Microwave Single Qubit Gates

The aim of this chapter is to summarise the work done to characterise the

coherence of our qubits and measure the global single qubit gate fidelities in

our system using microwave operations. Section 4.1 covers the measurement

of the reversible and irreversible dephasing times of our qubits, along with a

discussion of the factors that limit these times in our current system. What

follows is an outline of how composite BB1 pulses were implemented in order

to reduce sensitivity to Rabi frequency inhomogeneities. The concept of

Clifford Group randomised benchmarking (RB) is introduced in Section 4.4.

In the final section of this chapter, RB is used to experimentally measure the

average gate fidelity for global single qubit rotations and the state preparation

and measurement (SPAM) errors in our set up.

131
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4.1 Characterising Qubit Coherence with MWs

The starting point for characterising the quality of our qubits is measuring

their coherence time, which, along with the average gate duration, sets a limit

on the maximum circuit depth we could execute on our hardware platform.

Therefore, this is one of the key metrics used to describe the performance of

a quantum computer. In a more fundamental sense, the ability to maintain

a coherent phase relation between the two basis states in our computational

basis is a necessary step to recording truly quantum statistics as opposed to

statistical mixtures of states which could be described classically [239].

The coherence time is limited by interactions with the environment, and

while we cannot fully isolate our qubits from it, we can take steps to limit and

understand these interactions. They can come in the form of environmental

noise sources such as background magnetic and electric field noise, or they can

be a result of noise in the trapping laser field or in the control fields used to

manipulate the qubit degrees of freedom such as the phase noise of the master

oscillator described in Section 3.6 [147]. Even if we could eliminate all of

these sources of dephasing, we would still need to consider finite temperature

effects which mean that the atoms we load into our traps can have a slightly

different velocity distribution in each experimental iteration. This arises

from the fact that the atomic velocity in the dipole traps is described by a

statistical distribution very close to a Boltzmann distribution56, which has

a finite spread at non-zero temperatures [203]. The combined result of all

of these effects for a given quantum system can be quantified with a total

transverse decay time, T2, described in Section 2.3.4, which is a function

of the reversible and irreversible dephasing times, T ∗
2 and T ′

2. The purpose

of this section is to describe how we measured these two parameters in our
56 The Maxwell-Boltzmann distribution was originally defined for an ideal gas made up of

many particles in thermal equilibrium, but in references [197, 203] it was experimentally
demonstrated that this description also holds true for single atoms confined in harmonic
trapping potentials.
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experiment.

MW Ramsey Fringes

Ramsey interferometry is the method that was used to measure the T ∗
2

reversible dephasing time constant of our qubits [240]. It is a ubiquitous

method in the field of atomic clocks since they were first demonstrated by

Essen and Parry in 1955 [241] which uses two π/2 pulses separated by a fixed

time interval T . By applying this sequence and scanning the driving field

frequency offset, δ, one can measure fringes in the atomic populations which

oscillate as P ∝ cos2(δT/2) [117]. Since the central fringe width in terms

of a full-width half maximum can be shown to scale as ∆f = 1/2T , this

techniques makes it possible to measure the resonant frequency of an atomic

clock transition with very high precision if the scan is taken at long interro-

gation times57. Ramsey fringes rely on maintaining coherence between the

clock states, so by modifying the sequence it can be used for measuring the

qubit coherence times instead of the resonance frequency. This is done by

adding an intentional fixed detuning, δ, to the source oscillator and scanning

the duration of the interrogation time, T . The key idea is summarised in

Fig. 4.1.

The method amounts to preparing the qubit in an equal superposition of the

|0⟩ and |1⟩ states along the equator of the Bloch sphere where the atom is

maximally sensitive to dephasing effects. This is achieved by applying a MW

pulse with an effective area corresponding to a π/2 rotation around the x-axis

of the Bloch sphere (a π/2 pulse). In order to observe Ramsey oscillations we

detune the MW pulse frequency by δ/2π = 0.4 kHz from the experimentally

measured clock state resonance and scan the Ramsey interrogation time,

TRamsey. We then apply a final π/2 pulse followed by a pulse from our push
57 The process usually entails starting with a short interrogation time and then gradually

increasing it so one can keep track of the central fringe which corresponds to the true
resonance. See Section 5.5 of reference [138] for a detailed explanation.
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Figure 4.1: (a) Schematic representation of a Ramsey sequence using Bloch
sphere visualisation. A π/2 pulse puts the Bloch vector along the equator
where it precesses around the z-axis with a frequency equal to an intentional
MW detuning of a few kHz. This detuning sets the frequency of the oscil-
lation in (b). By scanning the Ramsey interrogation time, TRamsey, before
applying a second π/2 pulse a Ramsey fringe can be obtained. In (b) a Ram-
sey fringe obtained in this way for a single trap in a 225 site array is shown.
A fit was performed on the data using equation 4.1. (c) Histogram of the T ∗

2

times obtained for the full 225 site array centered around a mean value of
14 ms with a standard deviation of 0.8 ms.
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out beam to heat atoms in the |1⟩ state out of the traps before taking a final

image. Following the analysis in Kuhr et al. [147], which takes into account

the finite atomic velocity inside the traps, we fit the resulting oscillations

with

P|0⟩ = B + α(t, T ∗
2 ) cos [δ

′t+ κ(t, T ∗
2 ) + ϕ], (4.1)

where the term δ′ is the effective detuning from the clock state resonance

which includes the intentional detuning plus the effect of any external factors.

The decay parameter, α, and the phase shift, κ, are given by

α(t, T ∗
2 ) =

[
1 + 0.95

t

T ∗
2

2
]−3/2

, (4.2a)

κ(t, T ∗
2 ) = −3× arctan

(
0.97

t

T ∗
2

)
. (4.2b)

The constant factors of 0.95 and 0.97 in the definitions of these parameters

arise from the averaging over the distribution of light shifts experienced by

an atom with a temperature described by a Boltzmann distribution inside

a dipole trapping potential [147]. In fact, the phase shift, κ, results from

the fact that hotter atoms in the tails of these thermal distributions dephase

faster than cold atoms.

The resulting fit using equation (4.1) is shown in Fig. 4.1(b) for a single trap

in a 225 site array with a reversible dephasing time, T ∗
2 = 16(1) ms. The

distribution of T ∗
2 times obtained in this way for the full 225 site array is

shown in Fig. 4.1(c) with a mean value of 14 ms and a standard deviation of

0.8 ms. It should be noted that longer array-averaged T ∗
2 times of 21.1(4) ms

have been observed in our experiment using the same sequence and array

size. The data shown here was chosen because it is most representative of

the state of the system during the randomised benchmarking work discussed
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later in this chapter. The reasons for this variability in the recorded T ∗
2 times

will be discussed later in this section.

The finite temperature of the atoms inside our 1064 nm traps plays a major

role in setting a limit on the reversible dephasing time of our qubits. It results

in a different effective differential light shift due to the 1064 nm trapping light

for hot and cold atoms58. Therefore the reversible dephasing time is inversely

proportional to the atom temperature as [147]

T ∗
2 = 0.97

2ℏ
ηkBT

, (4.3)

where

η =
ωhfs

∆eff

= 1.45× 10−4 (4.4)

is a scaling factor given by the ratio of the hyperfine splitting of the cae-

sium ground state, ωhfs, divided by an effective detuning of the trapping

laser from the manifold of mF states, ∆eff , which takes weighted contribu-

tions from the D1 and D2 lines into account [242]. We can infer the average

atomic temperature of the atoms in our array from the fitted T ∗
2 values. Us-

ing this method, we estimate an average atomic temperature of 7 µK based

on a 14 ms Ramsey fringe decay time. This result suggests that our atoms

are hotter during the Ramsey fringe than the ∼ 1 µK temperature inferred

from the release and recapture measurement in Section 29. A temperature

of 1 µK would correspond to a T ∗
2 time of ∼ 90 ms in the absence of other

decoherence mechanisms59. We investigated this by repeating the release and

recapture measurement, but this time we also applied a D1 optical pumping

pulse before releasing the atoms to quantify the heating effect due to the
58 What is meant by hot and cold here is the mean value of a Boltzmann velocity distri-

bution associated with a given atom temperature.
59 Convention dictates that dephasing is the term used to refer to information loss due to

reversible effects and decoherence is used in the case of irreversible processes [243].
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incoherent state preparation process used to prepare the qubits in the |1⟩
state at the start of the Ramsey measurement. The resulting temperature

fit was ∼ 6 µK which would correspond to a reversible dephasing time of

∼ 17 ms, much closer to the experimentally observed results. To minimise

the heating rate during optical pumping, we would have to engineer a state

preparation process that requires fewer photon scattering events. This could

be achieved using stretched state optical pumping on the D2 line which was

observed to occur on a faster timescale, followed by a series of coherent Ra-

man or MW pulses to transfer population to the clock states as implemented

in [78]. Alternatively, Raman sideband cooling could be implemented in our

experiment to cool the atoms down to their motional ground state inside the

dipole traps before D1 optical pumping is applied [244].

While recording the initial Ramsey fringe data, we observed a long term

drift effect which resulted in discontinuities in our measurements as shown in

Fig. 4.2(a). Our investigations led us to check the effect of the ambient tem-

perature stability on the magnetic field produced by the external shim coils

which are used to set the quantisation axis in our experiment. To test this,

we repeated a single point from a Ramsey sequence at a fixed interrogation

time of 2 ms 200 times while monitoring the optical pumping bias coil with

a temperature sensor placed in close proximity to it. Each experimental run

takes at least 50 s to obtain 25 data points required for meaningful error bars,

but the temperature sensor logs every second. In order to obtain a Pearson

correlation coefficient between TCoil and P|0⟩, we interpolated between exper-

imental data points to artificially match the number of observations. With

this method, we obtain a correlation coefficient of -0.46 showing that there is

some correlation between the two variables. The measurement is imperfect

because of the interpolation that was performed, and because there is likely

an offset error of up ± 1 minute in the matching of the two data sets. How-

ever, this hypothesis is also supported by the fact that the best array-average

coherence time of 21.1(4) ms recorded in our experiment was achieved imme-
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Figure 4.2: (a) A single trap Ramsey fringe measurement, where the x axis
has been converted to units of total experimental run time. Phase disconti-
nuities around 10 minutes and 300 minutes appear to be correlated to drifts
in the lab ambient temperature. (b) Test measurement using a fixed Ramsey
interrogation time of 2 ms repeated 200 times. The black arrow indicates
the point in the Ramsey fringe that corresponds to 2 ms interrogation time.
Each data point takes 50 s to record. The temperature sensor was placed
in close proximity to the optical pumping bias coil for this measurement.
By interpolating the experimental data to match the 1 s sampling rate of
the temperature sensor, we obtain a Pearson correlation coefficient of -0.46
between TCoil and P|0⟩.

diately after improving the air conditioning system performance by tuning

the PID control loop to achieve a ± 0.1 ◦C temperature stability through-

out the entire run. Unfortunately, this level of temperature stability cannot

be maintained consistently with varying outside weather conditions and this

has likely affected some of our randomised benchmarking runs as discussed

in Section 4.5.

The hypothesised physical mechanism by which the clock state resonance

responds to the temperature change is related to the quadratic differential

Zeeman shift on the clock state. Firstly, the thermal expansion and contrac-

tion of the 3D MOT shim coil formers may result in changes in the magnetic

field orientation effectively changing the OP bias field amplitude along the
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x axis. A likely culprit are the ABS plastic 3D-printed corners of the coil

formers which have a significantly higher coefficient of thermal expansion

compared to the aluminium bars they hold together60. The coil driver is op-

erated in constant current mode, which allows it to compensate for changes

in the resistivity of the coil wires due to temperature fluctuations. However,

the sense resistor used to implement this servo has some temperature sen-

sitivity which could affect the current stability with changing lab ambient

temperatures. Upgrading this resistor to one with a lower temperature co-

efficient for future experiments will likely result in improved performance.

Based on our coil driver calibration, a 0.5 ◦C temperature change will result

in an 8 mG drift of the optical pumping bias field. By taking the deriva-

tive of equation (2.9) with respect to B and substituting this value, we can

estimate that the resulting change in the second order differential Zeeman

shift of the clock state transition frequency amounts to 20 Hz on a 15 kHz

FWHM resonance linewidth. The effect of such drifts on long experiments

could be reduced by implementing a magnetic field servo system using the

atomic signal as implemented in [138] for trapped 43Ca+ ions. The idea is to

use a magnetically sensitive MW transition, which in our case would be the

stretched state transition. After recording a resonance with a fixed π time,

one detunes the microwave source by ± FWHM/2 of the transition linewidth

and monitors the population transfer. Any deviation from the perfect 0.5 on

either side is an indication that there has been a drift and the magnetic field

which needs to be adjusted to balance it out. Alternatively, one could use

a fluxgate magnetometer and feedback coils outside the vacuum chamber as

was implemented in [70] for active field stabilisation. None of these two ap-

proaches have been implemented in our experiment yet, but they could be

used to counteract the temperature drifts.
60 The linear thermal expansion coefficient of ABS thermoplastic is 72-108 µm/(m ◦C).

The equivalent value for aluminium is 21 to 24 µm/(m ◦C) [245].
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Spin Echo Measurements

One positive aspect of the finite atom temperature effects on the qubit coher-

ence is that they are reversible. This means that the temperature-induced

dephasing can be undone through the use of sequences of dynamical decou-

pling pulses [246]. The original work by Hahn introduced the most basic de-

coupling technique in the form of the spin echo which was used to extend the

coherence time in nuclear magnetic resonance experiments [247]. Also known

as the Hahn echo, the technique introduces a π-area pulse in between the two

π/2 pulses used in Ramsey measurements as shown in Fig. 4.3(a). The effect

of this π pulse is to re-focus the qubit dephasing by flipping the ensemble of

state vectors on the Bloch sphere such that the faster-precessing vectors end

up "behind" the slower precessing ones and there is a single point in time

after the π pulse, where the second π/2 pulse can be used to perfectly undo

the effects of reversible dephasing. The decoherence due to time-asymmetric

noise sources cannot be undone with the spin echo technique.

We used the spin echo technique in our experiment to measure the irreversible

coherence time of our system, T ′
2, and we implemented it in two different

ways. The first method uses a varying phase on the second π/2 microwave

pulse to induce an oscillation in the observed atomic populations in the P|0⟩

state as shown in Fig. 4.3(b) for 6 different Ramsey interrogation times,

TRamsey
61. This measurement was performed on an array of 32 sites because

it was interleaved with other measurements being taken at the time which

required this atom configuration. An alternative spin echo measurement was

performed on the full 225 site array by introducing a time imbalance, δT, to

the second part of the Ramsey interrogation sequence to produce revivals as

shown in Fig. 4.3(c) for a single trap. The time imbalance, δT , is scanned
61 If we were to apply a perfectly symmetric Hahn echo sequence we would simply observe

a decay in the P|0⟩ population instead. We introduce the imbalance in order to see
oscillations in the atomic populations which is the most clear-cut evidence of coherence
in our system.
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between -10 ms and +10 ms for each interrogation time, TRamsey, in order to

observe the revival fringes. The dashed red lines are fits using [147]

P|0⟩ = B−α(t−TRamsey, T
∗
2 )A cos[δ′(t−TRamsey)+κ(t−TRamsey, T

∗
2 )+ϕ], (4.5)

where the symbols have the same meanings as in equation 4.1. For both spin

echo measurement methods, we extract the fringe visibility at each TRamsey

and fit the resulting curve with

V (TRamsey) = C0exp
[
−1

2
(TRamsey/2)

2σ2
exp

]
. (4.6)

An example fit is shown in Fig. 4.3(d) and used to obtain a value for the

time-independent detuning fluctuation, σexp. The irreversible dephasing time

is then given by T ′
2 =

√
2/σexp as derived in [147]. The array averaged

results from the two methods are an irreversible decoherence time, T ′
2, of

192(25) ms and 145(17) ms using methods one and two respectively. The

quoted errors are the standard deviations of the distribution of T ′
2 times

across the two arrays. The histogram for the 225 site array is shown in

Fig. 4.3(e). The two measurements are in good agreement considering the

fact that they are separated in time by three months and the installation of

an additional laser on the main experimental table which has likely affected

the background magnetic field noise levels. These results are very similar

to the values obtained using ensembles of caesium atoms in 1064 nm traps

from [147]. Our recorded T ′
2 times are lower than the state of the art in

alkali atoms of 303(13) ms obtained with 87Rb in reference [223], but this

experiment used a more complex dynamical decoupling sequence (XY16-256)

that required 256 π-pulses using a Raman laser [248].

To understand the limitations on our measured T ′
2 times, we can consider

a range of irreversible decoherence mechanisms as outlined in [147]. First,

we consider the intensity noise of our trapping laser. Any such noise would
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Figure 4.3: (a) Schematic representation of the two different methods used
to measure the irreversible decoherence time, T ′

2. (b) Single trap results from
method 1 measurement using MW phase scan for second π/2 pulse on a 32
site array. (c) Spin echo revival measurement (method 2) for a single trap
on a 225-site array. Showing best trap with T ′

2= 212(21) ms . (d) Example
fringe visibility fit for measurements shown in (b) fitted with equation (4.6).
(e) Distribution of T ′

2 measurements on 225 site array with an average of
145 ms and a standard deviation of 17 ms.
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result in a detuning instability due to the differential AC Stark shift induced

on the clock state transitions by the 1064 nm laser. During MW operations

we use a trap depth of 30 µK which results in a differential shift of 91 Hz.

We used a photodiode to record the 1064 nm laser intensity over 17.5 s with

a sampling rate of 10,000 samples/s and calculated the Allan variance [249],

σ2
A, at a time τ = 125 ms62 using

σ2
A(τ) =

1

m

m∑
k=1

(x̄τ,k+1 − x̄τ,k)
2

2
, (4.7)

where x̄τ,k is the average photodiode voltage of the k-th time interval of

length τ normalised to the average photodiode voltage of the entire data set.

We arrive at a value of 0.28% for σA which is the magnitude of the relative

intensity fluctuations of our 1064 nm trapping system on the timescales rel-

evant to the spin echo measurement. We then convert this into a detuning

error using σ(τ) =
√
2δ0σA(τ), where the

√
2 factor accounts for the fact that

we are calculating the difference of the standard deviations of two detunings

because this is a differential light shift. The resulting detuning fluctuation

is 0.36 Hz which accounts for a significant portion of the total detuning er-

ror, σexp, of 1.6(2) Hz that corresponds to our 225-site average T ′
2 time of

145(17) ms. This error could be reduced by installing an intensity stabil-

isation system for our 1064 nm laser. The RedPitaya system designed for

Rydberg laser noise eating is capable of doing this, but at the time no suit-

able mounting location near the main experimental chamber was available

to install a feedback photodiode.

A related source of decoherence in our system is the 1064 nm laser pointing

instability which would manifest as a larger effective trapping laser inten-

sity fluctuation at the atoms. This was not measured in our set up on the

millisecond timescales relevant to this experiment, but we have observed
62 We chose 125 ms because it is the TRamsey/2 time of the spin echo measurement with

the longest interrogation time we recorded.
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some day-to-day variation in the atomic positions identified on our fluores-

cence images. The array-averaged drift in the atomic position was 1.5 pixels

based on two sets of 200 fluorescence images recorded 12 hours apart. This

corresponds to approximately one beam waist of our 1064 nm traps when

considering the camera magnification of ∼ 1 µm per pixel. This variation

is too large to be physical and is likely exaggerated by the fact that atom

emission patterns are random and we allocate 10 pixels per atom. Therefore

the location of the centre of mass of the atomic fluorescence signal could shift

from image to image without the trap physically moving. In any case, we

would need to consider a different method to capture the pointing instabil-

ity on a more meaningful timescale because each fluorescence image in our

experiment takes 40 ms. The simplest method would be to place a camera

immediately before the chamber and use it to capture multiple images of the

dipole trap Gaussian spots location with a fast < 1 ms exposure time. This

data was not available at the time of writing. Alternatively, a segmented pho-

todiode could be used to independently measure both intensity fluctuations

and pointing instability.

Atom heating inside the 1064 nm traps will also contribute to our qubit

decoherence because the atoms in later stages of the Ramsey interrogation

period are hotter than in the earlier stages giving rise to a time-asymmetric

temperature-induced dephasing. In Section 29 we inferred a heating rate of

0.19(7) µK/s from a trap lifetime measurement taken at the trap depth used

in the spin echo experiments. We calculate the resulting detuning fluctuation

error, σ(3)
heat, using [147]

σ
(3)
heat =

ηkB
ℏ

√
3

2
ĖT ′

2T , (4.8)

where the superscript represents the fact that we are considering a three-

dimensional Gaussian momentum distribution when evaluating the atom en-

ergy, Ė is the heating rate and η is the scaling factor introduced in equation
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(4.3) which is specific to caesium at the 1064 nm trapping light. The resulting

heating rate is σ(3)
heat = 1.6 Hz which alone would be enough to explain the

observed decoherence rate in our spin echo measurements. Reference [206]

showed that the heating rate has an exponential dependence on the trapping

laser intensity noise and a linear dependence on the pointing instability. By

reducing these noise sources, the heating effects on the atoms inside the traps

will also be suppressed. Similarly, reference [197] found that noise present

in the trapping laser signal that is near resonant with the dipole trap axial

and radial frequencies will excite the motional modes of the atoms inside

the traps. In our case the trapping frequencies at the ramped down trap

amplitudes used during the microwave experiments are a few kHz. The most

likely sources of noise at this frequency would be mechanical vibrations of

the periscope through which the 1064 nm passes to reach the atoms.

An additional source of thermal decoherence due to the trapping light is

photon recoil from off-resonant scattering. Using the Rayleigh scattering

rate calculated in reference [147] for caesium in a 1 mK trap and scaling it

down to our trapping depth of 30 µK , we obtain a rate, Γs = 0.3 s−1. We

can then use

σph

(
T ′
2

2

)
= ηk

√
3kBTΓS

m

T ′
2

2
exp

(
−ΓS

2

T ′
2

2

)
(4.9)

to calculate a detuning error due to 1064 nm photon scattering, σph, of

0.73 Hz based on a starting atom temperature of 7 µK as discussed in

Section 56. As shown in [147], the rate of spin relaxation due to Raman

scattering from the 1064 nm laser is sufficiently slow to be neglected on

the timescales considered in our experiment. The Raman scattering rate is

ΓRaman= 0.12 s−1 for a 1 mK deep trap which corresponds to a spontaneous

decay time, T1 = 1/ΓRaman = 8.6 s. This scales linearly with the trap depth

and we operate with traps which are more than 33 times shallower which fur-

ther reduces the likelihood of any Raman scattering events during the spin
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echo measurements.

Next we consider the contribution from the differential quadratic Zeeman

shift on the clock states due the applied bias magnetic field. Any noise or drift

present in this fields will affect the qubit coherence. For the 6.0 G bias control

used in our experiment, the differential quadratic Zeeman clock state shift

calculated with equation (2.9) amounts to 15.38 kHz. A noise measurement

of the bias field was performed before recording the spin echo measurements

using a 3-axis HMC5883L magnetoresistive magnetometer with a bandwidth

of 160 Hz and a 12-Bit AAC with a 2 mG resolution. The sensor was placed on

top of the vacuum chamber and recorded the stability of the optical pumping

bias field over the course of two minutes in continuous operation. Ideally, we

would have monitored the bias field live during the experiment, but we did

not have access to a magnetometer with a sufficient bandwidth to sample

the fields on a sub 1 ms timescale required to do so. The recorded RMS

noise level outside the chamber was of the order of the sensor resolution with

peak values of 3 mG which would correspond to time-independent detuning

fluctuations, σexp, of 15.5 Hz. This value is not consistent with the recorded

average T ′
2 time of 145(17) ms which corresponds to a total combined σexp

of 1.6(2) Hz. We conclude that the device used to measure the magnetic

field noise did not have the resolution and bandwidth to accurately capture

the magnetic field noise in our experiment. A fluxgate magnetometer such

as the Bartington Mag710 would have been more suitable for the task with

its 1 nG resolution and 1 kHz bandwidth, but the decision was made not to

purchase one specifically for this measurement. Furthermore, the measured

magnetic field noise includes contributions from the 50 Hz mains line which

we have reduced in our experiment by virtue of an AC mains trigger which

starts the microwave pulse sequence on the falling edge of the mains cycle

waveform. This eliminates 50 Hz noise for the first 10 ms of the experiment

and ensures that mains noise is sampled in a deterministic fashion for the

remaining duration of the experiment.
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Finally, short term shot-to-shot fluctuations of the microwave pulse power

or the pulse duration would also manifest as reduced spin echo fringe co-

herence in our experiment. While we did observe significant 3% site-to-site

variation in the microwave Rabi frequency as shown in Fig. 3.26, we have

no indication to believe that there is significant shot-to-shot variation in the

pulse area because we can record high-contrast Rabi oscillations captured

over hour-long experimental runtime periods as shown in the same figure.

In terms of pulse timing, the DDS that is triggered to apply the pulses has

a 1 ns temporal resolution for pulses with a typical duration of 50 µs for a

π pulse. In principle, a measurement could be taken to verify this using a

high sample rate oscilloscope which could be used to capture a large number

of deterministically-triggered MW pulses and calculate their pulse area and

timing errors (jitter).

In summary, the most likely limiting factors on our T ′
2 time are the 1064 nm

laser intensity noise and the in-trap heating rate resulting from this intensity

noise. Further suspected sources of decoherence with a significant impact

on our measured T ′
2 times, which have not been quantified with sufficient

accuracy at the time of writing are the 1064 nm laser pointing instability,

along with the magnetic field noise. To improve and further understand the

decoherence mechanisms in our system, these sources should be investigated

further.

4.2 BB1 Composite Pulses

After calibrating the coherence times of our qubits, we intended to proceed

with randomised benchmarking. However, the microwave Rabi frequency

variation across the array discussed in Section 3.6 made it difficult to achieve

the level of calibration required for state-of-the-art single qubit gate per-

formance. We identified the BB1 composite pulse sequence as a relatively
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Figure 4.4: (a) Schematic representation of BB1 composite pulse method. A
simple rectangular pulse of area θ implementing a rotation around an axis φ
on the Bloch sphere is converted into a series of four pulses. The parameter
β is defined in equation 4.10. (b) Simulation demonstrating the significantly
reduced sensitivity to pulse area errors of the equivalent BB1 pulse relative
to a simple Rx(π). (c) Experimental demonstration of an Rx(π/2) BB1 pulse
showing reduced sensitivity to pulse area errors around the experimentally
calibrated π/2 time as intended. The red points are array-averaged values
from a 225 site array. The error bars are smaller than the data points.
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simple means of addressing this issue in order to achieve truly scalable oper-

ation on our platform. The BB1 sequence was first introduced by Wimperis

et al. in the field of nuclear magnetic resonance imaging [250] and can be

implemented as shown in Fig. 4.4(a). The notation Rφ(θ) represents a qubit

rotation of area θ around an axis φ on the Bloch sphere. When applying this

composite pulse sequence, a single pulse becomes a series of four pulses. The

first three pulses always have the same fixed pulse area, but the axis around

which they rotate the qubit on the Bloch sphere is a function of the target

pulse parameters. The final pulse is the intended simple pulse we want to

implement. The parameter β defined as

β = cos−1

(
θ

4π

)
. (4.10)

is used to define the axis of rotation of the first three pulses in the sequence.

The first three pulses act as a passband filter in amplitude space around a

desired pulse area as shown in Fig. 4.4(b). In this simulation we compare

the sensitivity to pulse area errors of a simple Rx(π) pulse and the equivalent

BB1 composite pulse. In the simulation we are varying the area of all the

BB1 pulses and modelling it as a constant percentage pulse area. The plateau

around the target pulse area of π demonstrates the bandpass effect of this

composite pulse sequence. It is also important to note that a specific BB1

pulse needs to be designed for each qubit gate. In Fig. 4.4(c) we show an

experimental test of an Rx(π/2) pulse which now has a plateau around the

calibrated π/2 time as intended, in good agreement with a simulation using

the experimental parameters. The deviation from perfect 50 % transfer is

due to averaging across a large array and the finite trap lifetime. Changing

the axis of rotation on the Bloch sphere is physically realised by changing

the phase of the microwave source in our experiment. In general, the specific

phases used for a given BB1 pulse will depend both on the target pulse area

by virtue of the parameter β, but also on the intended pulse’s axis of rotation.
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It should be noted that the BB1 pulse sequence does not reduce the sensi-

tivity of our qubits to errors in detuning, nor does it implement any spectral

filtering in frequency space. The latter point could be addressed by changing

the amplitude profile of our pulses from a simple rectangular profile into a

Blackman-Harris profile [251] which would suppress the high-frequency com-

ponents of a sharp-edged basic pulse. This was considered non-critical for our

experiment because our trapping frequencies are of the order of kHz, so any

high frequency components of our rectangular microwave pulses are unlikely

to excite the motional modes of our atoms in the traps. In terms of reducing

sensitivity to detuning errors, reference [252] has shown that using adiabatic

rapid passage (ARP) microwave pulses can yield significant improvements

compared to simple rectangular π pulses. The idea was first introduced in

the field of nuclear magnetic resonance in reference [149] and requires im-

plementing a shaped amplitude and frequency profile for the pulses which

can make the population transfer in the system insensitive to detuning er-

rors over a frequency range up to one half of the chirp rate. The limitations

of our AD9910 DDS chip mean that we cannot simultaneously implement

frequency, phase and amplitude control in RAM mode in order to test BB1

composite pulses with an ARP frequency and amplitude profile. This limita-

tion can be overcome in the future by using our arbitrary waveform generator

instead of the DDS to provide the dynamical signal mixed in with our static

8.85 GHz master oscillator. However, implementing ARP will come at the

cost of significantly slowing down our average gate duration because the ro-

bustness of the ARP pulses to detuning errors improves as the pulses are

made longer in time. Therefore, future work on improving single qubit gate

fidelities and robustness will need to investigate if there exists an ARP pulse

shape for our system which will result in an overall performance increase.
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4.3 BB1 Pulse Calibration

The final stage of preparation before running our randomised benchmarking

experiments is the calibration of the microwave pulses. In order to under-

stand our calibration process, we need to briefly review how we program our

microwave synthesiser.

The BB1 pulse sequence is implemented using the random-access memory

(RAM) mode of an AD9910 DDS which is mixed with our 8.95 GHz master

oscillator to drive the hyperfine ground state transitions as described in Sec-

tion 3.6. This method of operation allowed us to achieve the fastest toggling

between different phases and amplitudes from pulse to pulse as required for

implementing the BB1 protocol. The theoretical BB1 implementation does

not require shaped amplitude profiles, but our experimental implementation

allows us to achieve two things. First, the gaps between the pulses can now

be programmed into RAM as a single step with amplitude of zero to speed

up playback. Second, we can now independently calibrate the DDS am-

plitude for different gates in order to compensate for timing discretisation

errors. These errors arise from the fact that we can allocate a finite number

of memory locations to a given pulse which introduces some small, but finite

discretisation errors in our pulse timing63. In order to circumvent this, we

also allow for the possibility to allocate a different amplitude for each pulse

which we can scan in addition to calibrating the π and π/2 times. In this

way we have more precise control of the effective pulse area which is neces-

sary for achieving high single qubit gate fidelities. The effective gap between

our pulses within a BB1 sequence is set by the playback speed for a single

memory block with amplitude zero which in our case is 2.1 µs. To achieve

the fastest playback speed, we pre-record a given random gate string to the

system memory and then use direct memory access (DMA) to playback the
63 The AD9910 RAM has 1024 memory locations. In our case we allocate 12 locations per

π/2 pulse area. This amounts to ∼ 2.1 µs playback time for a memory block which is
then discretised using the AD9910 base timing step of 4 ns to define a playback speed.
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pulse sequence during the actual experimental run for faster performance. In

this way, the gap between gates was reduced to only 0.5 µs allowing us to fit

more pulses in the finite qubit coherence time.

A typical calibration procedure for a large array of qubits consists of the

following steps. We first calibrate the clock state microwave resonance using

a simple rectangular π pulse. In principle much greater frequency precision

could be achieved using a series of Ramsey fringes as implemented in reference

[138] for a single ion qubit, for example. However, we found that in our case

the spread of resonance frequencies across the 225 site array is 2.0(8) kHz,

even when have implemented adaptive intensity feedback to our 1064 nm

arrays as outlined in Section 29. In this work, our objective was to achieve

scaling to large system sizes so even if we could calibrate the resonance to a

higher standard of accuracy on a single trap site using Ramsey fringes, this

would not translate to improved global single qubit gate fidelities across the

entire array. The variation pattern of clock state resonances across the array

appears random without any discernible spatial gradients or trends as can be

seen in Fig. 4.5. Going forward the uniformity of the resonances frequencies

could be improved further by also implementing a feedback procedure to

correct for aberrations in the 1064 nm trapping potential using the signal

from the atoms as described in the supplementary materials of reference [87].

In future work, when local single qubit operations are implemented into our

set up, this higher calibration overhead would have to be incurred.

The next calibration step is to record a Rabi oscillation fringe, again using

simple rectangular pulses, to obtain the π time of the clock state transition.

This π time is then used to define the playback speed of our BB1 pulses. The

final calibration step is to apply increasing numbers of up to 1001 ×Rx(π)

and 1006 ×Rx(π/2) BB1 pulses and scan the pulse amplitude to maximise

transfer to the P|0⟩ state. In order to have scanning range in both directions,

we record the resonance and Rabi flop measurements with 80% of the avail-
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Figure 4.5: Spatial variation of the clock state microwave resonance across a
225 site array with an 8 µm spacing as used in our randomised benchmarking
experiments. The microwave (MW) resonance is defined as a detuning from
the unshifted caesium ground state hyperfine splitting.

able maximum amplitude. The reason we allow for different amplitudes for

the BB1 π and π/2 pulses is to account for the effect of the finite risetime of

our microwave source which means that the pulse areas do not scale exactly

linearly with time.

4.4 Clifford Group Randomised Benchmarking

The method we chose for characterising our single qubit gate performance

is Clifford group randomised benchmarking (RB). It was originally proposed

by Emerson et al. in [253] and refined by Dankert et al. in [254] to the form

implemented in this work. The first experimental realisation of the method

was carried out by the Wineland group in NIST using a single trapped 9Be+

ion [255], but it was done in a modified form which led to the emergence of

two slightly different implementations of Clifford group randomised bench-

marking in the literature. The methods have been shown to differ by up to
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a factor of three in the average gate fidelities they return in reference [256].

We focus our initial description on the method we used in our work, which is

the standard Clifford group RB method, before returning briefly at the end

of the section to outline the differences with the second method, referred to

as the NIST RB method.

The idea of randomised benchmarking is to efficiently characterise the fidelity

of an average gate operation (a single qubit gate in our case) by applying

an increasing number of randomly sampled gates and recording the resulting

depolarisation errors, d, as a function of the number of gates applied, N . In

our case we uniformly sample our gates from the 24 unitary operations64 that

make up the single qubit Clifford gate set [14] realised as shown in Appendix

A. Reference [254] demonstrated that sampling from this finite discrete gate

set is sufficient for realising the RB protocol in practice. The specific way we

realise the gates is summarised in Table 4.1. We define 9 basic rotation gates

and program them into our AD9910 DDS. Notably, unlike reference [68] we

chose to adopt the common practice of using virtual gates to realise our global

Rz(θ) rotations as first introduced in the NMR community [258], but it is also

adopted in trapped ion [255] and superconducting qubit experiments [259]. A

virtual Rz(θ) gate is implemented by rotating the Bloch sphere co-ordinates

for subsequent pulses instead of rotating the qubit state vector. In other

words, the relative phases of subsequent Rx and Ry gates are shifted by an

amount equivalent to the Rz pulse area. This is done almost instantaneously

in software so in this way we reduce the total drive time required to achieve

an effective rotation around the z-axis compared to the alternative which is

to use composite Rx and Ry rotations to realise Rz gates as was done in

[68]. When applying virtual Rz gates we still allocate a delay equivalent to

the gate area to allow the qubit to sample any noise sources present in our

system to avoid skewing the average gate results towards higher fidelities
64 In general there are a total of 57 classes of Clifford gate sets depending on the gate

operation being characterised. See reference [257] for additional information on these
classes.
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Table 4.1: Our implementation of the basic 9 gates in the single qubit Clifford
group gate set. The remaining 14 gates in the set are composed of these basic
gates as shown in Appendix A.

Gate Gate Pulse Delay DDS Phase Phase Offset
Index Area Area Current Pulse Next Pulse

0 I 0 π/2 0 0
1 Rz(π/2) 0 π/2 0 π/2
2 Rz(π) 0 π 0 π
3 Rz(−π/2) 0 π/2 0 −π/2
4 Ry(π/2) π/2 0 −π/2 0
5 Ry(π) π 0 −π/2 0
6 Ry(−π/2) π/2 0 π/2 0
7 Rx(π/2) π/2 0 0 0
8 Rx(π) π 0 0 0
9 Rx(−π/2) −π/2 0 π 0

when Rz gates are applied. For the same reason of fairness, we allocate a

π/2 pulse delay to the identity operation as adopted by the community. It

should be noted that the computational cost of using this method when using

single-site resolved single qubit gates would be significant, because we would

be required to keep track of the Rz phase shifts on every individual qubit.

Additionally, if a virtual Rz gate is not followed by an Rx or an Ry gate which

implements a physical rotation of the qubit state vector on the Bloch sphere,

then the qubit would not be in the correct state for other gate operations. So

this is another complication that needs to be accounted for in the software

control architecture when using virtual Rz rotations.
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The typical procedure for randomised benchmarking used in our experiment

has the following steps:

1. Generate a random string of l gates uniformly sampled from the Clifford

group.

2. Truncate the sequence at some length N ≤ l for each experimental

iteration.

3. Using knowledge of the initial qubit state and the random gate string

of length N , calculate the final single qubit rotation required to return

the atomic population to the desired target state (|0⟩ in our case).

4. Run 300 repetitions of the experiment for a given value of N plus the

specific final rotation required.

5. Repeat for a different value of N until N = l.

This NIST method only differs in step 1 because it does not sample uniformly

from the full 24-gate Clifford group. Instead a random gate string is com-

posed of alternating π/2 pulses and π or identity pulses with a random sign

and axis of rotation, so a typical section of a NIST RB gate string would have

the form: Rx(−π/2)Ry(π)Ry(π/2)IRy(π/2)Rx(π)... . In the NIST method,

only the π/2 pulses count towards the gate count [255]. This method is

widely adopted in the trapped ion community for characterising single qubit

gate performance [260, 261], but it does not generalise to multi-qubit gates

[256]. We chose to use the conventional RB method to facilitate direct com-

parisons with other recent work on single qubit randomised benchmarking

in neutral atom arrays [68, 70], and because it is closer in its implementa-

tion to the original proposal in [254] giving it a stronger theoretical backing.

It should be noted that the NIST RB method has also been employed by

the neutral atom community for single qubit randomised benchmarking in

optical lattices [262], for example.
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Regardless of the chosen method, the result of the measurement is a target

state population curve exponentially decaying with the number of applied

gates, N , which can be fitted with equation 4.11 to extract an average depo-

larisation per gate, d, and a depolarisation associated with state preparation

and measurement errors, (dSPAM).

P|0⟩ =
1

2
+

1

2
(1− dSPAM)(1− d)N . (4.11)

The corresponding curve obtained in our experiment for a 225 site array is

shown in Fig. 4.6 in Section 4.5. From this fit, one can extract the average

fidelity of a Clifford gate, F 2 = 1− d/2, where the factor of 1/2 arises from

the fact that depolarisation will result in the correct target state 50% of the

time. The fidelity of two density matrices, ρ and ρ′, is defined as [4]

F (ρ, ρ′) = Tr
[√√

ρρ′
√
ρ

]
. (4.12)

Before proceeding to discuss our RB results, we should consider the ad-

vantages and disadvantages of this method relative to other approaches for

characterising single qubit gate performance. The first method developed for

characterising quantum computer performance was quantum process tomog-

raphy (QPT) [263, 264]. It requires preparing 4N input states and recording

the output states after operating on them with the gate which is to be char-

acterised. Here N is the number of qubits in an N -qubit gate. The extracted

output states can then be processed to obtain 16N - 4N independent gate

parameters. Understandably, this method did not gain favour within the ex-

perimental physics community because of the increased complexity resulting

from the larger number of gate parameters which need to be communicated

and processed, and because it was shown to be very sensitive to SPAM errors

[265]. The randomised benchmarking method was developed as a response

to these shortcomings of QPT by decoupling SPAM errors from gate errors
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and only returning two simple parameters to characterise gate performance.

However the RB formalism is underpinned by the assumption that the dom-

inant noise channels in the system are Markovian, i.e. uncorrelated, but in

real-world experiments this assumption is often violated [266]. This means

that RB can overestimate gate fidelities in the presence of correlated, non-

Markovian, noise and lead to increased variance in the recorded fidelities as

was shown in the work by Ball et al. [267]. The RB method would therefore

ideally be complemented by another method such as robust phase estimation

(RPE), for example, which is intended to specifically measure systematic er-

rors in a quantum system [268]. The interested reader can find out more

about these and other gate performance characterisation methods and their

relative strengths and weaknesses in references [269, 270] or other work in

the area of Quantum Characterisation, Verification, and Validation.

4.5 Randomised Benchmarking Results

We now present our randomised benchmarking results on a holographic array

of 225 trap sites with 8 µm separation between atoms. We applied up to 1000

global single qubit microwave rotations on our clock state qubits plus the

final rotation that returns the qubits to the P|0⟩ state. A fixed 375 ms hold

time in the 1064 nm traps was allocated regardless of the number of gates

applied in order to decouple atom loss due to the finite trap lifetime from the

average gate fidelity. A total of 8 different random gate strings were uniformly

sampled from the single qubit Clifford group gate set. Each data point is

based on 300 experimental repetitions with stochastic atom loading, so not

all sites were filled in all measurements. Similarly to reference [70], a single

calibration was performed at the start of the data taking process without

interspersing any calibration measurements in-between benchmarking runs

as was done in [261], for example.
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Figure 4.6: (a) Array-averaged randomised benchmarking results for the
225 site array shown in inset image. Eight different random gate strings
were generated and a single fit was performed to the data points across all
eight strings using equation 4.11. (b) Histogram of state preparation and
measurement errors across the full 225 site array. (c) Histogram of average
global single qubit gate fidelities on a per-trap basis. Errorbars represent one
standard deviation.
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The results of our benchmarking measurements are presented in Fig. 4.6(a).

Each error bar represents one standard deviation. To extract the average

gate depolarisation and SPAM depolarisation per trap site, we performed a

single fit to the data from all eight random strings using equation 4.11. The

value of P|0⟩ was scaled by the 93(1)% probability of retaining the atoms

in the traps during the 375 ms hold time limited by the finite trap lifetime

of 9.7(8) s recorded at the time of the benchmarking run. The results are

summarised in the histograms in Fig. 4.6(b) and (c). Using these methods,

we achieved an average error per gate of 7(2)× 10−5 across the 225 site array,

corresponding to a value of 0.99 993(2) for the average gate fidelity, F 2. These

results are the highest averaged single qubit gate fidelities recorded in any

platform with over 100 qubits at the time of writing. In the specific case of

neutral atom tweezer arrays, only reference [70] has achieved lower average

gate errors of 4.7(1.1)× 10−5 using magic trapping with circularly polarised

830 nm laser light propagating along the quantisation axis to eliminate the

differential Stark shift on an array of 4x4 87 Rb atoms.

Our decision to allocate a fixed hold time in the traps regardless of the number

of gates applied, along with the limitations of imperfect state preparation

discussed in Section 3.5.1, resulted in a large average SPAM error of 0.119(1).

This error can be suppressed by the use of non-destructive readout which is

the subject of the next chapter of this thesis. In the peer review process of

the publication that resulted from this work, the consensus was reached that

the survival data used to perform the fit with equation (4.11) must be scaled

as

P|0⟩ = A

[
1

2
+

1

2
(1− dSPAM)(1− d)N

]
, (4.13)

where A is a constant scaling factor that accounts for the baseline survival

of the atoms in the array during the fixed 375 ms hold time used in the

measurement. To determine the value of the scaling factor, we measured the
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baseline survival probability for the full microwave sequence, but without

applying a push out beam and obtained a value of A = 0.93(1). This constant

scaling factor does not significantly affect the fitted average gate fidelity, but

it does result in a smaller reported SPAM error. All the values quoted in this

section already include this scaling factor, and so does the data in Fig. 4.6.

The obtained randomised benchmarking results are in good agreement with

the theoretical model from reference [68] which derives a relationship between

the averaged gate fidelity F 2 and the dephasing parameter α from equation

(4.2). This relationship is

⟨F 2⟩ = 1− ⟨d⟩
2

= 1−
[
1− α(⟨tC1⟩, T ∗

2 )

2

]
, (4.14)

where ⟨tC1⟩ = ⟨θC1⟩/Ω is the average gate duration, and the form of the α

parameter has been modified to α(t, T ∗
2 ) = 1/2 + 1/2[1 + 0.95(t/T ∗

2 )
2]−3/2.

In our case, the average area is increased to θC1 = 2.95π because of our use

of BB1 composite pulses. Using this value, a microwave Rabi frequency of

Ω/2π = 7.68(1) kHz 65 and the T ∗
2 time of 14.09(8) ms measured on the 225

site array after the benchmarking measurement, we calculate a theoretical

average error per gate of 6.6× 10−5 in good agreement with the measured

average gate error of 7(2) × 10−5.

Our results clearly show variation in the average gate fidelity from string

to string. The initial suspicion was that the worst-performing string, String

#1, would have a lower proportion of virtual Rz gates which have the lowest

error because they are implemented as delays of area θ and a phase jump in

software for subsequent pulses. The distribution of Clifford gates per random

string is shown in Fig. 4.7. In fact, String # 1 has a higher distribution of

virtual Rz gates than the average, so this hypothesis does not explain the
65 The base clock state microwave Rabi frequency in our system at full amplitude is actually

Ω/2π = 9.60(1) kHz, but as explained previously we operate around 0.8 of the maximum
during the benchmarking sequence to have calibration range in either direction.
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Figure 4.7: Distribution of random gates for each of the 8 strings that
were used to obtain the results in Fig. 4.6. The horizontal axis represents
the Clifford gate index from Table A.1. The vertical rows represent each
random gate string. The top row shows the average distribution of gates
across all eight strings which is very close to a uniform distribution. The
colour represents the probability that a given gate features in a given gate
string.

significant deviation.

To understand the behaviour of String # 1 a simulation model using prop-

agators was developed. The model takes the specific sequence of gates into

account, as well as the experimentally measured atom loss probability and

optical pumping fidelity, as well as the average depolarisation per gate based

on the α parameter calculated using T ∗
2 of 14.09(8) ms and our average gate

parameters. All Rx and Ry gates are modelled as BB1 pulses. Identity op-

erations and Rz gates are modelled as perfect rotations independent of the

Rabi frequency, but subject to detuning errors because of the fixed hold time

in the traps allocated to them in our experimental script. Figure 4.8 shows

the results of this simulation for strings #1 and #4 which are the worst- and

best-performing random gate strings respectively. The solid black lines in-

dicate the expected performance with perfect calibration and zero drift, but

accounting for finite atom temperature in the traps and our SPAM errors.
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The coloured points are the array average experimental results for the two

strings. The top row in Fig. 4.8 represents the sensitivity of the specific gate

string to errors in the pulse area, modelled as a constant pulse area error for

simplicity. The bottom row represents the sensitivity to constant detuning

errors in the driving field microwave frequency. The figure highlights two

important features of our experiment. Firstly, as expected the sensitivity to

pulse area errors is significantly suppressed due to our use of BB1 composite

pulses. In order to observe fluctuations of the order observed in our experi-

ment for String #1 we would have to experience pulse area variations of the

order of +10% which is unrealistically high. On the other hand, our sensi-

tivity to detuning errors is significantly stronger. The simulation shows that

detuning errors within the order of magnitude commensurate with our cali-

bration error and temperature-induced drift can lead to significant variation

in the observed value of P|0⟩. Therefore, this is the more likely explanation

for the worse performance observed with String #1. As discussed at the

end of Section 56, we have already observed temperature variations causing

resonance shifts of the order of 20 Hz in our lab. Whilst the output power

stability of our MW amplifier has been observed to be stable to within 1%

for multiple hours at a time after an initial 20-minute warm up period which

we have built into our sequence.
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Figure 4.8: Randomised benchmarking simulations using Heisenberg propa-
gators. The model accounts for SPAM errors and atom temperature effects.
Pulses are simulated in a realistic way as implemented in our experiment.
See main text for more details on simulation model. The solid black lines are
the ideal simulation results for a perfectly calibrated system and a specific
gate string. The coloured lines represent the system response to a static pa-
rameter error. The dashed lines are the envelopes of the negative parameter
shift simulation results when they are obscured by the positive parameter
shift results on the plot. The simulations shown much greater sensitivity to
detuning errors. The solid dots are the array average experimental results
for String #1 and String #4. The error bars are smaller than the points on
this scale. The comparison highlights variation in the sensitivity from string
to string.

From Fig. 4.8 it also becomes clear that the sensitivity of each gate string

to parameter errors can be significantly different because of the gate ran-

domisation process and the fact that different gates have different parameter

sensitivities. Virtual Rz gates and identity gates are only susceptible to de-

tuning errors because their physical implementation on the atoms is a simple

delay. In sequences with more Rx and Ry gates, there is an additional sen-

sitivity to pulse area errors. It is also worth noting that parameter errors of
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the same amplitude, but different sign result in different measurement out-

comes and can skew the fidelity towards lower values. This is evidence of

the inability of the RB method to decouple systematic errors from stochastic

errors due to noise.

4.6 Conclusion

With the work discussed in this chapter we have been able to characterise

the performance of our qubits encoded in the hyperfine clock states of the

6S1/2 manifold in 133Cs. We have recorded T ∗
2 times exceeding 14 ms on

a large array of 225 trap sites and T ′
2 times > 140 ms without composite

pulses. While these numbers are within state-of-the-art performance, we

have identified a range of areas for impr ovement. Improving the stability

of our air conditioning system or implementing a magnetic field amplitude

stabilisation servo to compensate for any slow magnetic field drifts would

likely result in the largest performance improvement. In addition, installing

an intensity stabilisation system on our 1064 nm trapping laser has also been

identified as a priority in order to extend the irreversible decoherence time

of our qubits. The analysis of irreversible dephasing mechanisms carried

out in this work has highlighted the fact that more thorough noise source

characterisation would be required to fully understand the limitations of our

platform. Specifically, taking measurements of the 1064 nm laser pointing

instability on short timescales and monitoring the magnetic field noise with

a high bandwidth, high resolution magnetometer have been identified as key

action points.

Using Clifford Group randomised benchmarking, we have recorded the high-

est global single qubit gate fidelity on a system of this scale (>100 qubits)

across all quantum computing platforms at the time of writing. In the pro-

cess of analysing the results we have identified significant variation in the



resonance frequencies across the array which would negate the benefits of

high-precision Ramsey fringe frequency calibrations. The width of the distri-

bution of resonance frequencies, likely caused by 1064 nm intensity inhomo-

geneities, could potentially be narrowed down by implementing more sophis-

ticated holographic feedback methods or by operating with magic wavelength

traps with zero differential AC Stark shift on the clock state transitions. The

sensitivity to such variations in detuning could be significantly reduced by

implementing adiabatic rapid passage pulse profiles to our composite BB1

pulses. Further work must be done to confirm if this would result in a net

increase in the average gate fidelity because the benefits ARP pulses provide

will be partially offset by the fact that the average gate duration would be

increased compared to using simple rectangular BB1 pulses. The simulations

performed to understand the sensitivity of different random gate strings to

parameter errors in our system has further highlighted the importance of

suppressing detuning errors to reach better performance levels in the future.

To fully understand the sensitivity of individual gates to parameter errors,

a different method called interleaved benchmarking could be used to extract

the depolarising parameter of a specific gate by interleaving it with a random

gate string as suggested in [271].

166
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Chapter 5

Non-Destructive Readout

(NDRO)

An outstanding challenge in neutral atom quantum computing is improving

the state detection procedure to make it compatible with the future require-

ments of fault-tolerant operation [14] based on error-correcting codes which

require mid-circuit readout [272, 273]. Alternative routes to fault-tolerant op-

erations, which do not require mid-circuit measurement, have been proposed

[274–276], but they come with other disadvantages such as increased encod-

ing overhead in terms of number of physical qubits required to implement a

logical qubit. Additional benefits of implementing non-destructive measure-

ments in a set up include the ability to access different forms of computation

such as measurement-based quantum computing [277], semiclassical Fourier

transform [278], preparing long-range entangled quantum matter [279] and

suppressing state measurement and preparation errors [280] to name a few.

The conventional method for reading out qubit states in experiments with

alkali neutral atoms is clearly incompatible with these modes of computation

because it relies on a push-out measurement, as described in Section 3.5.2,

which results in the loss of all atoms in the F = 4 manifold. In addition

to requiring re-loading of atoms after every measurement, the conventional
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readout method is usually relatively slow compared to the coherence times of

alkali neutral atom systems. This is also incompatible with repetitive error-

correcting codes where multiple mid-circuit measurements need to be per-

formed per experimental cycle. More recent developments using two-valence

electron atoms such as 171Yb have successfully demonstrated mid-circuit op-

erations [281–283], but several different methods to achieve this have also

been proposed and realised with alkali atoms in recent years. One approach is

coupling the atom to a cavity in order to enhance fluorescence light collection

[284, 285] or use the cavity transmission or reflection spectra to perform state

detection [286, 287]. Another alternative applicable to qubits encoded in two

Rydberg states is to use collective enhancement and electromagnetically in-

duced transparency (EIT) to speed up readout and perform it without atom

loss [103]. Finally, there is the non-destructive readout procedure based on

a cycling transition implemented in the stretched state of alkali atoms which

was originally introduced in [288] and is the subject of this chapter. For the

remainder of this work, the term non-destructive readout (NDRO) will be

used to refer to this specific method.

The basic principle of NDRO is explained in Section 5.1, followed by a dis-

cussion on the different approaches that were considered for transporting the

atoms between the computational and NDRO readout hyperfine sublevels.

The chapter concludes by presenting the final experimental results from our

set up and discussing future improvements.

5.1 Principle of Operation of NDRO

The principle of NDRO is illustrated in Fig. 5.3. The method uses two

counter-propagating beams, red-detuned from a stretched state transition on

the D2 line with the same circular polarisation handedness in the atomic ref-

erence frame. In a typical cold atoms experiment, one of the two horizontal



Chapter 5. Non-Destructive Readout (NDRO) 169

Figure 5.1: (a) Schematic diagram of the set up required to implement
NDRO. Two horizontal beams with the same high-purity, σ+ polarisation
at the atoms are required. Their polarisations are defined with respect to
a quantisation magnetic field, Bz, which lifts the degeneracy of the mF lev-
els. Aligning the polarisation of the 1064 nm trapping laser to be along
the quantisation field axis is important for suppressing any circular polari-
sation components of the 1064 nm light at the atoms which could give rise
to fictitious magnetic fields as observed in [211]. (b) Level diagram illus-
trating principle of operation of NDRO. Red-detuned, high-purity circularly
polarised light on the D2 line is used to drive a stretched state cycling tran-
sition. Lighter-shaded arrows emanating from the |F = 4,mF = 4⟩ state
indicate polarisation impurities which, along with off-resonant Raman scat-
tering, can lead to leakage errors into the F = 3 manifold during NDRO.
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3D MOT beams can be used as an NDRO beam. We chose to apply σ+

polarised light to drive the |F = 4,mF = 4⟩ → |F ′ = 5,m′
F = 5⟩ transi-

tion, which means that we could use the MOT+ beam from our existing set

up. Because the other horizontal MOT beam, MOT-, would have the oppo-

site handedness at the atoms, we added an additional NDRO beam which

was combined with the MOT- beam on a PBS. While not an essential re-

quirement for implementing the NDRO technique, in reference [211] it was

shown that having two counter-propagating beams is useful for cancelling

out heating due to photon scattering and thus allowing more photon scat-

tering events to take place before inducing atom loss from the traps. The

original implementation in [288] used a single NDRO beam, but achieved

lower detection fidelity. Using either a single or counterpropagating config-

uration of NDRO beams, one could optically pump the atomic populations

in the F = 4 manifold of the 6S1/2 state to the stretched state, where upon

the continued application of the same laser field the atoms will scatter pho-

tons on the cycling stretched state transition. By collecting this fluorescence

signal on a camera, a state-selective detection procedure can be performed.

A second important difference compared to our conventional atom imaging

process is that no repump light is applied during NDRO. This is why the

process is state selective. The populations in the F = 3 manifold do not

interact with the NDRO light due to the large hyperfine splitting in heavy

alkalis of the order of several GHz. For this reason, the F = 4 and F = 3

manifolds are referred to as bright and dark states respectively. By correctly

balancing the laser power, detuning and the duration used for NDRO, the

process can be performed without inducing atom loss from the traps due to

heating hence the name non-destructive readout. The specific parameters

used and the practical limitations imposed on the minimal achievable atom

loss during NDRO will be discussed in Section 5.3 of this chapter.

Figure 5.3(b) highlights another important consideration for minimising

NDRO detection errors, namely minimising leakage into the F = 3 manifold
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which can manifest in false negative detection errors and atomic populations

getting stuck outside of the computational basis during NDRO. In order to

minimise the likelihood of these events, great care must be taken in ensuring

that the NDRO beams have a well-defined circular polarisation with respect

to the quantisation axis. This is achieved by aligning the
−→
k NDRO and

−→
k MOT+

vectors to be colinear with the direction of the quantisation field Bz and ad-

justing the quarter- and half-waveplates installed in each beam path using

a polarimeter to achieve the highest possible degree of polarisation purity.

The two beams must also be counter-propagating to minimise heating due to

photon scattering. Any imperfections will result in the 852 nm light acquir-

ing π and σ- polarisation components which can drive transition that have a

decay path to the F = 3 manifold resulting in leakage errors. Additionally,

if the polarisation unit vector, êODT, of the 1064 nm light has some finite

degree of misalignment with respect to the quantisation axis, this could give

rise to fictitious magnetic fields as discussed in [211] where the degree of

misalignment was α=60◦ due to the chamber geometry of that particular ex-

periment. Such misalignment results in some degree of circular polarisation

at the atoms even though the trapping laser is linearly-polarised in the lab

frame. The experimental chamber used in this work was specifically designed

to virtually eliminate such fictitious magnetic fields by having α ∼ 0◦ limited

only by our ability to align the 1064 nm laser polarisation vector with the

quantisation axis.

5.2 Transfer Sequence for NDRO

5.2.1 MW Transfer Sequence Simulation

Part of the challenge with implementing NDRO in a practical demonstration

lies in transferring atomic populations between the computational basis and

the stretched state. As a reminder, we encode our qubits in the mF = 0 levels
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of the hyperfine ground states to eliminate first-order sensitivity to magnetic

field noise and drifts. The simplest way of achieving this population transfer

is to use the same laser light that we use during NDRO to optically pump

atoms from |F = 4,mF = 0⟩ into |F = 4,mF = 4⟩. However, it was

initially believed that the relatively large number of different mF levels in

the hyperfine ground state of 133Cs with its I = 7/2 nuclear spin would result

in poor performance due to the relatively large number of photon scattering

events required. To address this, a microwave transfer scheme inspired by the

techniques employed in trapped ion experiments using Zeeman-level-encoded
40Ca+ qubits [138] was simulated and tested in our experiment.

Multi-Level Atoms

When we consider applying unpolarised microwave radiation to a Zeeman-

resolved hyperfine ground state manifold, we must account for the multi-level

structure because a single mF state could couple to multiple m′
F states. In

the case of Cs, we have a total of 16 hyperfine mF states which results

in a 16×16 Hamiltonian for the problem. At the weak bias magnetic field

used in the experiment, we are operating in the anomalous Zeeman splitting

regime where there is no state mixing. The frequency separation between

the different mF states in this regime is of ∼ MHz and the frequency of the

driving microwave (MW) field is ∼ GHz. Therefore, the rotating wave ap-

proximation (RWA) is valid. We do not consider higher order transitions due

to magnetic quadrupole or higher order moments in the simulation. Under

these approximations, a single mF state can couple to a maximum of three

other m′
F states, one for each component of polarisation of the radiation field

(σ−, π, σ+).

We now need to consider how to express the detuning terms in the Hamil-

tonian for this system. The MW frequency is defined relative to the

zero magnetic field energy-splitting of the 133Cs hyperfine ground states,
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Figure 5.2: Schematic representation of the hyperfine ground state manifold
of the Cs 6S1/2 state with an applied bias magnetic field BDC to lift the
degeneracy of the mF levels. The terms δi are the Zeeman interaction energy
shifts from the unshifted transition at 9.1926 GHz.

ω0 = 9.1926 GHz, and the MW detuning is expressed as ∆ = ωMW − ω0.

The state labelling convention is shown schematically in Fig. 5.2, along with

a representation of the problem state space.

Using this convention, we can now define the problem Hamiltonian as

Ĥ = ℏ



∆− δ1 0 0 . . . 0 0 1
2
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0 ∆− δ2 0 . . . 0 1
2
Ω2,15

1
2
Ω2,16

0 0 ∆− δ3 . . . 1
2
Ω3,14

1
2
Ω3,15

1
2
Ω3,16

... . . . ...

0 0 1
2
Ω14,3 . . . −δ14 0 0

0 1
2
Ω15,2

1
2
Ω15,3 . . . 0 −δ15 0

1
2
Ω16,1

1
2
Ω16,2

1
2
Ω16,3 . . . 0 0 −δ16


(5.1)
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This Hamiltonian was used in the numerical simulations for the population

transfer between the stretched state |F = 4,mF = 4⟩ and the clock state

|F = 4,mF = 0⟩ shown in the next section.

Simulation Results

The initial idea was to use circularly polarised optical pumping on the D2

line to initialise our qubits in the |F = 4,mF = 4⟩ state and then coherently

transfer them to the clock states. A simulation was performed that included

all of the mF levels in the F = 4 and F = 3 hyperfine ground states using the

Hamiltonian described in Section 5.2.1 and modelled with realistic param-

eters matching our experimental optical pumping bais field and microwave

power. The results of the simulation are summarised in Fig. 5.3. Notably,

the simulation indicates that using a transfer sequence with six pulses which

avoids the weaker σ- transitions would achieve a faster overall transfer time

than the most direct sequence which consists of four pulses. The predicted

durations are 248 µs and 232 µs for the four- and six-pulse sequences re-

spectively. While the reduction in time only amounts to 15 µs, there is

an additional gain in terms of reducing decoherence because the atoms are

moved away from the most magnetically-sensitive states on a faster timescale

using the six-pulse sequence. If one is willing to transfer populations from

the stretched state to the |F = 3,mF = 0⟩ clock state instead, there is an

even faster pulse sequence of five pulses available with a total duration of

224 µs which only circumvents the slowest σ- transition and takes the most

direct route otherwise.
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Figure 5.3: (a) Schematic diagram of the relevant magnetic dipole transition
strengths in the hyperfine ground state manifold of 133Cs in units of µBBq/ℏ
where the subscript q denotes the polarisation component of the driving
B field. (b) Schematic diagram and simulation of the most direct transfer
sequence from |F = 4,mF = 4⟩ to the |F = 4,mF = 0⟩ state using four
MW pulses. (c) Alternative driving sequence which uses six pulses, but
avoids the weaker σ- transitions to achieve a faster overall transfer time.
The simulations do not include decoherence effects due to finite T2 times.

An implementation of the transfer sequence from the computational states to

the stretched state for NDRO must also consider the following complication.

The naive approach of using simple π pulses to achieve population transfer

between hyperfine ground states has been found to be problematic in refer-

ence [289]. In this work it was observed that for an atom in a superposition

of the |0⟩ and |1⟩ states, encoded in the clock states, a MW pulse that is
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resonant with the |F = 4,mF = 0⟩ → |F = 3,mF = 1⟩ transition would also

be near resonant for the |F = 3,mF = 0⟩ → |F = 4,mF = 1⟩ transition.

This is incompatible with the NDRO method because after this initial pulse,

one would end up with what were originally dark state populations now stuck

in the bright F = 4 manifold producing false positive counts in an NDRO

image. This undesirable effect is illustrated in Fig. 5.4(a) using the simula-

tion model described above. One way to circumvent this is to add a Ramsey

delay during the first pulse in the sequence, with a delay timing optimised

to ensure that the populations from |F = 3,mF = 0⟩ that were partially

transferred to |F = 4,mF = 1⟩ evolve a differential phase which will result

in them returning back upon the application of the second π/2 pulse in the

Ramsey sequence as implemented in [138] for 40Ca+ ions. Figure 5.4(b) is a

simulation which illustrates how this would work in the case of our caesium

neutral atom qubits with a 6.0 G bias field applied. Based on the derivation

from reference [138], the required delay can be calculated using

TRamsey =
2

δ
tan−1

[
Ωeff

δ
cot

(
θ

2

)]
, (5.2)

where Ωeff =
√
δ2 + Ω2 and θ = Ωeff

τπ
2
. Ω, δ, and τπ are the Rabi frequency

of the target transition, the detuning of the undesirable transition from the

target transition resonance, and the π pulse duration of the target transi-

tion respectively. Using equation (5.2) and our experimental parameters for

the bias field and Rabi frequency, the required delay for our experiment is

TRamsey = 41 µs. This additional cost in terms of coherence times is not un-

reasonable and can be partially offset by using the six-pulse transfer sequence

discussed above which results in faster overall transfer.
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Figure 5.4: (a) Simulations of naive MW transfer sequence intended to
achieve population transfer from |F = 4,mF = 0⟩ to |F = 4,mF = 4⟩ . If
the qubit is in a superposition state as modelled here, there is an undesired
population transfer away from |F = 3,mF = 0⟩ resulting in population
leakage. (b) Modified sequence which splits the first π pulse in the sequence
into two π/2 pulse and inserts a Ramsey delay between them. Its duration,
TRamsey, is calculated to achieve a differential phase evolution between |F =
4,mF = 0⟩ and |F = 3,mF = 0⟩ which will return the leaked populations
back to |F = 3,mF = 0⟩ upon application of the second half of the pulse. The
rest of the MW transfer sequence is then applied without any change from
the naive implementation shown in (a). For our experimental parameters,
this delay amounts to TRamsey = 41 µs.

5.2.2 MW Transfer Sequence Experiment

The MW pulse sequence for transfer between the stretched state and the

clock states was tested in our experiment by preparing the atoms in the

|F = 4,mF = 4⟩ stretched state using D2 OP optical pumping as described

in Section 35. With this as a starting point, successive microwave spec-

troscopy was performed by sequentially moving the population across from
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the stretched state to the clock state |F = 4,mF = 0⟩ using simple rectangu-

lar MW π pulses. At each stage, a MW resonance scan was performed and

a short Rabi flop recorded to extract the transition π time. The results of

the measurements are shown in Fig. 5.5. The most direct four-pulse transfer

sequence was tested first. Very significant decay in the oscillation contrast

of the clock state transition was observed. In an attempt to remedy this, a

measurement was performed using the six-pulse sequence which avoids the

slow σ- transitions and moves the atomic populations to the less-magnetically

sensitive mF states faster. The result was a significant improvement in the

contrast of the clock state Rabi oscillations performed at the end of the trans-

fer sequence, but the performance level was still not in-line with achieving

competitive state preparation fidelities. The highest Rabi oscillation contrast

experimentally recorded on the clock state transition after transporting the

atoms with a MW transfer sequence was 0.79(4). This was calculated based

on the data shown in the rightmost column of Fig. 5.5(c).

At the time of recording the MW transfer sequence data, BB1 pulses had not

yet been implemented in our system. Some improvement can be expected

by reducing our sensitivity to π pulse calibration errors. The Rabi frequency

variation across the 25 site array at 8 µm spacing is expected to be less than

1%, so it is unlikely that this is the limiting factor. The more likely source of

error is the drift of the bias magnetic field discussed in Section 56. The avail-

able data does not show significant decoherence of the MW Rabi flops for any

of the transitions except for the slowest |F = 3,mF = 3⟩ → |F = 4,mF = 2⟩
transition. In hindsight, it would have been useful to record longer Rabi

oscillations in order to be in a position to make a more conclusive state-

ment about the rates of dephasing of different transitions. The suspected

cause for the loss of contrast as the sequence progresses is likely due to cal-

ibration drift on a slow timescale of minutes to hours. The measurements

shown here were taken overnight over the course of several hours. A log

of |F = 4,mF = 4⟩ → |F = 3,mF = 3⟩ transition resonance frequencies
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Figure 5.5: (a) Schematic representation of the two different pulse sequences
tested in our experiment. The colour-coding and line style matches the data
in (b) and (c). (b) Rabi oscillation contrast using four-pulse MW transfer
sequence. (c) Six-pulse MW transfer sequence avoiding slower σ- transitions.
The experimental data shown is an array average across 25 trap sites. The
fits were performed using a sine function to guide the eye. What appears as
an unphysical increase in coherence with longer MW drive times is attributed
to the MW resonances drifting in and of resonance during the experimental
run due to the limited temperature stability of the lab.
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recorded over the course of two years shows typical daily drifts of the order

of ∼ 5 kHz. On several occasions, the resonances were observed to drift by as

much as 10 kHz over the course of two hours, but this is likely due to the fact

that alignment work had been done on the experiment in that time. In any

case, the performance of the transfer sequence in terms of contrast loss will

most likely be significantly improved by implementing a more sophisticated

calibration procedure, which records stretched state microwave resonances

every few minutes and uses the known ratios of magnetic dipole moments

to update the resonances on the other transitions. Alternatively, adiabatic

rapid passage pulses as discussed in Section 4.2 could be used to reduce the

sensitivity to detuning errors due to magnetic field drifts or noise. After ob-

serving these results, the decision was made not to pursue the MW sequence

approach at this stage, because the current objective was not to implement

mid-circuit measurement, but to use NDRO to suppress state preparation

and measurement errors. As this technique does not require transferring the

atoms back to the clock state after readout, it appeared that using incoherent

optical pumping would yield better returns on the time invested.

5.2.3 NDRO Optical Pumping Simulation

In order to explore the feasibility of optically pumping atoms into the

stretched state, a density matrix simulation model of this incoherent process

was set up to estimate the expected transfer fidelity and the rate of transient

depumping into the F = 3 manifold using the Lindblad master equation.

The model uses a reduced hyperfine manifold starting from |F,mF = −1⟩
states and including all the levels up to the maximum mF level for a given

hyperfine state. This is a reasonable approximation for our purposes because

we apply high-purity σ+ polarised light during NDRO and this transfer pro-

cess takes place after the atoms have been prepared in |F = 4,mF = 0⟩
state with 0.957(9) fidelity. All magnetic sublevels in the F = 3 manifold of



Chapter 5. Non-Destructive Readout (NDRO) 181

the 6S1/2 ground state were grouped together into a single leakage channel

that has no coherent couplings to other states, but only serves as a sink for

populations decaying from the excited states. The model takes into account

the 6P3/2 F′=4 and F′=5 excited states and their branching decay ratios were

calculated with the ARC software package for Python [115]. Using typical

values for the detuning and optical power per beam from previous work on

NDRO in [211] as a starting point66, the simulation predicts better transfer

performance when we move population across with incoherent optical pump-

ing than what we achieved experimentally using the simple rectangular π

pulse MW transfer sequence. The simulation results are shown in Fig. 5.6

for the 6.0 G bias magnetic field used in our experiment assuming perfect

σ+ polarisation. The predicted number of photon scattering events to reach

steady state is ∼ 140. One factor to consider for future work, especially

if repeated transfers from the clock state to the stretched state and back

are required, is the atom heating induced by this process. We can obtain a

worst-case upper bound for the amount of heating, ∆TOP, introduced with

each optical pumping cycle by using

∆TOP = 2×Nscat × Trecoil, (5.3)

where Trecoil = 198.34 nK for the caesium D2 line [128], Nscat is the number

of photons scattered, and we have added a factor of two to account for the

possibility of the momentum kicks upon absorption and re-emission having

the same direction. This worst-case scenario predicts a temperature increase

of 26 µK due to each optical pumping cycle for 140 photon scattering events.

This is an overestimate, because by operating with red-detuned light there is

some amount of polarisation gradient cooling which counteracts this heating.

For example, in reference [111] which also implemented NDRO optical pump-
66 These values were a detuning of Γ/2 and a combined intensity in both beams equal to

the saturation intensity of the 6S1/2, F = 4 → 6P3/2, F
′ = 5 transition.
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ing with caesium atoms it was found that one transfer cycle heated the atoms

by only 3 µK. In the context of using NDRO for mid-circuit measurements

with many transfer cycles, it would be preferable to use coherent transfer with

shaped MW or Raman beams. In any case, for the purposes of our experi-

ment we only require a single transfer from the clock state to the stretched

sate after which we image the atoms so the heating rate is not a primary

concern. Importantly, the steady state population of the |F = 4,mF = 4⟩
state predicted by the simulation is 0.93 and the leakage population into the

F = 3 manifold is 0.0021. The overall population transfer to |4, 4⟩ is actually

better than this because once the optical pumping light is extinguished, the

populations in the excited states have a large probability of decaying to the

stretched state. By continuing the simulation with the OP light turned off,

we estimate that within 250 ns the population in the excited states has fully

decayed to give a predicted 99.8 % occupancy of the target state |4, 4⟩. Ac-

cording to our model, the number of photon scattering events and the steady

state populations are largely insensitive to polarisation impurities. An im-

purity as large as 10% would result in ∼ 1% change in the value of these

parameters. Based on this simulation the decision was made to proceed with

an experimental test of NDRO performance.

5.3 Experimental Realisation

Obtaining an Initial NDRO Signal

When looking for the first signal, D2 optical pumping was used to prepare

the atoms in the |F = 4,mF = 4⟩ state before attempting NDRO. The first

challenge in experimentally realising the technique was to reach an opera-

tional point where the atoms were not being heated out of the traps during

the imaging process. In order to achieve this, the 1064 nm trap depth has to

be increased significantly. In reference [211], where NDRO was realised with
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Figure 5.6: (a) Simulation results for incoherent state transfer from the state
6S1/2|F = 4,mF = 0⟩ to 6S1/2|F = 4,mF = 4⟩ using NDRO σ+ polarised
light in the absence of repump. The model is explained in the main text.
(b) Zoomed-in view of the population leakage into the F = 3 manifold of the
6S1/2 (|g⟩) state due to spontaneous decay from the 6P3/2 (|e⟩) state.

five 87Rb atoms, the trap depth required was 10 mK. Similarly to this refer-

ence, we also apply our NDRO imaging beams out of phase with the trapping

laser to avoid tensor light shifts that would cause additional heating. Our

traps are operated at a depth of 13 mK for NDRO, but due to this chopping

process the effective trap depth is reduced to 6.5 mK during imaging. This is

the maximum trap depth we could achieve with our available 1064 nm laser

power when operating with a 7×7 array of trap sites separated by 8 µm. At

this point we achieve a good balance between scalability and minimal atom

loss. We chose to operate at 8 µm separation between trap sites, as this is a

common spacing we use, but in principle this value is arbitrary and should

not affect NDRO performance with the limiting factor being the 1 µm reso-

lution of our atom imaging system. Increasing the trap depth beyond 13 mK

on a smaller 5×5 array size resulted in only 1-2% increases in atom survival.

Figure 5.7 shows example images from a typical experimental sequence which
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Figure 5.7: Example camera images from a typical experimental sequence
which includes NDRO. An NDRO image is inserted between shots of the
standard non-state selective imaging technique. The NDRO image has lower
background counts because the vertical imaging beams are shuttered, but the
overall signal-to-noise ratio is noticeably worse in the NDRO images because
we can scatter fewer photons before losing the atoms. The image in the final
column is an average across 200 NDRO images.

includes NDRO. The first image is taken with the conventional non-state-

selective imaging process to check which sites have atoms loaded into them.

The second image is a state-selective NDRO image to check for occupancy

of the F = 4 manifold of mF levels. A lower background level is observed

for NDRO images because the vertical MOT beams which scatter the most

background light inside the chamber are switched off and shuttered during

NDRO. The image in the third column in Fig. 5.7 is taken with conventional

imaging again to check for atom loss without applying the push out beam.

The image in the fourth column is a 200-shot average of NDRO images taken

on the 49 site array.
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Experimental NDRO Transfer Sequence

Figure 5.8: Array-averaged experimental results used to test the population
transfer efficiency from the clock states to the stretched state using NDRO
light. The atoms are initialised in |F = 4,mF = 0⟩ with D1 optical pumping
and a microwave pulse is used to drive a Rabi oscillation on the clock tran-
sition. (a) Results of a control measurement with conventional destructive
read out only. (b) Results from a measurement where NDRO light was used
to pump the atoms across to the stretched state where they were imaged
non-destructively for 10 ms. Following the NDRO, a conventional destruc-
tive image was also taken to estimate the probability of leakage into F = 3
during NDRO. The error bars are smaller than the data points. The Rabi
oscillations fits are decaying sine curves and the fitted Rabi frequency was
2π×9.2(3) kHz.

The next stage was to test if the optical pumping transfer fidelity from the

clock states to the stretched states was in line with simulations. To do this,

D1 optical pumping was applied to prepare the atoms in the |F = 4,mF = 0⟩
state followed by a microwave pulse on the clock state transition with a

variable length. The resulting Rabi flop on the clock state transition was

read out in three different ways. Figure 5.8(a) shows the results of a control

measurement where a conventional destructive measurement was performed

to read out the state of the atoms. The resulting oscillation has a peak value

of 0.96(1) and a minimum of 0.03(1). This is in line with our optical pumping
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fidelity estimate of 0.957(9) from Section 3.5.1. Next, the same preparation

steps using D1 optical pumping and scanning the microwave pulse duration

are performed, but this time an NDRO imaging sequence is inserted before

applying the destructive conventional detection. The NDRO imaging light

pumps only the atomic populations in the F = 4 manifold across to the

stretched state |F = 4,mF = 4⟩. The duration of this pumping pulse is

extended to a total of 10 ms in order to collect the fluorescence from the

cycling transition and record an NDRO image. After the NDRO image,

we perform a conventional detection step with a push out beam to heat all

atoms in F = 4 out of the traps before imaging conventionally for 40 ms as

in the control measurement. The results from this experiment are shown in

Fig. 5.8(b). The oscillation maxima occur at 0.95(1) and 0.96(1) detection

probability, while the minima occur at 0.011(8) and 0.08(1) for the NDRO

and conventional detection processes respectively. From this we infer an

NDRO optical pumping transfer efficiency of 99(2)%. The reduced contrast

of the Rabi oscillation when read out with a conventional image after NDRO

can be attributed to population leakage into the F = 3 during NDRO.

NDRO Parameter Optimisation

The final optimisations were performed by preparing the atoms in the clock

state using D1 optical pumping and scanning parameters to obtain the best

possible NDRO performance on our hardware. The data in Fig. 5.9 sum-

marises the results of these optimisations performed on 7 × 7 site array

with 8 µm separation. The optimal parameters were aimed at achieving

a balance between high detection fidelity and minimal errors in the form

of atom loss and population leakage into the F = 3 manifold. These re-

quirements are conflicting because the former benefits from more photon

scattering events, while the latter is adversely impacted due to the recoil

heating and non-zero leakage probability into F = 3 associated with every
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Figure 5.9: Characterising NDRO performance on a 7× 7 array of 13.3 mK
traps separated by 8 µm. A 10 ms imaging duration, tNDRO, was found to be
optimal based on the following scans. (a) Example histogram of the pixel in-
tensity counts within a region of interest showing signal (red) and background
(grey) counts for a single site typical of the 0.9926(6) average discriminator
fidelity achieved in our set up. The dashed vertical line represents the best
discriminator for this trap site. (b) Discriminator fidelity as a function of
the NDRO imaging time. The inset shows the distribution of discriminator
fidelities for the full 49 site array at tNDRO=10 ms. (c) Detection (PNDRO

|1⟩ )
and survival (PSurvive) probabilities as a function of tNDRO. (d) Probability
of population leakage into the F = 3 manifold, PLeak, during NDRO. The
observed leakage is an order of magnitude larger than predicted by the Lind-
blad master equation simulation from Section 5.2.3 which assumed perfect
polarisation. The effect of polarisation impurities will be discussed in Section
5.3. (e) Atom survival and discriminator fidelity as a function of the trap
depth demonstrating that the state discrimination fidelity remains approxi-
mately constant despite increasing atom loss at lower trap depths.
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photon scattered. The optimal parameters for our system are a detuning

from the |F = 4,mF = 4⟩ → |F ′ = 5,m′
F = 5⟩ transition of δ = -0.75Γ,

where Γ is the linewidth of the 6P3/2 excited state, and a combined NDRO

beam intensity equal to the saturation intensity, I0 = 1.1 mW/cm2. Similarly

to reference [211], we found a slight improvement in NDRO survival when

operating with a 0.6 kHz relative detuning between the two NDRO beams to

avoid standing wave formation. Using these parameters, we investigated the

optimal imaging duration and found that 10 ms achieves the best balance

between detection fidelity and atom survival. Increasing the NDRO dura-

tion leads to improved separation, but as can be seen in Fig. 5.9(b) and (c)

this has an adverse effect on the probability to retain the atoms in the traps

after NDRO, PSurvive, and the probability of observing a population leakage

error into the F = 3 manifold, PLeak. The histogram in Fig. 5.9(a) shows

the typical separation we can achieve between signal and background counts

when applying NDRO for 10 ms with the optimal parameter values. After

performing a binomial distribution fit to the two peaks following the image

processing steps described in Section 3.4, we obtain an average discriminator

fidelity of 0.9926(6). NDRO images require different thresholds compared

to regular images because both the signal and the background counts are

lower due to the reduced imaging duration, and the fact that the vertical-

axis imaging beams are blocked during NDRO because they do not have a

well-defined polarisation relative to the quantisation axis. Having trained

our atom detection algorithm in this way, we record a raw probability of

detecting an atom in F = 4 using NDRO, PNDRO
|1⟩ , of 0.968(1) limited by

our D1 optical pumping fidelity. In this configuration, we record values of

PSurvive=90.0(2) % and PLeak=4.1(1) %. Finally, Fig. 5.9 shows the results

of a test used to determine if the final optimised settings would allow op-

eration at lower trap depths for improved scaling within our fixed 1064 nm

power budget. No such improvement was found, but the experimental scan

results show that one could still achieve good discrimination between signal
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and background even at lower trap depths at the cost of higher atom loss.

This means that if one were willing to operate with a reduced experimental

repetition rate, the NDRO technique for post-selection could still be applied

to larger arrays than the 7× 7 sites considered in this work.

Comparison to State of the Art

The performance of our experimental realisation of NDRO as compared to

previous results in the literature is summarised in Table 5.1. The work de-

scribed in this thesis has implemented NDRO on the largest number of atoms

to date. Our experiment’s detection fidelity is competitive with previous

methods, except for reference [290] where a single photon counting module

(SPCM) with adaptive time-resolved feedback was used to achieve 99.91%

fidelity. The time-resolved adaptive feedback entails imaging in 5 µs incre-

ments and interrupting the process as soon as the detection threshold has

been exceeded to reduce unnecessary scattering events and the associated er-

rors and atom loss. However, this technique would be more difficult to scale

to large array sizes, because it would require keeping track of every atom’s

photon counts whilst imaging. This increases the demands on the camera

data transfer bandwidth. In addition, without the use of single-site imaging

beams, it is not obvious how the detection process could be interrupted at

earlier times for only some of the atoms in a large array without the loss of

information from other atoms. The performance in our set up in terms of the

probability to observe leakage into the F = 3 manifold, PLeak, and the atom

survival probability, PSurvive, during NDRO needs to be improved in order to

be in-line with the state of the art. The longer imaging times and the lower

quantum efficiency of the sCMOS camera in our experiment compared to

the detectors used in other experiments are a likely reason why we observe

this level of performance. In reference [291] an additional image processing

method using Bayesian statistics to find the region of interest pixels which
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Table 5.1: Comparison to state of the art in NDRO.

Ref. Fidelity PLeak PSurvive Duration Detector # Atoms
(ms)

[288] 98.6% - > 98% 1.5 Avalanche 1 x 87Rb
Photodiode

[211] 98.7% 2% > 98% 5 EMCCD 6 x 87Rb
Camera

[291] >98% 2% 98.8% 10 EMCCD + 10 x 87Rb
Bayesian Lattice
Inference

[290] 99.91% - 99.1% 0.25 SPCM + 1 x 133Cs
Time-resolved

Feedback

This 99.1% 4% 90.1% 10 sCMOS 49 x 133Cs
work Camera
[280]

contain the most information about the state of the atom during NDRO were

employed to improve the single-site detection fidelity in the context of optical

lattices. Alternative techniques based on defining a point-spread function for

the atomic fluorescence signal have been shown to improve detection fidelities

at low signal-to-noise ratios [292] in optical lattice experiments and could be

implemented in our set-up to allow us to operate with shorter imaging times

for reduced atom loss and leakage without compromising detection fidelity.

Understanding & Improving Performance

In order to understand the performance limitation of the NDRO procedure

realised in our experiment, a simulation model was developed based on the

analysis from the supplementary materials in reference [211]. The model

takes into account the bias magnetic field, detuning and intensity of the
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probe beams, the polarisation purity and the angular mis-alignment between

the quantisation axis and the dipole trapping laser polarisation vector. The

effects of the angular misalignment are implemented into the model using

Wigner angular momentum rotation matrices [293] to work out how the

polarisation of the 1064 nm laser appears at the atoms.

The first factor to consider is a calculation of the number of photons scat-

tered in 10 ms using our experimental parameters. This scattering rate sets

the base scaling for the heating rate and for the rate of leakage into the

F = 3 manifold. With a bias magnetic field of 6.0 G, detuning δ = -0.75Γ

and combined beam intensity equal to Isat we arrive at a scattering rate of

3.8×106 photons/s. As we operate the trapping light and the imaging light

out of phase with a 50 % duty cycle, the effective illumination time during

our NDRO images is actually 5 ms. An absolute worst-case scenario calcula-

tion using the number of photons scattered in 5 ms and a recoil temperature

of 198.3 nK for the D2 line transition [128] predicts that the atoms will heat

up to 7.65 mK during NDRO. This exceeds the 6.65 mK effective trap depth

of our 13.3 mK deep 1064 nm traps when operated at a 50 % duty cycle.

This recoil heating estimate is a gross overestimate because we operate with

two counter-propagating beams and the momentum kicks they give to the

atoms in our experiment upon absorption cancel out on the average provided

the two beam intensities are well-matched and the beams are well-aligned.

This leaves the heating effects from the momentum gained by the atom upon

spontaneous emissions events which are random in direction and the fluctu-

ations in the number of photons absorbed from each side per unit of time,

both of which obey Poissonian statistics. Following the approach developed

in Chapter 9 of reference [117] for the case of optical molasses in zero mag-

netic field, the mean square velocity along a single axis can be calculated

using
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v̄2z = (1 + 1/3)Er
2Rscatt

α
, (5.4)

where Er is the recoil energy and α is the molasses damping constant given

by

α = 2ℏk2
−2δ

δ2 + Γ2/4
Rscatt. (5.5)

Here k is the photon momentum. Using these equations and our experimental

parameters we arrive at an equilibrium temperature of 90 µK after 10 ms of

chopped NDRO for an isotropic emission pattern. However the atoms during

NDRO have the emission pattern of a rotating dipole because they are driven

by two circularly polarised beams of the same handedness [211]. If we account

for this, there is additional undamped heating along x- and y-axes which

results in an equilibrium temperature of 730 µK. By defining a Maxwell-

Boltzmann distribution based on this temperature, it can be shown that there

is a 0.02% probability associated with atomic kinetic energies that exceed the

trap depth. It should be noted that this model for optical molasses is not

strictly valid in our case because we operate with a 6.0 G bias field which lifts

the Zeeman degeneracy of the hyperfine levels. However, one could argue that

it is not a bad approximation because we are interested in the temperature of

an atomic population that has been prepared in the stretched state with high

fidelity and a static bias magnetic field. Furthermore, the populations are

being driven in a cycling transition which, provided the polarisation purity

is high enough, closely resembles a two-level system. The presence of a

magnetic field has been shown to affect laser cooling mechanism in references

[294, 295] for the case of an applied magnetic field gradient as used in a

magneto optical trap. In reference [296] a numerical simulation was carried

out to show that a static, spatially uniform magnetic field can lead to loss of

sub-Doppler cooling in an applied magnetic field of 4 G for 87Rb modelled
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along one dimension in a σ+ σ- polarisation configuration. While relevant,

none of these observations are directly applicable to NDRO because, unlike

polarisation gradient cooling, the two beams being applied along a single

axis have the same σ+ polarisation at the atoms. Developing a theoretical

model for the momentum exchange processes in this specific configuration is

beyond the scope of this work. Using the Maxwell-Boltzmann distribution

and asking the question, what temperature do the atoms need to have in

order to have a 10 % probability of escaping our 6.65 mK deep traps (effective

depth when considering 50 % duty cycle), we obtain a value of 2.9 mK. This

prediction could be verified by taking a release and recapture measurement

after NDRO or using an alternative technique as implemented in [197] which

consists of adiabatically lowering the trap depth after NDRO and monitoring

when the atoms start to escape the trap to infer their temperature. Other

heating mechanisms such as the in-trap heating rate and the heating due to

the chopping of the 1064 nm light at a rate of 1 MHz are also present, but

their contribution is expected be negligible compared to the heating due to

photon scattering during NDRO.

Next, the factors contributing to the observed PLeak = 4 % in our experiment

will be considered. Firstly, there is the polarisation purity of our 852 nm

NDRO imaging light. Any non-σ+ components of polarisation will break

the cycling transition and introduce excitation pathways to states which can

radiatively decay to the F = 3 manifold. The polarisations of the two NDRO

beams were set using zero order quarter- and half-waveplates adjusted based

on the signal from a free-space polarimeter67 after the beams had passed

through any polarisation-altering optics such as dichroic mirrors. Based on

the polarimeter reading, we have achieved polarisation purities > 99.9% us-

ing this method. In reference [211] a home-built equivalent method imple-

menting a rotating polarisation optic into the set up was used to extract a

polarisation purity from the contrast of transmission fringes measured on a
67 SK010PA from Schäfter + Kirchhoff.
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Figure 5.10: Contour plot of the NDRO leakage parameter sensitivity to the
852 nm NDRO beam polarisation purity and the angular misalignment of the
1064 nm trapping laser polarisation vector with respect to the quantisation
axis. The simulation is based on the experimental parameters used in our
experiment, outlined in the main text. The colours represent the probability
of a leakage event into the F = 3 manifold during the 10 ms NDRO procedure
for a given set of parameter errors.

photodiode after the light had passed through a linear polariser. The po-

larisation of the beams in our set up was further optimised by rotating the

pairs of quarter and half-waveplates installed in the set up to maximise the

depumping time constant when applying NDRO light to a sample of atoms

prepared in |F = 4,mF = 4⟩. The light was applied for long durations until

the atomic populations were fully depumped into the F = 3 manifold and an

exponential fit was used to extract the value of the depumping time constant.
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The same method of recoding the depump time was also used to scan the

magnetic field shim coil currents to optimally align the bias field direction

along the k-vector of the NDRO light similarly to what was implemented in

[211].

Using the simulation model and the calculated photon scattering rate, the

probability of a depumping event in our set up as a function of polarisation

purity can be estimated. To begin with the assumption will be made that

the alignment of the 1064 nm polarisation vector with the bias field and

the k-vectors of the NDRO light is perfect. To fully explain the observed

leakage probability of 4.1(1)%, the model predicts a polarisation impurity

of 2.7×10−4 in our NDRO beams or a polarisation purity of 99.973 %. It

should be noted that the polarisation purity as seen by the atoms is a func-

tion of both the beam’s polarisation and the alignment of its k-vector along

the quantisation axis, because any misalignment would introduce π and σ-

polarisation components in the atomic frame of reference.

Allowing for some finite degree of misalignment between the dipole trapping

laser and the quantisation axis and using the perfect polarisation purity

initially, the simulation predicts that an angular misalignment ∼ 1◦ will be

enough to explain the observed leakage rate of 4.1(1)%. Figure 5.10 shows

a summary contour plot showing the sensitivity to polarisation purity and

the angular misalignment of the 1064 nm beam based on our simulation.

The 1064 nm could be aligned using the NDRO leakage probability as a cost

function to minimise. By installing a piezo mirror in the 1064 nm beam path,

this could be automated to run as an overnight measurement.
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5.4 NDRO for SPAM Error Suppression

Figure 5.11: Randomised benchmarking measurements taken on a 49 site
array with 8 µm spacing. (a) Control measurement with regular state detec-
tion using push out beam. (b) Same measurement as in (a), but this time
the state of the atoms was read out non-destructively for SPAM error sup-
pression. This is implemented by inserting an NDRO image in between the
two regular images instead of applying a push out beam. The final image
now only checks for atom survival and the data is post-selected for zero atom
loss between the initial and final image. In this way the contribution of the
finite trap lifetime to the SPAM error is eliminated at the cost of a reduced
data rate.

The ultimate objective of the work carried out in this chapter was to perform

the first demonstration of a practical benefit from using NDRO. Specifically,
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the intention was to use the technique to suppress the significant SPAM errors

observed in our randomised benchmarking measurements by using NDRO as

a way to implement post-selection based on atom survival. Figure 5.11 shows

a side-by-side comparison of randomised benchmarking results read out con-

ventionally (a) and non-destructively (b). A 49 site array with 8 µm spacing

was used instead of 225 sites because of the power limitations of our trapping

laser outlined in Section 5.3. The same random gate strings were used as the

ones for the larger array. As expected, the two measurements produced al-

most identical average gate fidelities with array-averages of 0.99978(9) and

0.99978(1) for the NDRO and conventional technique respectively. The rea-

son that the recorded fidelity is worse compared to the 225-site-array results

is the limited dynamic range of the acousto-optic modulator (AOM) con-

trolling the 1064 nm trapping light. As explained in section 3.3.2, we use

adiabatic ramping down of the trapping potential to lower the atom tem-

perature for improved T ∗
2 coherence times. The same laser power is incident

onto the AOM when performing an NDRO sequence with a 49 site array as

the maximum power required to operate with 225 trap sites using conven-

tional readout68. The AOM amplitude response as a function of the input

control voltage has been calibrated to be approximately linear, and for the

experimental ramping stage of the 1064 nm traps we operate at the bottom

of that calibration range. This results in a situation where the same abso-

lute laser power is being split across 49 sites instead of 225 sites resulting in

deeper potentials and hotter atoms during the benchmarking sequence. Fur-

thermore, the magnitude of the differential AC Stark shift on the clock states

is increased from 39 Hz to 211 Hz further shortening the expected reversible

dephasing time. This hypothesis was verified by recording a comparison of

Ramsey fringes for the 225 site and 49 site arrays and extracting T ∗
2 coher-

ence times of 14(0.8) ms and 12(0.6) ms respectively. The data is available in
68 This power is the maximum available output power in our 1064 nm laser of 18 W, which

reaches the atoms with approximately 50% efficiency when accounting for all the losses
along the beam path.
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the supplementary materials of the publication that resulted from this work

[280]. Using T ∗
2 = 12 ms in equation (4.14) which relates the averge gate

fidelity to the reversible dephasing time, the predicted average gate fidelity

is still > 0.9999. A T ∗
2 time of 8 ms would be required to match the recorded

gate fidelities on the small 49-site array. Similar discrepancies between the

prediction obtained based on equation (4.14) and the measured average gate

fidelities were observed in reference [68] and attributed to errors in pulse

length and detuning. Unlike reference [68], composite BB1-pulses were used

in our benchmarking experiments to reduce sensitivity to pulse area errors

so the only plausible remaining explanations for the discrepancy are errors in

the detuning. Ideally, comparative spin echo measurements would have been

performed on the two arrays to confirm if the observed difference in fidelities

is due to irreversible decoherence mechanisms. If the recorded T ′
2 times were

significantly different, this would suggest that the 1064 nm laser amplitude

fluctuations and pointing instabilities are the likely cause for observing worse

performance on the smaller array. On the other hand, if the measurement

returned similar T ′
2 times for the two arrays, then the remaining probable

cause would be the noise and drift of the environmental conditions. It is pos-

sible that the background magnetic field noise and experimental temperature

stability were worse during the smaller array measurements as compared to

when the 225 site array data was being taken. The measurements were sep-

arated in time by several days.

Importantly, the comparative measurement was a success in terms of SPAM

error suppression. The same scaling method was used for the conventional

data as the one for the conventionally-readout 225 site array in Section 4.5,

but the baseline survival on the 49-site array was higher 0.95(1) due to the in-

creased trap depth during the microwave operations. This re-scaling ensures

a fair test against the NDRO data which has been post-selected for atom sur-

vival in the final image. Even with this rescaling, the observed SPAM error

with NDRO was suppressed by a factor of 1.7 compared to the control mea-
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surement on the same array. This was achieved by using our NDRO instead

of a push out beam to detect atoms in F = 4, which allows us to discriminate

between atom loss and the presence of an atom in F = 4. In this way we are

able to post-select our data for full atom survival in the final image which is

a conventional image without a push out beam and should induce no loss. As

discussed in Section 4.4, randomised benchmarking (RB) was developed to

be insensitive to SPAM errors, but other techniques such as quantum state

tomography (QST) have a large sensitivity to SPAM errors [265]. Therefore

in the future the NDRO technique could be used in conjunction with QST

to extract more information about the system performance than just using

RB.

5.5 Conclusion

In conclusion, the work described in this chapter amounts to the largest scale

demonstration of a practical benefit from the NDRO technique at the time of

writing. The technique was used to suppress state preparation and measure-

ment (SPAM) errors in a randomised benchmarking sequence by a factor

of 1.7 compared to a control measurement with the same parameters but

using conventional detection with a push out beam. Compared to smaller

scale demonstrations, the NDRO performance in our system in terms of du-

ration, survival and leakage probabilities needs to be improved. This could

be achieved by using higher numerical aperture microscope objective lenses

and an EMCCD camera with higher quantum efficiency at 852 nm to min-

imise the required number of scattered photons for good detection fidelity.

In addition, magic wavelength traps [70] or blue-detuned traps for ground

state atoms [230, 297, 298] could be used instead of our red-detuned 1064 nm

traps to suppress differential AC Stark shifts and obviate the need to chop

the imaging and trapping light out of phase which reduces the effective trap

depth and adds some amount of heating. In addition, more advanced image-
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processing techniques developed for optical lattices [292, 299] could be used

to boost detection fidelity without the need to scatter more photons.

In terms of future work, the coherent microwave transfer sequence tested in

the early stages of the project would need to be improved in order to progress

towards using NDRO as a mid-circuit measurement. The reason why inco-

herent optical pumping methods are not likely to be good candidates for this

is that they significantly increase the atom temperature with each transfer

cycle. The existing sequence could be improved through the use of coherent

adiabatic rapid passage pulses with microwaves or Raman lasers. Shortly

after publishing the work described in this chapter, the first mid-circuit mea-

surement using the NDRO technique was demonstrated in [111] where the

transfer back to the clock states after readout was performed with composite

microwave CORPSE pulses [300] which reduce sensitivity to MW resonance

drifts, while dynamical decoupling pulses were being applied to the data

qubits to maintain their coherence during readout. This work also proposed

a re-cooling scheme for the ancilla qubits on the 685 nm quadrupole transition

6S1/2|F = 4⟩ → 5D5/2|F = 6⟩ as demonstrated in [301] to counteract the in-

evitable heating associated with NDRO population transfers. As mentioned

in the chapter introduction, there have also been recent demonstrations of

mid-circuit measurements on 171Yb atoms in references [281–283].



Chapter 6

Analogue Quantum Computation

The aim of this chapter is to summarise the early quantum simulation results

obtained on our system as an initial benchmark of its current level of per-

formance. The first section outlies the basics of the 1D quantum Ising spin

model we used and how it can be mapped to an array of interacting Rydberg

atoms. Section 6.2 describes how the presence of the Rydberg interactions

was validated in our system and how the strength of the dipole-dipole inter-

action for different inter-atom separations was measured. The final section

of this chapter presents some early experimental results for the quantum

simulation of the Ising 1D spin chain problem in the regime where classical

simulation of the system is still very much tractable. These results serve as

an initial benchmark and a way of identifying what hardware improvements

are required to achieve better agreement with theory before attempting more

challenging problems.

6.1 Quantum Ising Model for 1D Spin Chains

The Ising model bears the surname of Ernst Ising who first solved it an-

alytically for a one-dimensional chain of magnetic dipoles in an external

magnetic field as part of his doctoral thesis [302]. The model was originally

201
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developed to describe the behaviour of ferromagnetic materials in classical

statistical mechanics. It explained why some materials can attain a degree of

net magnetisation when cooled below a certain critical temperature even in

the absence of an external magnetic field. In a magnetic material the mag-

netic dipole moments of the constituent particles are aligned along the same

direction, while in a paramagnetic material their orientations are distributed

randomly and average out to zero [303]. In the context of the Ising model,

a transition from an ordered state to a disordered state and vice versa is

called a phase transition. The total magnetisation (energy) of a system of

N magnetic dipoles, σi, with nearest neighbour interactions, Jij, under an

applied external magnetic field, h, is described by the Hamiltonian [304]

H = −
∑
i<j

Jijσ
iσj −

∑
j

hjσj, (6.1)

where σ ∈ {-1,+1 } in units of the particle’s magnetic dipole moment. In its

classical form, the Ising model exhibits finite-temperature phase transitions

only when considering systems with more than one dimension. However, if

the particles are modelled as quantum-mechanical objects with spin angular

momentum operators, i.e. Pauli matrices, describing their magnetic mo-

ments, then one can observe a quantum phase transition (QPT) in 1D. This

can occur at zero temperature in the case of an applied external magnetic

field, ht, which is transverse to the quantisation axis set by the direction of

a longitudinal field, hl. The Hamiltonian describing this configuration is

H = −
∑
i<j

Jijσ̂
i
zσ̂

j
z −

∑
j

hjt σ̂
j
x −

∑
j

hjl σ̂
j
z. (6.2)

The Pauli operators σ̂x and σ̂z used to describe the particles’ magnetic mo-

ments along the two field components do not commute. This adds quantum

mechanical fluctuations to the model which give rise to a continuous QPT

from a disordered to an ordered phase as the value of the parameter ht is
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Figure 6.1: Illustration of how the quantum Ising model for a 1D spin
chain with antiferromagnetic interactions, Jij < 0, can be mapped to an
array of Rydberg atoms. The longitudinal magnetic field hl which lifts the
spin energy degeneracy maps to a Rydberg laser detuning, ∆, and an energy
offset term,

∑
j Vij/2. The transverse field ht maps to the Rydberg excitation

Rabi frequency, Ω, and the interaction term, Jij, maps to the van der Waals
interaction energy, Vij. An adiabatic sweep of the Rydberg laser detuning,
∆, while driving Rydberg transitions with a laser frequency Ω mimics the
zero-temperature phase transition from a disordered to an ordered phase.
This evolution explores the T=0 line on the phase diagram, starting with
ht < hc where the system is disordered and moving into the region ht > hc
where the system is in an ordered phase.

scanned through some critical value, hc [305]. A phase diagram of this con-

tinuous phase transitions is shown in Fig. 6.1. The sign of the interaction

term Jij sets whether the ordered phase is ferromagnetic or antiferromag-

netic. For Jij < 0, equation (6.2) describes an antiferromagnetic interaction

because it is energetically favourable for neighbouring spins to align in the

opposite directions.

As illustrated in Fig. 6.1, this type of model maps very easily and naturally

onto the Hamiltonian of a Rydberg atom array. The idea was first proposed in
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reference [306] for optical lattices. The atoms are initially prepared in their

ground state, |g⟩, with interatomic separations smaller than the Rydberg

blockade radius. The Rydberg blockade radius is the distance, Rij, for which

the energy of the van der Waals interaction69 between atoms i and j is is equal

to the driving field Rabi frequency [72]. The interactions Vij are switched

on when the atoms are coupled to an excited Rydberg state, |r⟩, by a global

laser field with Rabi frequency Ω and detuning from resonance ∆. The

Hamiltonian of this system takes the form

H =
∑
i

ℏΩ
2
σ̂i
x +

∑
i<j

Vijn̂
in̂j −

∑
i

∆in̂
i, (6.3)

where σ̂x = |gi⟩⟨ri| + |ri⟩⟨gi| and the operator n̂i = |ri⟩⟨ri| counts if there

is a Rydberg excitation on site i. By tuning the inter-atomic separation to

introduce next-nearest interactions and beyond, an experiment can access

different symmetries in the ordered phase as demonstrated in [194]. In this

work only the nearest-neighbour interaction will be considered. The Hamil-

tonian from equation (6.3) can be re-written into a form that matches the

quantum Ising model Hamiltonian from equation (6.2) to highlight the cor-

respondence between the two systems [307]. The transformation required to

achieve this is n̂i = (1 + σ̂i
z)/2 and the final result up to a constant is

H =
∑
i<j

Vij
4
σ̂z

iσ̂z
j +
∑
i

ℏΩ
2
σ̂i
x +

∑
i

hliσ
i
z, (6.4)

where the term hli =
∑
j

Vij/2 −∆ captures the effects of the laser detuning

and the Rydberg interactions each atom experiences which act as an effec-

tive longitudinal field. The effects of this longitudinal field depend on the

geometrical arrangement of the atoms. For a ring-type arrangement or in an

idealised infinite lattice, this longitudinal field is the same for all atoms and
69 As described in Section 2.4, the energy of the long-range, van der Waals interaction is

given by Vij = −C6/R
6
ij .
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can be eliminated by applying a global detuning, but for a system with open

boundary conditions or with a finite length, the spins at the edges evolve

differently than the bulk as shown in reference [308]. It is important to note

the sign difference in the interaction terms of the Rydberg atom realisation

of the Ising Hamiltonian. This difference is due to the fact that most Ryd-

berg tweezer array experiments, including our experiment, typically couple

to a Rydberg S state. For an S state the nearest state in energy is usually

lower in energy and therefore the sign of the energy defect is negative for all

principle quantum numbers n. As discussed in Section 2.4, the sign of the

energy defect determines the sign of the Vij interaction term in the van der

Waals regime based on equation (2.59). Therefore the models realised with

Rydberg atom arrays typically explore the antiferromagnetic ordered phase

because ∆E = Vij > 0.

The quantum Ising model is exactly solvable in one and two dimensions

[309] and experimental simulations of the model in 1D and 2D have been

performed in a number of different platforms including trapped ions [310],

superconducting qubits [311], optical lattices [308, 312] and tweezer arrays

[86, 87, 194, 307]. However, the problem still serves as a convenient bench-

marking tool for a new quantum simulation platform because as the number

of atoms in the array grows, the energy gap between the ground states of

the Hamiltonian gets exponentially smaller which makes it more taxing for

the quantum hardware. This is the context for the work described in this

chapter where the simplest case of a 1D spin chain was used as a test of the

analogue simulation capabilities of our platform.

6.2 System Calibration

Before attempting to tackle an analogue optimisation problem, a range of

calibration measurements were performed first to ensure th at dipole-dipole
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interactions in our system are well-understood and behave as expected. The

aim of this section is to summarise the results of these calibrations steps.

6.2.1 Rabi Frequency
√
N Enhancement

The objective of the first test was to simply show that atoms placed inside

a Rydberg blockade radius of each other are interacting. This was done by

using stochastic array loading on an array of trimers shown in Fig. 6.2(a),

such that within a single experimental run one could obtain data for three

different scenarios: a single atom loaded in a trimer, two atoms loaded and

all three atoms loaded. The expected behaviour was a
√
N enhancement

in the Rabi frequency, where N is the number of interacting atoms within

a Rydberg blockade radius of each other. As explained in Section 2.4, the

Rydberg blockade condition dictates that only a single excitation can be

present in the blockade volume at any time, but for N atoms contained

inside that volume there are N different configurations which satisfy this

condition giving rise to an entangled |W ⟩ state with an enhanced coupling.

In the specific array configuration used in our experiment, the groupings

of three trap sites were spaced at 6 µm from each other, and each trimer

was separated from all adjacent trimers by 16 µm. Given that the calculated

Rydberg blockade radius for the 80S1/2 state with a Rabi frequency of 1 MHz

is Rb = 11 µm, these spacing ensure that atoms within a trimer interact while

interactions between different trimers are negligible due to the rapid 1/R6

decay of the interaction strength in the van der Waals regime. The results

of our experiment for N ∈ {1, 2, 3} are summarised in Fig.6.2 (b) - (d).

The resulting ratios of the enhanced Rabi frequencies relative to the reference

frequency are 1.42(3) and 1.74(4) for N = 2 and N = 3 respectively, showing

good agreement with theory. The fast timescales for dephasing observed

in this data set are due to two factors. First, the data shown is an array

average and due to trap-to-trap variations in the Rabi frequency, the averaged
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Figure 6.2: Measurements of the
√
N enhancement of the transition Rabi

frequency due to Rydberg blockade. (a) Averaged image of an array of trimers
showing the inter-atomic separations relative to the Rydberg blockade radius
for the 80S1/2 state and the measured 1 MHz Rabi frequency. (b) Reference
Rabi oscillation when only a single atom loaded in the trimer. (b)

√
2 en-

hancement of the Rabi frequency when any combination of two atoms was
loaded into a trimer. (c)

√
3 enhancement of the Rabi frequency when all

three atoms were loaded in a given trimer. The collectively-enhanced Rabi
oscillations experience a faster rate of decoherence because of the increased
sensitivity to fluctuations in the atomic positions caused by the pointing in-
stability of our trapping laser as explained in Section 6.2.2. All oscillations
are averaged across the full array. The fit is a decaying sine function.
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data appears to dephase faster than individual traps. The decision to work

with array averaged data was made in order to speed up data taking and

obtain smaller error bars with fewer measurements. Secondly, the Rydberg

resonance was calibrated using a simple π pulse method which was later

found to be inaccurate because of variations in the AC Stark shift due to the

finite 459 nm AOM rise time. At the time of recording this data, the more

sophisticated calibration procedure described in Section 3.7.4 had not yet

been implemented. Finally, it should be noted that the Rabi oscillations in

the blockade regime decay faster as the number of atoms participating in the

interaction, N , increases. This is due to the strong dependence of the Van

der Waals interaction on the interatomic separations, R, which can fluctuate

from shot to shot due to the pointing instability of our trapping 1064 nm

laser. The sensitivity of the interaction to such fluctuations as a function of

R will be discussed in the next section, but with regards to this measurement

it is important to note that it increases linearly with N

6.2.2 Dipole-Dipole Interaction Energy Calibration

With clear evidence that the atoms in our array are interacting, the next

calibration stage was to quantify the magnitude of the dipole-dipole interac-

tion, Vdd. For this measurement, the atoms were arranged in groups of two

as shown in the averaged image in Fig. 6.3(a). Atom sorting was used to

improve the data rate for this experiment and the top two and bottom two

rows of the array were used as a reservoir of atoms with which to fill the sub-

array made up of 9 atom pairs. The measurement follows the method from

reference [223], which uses two sequential pulses on the Rydberg transition

with a varying frequency offset on the second pulse, ∆, used to bridge the

energy gap introduced by the dipole-dipole interaction. The applied pulses

have a duration equal to the π time of the
√
2-enhanced Rabi frequency of the

Rydberg transition and are separated in time by 0.2 µs to ensure determin-
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istic phase evolution between the two pulses. The experimental sequence is

represented schematically in Fig. 6.3(b) and (c). Even though a two-photon

transition is used in the actual experiment, for clarity of explanation a single

driving laser field with angular frequency ω will be considered70. For atoms

located within a Rydberg blockade radius of each other, this laser field can

only excite a single atom within the blockade volume, resulting in the entan-

gled state |W ⟩. If a second pulse with the same frequency is applied, it does

not have enough energy to couple to the doubly-excited pair state due to the

Vdd interaction energy which is greater than the driving field Rabi frequency

in the Rydberg blockade regime. Therefore the second pulse with frequency

ω serves to de-excite the atomic populations in |r⟩ down to |g⟩. If however,

the frequency of the second pulse is increased by an amount equal to Vdd,

then the energy gap can be bridged and the doubly-excited state |r, r⟩ can

be populated. This is illustrated in the energy diagram in Fig. 6.3(c).

The results of a measurement performed in our experiment for an atomic

separation of R = 8 µm are shown in Fig.6.3(d). The target Rydberg

state was 80S1/2 with a C6 coefficient of 2947 GHz µm6 obtained using

the pairinteraction software package [116]. In our experiment we observe

ground state populations as atom survival and Rydberg populations as atom

loss induced by the 1064 nm trapping potential which is repulsive to Rydberg

atoms, but attractive to ground state atoms. The two peaks represent the

single Rydberg excitation resonance coupling to the pair state |W ⟩ in blue

and the double Rydberg excitation in red. Experimentally we observe the

|W ⟩ state as the survival of both atoms, |g, g⟩. The frequency separation be-

tween the peaks of these two Lorentzian line shapes is a direct measurement

of the interaction energy, Vdd. Figure 6.3(e) summarises the array-averaged
70 As was shown in Section 2.3.8, the intermediate state in a two photon transition can

be adiabatically eliminated to obtain an effective single photon frequency and detuning.
Therefore the explanation given is still valid for a two-photon transition with a large
intermediate state detuning as is the case for our experiment. In our case, the frequency
of the 1039 nm laser which couples the intermediate state 7P1/2 to the Rydberg sate
80S1/2 is the one being scanned.
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Figure 6.3: (a) Averaged image of atom geometry used to measure the
magnitude of the dipole-dipole interaction, Vdd. The densely filled rows at
the top and bottom serve as a reservoir for the moving tweezer used for atom
sorting. (b) Schematic representation of the experimental sequence used for
the measurement. Two pulses are applied on the Rydberg transition with a
0.2 µs gap between them and the frequency of the second pulse is scanned. (c)
Energy level diagram illustrating how by scanning the frequency of the second
pulse to overcome the Rydberg blockade energy, the strength of the dipole-
dipole interaction can be measured. (d) Results from a single measurement
at R = 8 µm showing the frequency separation between the two Lorentzian
line shapes corresponding to the |W ⟩ and |r, r⟩ state resonances in the pair
basis. (e) Summary plot showing good agreement with theory based on a C6

coefficient calculation with the pairinteraction software package [116]. The
data has been fitted with equation (6.5) using a single fit parameter that
accounts for a scaling error in the SLM hologram spacing.
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results for four different interatomic separations in red and compares them

to the theoretical prediction in blue. The data shows good agreement with

theory. When fitted with

Vdd = − C6

(R× s)6
, (6.5)

where the only free parameter is the SLM hologram scaling factor, s, the fit

returns an SLM scaling factor of 1.0075. The experimental data for smaller

values of R shows worse agreement with the theory and the fit applying

the SLM scaling factor is unable to account for this discrepancy. By taking

the derivative with respect to R of equation (6.5) it becomes clear that the

sensitivity of the measured value of Vdd to position fluctuations in the atomic

separation increases rapidly for smaller values of R. The scaling relation is

δV =
6C6δR

R7
, (6.6)

where δV is the error in the interaction energy corresponding to a δR fluc-

tuation in the interatomic separation. This was also observed in the atomic

signal obtained from our measurement where the width of the resonance fea-

ture corresponding to |r, r⟩ was found to increase significantly for smaller

values of R. In reference [223], the increased width of the double excitation

resonance feature compared to the |W ⟩ resonance was attributed to fluctu-

ations in value of Vdd due to the finite temperature of the atoms inside the

traps which can vary from shot to shot as described by a Maxwell-Boltzman

distribution. The |W ⟩ state resonance is insensitive to such fluctuations

when operating in the Rydberg blockade regime. To improve the quality of

our measurements, it would be necessary to reach lower atomic temperatures

during Rydberg excitation by implementing Raman sideband cooling [313].
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6.3 Rydberg Quantum Simulation Results

The intention of the work described in this chapter is to demonstrate that

our experimental platform is capable of performing analogue quantum sim-

ulations. After calibrating the system as outlined in the previous sections,

the decision was made to move on to the simplest problem that could be at-

tempted as a benchmark for system performance: the 1D antiferromagnetic

quantum Ising model described in Section 6.1 of this chapter. The specific

problem geometry that would be simulated was informed by the parameters

available in our experiment. Namely, the achievable Rydberg Rabi frequency

and the principal quantum number of our target Rydberg state which set the

interaction strength, Vdd. This in turn determines the interatomic separations

required to operate in the strong dipole blockade regime. The maximum

number of atoms that could be arranged in a 1D chain was limited by the

imaging resolution of our camera and the field of the view of our in-vacuum

aspheric lenses ∼ 100 µm. As there was evidence to suggest that the coher-

ence at relatively high Rydberg principal quantum numbers n = 75− 80 was

good71, the decision was made to operate in this range. Since the strength of

the van der Waals interaction scales as ∝ n11, this allowed us to operate at

relatively large inter-atomic separations in the range of 6 to 8 µm and still

achieve interaction energies Vdd/ℏ in the range of 69 to 12 MHz respectively.

Operating at smaller interatomic separations was found to be challenging in

terms of imaging cross-talk between neighbouring sites due to the limited

resolution of our single atom imaging system. The system was designed to

give a 1 µm resolution per camera pixel, but the atomic signal is spread out

over multiple pixels in our single atom images, and using our simple bino-

mial distribution thresholding algorithm we observe a reduction in the state

detection fidelity for separations < 6 µm. Part of this smearing effect might

be the result of the 1064 nm trapping laser pointing instability, which has
71 This is referring to the Rydberg Rabi oscillation data in Section 3.7.4.
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not yet been measured at the time of writing. In addition to diagnosing

and reducing the severity of this pointing instability, the detection fidelity

for small interatomic separations can be improved in the future by imple-

menting a more sophisticated image processing algorithm such as the ones

described in references [292, 314]. This current limitation precludes us from

accessing the higher-order antiferromagnetic phases of matter simulated in

reference [194] which used a microscope objective lens with higher collection

efficiency to achieve inter-atomic separations as low as 2.87 µm for the 70S1/2

Rydberg state in 87Rb. Nonetheless, our experimental parameters still allow

us to access the Rydberg blockade regime and perform a proof of principle

demonstration on our hardware. As the system is not in its final state yet

at the time of writing, the discussion will span a range of different configu-

rations which were tested in the course of the work described in this thesis.

An effort will be made to make it clear to the reader which configuration was

being used at each point of the discussion.
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6.3.1 Initial Guess for Ramp Parameters

Figure 6.4: Classical computer simulation of the dynamics of a system of
N = 9 atoms evolving under an adiabatic detuning sweep. (a) Optimal
cubic pulse profile based on differential evolution optimisation of the target
state, |r, g, r, g, r, g, r, g, r⟩, population. (b) Plot of the population dynamics
of the initial ground state, |g, g, g, g, g, g, g, g, g⟩, and target state during the
optimal pulse from (a). (c) Distribution of state probabilities for the five
most probable states at the end of the adiabatic sweep shown in (a). The
predicted target state probability is 33.9%. The model includes contributions
from the finite lifetimes of the intermediate and Rydberg states which are
modelled as population loss into a dark state which represents all of the
hyperfine ground states outside of the computational basis.

In order to realise the simulation experimentally, an adiabatic sweep of the

Rydberg laser detuning must be performed which drives the simulated tran-

sition in phase space as illustrated in Fig. 6.1. An informed guess for the

initial ramp parameters was obtained using a prediction based on a simula-

tion model developed by our theory collaborator, Dr. Gerard Pelegri. The

model uses the experimentally measured laser powers and waists to model the

dynamics of the full N -atom chain with the exact geometric arrangement of

atoms. The individual atom Hamiltonians use adiabatic elimination as out-
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lined in reference [159] to create an effective two-level system with dissipation

to a leakage state in order to simulate the effects of the finite intermediate

state detuning and finite Rydberg state lifetime. The output of a typical

simulation is shown in Fig. 6.4 for a chain of 9 atoms, Ω/2π = 1 MHz, 8 µm

inter-atomic separation and excitation to the Rydberg 75S1/2 state. The rea-

son for this lower Rydberg Rabi frequency compared to what was reported

in previous sections is that the 459 nm optical set-up was rebuilt to use a

focussed beam in the AOM crystal instead of the collimated beam used up

this point. The reasons behind this decision are described in more detail in

Section 6.3.3, but the effect of the change was improved AOM bandwidth

at the cost of reduced optical power due to the AOM damage threshold72.

The choice of operating at the lower principal quantum number of n = 75

was also informed by the AOM limitations in the sense that operating with

a smaller Vdd reduced the frequency scan range of the simulated optimal de-

tuning ramps. The theoretical optimal ramp shown in Fig. 6.4(a) is the final

result of using the differential evolution optimisation algorithm implemented

in the SciPy package for Python [315] following the method from [316]. The

algorithm was set up to maximise the probability of reaching the known tar-

get many body state at the end of the ramp. The simulated ramp is a cubic

detuning ramp parametrised as

∆(t) = at3 + bt+ c, (6.7a)

a = 4s
∆f −∆i

(tf − ti)3
, (6.7b)

b =
∆f −∆i

tf − ti
− a

4
(tf − ti)

2, (6.7c)

c =
∆f −∆i

2
, (6.7d)

where the subscripts i and f denote the initial and final value respectively,
72 AA MT200-A0.5-VIS has a maximum optical power density of 5 W/mm2.
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∆ is the 1039 nm Rydberg laser detuning from resonance, and s is a shape

coefficient determining the curvature of the cubic ramp. Using this ramp,

the simulation predicts that the target state |r, g, r, g, r, g, r, g, r⟩ should be

obtained with 33.9 % probability, with the next-most-probable state having

a probability of occurring of only 1.0 %. Figure 6.4(b) models the dynamics

of the many-body state which corresponds to the most probable antiferro-

magnetic ordering at the end of the sweep. By inspection of the Rydberg

Hamiltonian in equation (6.3) it becomes evident why only one of the two pos-

sible antiferromagnetic orderings is preferred. For an odd number of atoms,

the state with more Rydberg excitations has lower energy because the term

−∑i ∆ini which lowers the system energy for every excited atom when the

detuning is positive.

6.3.2 Experimental Realisation

The simulated optimal ramp parameters did not produce the expected re-

sults. When using the simulated ramps, the target state could not be achieved

with a probability > 5% in our experiment. In order to efficiently explore

the large parameter space that defines the adiabatic ramp, the decision was

made to use closed-loop optimisation based on the idea of the Quantum

Approximate Optimisation Algorithm (QAOA) introduced in [317]. QAOA

is hybrid approach that uses a quantum processing unit to run (part of) a

computation and then feeds the measurement results back to a classical op-

timiser in order to find an optimal parameter set that satisfies some target

condition. In our case, the M-LOOP73 package [238] was used as the classi-

cal optimiser with a cost function defined by 1− Ptarget, where Ptarget is the

probability of the target antiferromagnetically-ordered state. Of course, this

approach would not work for a general quantum simulation problem where

the target state is not known ab initio. An example of how QAOA can be
73 Machine-Learning Online Optimization Package
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implemented in such a case is given in reference [318] for a MaxCut type

optimisation problem implemented on an array of Rydberg atoms, where the

cost function would be to minimise the energy of a known problem Hamilto-

nian. In our experiment, the M-LOOP optimiser was seeded with an initial

guess based on the simulation and given access to all the parameters used to

define a cubic ramp from equation (6.7). The data was taken on an array of

atoms that included three independent rows of 9 atoms, but the discussion

will focus on the middle row only which is the one that the measurement was

calibrated for. The algorithm failed to converge to an optimal ramp, but in

the explored parameter space a set of parameters was found which resulted

in > 30% probability of achieving the target state. The measurement results

and the ramp used to obtain them are shown in Fig. 6.5.

While the probability of obtaining the target string with the adiabatic ramp

from Fig. 6.5(a) is quite high at 34(4) %, there are a number of issues associ-

ated with this measurement. Firstly, all of the best-performing ramps turned

off the laser power at very small positive detunings close to zero. In Section

6.2.2 the dipole-dipole interaction strength for an 8 µm separation between

the atoms was measured at 11.1(2) MHz for the 80S1/2 state. For the 75S1/2

state, the expected value would be 5.9 MHz. The optimal theoretical ramp

prediction shown in Fig. 6.4(a) finished the detuning ramp at a positive

6.22 MHz, slightly above the expected van der Waals regime energy shift.

This theoretical prediction also agrees with the simulations and experimen-

tal results from reference [194]. This discrepancy has also been observed in

earlier experiments in our group using different AOM configurations, Ryd-

berg Rabi frequencies and atom separations and some of the probable causes

will be discussed in the next section. In addition, the algorithm showed a

preference for linear ramps by setting the shape coefficient, s, to zero and

effectively implementing a linear ramp. This suggested that AOM band-

width effects are limiting the system performance as linear frequency ramps

have fewer higher frequency components. To test this hypothesis, the ac-
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Figure 6.5: Experimental results for the dynamics of a system of N = 9
atoms evolving under an adiabatic detuning sweep. (a) Pulse profile found
by optimising the probability to observe the target state, |r, g, r, g, r, g, r, g, r⟩
with M-LOOP. (b) Experimental measurement of the population dynamics
of the initial ground state |g, g, g, g, g, g, g, g, g⟩ and the target state during
the pulse. The maximum target state probability reached at the end of the
population dynamics scan was 24(4) %. (c) The top five most probable states
measured experimentally using the adiabatic ramp from (a). The target
state probability is 34(4)%. The error bars represent 68% Clopper-Pearson
confidence intervals. The inset image is showing the array used to obtain the
data. The data shown is for the middle row of 9 atoms.

tual frequency components introduced by the AOM frequency ramps could

be measured by beating the light that has passed through the AOM with

unshifted light on a fast photodiode. Secondly, the maximum target state

probability reached at the end of the population dynamics scan shown in

Fig. 6.5(b) was only 24(4)%. This measurement was taken 8 hours after

the M-LOOP algorithm had recorded the optimal ramp in (a) and used it to

obtain the results shown in (c). This was a clear indication that the target

state probability is subject to experimental drift.



Chapter 6. Analogue Quantum Computation 219

6.3.3 Experimental Imperfections

The aim of this section is to highlight some of the known and suspected

experimental imperfections present in our set up at the time of writing.

Finite AOM Risetime & Bandwidth Effects

The detuning sweeps in our 1D atom chain simulations are implemented

using an arbitrary waveform generator (AWG)74 passed through a linear am-

plifier to drive our 459 nm laser AOM75. The measured pulse shapes on a

fast 350 MHz photodiode provided clear evidence of finite-bandwidth effects

as illustrated in Fig. 6.6. The blue trace, captured on a photodiode at the

fibre output, as close as possible to the atoms, shows the amplitude response

of our 459 nm system when operating with a collimated beam with a 1/e2

waist w0=250 µm in the AOM crystal. The AOM is set-up in a double-

passed, cat eye retroreflector configuration to minimise beam steering of the

doubly-diffracted beam at the fibre input collimator [319]. The overall sys-

tem transfer function is set by the square of the Lorentzian AOM frequency

response times the fibre coupling efficiency, which also varies as a function of

AOM drive frequency due to beam steering. In order to improve the overall

system bandwidth, the AOM optical path was re-built to operate with the

459 nm beam focussing into the AOM crystal with a 1/e2 waist w0 = 79 µm

at the cost of reduced double-pass efficiency. One drawback of operating in

this configuration was that the 459 nm beam power had to be reduced to

not exceed the AOM crystal damage threshold as mentioned in the previous

section.

As a result of these power limitations, the initial set up could only achieve a

1 MHz Rydberg Rabi frequency limited by the reduced 459 nm power when

operating with a focussed beam. The final set up at the time of writing used
74 Spectrum M4i6631-x8
75 AA MT200-A0.5-VIS
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Figure 6.6: Improvement in AOM bandwidth for adiabatic sweeps when
operating with a focussed instead of a collimated beam entering the AOM
crystal. (a) Test cubic ramp shape with shape coefficient s=1 and a detuning
range form - 20 MHz to +20 MHz. Note that due to the double-pass config-
uration, this corresponds to scanning the AOM frequency from -10 MHz to
+10 MHz relative to its centre frequency. (b) 459 nm laser signal captured
on a photodiode (PD) at the optical fibre output, as close as possible to
the vacuum chamber. The signals have been normalised to the AOM centre
frequency pulse amplitude without any chirping. The resulting amplitude
variation captures both finite AOM bandwidth effects and fibre-coupling loss
due to AOM beam steering. A significant improvement in the overall system
bandwidth was observed.

an upgraded AOM76 with a higher damage threshold and a faster switching

time. The original AOM crystal was made from TeO2 while the upgraded ver-

sion uses fused silica for improved power handling and has a faster switching

speed due to a faster acoustic velocity in the material77. It should be noted

that the diffraction efficiency of fused silica AOMs has a stronger depen-

dence on the beam polarisation than TeO2 AOMs. In order to maintain high

double-pass diffraction efficiency, the design was modified to use a Faraday

rotator and half-waveplate before the AOM so the retroreflected light has

the same polarisation in each pass. This requires the removal of the quarter

waveplate typically used in these set ups.

Some preliminary data was taken using the new AOM with the full 2 MHz
76 MQ180-A0,25-VIS
77 4200 m/s for TeO2 vs. 5960 m/s for fused silica
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Figure 6.7: (a) Experimental results for the dynamics of a system of N = 7
atoms evolving under an adiabatic detuning sweep using the upgraded AOM
and the pulse profile from (b). (b) - (f) Summary plot showing the five best
ramps found by the M-LOOP algorithm in a single optimisation run when
operating with the new fused silica AOM in the set up. All ramps produced
target string probabilities ∼ 50 % with significantly different parameters.
The error bars represent 68% Clopper-Pearson confidence intervals.
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Rabi frequency, 8 µm separation and a 1D chain of 7 atoms with excitation

to the 80S1/2 state. Unfortunately, the measurements are based on only 25

data points because of a power outage and air conditioning failure which

disrupted further data acquisition. Nonetheless, the new AOM configuration

was shown to perform well by achieving the target state with probabilities

∼ 50% when the optimal theoretical ramp predicts a maximum of 65%. A

summary of the results is shown in Fig. 6.7. Even with the AOM upgrade,

the theoretically-predicted detuning sweep profiles did not perform well in the

experiment. The best-performing ramps found by the M-LOOP algorithm

still switched off the laser power at detunings close to resonance, but the

performance appeared to be more resilient to parameter variations with new

set up as evidence by the fact that five different ramp profiles achieved target

string probabilities ∼ 50%. Additionally, unlike the data shown in Fig. 6.5,

the same target state probability was achieved in the time evolution scan as in

the single measurement taken during the M-LOOP optimisation run the night

before. Notably, our simulation predicted very low target state probabilities

(< 10%) when using the optimal ramp parameters found empirically by M-

LOOP highlighting the need to carry out further investigations. Work done

on an external test set up also found that ramping the Rabi frequency at

the beginning and end of the pulse, rather than abruptly turning it on or off,

resulted in slightly improved AOM amplitude response. Similarly to reference

[194], the tests suggested that this works best if the detuning profile is held

constant while the AOM amplitude is being ramped. A direct benefit from

using these types of ramps in terms of improved target state preparation or

better agreement with theory has not yet been observed in the experiment

at the time of writing.

In an attempt to better understand why the optimal ramps are truncated

near resonance, the duration of the best pulse shown in Fig. 6.7(b) was ex-

tended beyond the optimal point near 0 MHz to record the corresponding

population dynamics in the system. The measurement results are shown in
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Figure 6.8: Scanning the duration of the adiabatic ramp from Fig. 6.7(b)
beyond the optimal point near resonance reveals a symptom of poor frequency
calibration in our system. The most probable states are the ones with a single
Rydberg blockade condition violation indicative of the need for improved
frequency calibration and AC Stark shift compensation in our system.

Fig.6.8. What we learned from the measurement is that the most probable

states past resonance are the ones where there appears to have been a single

Rydberg blockade violation. In its current form, our measurement cannot

distinguish between atom loss and population in the Rydberg state because

of our destructive detection scheme for Rydberg states. However, the room

temperature state lifetime of the 80S1/2 Rydberg state in caesium has been

measured as 191.4 µs [320], giving a probability of decay ∼ 2% in the longest

4 µs ramp duration which cannot account for the observed population dy-

namics. Furthermore, based on our measured atom temperature after optical

pumping of ∼ 7 µK using release and recapture, we do not expect to expe-

rience more than 0.1% atom loss due to the finite temperature of the atoms.

Similarly, the expected atom loss due to the finite trap lifetime is also negligi-

ble. The sharpness of the feature past resonance near the 2 µs pulse duration

point is also indicative of a blockade condition violation rather than an atom

loss effect. Therefore, the most probable source of this behaviour are the

imperfections in our experimental procedure which will be the subject of the

next section.
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Further Improvements

Improved Resonance Calibration Method A number of further im-

provements have been identified, but not yet implemented at the time of

writing. Firstly, all the data taken so far has suffered from an offset error

in the Rydberg resonance frequency. This is due to the finite AOM risetime

effects discussed in Section 3.7.4 that require a more time-consuming reso-

nance calibration method. This effect amounted to an error ∼ 1 MHz when

using the original TeO2 AOM and has not yet been quantified for the new

fused silica AOM. The near-resonant AC Stark shift due to the 459 nm light

on the ground state transition is positive in our excitation scheme, which

means that the transition from the intermediate state to the Rydberg state

is shifted to shorter frequencies. This agrees with the hypothesis that the

true Rydberg resonance is actually at negative detunings when measured

with our imperfect π pulse calibration method. There is also a negative,

far-off-resonant AC Stark shift due to the 459 nm light on the excited to

Rydberg state transition, but its magnitude is much smaller.

AC Stark Shift Compensation Even with the upgraded AOM the am-

plitude response of the system shows significant variation across the required

dynamic range of ± 10 MHz around the centre frequency. Based on the pho-

todiode measurements in Section 6.6, the power loss is more severe for large

positive detuning values. This is a concern because our measurement is most

sensitive to this region of the ramp because this is when the dipole-dipole in-

teractions take place. In reference [223], where similar AOM performance was

reported, the effect was compensated for by implementing a feedback loop

which adjusted the detuning ramp frequencies based on the AOM amplitude

response to account for changes in the AC Stark shift. Initial attempts to im-

plement this in our system by modifying the frequency profile of an existing

working pulse or a theoretically predicted optimal pulse failed to converge.
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In our system, when operating at full power with a 2 MHz Rabi frequency,

the AC Stark shift due to the 459 nm light was measured ∼ 1.5 MHz while

in reference [223] it amounted to ∼ 5 MHz. Because of this smaller effect,

the decision was made to delay work on the AC Stark shift compensation

algorithm for the future. Ideally, the pulse compensation would be incorpo-

rated in the M-LOOP optimisation run whereby every pulse proposed by the

algorithm would be recorded on a photodiode first. This data would then be

used to apply AC Stark shift compensation to the frequency profile before

running the experiment on the atoms.

Improved Ramp Optimisation Process The classical optimisation al-

gorithm was not constrained optimally in the parameter ranges it was allowed

to explore. By examining the five best ramps found by the optimiser pre-

sented in Fig. 6.7, it can be seen that the parameter landscape contains many

local optima which make the task harder. One alternative approach tested

in our project was to constrain the algorithm to linear ramps78 to simplify

the parameter landscape. This approach did produce significant target state

probabilities, but it did not achieve better agreement with theory as the al-

gorithm still preferred small detuning ranges near resonance. An alternative

approach was taken in reference [223] where an iterative ramp optimisation

process was used instead of a machine learning algorithm. The cubic ramp

parameters were optimised in the following order: c, b, ∆f

∆i
, and finally a.

They found that several loops of this process resulted in optimal perfor-

mance. This approach was not tested in our experiment. It should be noted

that they used a different parametrisation of their cubic ramps as stated in

reference [194].
78 By hard-coding the value of the shape coefficient s to be zero.
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Effect of Detection Errors

In order to understand the effect that our state preparation and detection

fidelity have on the probability of obtaining the target state, a maximum like-

lihood reconstruction protocol adapted from reference [223] was used. Using

the parametric bootstrapping method from reference [321], the 68 % rectan-

gular confidence intervals with skewness compensation, σk, were calculated

for each of the observed states. Using the ground state and Rydberg state

detection errors of our set-up described in Section 3.7.3, a transformation

matrix, M , is constructed with elements Mij = p(reconstructed|guess). The

most likely reconstructed state can then be obtained by minimising the cost

function

C(P expt,P guess) =
∑
k

Dk

σk

2

, (6.8)

where D = P expt −MP guess with the vector elements representing the state

probabilities for each of the possible 2N states. The cost function was min-

imised using the Sequential Least Squares Programming (SLSQP) method

implemented in SciPy [315]. The results of this reconstruction for the mea-

surement presented in Section 6.3.2 are shown in Fig. 6.9. The available data

set consisted of 139 measurements and the bootstrapping was performed with

6000 trials. The MLE predicts a slightly higher corrected probability of 36 %

for obtaining the target state compared to the raw measurement data result

of 34(4) % for a chain of 9 atoms.

6.4 Conclusion

The work described in this section constitutes the first demonstration of ana-

logue optimisation using a neutral atom tweezer array in the United King-

dom. At the time of writing, the system is in an early stage of development
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Figure 6.9: Ten most probable states using maximum likelihood (MLE) state
reconstruction of the experimental results from section 6.3.2. The error bars
represent 68% confidence intervals obtained using a parametric bootstrapping
method. The raw measurement data is shown in red and the results of the
MLE reconstruction are shown in blue.

and the 1D antiferromagnetic Ising problem was used as a simple bench-

marking tool. While the classically-calculable target states were correctly

identified as the most probable states by our device, there remain a number

of issues and improvements which need to be addressed to make the system

competitive with state-of-the-art simulation platforms. Firstly, the lack of

agreement between our theoretically-simulated adiabatic ramp profiles and

the empirically obtained optimal ramps would need to be understood and

addressed. The improvements in our experimental methods and hardware

discussed in the previous section will likely reduce the severity of the dis-

crepancy between theory and experiment. In addition, the theoretical model

has been modified to incorporate the measured amplitude response of the

459 nm AOM into the simulation and its effect on the Rydberg resonance

via the AC Stark shift. There is ongoing work at the time of writing to

explore the effects of these improvements in searching for better agreement

between theory and experiment. Going forward, the Rydberg beams would



need to be re-shaped to improve the level of power uniformity in order to

tackle more challenging two-dimensional problems in our experiment. This

can be achieved by holographically shaping the beam into a flat-top profile

as implemented in reference [78]. Currently, the Gaussian beam profiles of

our Rydberg lasers result in significant variations of the calibrated resonance

and resonance frequency across different rows of the array. Once all of these

improvements are in place, the platform will be able to tackle simulation and

optimisation problems which are challenging for classical computers in search

of a quantum advantage.

Chapter 7

Conclusions and Outlook

7.1 Conclusion

This thesis describes the development of the first neutral atom quantum

computer based on tweezer arrays in the United Kingdom. The system has

been assembled from the ground up and thoroughly characterised. By using

the low-phase noise, high-power 1064 nm trapping laser provided by our

industry partners, M Squared Lasers, we have been able to trap up to 225
133Cs atoms, which combined with our moving tweezer atom sorting set up,

allows us to access over 100 deterministically loading qubits as demonstrated

in the thesis of Elliot Diamond-Hitchcock [165]. The coherence times of our

qubits have been measured and found to be competitive with state-of-the-art

228
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performance in other alkali atom systems. Our T ∗
2 time is currently limited by

uncompensated long-term drifts in our experiment due to the air conditioning

system which could be addressed by inserting quick calibration sequences

mid-measurement as discussed in Section 56. The reversible dephasing time

of our qubits can be improved even further through the use of resolved Raman

sideband cooling which has been included in the design of our experiment

since its inception, but not yet demonstrated at the time of writing.

The global single qubit fidelity in our system has been characterised using

microwave randomised benchmarking to obtain an average error per gate of

7(2) × 10−5 on an array of 225 trap sites, corresponding to >100 determin-

istically loading qubits. To our knowledge, this is the highest single qubit

gate fidelity achieved on a quantum computing platform of this scale across

all platforms. This can be improved further by using adiabatic rapid passage

BB1 pulses to suppress the system’s sensitivity to resonance drifts that cur-

rently limits our T ∗
2 times and microwave gate fidelities. The demonstrated

global single qubit operations can be converted to local operations using an

AC-Stark-shifting crossed acousto-optic deflector (AOD) to bring single trap

sites into resonance with a global microwave pulse as demonstrated in [68].

Alternatively, our platform has the capability to implement single-site laser-

driven Raman transitions which are operational and can be characterised

with the available randomised benchmarking infrastructure developed in the

course of this work. Of course, implementing a digital quantum computa-

tion would also require multi-qubit gates which have not yet been thoroughly

characterised in our experiment. Future work in this area will focus on the

novel ARP-based multi-qubit gate developed in our group [159].

A unique feature of our experiment is the ability to perform non-destructive

readout (NDRO) on arrays of up to 49 trap sites, the largest scale demonstra-

tion of this technique to date. The work described in this thesis also resulted

in the first practical demonstration of a benefit resulting from NDRO. In
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the context of randomised benchmarking, it was demonstrated that the state

preparation and measurement errors due to atom loss can be suppressed

by a factor of 1.7 compared to the conventional destructive imaging pro-

cess. The performance of NDRO in our system is in line with the state

of the art in terms of state detection fidelity, but the NDRO survival and

leakage probabilities need to be improved in future iterations. This can be

achieved using alternative dipole trapping methods that eliminate differen-

tial AC Stark shifts on the D2 line and improved imaging system collection

efficiency to reduce the required number of photons scattered. In a future

cryogenic set-up with long trap lifetimes, an additional benefit from NDRO

could be extracted by operating for minutes at a time without the need to re-

load atoms from a magneto-optical trap since the atoms will not be pushed

out from the traps upon detection. With a view of progressing towards

fault-tolerant operation and error correction, the NDRO technique can be

implemented in a mid-circuit type measurement scheme using dual species

arrays to avoid cross-talk between data and ancilla qubits. Scaling up of

the NDRO technique discussed in this work to even larger numbers of qubits

will be challenging because of the requirement for significantly increased trap

depth, but very recent work with 87Rb in reference [322] has been able to

apply the technique to arrays of up 280 physical qubits to realise mid-circuit

read out on up to 48 logical qubits encoded using three-dimensional surface

code blocks.

The ability of our system to perform simple analogue quantum simulations

has been demonstrated by using the antiferromagnetic quantum 1D Ising

model as a benchmarking tool. We have demonstrated the ability to identify

the correct, lowest-energy target state of the problem Hamiltonian with high

probability for chains of up to 9 atoms. While still well within the reach of

classical simulation, this demonstration paves the way toward tackling more

challenging problems with more qubits in two dimensions. Having developed

the prerequisite knowhow with the simple 1D chain model, a number of exper-



Chapter 7. Conclusions and Outlook 231

imental improvements have been identified to reach the level of performance

required for this next stage of problem complexity. Converting the Rydberg

laser set-up to use a focussed beam in the acousto-optic modulator (AOM)

crystal and procuring the appropriate AOM to operate in this configuration

at high power have already shown improvements in the system performance.

A range of additional improvements in the adiabatic sweep calibration and

optimisation process will also need to be implemented to achieve state of

the art performance. Combined with the planned upgrade to top-hat-shaped

beam profiles for our Rydberg beams and the addition of a 20 W fibre ampli-

fier for our 1039 nm laser so we can operate with faster Rabi frequencies at a

larger intermediate state detuning for suppressed dissipation, the experiment

will be in a position to attempt problems in two dimensions which are the

current focus of other leading research groups across the world.
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Table A.1: Single qubit Clifford gate set

Gate Index Rx(θ) Ry(θ) Rz(θ) U Basic Gate Sequence

0 I I I
(
1 0
0 1

)
R0

1 I I π
2

e−iπ/4

(
1 0
0 i

)
R1

2 I I π −i
(
1 0
0 −1

)
R2

3 I I -π
2

eiπ/4
(
1 0
0 −i

)
R3

4 I π
2

I 1√
2

(
1 −1
1 1

)
R4

5 I π I -1
(

0 1
−1 0

)
R5

6 I -π
2

I 1√
2

(
1 1
−1 1

)
R6

7 π
2

I I 1√
2

(
1 −i
−i 1

)
R7

8 π I I -i
(
0 1
1 0

)
R8

9 -π
2

I I 1√
2

(
1 i
i 1

)
R9

10 I π π
2

−eiπ/4
(
0 1
i 0

)
R5R1

11 π I π
2

eiπ/4
(

0 1
−i 0

)
R8R1

12 π π
2

I −i√
2

(
1 1
1 −1

)
R8R4

13 π
2

I π
2

e−iπ/4
√
2

(
1 1
−i i

)
R7R1

14 π
2

π π
2

− eiπ/4
√
2

(
1 1
i −i

)
R7R5R1

15 π -π
2

I i√
2

(
1 −1
−1 −1

)
R8R6

16 -π
2

I π
2

e−iπ/4
√
2

(
1 −1
i i

)
R9R1

17 -π
2

π π
2

eiπ/4
√
2

(
1 −1
−i −i

)
R9R5R1

18 -π
2

-π
2

I e−iπ/4
√
2

(
1 i
−1 i

)
R9R6

19 −π
2

π
2

I eiπ/4
√
2

(
1 i
1 −i

)
R9R4

20 −π
2

π I i√
2

(
1 i
−i −1

)
R9R5

21 π
2

-π
2

I eiπ/4
√
2

(
1 −i
−1 −i

)
R7R6

22 π
2

π I −i√
2

(
1 −i
i −1

)
R7R5

23 π
2

π
2

I e−iπ/4
√
2

(
1 −i
1 i

)
R7R4
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