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Abstract

The properties of InGaN alloys are important for many applications in optoelec-

tronics, since the fundamental band gap of this material system spans the visible

range. Calculating properties, particularly for InN, is theoretically challenging,

especially obtaining accurate values for the band gap. We have developed a semi-

empirical parameterization for the simulation of (In,Ga)N using the density func-

tional based tight binding method (DFTB), where the band gaps of InN and GaN

have been empirically adjusted to match experiment. This is the first application

of this method to In containing materials. We demonstrate the performance of

this method by calculating a range of properties for both compounds and also

their alloy for a range of crystal structures (wurtzite, zincblende and, for the pure

compounds, rocksalt).

There are several methods to model alloys of these materials, here the virtual

crystal approximation and the cluster expansion method been used to study the

alloy system of InGaN. While 8, 16 atom supercells are commonly used for cluster

expansions, in this work these results are critically compared against the larger

32 atom cell, the effect of the ensemble used to simulate the alloy is also investi-

gated by using both the Strictly Regular Solution and Generalised Quasi-Chemical

approximations to provide limiting cases around the experimental conditions of

Molecular Beam Epitaxy (MBE) and Metal-Organic Chemical Vapor Deposition

(MOCVD) alloys.
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Chapter 1

Nitride Semiconductors and their

alloys

1.1 Introduction

The group-III nitrides semiconductors gallium nitride (GaN), indium nitride (InN)

and aluminum nitride (AlN) and their alloys such as InxGa1−xN and InxAl1−xN

are technologically important, particularly for optoelectronics applications such

as light emited diodes LEDs [1], solar cells[2], vertical-external-cavity surface-

emitting lasers [3] and vertical-cavity surface-emitting lasers [4]. Wurtzite GaN,

AIN and InN form a continous alloy system whose direct band gaps cover the

range from about 0.7 eV for InN [5], via 3.4 eV for GaN to 6.2 eV for AIN [6]

associated with lattice constants ranged from a= 3.112 Å and c= 4.982 Å for AlN

to a = 3.545 Å and c=5.703 Å for InN (see table 1.1). Thus, the III-V nitrides can

1



Chapter 1. Nitride Semiconductors and their alloys 2

be used to fabricate into optical devices which are active at wavelengths ranging

from near infrared well into the ultraviolet (See Figure 1.1). GaN based materi-

als in principle allow the production of semiconductor devices to detect and emit

the three primary colours of the visible spectrum (red, green and blue). Blue

LEDs have been extremely successful and green and yellow LEDs have been re-

cently grown [7]. This feature of group-III nitrides semiconductors opens the way

for a range of applications such as imaging and graphic applications [6], while

InxGa1−xN is currently used in construction of green-blue-violet light emitting

diodes (LEDs) and blue violet laser diodes (LDs) [1]. Furthermore, InxGa1−xN

based detectors, operating at short wavelengths have been constructed in several

laboratories [8]. The major advantage for InxGa1−xN is its direct energy gap (Eg),

which leads to high efficiency in optoelectronic devices (potentially such as solar

cells) [2, 9]. Highly efficent multi-junction solar cells, where the wanted band gaps

are between 0.7 and 2.5 eV realized by a changing the indium composition, which

means that current matching between sub-cells will be easily achieved using InGaN

systems [2].

1.2 Crystal Structures

The group-III nitrides crystallise in one of three structures: wurtzite (WZ), zincblende

(ZB) and rocksalt (RS). However, the wurtzite structure is the one which is ther-

modynamically most stable at standard conditions, i.e. at room temperature and

atmospheric pressure.
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Figure 1.1: The visible colours of the solar spectrum (a) (taken from Ref. [5])
compared to, (b) the electronic band gaps of InxGa1−xN alloys based on VCA

result (see chapter 4).

1.2.1 Wurtzite:

Wurtzite is a hexagonal structure and the ideal lattice constants a and c are related

by c/a =
√

8/3 ' 1.633. There are four atoms in the primitive unit cell and the

structure’s internal parameter u is 3/8 (= 0.375), where uc corresponds to the

length of the bonds parallel to [0001]. The lattice vectors for the primitive cell of

wurtzite structure are written as:

~a1 = a
2
x̂− a

√
3

2
ŷ

~a2 = a
2
x̂+ a

√
3

2
ŷ

~a3 = cẑ

(1.1)
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In the WZ structure (Fig 1.2) there are pairs of cation and anion atoms aligned

along the [0001] (or [001]) direction and attracted to each other by electrostatic

forces. It is considered that these electrostatic interactions make the WZ structure

more stable than the ZB, because the ionicity of these compounds is large among

the III-V and II-VI compound semiconductors [10]. In the WZ structure, therefore,

Figure 1.2: The wurtzite crystal structure, with atoms in the primitive unit
cell marked with a box, the lattice directions in the (a) reciprocal 3-axis notation

system and (b) hexagonal 4-axis notation system are illustrated.

the bond length along the [0001] direction tends to be shorter than the ideal WZ

distance. In fact the, c/a ratio is also smaller than the ideal (1.633) for most of

the WZ type materials, as shown in table 1.1. We can define coordinates for the

WZ-structure as fractions of the lattice vectors; one choice for the primitive unit

cell is where cations atoms (e.g. Ga or In) are positioned such that one atom

is at the origin, [0, 0, 0] and the other at [1/3, 1/3, 1/2] and the N atoms are
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positioned directly above the cations atoms along [0001]. In the “ideal” wurtzite

structure, these are at [0, 0, 3/8] and [1/3, 1/3, 7/8]. The hexagonal system can

be described as either a four-axis coordinate system or a three-axis system. The

use of four indices for directions in hexagonal system is based on four component

vectors, parallel to a1, a2, a3 and c, the relationships between the three axis indices

directions [UVW ] and the four axis indices directions [hkil] are given by [11];

U = h− i h = 1
3
(2U − V )

V = k − 1 k = 1
3
(2V − U)

W = l i = −(h+ k) = −1
3
(U + V )

l = W

(1.2)

1.2.2 Zincblende

The cubic-zincblende structure (Sphalerite) Fig 1.3, is similar to the diamond

structure and may be viewed as two interpenetrating fcc lattices displaced from

each other by one quarter of a body diagonal. The cubic zinc blende structure

results when cation atoms are positioned on one fcc lattice and N atoms on the

other fcc lattice. The coordinates in the primitive unit cell of the cation atoms

are [0, 0, 0] and the N atom at [1/4, 1/4, 1/4]. The lattice vectors for zincblende

structure written as:

~a1 = a0
2
ŷ + a0

2
ẑ

~a2 = a0
2
x̂+ a0

2
ẑ

~a3 = a0
2
x̂+ a0

2
ŷ

(1.3)
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aWZ (Å) cWZ (Å) c/a u aZB0 (Å)
GaNa 3.189 5.185 1.626 0.3768 4.50
InNa 3.545 5.703 1.613 0.3790 4.98
AlNa 3.112 4.982 1.601 0.3819 4.38e

ZnOb 3.25 5.21 1.603 . . . 4.595
MgOc 3.45 . . . 1.20 0.50 . . .
CdOc 3.60 . . . 1.55 0.391 . . .
Cd
Lonsdaleite/diamond 2.51 4.12 1.641 . . . . . .

Table 1.1: The lattice constants for wurtzite and zincblende materials from
Refs. a-[13], b-[14], c-[15], d-[16], e-[17].

1.2.3 Rocksalt:

The rocksalt structure occurs for nitrides at high pressure conditions (≈ 13.5 GPa

for InN Ref. [12]), the primitive lattice vectors of this structure are the same as

ZB but in this case the cation atom is positioned at the origin, [0, 0, 0] and the N

atoms are positioned at [1/2, 1/2, 1/2].

Figure 1.3: The zincblende crystal structure, with atoms in the primitive
unit cell marked and lattice directions.



Chapter 1. Nitride Semiconductors and their alloys 7

1.3 The Electronic Band-Structure Structure of

III-N Semiconductors

When atoms approach to form a solid, their discrete atomic energy levels trans-

form into energy bands due to overlap of the atomic functions to form (eventually)

a continuum of states (in the limit of large numbers of atoms). The band struc-

ture determines the optical and electrical properties of semiconductors materials.

Wurtzite and zincblende nitrides (In, Ga, Al)N at room temperature and low

pressure are direct band gap semiconductors which means that the fundamental

optical transitions of lowest energy (between the highest valence band and lowest

conduction band) take place at or near the Γ-point (|k|=0) of the Brillouin zone

(BZ). Direct-gap semiconductors are more effective in optoelectric applications

than indirect-gap ones. This is because in the former, electrons can make direct

transitions between the conduction (Ec) and valence bands (Ev) by absorption or

emission of a photon of energy equal to the band gap. This occurs because photons

with energy similar to the band gap (Eg) have very little momentum (Eg/c, where

c is the speed of light). To conserve both energy and momentum, direct optical

transitions therefore occur nearly vertically between Ev and Ec. To transfer an

electron between Ev and Ec in an indirect gap semiconductor, phonons must be

created or absorbed, and these phonon-assisted processes are much slower than

direct transitions. [18].
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1.3.1 GaN

The GaN valence band splits into three bands with symmetry labels Γ9, Γ7a and

Γ7b for wurtzite and Γ8, Γ6
1 for zincblende under the influence of crystal field and

the spin-orbit interactions [20] (see section 2.5.3 ). Figures 1.4-b and 1.5 shows the

ordering of the band structure for ZB-InN and WZ-InN respectively (which is same

as in GaN), the holes associated with the Γ9, Γ7a and Γ7b bands are called heavy,

light and split-off band holes, respectively. The currently accepted experimental

value for the wurtzite GaN band gap is ≈ 3.510 eV according to Ref. [21] (or more

recent value 3.47 eV [22]) at 0 K and 3.41 eV at 300 K [22] and for zincblende is

≈ 3.23 eV at room temperature [23].

1.3.2 InN

Early research indicated that the value of the energy gap of indium nitride was

about 1.9 eV [24, 25], while the current value is ≈ 0.7 eV for the wurtzite case

and about 0.60 eV for zincblende [26] which is now widely accepted on the basis of

later theoretical [20, 27] and experimental [28, 29] research. The recent availability

of InN with better crystalline quality (e.g. modern material shows good quality

x-ray diffraction and photoluminescence properties [30] with XRD rocking curve

peaks of < 1◦ width.) led to the a suggestion that the previous InN band gap value

was in error due to the accidental formation of oxynitrides in early samples [31],

1Γ8 and Γ6 in figure 1.4 and Γ9, Γ9, Γ7a and Γ7b in figure 1.5 are in the symmetry notation
of Ref. [19], and used here to label the energy bands.
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and/or due to the Burstein-Moss shift2. This effect arises from the Pauli exclusion

principle and describes how adding electrons or holes to semiconductors [33], where

the electron carrier concentration exceeds the conduction band edge density of

states, causes an apparent absorption shift of up to Eg+ Fermi energy Ef [34].

1.4 Effective Masses

The effective mass of a carriers is a parameter characteristic of metalic or semi-

conductor materials, which describes the effective movement of electrons or holes

inside the solid under the effect of atomic and external potentials (e.g. an applied

electric field). Light effective mass materials such as InN can be used for high-

frequency electronic devices, where a small effective mass means that the electrons

respond more quickly to the applied electric field, and that means that they can

change direction quickly when the field changes its direction. One example of the

use of materials with a higher effective mass would be [0001] WZ GaN based quan-

tum well lasers, which require high carrier densities to generate optical gain, which

is possible due to their heavier (see table 1.2 for values of the effective masses)

hole effective mass [35].

In solid state physics, there are many different definitions used for the effective

mass such as the conductivity, density-of-states, optical effective mass and cy-

clotron effective mass. The most commonly used theoretical definition of the

effective mass is inverse of the second derivative of the energy E with respect to

2The Burstein-Moss shift is greatest in semiconductors with low effective masses. That is
because a low value of effective mass means that the curvature of the band is high (equation 1.9)
and the density of states are low. With low DOS, Fermi energy Ef rises significantly as electrons
are added to the conduction band [32].
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Figure 1.4: Illustration of the band structure of ZB-InN along the [111]
direction (a) without spin-orbit interactions (b) with spin-orbit interactions.

wave vector k i.e. the curvature of the band (see equation 1.9) which used in this

thesis.
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Figure 1.5: The band structure of WZ-InN with spin-orbit interactions, plot-
ted along [0001].

When an electron is moving inside a solid material, the force from the electrons and

nuclei will affect its movement, and induce a change in the electron wave vector k.

The free electron energy is often represented according the relation 1.4 [36], which

for semiconductors is used for the nearly parabolic region near to the valence band

maximum and conduction band.

E(k) =
~2k2

2m∗
(1.4)

where m∗ is called the effective mass for a mobile particle within the crystal. To

derive the effective mass, starting from the expectation value of the velocity (group

velocity), given by [36];

〈υ〉 ≡ υg =
1

~
dE

dk
(1.5)
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and an external force F, which induces a change in the particle wave vector;

~
dk

dt
= F (1.6)

From equation 1.5;

d〈υ〉
dt

=
1

~
d

dt

dE

dk
(1.7)

then from equation 1.5 we can rewrite equation 1.7 as:

1

~
d

dt

dE

dk
=

1

~
dk

dt

d2E

dk2
(1.8)

which in turn gives;

1

m∗
=

1

~2

d2E

dk2
(1.9)

where m∗ the effective mass. The general form of the inverse effective mass 1
m∗

is

given by; (
1

m∗

)
ij

=
1

~2

∂2E

∂ki∂kj
(1.10)

where i and j are label the directions.

Without spin-orbit interactions the valence bands of ZB materials are not split, as

shown in Fig 1.4-a, in this case there is only the electrons effective mass from the

conduction band (CB) curve and one hole effective mass from the valence band
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m?
e m?

hh m?
lh m?

ch

theo. GaN 0.21 2.00 1.22 0.21
expt. GaN 0.228a 1.76b 0.419b 0.299b

theo. InN 0.06 1.98 1.02 0.08
expt. InN 0.037c . . . . . . . . .

Table 1.2: The effective masses of hexagonal GaN and InN in directions
parallel to the c-axis ([0001]) for electrons, heavy and light holes and the split-off
band holes in units of m0 compared to theoretical (theo.) [20] and experimental

(expt.) a-[37], b-[38] and c-[39] values

(VB) curve which can be calculated (Note:The calculation is done over a very

small distance around the Γ-point (k=0) where the curves are well approximated

by a parabola, i.e. equation 1.4 represents the dispersion well). But in fact when

electrons move around positive charges (nuclei) at relativistic speeds, the existence

of the nuclear electric field leads to a magnetic field in the electron frame of rest,

splitting the band structures due to this effect. This splitting occurs in the valence

band as shown in Fig. 1.4-b for the ZB case and Fig. 1.5 for the WZ, and in this

case we can calculate the effective mass for light-holes (m∗lh), heavy-holes (m∗hh),

crystal field split-off holes3 (m∗ch) for WZ, spin-orbit split-off holes4 (m∗so), and

electrons (m∗e) by applying equation 1.9 to these separate curves.

Label Cartesian Coordinates Lattice Coordinates
(real space) (reciprocal space)

Γ 0, 0, 0 0, 0, 0
A 0, 0, 1/2 0, 0, 1/2
K 2/3, 1/3, 0 1/3, 1/3, 0
M 1/2, 0, 0 1/2, 0, 0
L 1/2, 0, 1/2 1/2, 0, 1/2

Table 1.3: The k-vector coordinates of high symmetry points in the Brillouin
zone of WZ Brillouin zone (taken from [42]).

3The holes effective mass of the bands which split due to crystal field which is from a static
electric field produced by a the surrounding charge distribution (primarily the anion neigh-
bors) [40]

4The main difference between the valence band structure of ZB and WZ crystals is the crystal
field splitting absent in the ZB structures because of the cubic symmetry. [41]
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Label Cartesian Coordinates Lattice Coordinates
(real space) (reciprocal space)

Γ 0, 0, 0 0, 0, 0
X 0, 1, 0 1/2, 0, 1/2
L 1/2, 1/2, 1/2 1/2, 1/2, 1/2
W 1/2, 1, 0 1/2, 1/4, 3/4

Table 1.4: The k-vector coordinates of high symmetry points in the Brillouin
zone of ZB Brillouin zone (taken from [42]).

1.5 Linear Elastic Constants for Hexagonal and

Cubic Structures

The knowledge of elastic constants is required for studying the effect of strain on

the material properties, where these constants describe the response to an applied

macroscopic stress. Also by knowledge of elastic constants, the critical thickness of

the material for misfit dislocation5 generation for growth on non-lattice matched

substrate can be calculated [43].

There are two important tensors that link stress (σ) to strain (ε) in crystals, namely

the elastic compliance tensor (S) that links an induced strain to an applied stress,

εik =
∑
j,l

Sijklσjl (1.11)

and the elastic constant tensor (C)that gives the value of an applied stress required

to produce a given strain:

5The misfit dislocations relieve lateral stress when the lattice constant of the substrate and
layer are different . This occurs via the termination of half planes of atoms at the dislocation
core allowing relaxation of the lattice.
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σik =
∂E

∂εik
=
∑
j,l

Cijklεjl (1.12)

where Cijkl are the elastic stiffness coefficients, which are characteristic properties

of the solid. The energy that accompanies a particular strain is

E =
1

2

∑
j,l

Cijklεijεkl (1.13)

Although there are 34 terms in the full elastic constant tensor, the number of inde-

pendent terms is smaller. Use of the symmetry implicit in the Voigt notation [44],

namely that Cijkl = Cjikl = Cijlk = Cjilk, reduces the number of independent

coefficients to 6× 6. Within the Voigt notation, we also have the symmetry that

Cnm = Cmn (where Cnm is used to describe Cijkl with m = ij and n = lk [18]),

the maximum number of independet coefficients is 27. This number of coefficients

will reduced further by crystal symmetry. For the hexagonal lattice there are six

nonzero independent elastic stiffiness constants namely C11, C12, C13, C44 and C66,

where C66 = (C11 − C12)/2 [45]. So, the elastic tensor for a hexagonal material

can be written as:
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CHex. =



C11 C12 C13 0 0 0

C12 C11 C13 0 0 0

C13 C13 C33 0 0 0

0 0 0 C44 0 0

0 0 0 0 C44 0

0 0 0 0 0 C66



(1.14)

and the bulk modulus B is given by [45];

B =
C33 (C11C12)− 2 (C13)2

C11 + C12 + 2C33 − 4C13

(1.15)

and giving the response to isotropic pressure pressure. For the cubic lattice, to

which the zinc blende and diamond structure semiconductors belong, there are only

three nonzero independent elastic stiffiness constants namely C11, C12 and C44, and

the elastic tensor is written as:

CCub. =



C11 C12 C12 0 0 0

C12 C11 C12 0 0 0

C12 C12 C11 0 0 0

0 0 0 C44 0 0

0 0 0 0 C44 0

0 0 0 0 0 C44



(1.16)
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where the bulk modulus for the cubic case is given by [18];

B =
C11 + C12

3
(1.17)

1.6 Crystal Growth

III-Nitrides Semiconductor GaN, AlN, InN and their ternaries alloys are usually

grown with hydride vapour phase epitaxy (HVPE), metal-organic chemical vapour

deposition (MOCVD) or molecular beam epitaxy (MBE).6 HVPE methods are

usually used to grow thick GaN layers [47, 48], whereas for thin layers and hetero-

junctions formed by the above binaries and their alloys, growth is usually by either

MOCVD or MBE. The MBE growth is operated in an ultra-high vacuum (UHV)

environment and relatively low growth temperature (e.g. the low temperature-GaN

buffer layer is grown at 650 ◦C before the epitaxial growth of the GaN layer at

820 ◦C [49].). This can be an advantage over MOVPE for obtaining high quality

InN which has a low dissociation temperature [49]. There are many substrates

used for III-nitrides growth such as, sapphire (Al2O3), silicon (Si), silicon carbide

(SiC), gallium arsenide (GaAs), zinc oxide (ZnO) and gallium nitride itself. The

lattice mismatch depends on the used substrate, e.g. GaN on GaN substrate has

a 0 % lattice mismatch while for GaN on sapphire is about 16 %, and InN on a

GaN substrate has lattice mismatch of about 10 % [49].

6Grown AlN,GaN and InN as liquid melt is difficult due to their the high melting point
temperature and corresponding high nitrogen pressures [46]



Chapter 1. Nitride Semiconductors and their alloys 18

1.7 Structure of the Thesis

The present work is motivated by an interest in investigating the group-III nitrides

namely indium nitride (InN), gallium nitride (GaN) and their alloy InGaN. It is

based on systematic theoretical studies using the density functional based tight

binding methods (DFTB). This chapter presents general information about the ni-

tride semiconductors and their alloys including their structures, fundamental band

gap, effective masses, lattice and elastic constants. Chapter 2, describes the theory

of modelling crystals, and focuses on DFTB, since it is the method used in this

work. In chapter 3, the results obtained for structural and electronic properties of

bulk InN and GaN, by using a new set of semiempircal parameters are introduced

including the first application of DFTB to InN, and using an independent param-

eterization for GaN (see Ref. [50] for the earlier work on GaN defects). The study

of InGaN by using virtual crystal approximation (VCA) together with DFTB is

presented in chapter 4, here the variation of InGaN properties with In composition

have been described comparing with other theory and experiment from literature.

The calculations in chapter 4 have been repeated with the more physical method,

of cluster expansion (CEM) in chapter 5. Finaly chapter 6 gives a summary of the

thesis and future work.



Chapter 2

Theory of Modelling Crystals

This chapter gives brief reviews of density functional theory based tight binding

(DFTB) which is used later in this thesis for the calculations. The Many Body

Problem, Born-Oppenheimer approximation, Hartree-Fock method and Density

Functional Theory are also reviewed.

2.1 The Many Body Problem

A system in quantum mechanics is called many body if it contains two or more

particles. That system is usually described by the many body Schrödinger equation

ĤΨ = EΨ (2.1)

where Ĥ is the Hamiltonian and E is the energy of the system (the time inde-

pendent form is shown here). The wavefunction Ψ describes the system; in the

19
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case of a crystal it is a function of the coordinates of electrons and nuclei, r and R

respectively. The time independent Hamiltonian for equation 2.1 for a collection

of atoms is then

Ĥ =− 1

2

Ne∑
i

52
i −

Nn∑
j=1

1

2Mj

52
j +

1

2

Ne∑
i,k=1,i 6=k

1

| ~ri − ~rk |

−
Nn,Ne∑
i,j=1

Zj

| ~ri − ~Rj |
+

1

2

Nn∑
j,l=1,j 6=l

ZjZl

| ~Rj − ~Rl |

(2.2)

where Mj and Zj are the mass and charge of the jth nucleus respectively and Ne

and Nn are the number of electrons and nuclei respectively. We can rewrite the

Hamiltonian in simple form as:

Ĥ = T̂e︸︷︷︸
electrons−K.E.

+

nuclei−K.E.︷︸︸︷
T̂n + V̂ee︸︷︷︸

electrons−P.E.

+

electron−nucleus−P.E︷︸︸︷
V̂en + V̂nn︸︷︷︸

nuclei−P.E

(2.3)

where K.E and P.E denote the kinetic energy and potential energy respectively.

• The electron (e) kinetic energy;

T̂e = −1

2

Ne∑
i

52
i (2.4)

• The nuclear (n) kinetic energy;

T̂n = −
Nn∑
j=1

1

2Mj

52
j (2.5)
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• The electron-electron (ee) repulsion;

V̂ee = +
1

2

Ne∑
i,k=1,i 6=k

1

| ~ri − ~rk |
(2.6)

• The electron-nuclear (en) attraction;

V̂en = −
Nn,Ne∑
i,j=1

Zj

| ~ri − ~Rj |
(2.7)

• The nuclear-nuclear (nn) repulsion.

V̂nn = +
1

2

Nn∑
j,l=1,j 6=l

ZjZl

| ~Rj − ~Rl |
(2.8)

Solving equation 2.1 by using the Hamiltonian given in equation 2.2 is practically

very difficult for any system with more particles than the hydrogen atom. So to

make the problem solvable it is necessary to use some approximations.

2.2 Born-Oppenheimer approximation

In general the total Hamiltonian for a system including Ne electrons and Nn nuclei

is just the sum of the terms 2.4 – 2.8 as in equation 2.2. The Schrödinger equation

obtained by using the Hamiltonian in equation 2.2 is then impossible to solve

exactly. So, to approximate the solution the Born-Oppenheimer approximation

states that the nuclei are very heavy as compared to the electrons, hence the

electrons are assumed to move instantaneously on the time scale of the movement
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of the nuclei. By this assumption the nuclear kinetic energy becomes zero and

equation 2.2 becomes;

Ĥ = −1

2

Ne∑
i

52
i +

1

2

Ne∑
i,k=1,i 6=k

1

| ~ri − ~rk |

−
Nn,Ne∑
i,j=1

Zj

| ~ri − ~Rj |
+

1

2

Nn∑
j,l=1,j 6=l

ZjZl

| ~Rj − ~Rl |

(2.9)

The nuclear configuration is then fixed, at some value ~RA, and we solve for the

electronic wavefunction Ψ(~r, ~RA), which depends only parametrically on ~R. If we

do this for a range of ~R, we obtain the potential energy surface along which the

nuclei move, with the electronic Hamiltonian for the fixed nuclear configuration

becoming;

Ĥe = T̂e(~r) + V̂ee(~r) + V̂en(~r; ~R) + V̂nn(~R) (2.10)

2.3 Hartree-Fock Method

We need to make some further approximations to solve the electronic Schrödinger

equation;

HeffΨeff(~r, ~R) = Eeff(~R)ψeff(~r, ~R) (2.11)

Using H2 as an example, we start by decomposing Ψeff into a combination of

molecular orbitals (MOs) where each MO is a one-electron wavefunction (φn)
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Ψe(~r) = φ1(~r1)φ2(~r2) (2.12)

But this is not a physically correct wavefunction, as it is required to be antisym-

metric: swapping the coordinates of two electrons should lead to a sign change. A

wave function which is antisymmetric can be written in the form;

Ψe(~r) = φ1(~r1)φ2(~r2)− φ1(~r2)φ2(~r1) (2.13)

More generally, the antisymmetry of the wavefunction can be obtained by con-

structing the wavefunction as a Slater determinant [51] as below;

Ψe =
1√
(N !)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

φ1(1) φ2(1) . . . φN(1)

φ1(2) φ2(2) . . . φN(2)

. . . . . . . . . . . .

φ1(N) φ2(N) . . . φN(N)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.14)

where the orbital (φi), contains also the spin of the electron.

The MOs (φi) are often written as linear combinations of pre-defined one-electron

functions (basis functions or atomic orbitals (AOs))

φi =
N∑
k,i

Ckiχk (2.15)

where, Cki the expansion coefficients and χks are the basis functions or AOs.
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This form of wavefunction depends on the coefficients Cki. The Hartree-Fock

equations which can be solved by the self-consistent field (SCF) [51] method, can

be derived by finding the coefficients Cki in equation 2.15 that give the lowest

energy consistent with a wavefunction of the form 2.14.

2.4 Density Functional Theory (DFT)

Density functional theory (DFT) is a computational method that derives proper-

ties of solids based on a determination of the electron density (ρ) of the system,

instead of the wavefunction. Unlike the wavefunction, which is sometimes argued

to be a mathematical construct instead of a physical reality, the electron density

is a measurable physical quantity. In DFT, the total energy of the non-degenerate

ground state is a functional1 of the ground-state density only, and all ground

state properties can be expressed as a functional of this density (Hohenberg and

Kohn [52]), such as its energy E. For a given (non-degenerate) ground state density

(ρ) there is a unique external potential Vext that can produce the density (ρ) as

its ground state. Therefore there is a unique one to one correspondence between

the potential Vext, the many-body ground state ψ(~r1, ~r2, ~r3, ...., ~rN) and the ground

state charge density (ρ). Thus the energy of the system must be a functional of

this density;

E[ρ] =

∫
Vext(r)ρ(~r) + F [ρ] (2.16)

1a fanction of a function
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where the functional F describes the kinetic energy of the electrons T and the

Coulomb interaction between them V .

F [ρ] = 〈ψ(ρ)|T (ρ) + V (ρ)|ψ(ρ)〉 (2.17)

While the Hohenberg-Kohn theory shows that the energy can be calculated from

the electron density, in practice the Kohn-Sham equations, which expand the

density as a set of single-particle wavefunctions, are used for real calculations.

The density is then given by sum of the densities of the single-particle states;

ρ(r) =
N∑
i=1

|ψi(~r)|2 (2.18)

As these are single-particle wavefunctions, to include many electron effects in the

interacting T [ρ] and V [ρ], we have to include the exchange-correlation functional

Exc[ρ] and E[ρ] becomes;

E[ρ] = T0[ρ] +

∫
V (~r)ρ(~r)d3~r + Exc[ρ] (2.19)

where

T0[ρ] =
〈
ψ(~r)

∣∣∣− ∇2

2

∣∣∣ψ(~r)
〉

(2.20)

The Kohn-Sham equations can be written as:

[
−∇

2

2
+ Veff [ρ(~r)]

]
ψi(~r) = εiψi(~r) (2.21)
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for Kohn-Sham states, ψi and eigenvalues εi, where Veff is the effective potential

and is given by:

Veff [ρ(~r)] = Vext(~r) +

∫
ρ(~r′)

|~r − ~r′|
d3~r′ +

δExc[ρ(~r)]

δρ(~r)︸ ︷︷ ︸
Vxc

(2.22)

Equation 2.21 must be solved self-consistently due to the dependence of Veff on its

solutions though Equations 2.18 and 2.22.

2.5 Density Functional Based Tight Binding

(DFTB)

The total energy in density functional theory of a system of Ne electrons in the

field of Nn nuclei at positions ~R can be expressed as unique functional of charge

density ρ(~r) as given in equation 2.21.

Equation 2.21 can be approximated, to give the density functional based tight

binding DFTB method, where the energy of a density ρ is expanded around a

reference density ρ0(~r) to second order, where δρ ≡ δρ(~r) = ρ− ρ0 [53];

E[ρ] =
occ.∑
i=1

〈ψi(~r) | H0 | ψi(~r)〉 −
1

2

∫ ∫
ρ′0ρ0

| ~r − ~r′ |
d3~r′d3~r+

Exc[ρ0]−
∫
Vxc[ρ0]ρ0d

3~r + Vnn +
1

2

∫ ∫ (
1

| ~r − ~r′ |
+
δ2Exc
δρδρ′

)
δρδρ′

(2.23)
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Here, the sum is over the occupied single-particle energies εi and ρ′0 = ρ0(~r′)

In equation 2.23, the linear terms in δρ cancel each other at any arbitray input

density ρ0 [54, 55]. The total energy corrected to second order in the density

fluctuations by simple transformation is

EDFTB = 〈ψ(~r) | H0[ρ(~r)] | ψ(~r)〉+ Erep[ρ0] + E2[δρ(~r), ρ0(~r)] + . . . (2.24)

where

• H0 is the Hamilton operator for the reference system, given by

H0 = −5
2

2
+ Vext +

∫
ρ′0

| ~r − ~r′ |
d3~r′ + Vxc(ρ0) (2.25)

• Veff is the effective potential and given by

Veff [ρ0] = Vext(~r) +

∫
ρ0(~r′)

|~r − ~r′|
d3~r′ +

Vxc[ρ0]︷ ︸︸ ︷
δExc[ρ0(~r)]

δρ0(~r)
(2.26)

• Erep is the repulsive energy contribution containing the double counting terms

of equation 2.23 and given by

Erep[ρ0] = −1

2

∫ ∫
ρ′0ρ0

| ~r − ~r′ |
d3~r′d3~r + Exc[ρ0]−

∫
Vxc[ρ0]ρ0d

3~r + Vnn (2.27)
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• E2 is the second order in the energy with respect to density fluctuation and

given by

E2[δρ, ρ0] =
1

2

∫ ∫ (
1

| ~r − ~r′ |
+
δ2Exc
δρδρ′

)
δρδρ′ (2.28)

2.5.1 Zeroth Order Non-SCC Approach, Standard DFTB

In the standard DFTB scheme, the second-order correction term, E2 in equa-

tion 2.24, is neglected. Therefore, the calculation of the total energy does not

depend on the electronic density fluctuations δρ but only on the input density ρ0.

The core-core repulsion, Erep is taken to be a sum of two-body potentials [53], and

accordingly, it does not have to be solved iteratively. The total energy becomes;

E0
DFTB = 〈ψ(~r) | H0[ρ(~r)] | ψ(~r)〉+ Erep[ρ0] (2.29)

In DFTB the Kohn-Sham wave function Ψi are expanded as a suitable set of linear

combinations of atomic orbitals (LCAO), χν , centred on the nuclei.

ψi =
∑
ν

Cνiχν(~r − ~Rα); (2.30)

Where, Cνi are the expansion coefficients of the wavefunctions consisting of atomic

orbitals on the atomic sites α.

This LCAO model leads to the following secular problem;

∑
ν

Cµν(H
0
µν − εiSµν) = 0, ∀µ, i (2.31)
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where;

H0
µν = 〈χµ | H0 | χν〉; Sµν = 〈χµ | χν〉 ∀µ ∈ α, ν ∈ β. (2.32)

The first term of equation 2.29 can be transformed, with equations 2.26 and 2.30,

into

occ.∑
i

〈Ψi | H0 | Ψi〉 =
occ.∑
i

∑
µν

Ci
µCi

ν〈χµ | T + Veff [ρ0] | χν〉

≡
occ.∑
i

∑
µν

Ci
µCi

νH
0
µν

(2.33)

The potential can be decomposed into atomic-like contributions as [56];

Veff [ρ0] =
∑
α

Vα( ~rα) with ~rα = ~r − ~Rα (2.34)

The Hamiltonian H0
µν can be separated into;

Hµν = 〈χν | T̂ + Vα( ~rα) | χµ〉+
∑
α 6=β

〈χν | Vβ(~rβ) | χµ〉 µ, ν ∈ {α} (2.35)

and

Hµν =〈χν | T̂ + Vα( ~rα) + Vβ(~rβ) | χµ〉

+
∑

γ 6=α,γ 6=β

〈χν | Vγ(~rγ) | χµ〉 ν ∈ {α}, µ ∈ {β}
(2.36)
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where {α} denotes the atomic orbitals at α. The orthogonality of the basis func-

tions with respect to the core basis-functions of the remaining atoms should be

assured in order to restrict the LCAO to valence orbitals only.2 The orthogonalized

basis function can be written as;

˜| χµ〉 =| χµ〉 −
∑
β 6=α

∑
cβ

| χβc 〉〈χβc | χµ〉 µ ∈ {α} (2.37)

where, | χ〉 is a non-orthogonalized basis-function and | χβc 〉 are the core basis-

functions of atom β.

By applying this orthogonalization we can make the following modification in

equation 2.35;

˜〈χν |Vβ(~rβ) ˜| χµ〉 ⇒〉χµ |

[
V (~rβ)−

∑
cβ

| χβc 〉εβc 〈χβc |

]
| χν〉 α 6= β (2.38)

where εβc is the eigenvalue of the core state c in atom β. Similar expressions can

be obtained for the potential contributions in equation 2.35 [57].

The effective potential Veff and the core correction in equation 2.38 can be used

as pseudopotentials [56, 57], Vpp. Writing Veff as sum of potentials Vl centred on

the atoms;

Veff [ρ0] =
Nn∑
l

Vl(~rl) ~rl = ~r − ~Rl. (2.39)

By substiting equation 2.39 into 2.38, the effective potential becomes a pseudopo-

tential for all atoms except for the atoms on which χµ and χν are centred. The

2This can be done by using atomic orbitals as basis functions, lead to orthogonality between
the core and valence functions within the same atom.



Chapter 2. Theory of Modelling Crystals 31

Hamiltonian matrix elements are defined as;

H0
µν = 〈χµ | T̂ν + Vα + (1− δαβ)Vβ | χν〉, µ ∈ {α}, ν ∈ {β}. (2.40)

where, δαβ is the Kronecker’s delta.

The pseudopotential appears in the three-centre terms and in the two-centre

terms where valence orbitals belong to the same atom (so called crystal-field

terms3). The pseudopotential contributions are much smaller than the full po-

tentials contributions, so are neglected [56]. Another method has been presented

by Elstner et al. [55] to derive DFTB, where the Hamiltonian matrix elements

are calculated as a functional of charge density superpositions, which is identi-

cal to equation 2.40 except for the contribution of the exchange correlation po-

tential. Due to the nonlinear behaviour of Vxc[ρ] we cannot exactly substitute

Vα(~rβ) + Vβ(~rβ) = V 0
α (~rα) + V 0

β (~rβ), so, instead write:

Vα( ~rα) + Vβ(~rβ) = V [ρ0
α + ρ0

β]

This means the atomic densities have been used for calculating the potential con-

tribution. and the Hamiltonian matrix elements H0
µν can be written as;

H0
µν = 〈χµ | T̂ + Veff [ρ

0
α + ρ0

β] | χν〉, µ ∈ {α}, ν ∈ {β} (2.41)

3This case occurs, when the basis-functions both come from the same atomic site, but the
potential is on a different site. This category shares features with both the two-centre and
three-centre integrals but is actually a local environment or crystal field correction to the on-site
terms [58].
The crystal-field terms are normally omitted, except when charge transfer is significant, in which
case they have a Coulomb-like 1/R dependence [59] which is short ranged.
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Within the density superposition approach the Hamiltonian H0
µν is written as;

H0
µν =



εfor free atom
µ , µ = ν.

〈χµ | T̂ + Veff [ρ
0
α + ρ0

β] | χν〉, µ ∈ {α}, ν ∈ {β}

0 otherwise.

(2.42)

i.e. a two-centre Hamiltonian that reduces to atomic states in the limit of dissoci-

ation. In both approaches the equations (2.40 and 2.41) have similar results, with

the potential superposition being more popular for standard DFTB calculations,

and the density superposition more widely used for SCC-DFTB [57]. The χν ba-

sis functions and the reference atom-like densities ρα0 are obtained by solving an

atomic Schrödinger equation:

[
T̂ + Veff [ρα0 ] +

(
r

r0

)2
]
χν(~r) = ενχν(~r) (2.43)

2.5.2 Second-Order Self Consistent Charge, SCC-DFTB

In order to include charge density fluctuations, δρ is decomposed into the super-

position of atom-like contributions, δρα, which decay rapidly as the distance from

the corresponding atomic centre increases.
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δρ =
Nn∑
α

δρα (2.44)

The second order term of equation 2.28 then becomes;

E2[ρ, ρ0] =
1

2

∑
αβ

∫ ∫ ′( 1

| ~r − ~r′ |
+
δ2Exc[ρ]

δρδρ′

)
δρα(~r)δρβ(~r′) (2.45)

The δρα are expanded in a series of radial and angular functions. This is simplified

by a monopole approximation;

δρα(~r) =
∑
lm

KmlF
α
ml(| ~r − ~Rα |)Ylm

(
~r − ~Rα

| ~r − ~Rα |

)
≈ 4qαFα

00(| ~r − ~Rα |)Y00

(2.46)

where 4qα, is the fluctuation Mulliken charge (the difference between the atomic

Mulliken population qα (see equation 2.60) and the number of valence electrons

of the neutral free atom q0
α : 4q = qα − q0

α). Fα
00 is normalized radial dependence

of the density fluctuation in atom α, approximated as spherical by the angular

function Y00.

By substituting equation 2.46 into 2.28, the final expression for the second order

energy term becomes;

E2 =
1

2

Nn∑
αβ

4qα4 qβγαβ where
∑
α

4qα =

∫
δρ(~r)d3~r︸ ︷︷ ︸

the total charge in the system

(2.47)
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with;

γαβ =

∫ ∫ ′
Γ[~r, ~r′, ρ0]

Fα
00(| ~r − ~Rα |)F β

00(| ~r′ − ~Rβ |)
4π

d3~r′d3~r (2.48)

In order to obtain useful expression, Slater type orbitals are used as a basis set to

solve the Kohn-Sham like equations (2.30). Then, assuming an exponential decay

of the normalized spherical charge density with spread ∝ τ [54];

ρα(~r) =
τ 3
α

8π
exp

(
−τα | ~r − ~Rα |

)
(2.49)

and neglecting the second order contribution of Exc in equation 2.45, γαβ becomes;

γαβ =

∫ ∫ ′ 1

| ~r − ~r′ |
τ 3
α

8π
e−τα|

~r′−~Rα| τ
3
β

8π
e−τβ |~r−

~Rβ |d3~r′d3~r (2.50)

After integrating over r′ we get;

γαβ =

∫ [
1

| ~r − ~Rα |
−

(
τα
2

+
1

| ~r − ~Rα |

)
e−τα|~r−

~Rα|

]
τ 3
β

8π
e−τβ |~r−

~Rβ | (2.51)

By putting R =| ~Rα − ~Rβ |, and after some coordinate transformations, γ be-

comes [54].

γαβ =
1

~R
− S(τα, τβ, R) (2.52)
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where S is a short-range function with exponential decay, having limiting values

of;

lim−→
R→0

S(τα, τβ, R) =
5

16
τα +

1

R
(2.53)

when the interatomic distance goes to zero (R → 0), γαβ → γαα describes the

electron-electron interaction within the atom α, and is related to the chemical

hardness ηα or Hubbard parameter Uα by [57];

γαα = 2ηα = Uα (2.54)

where the atomic hardness can be calculated as the difference between ionization

potential Iα and electron affinity Aα of atom α;

ηα =
Iα − Aα

2
(2.55)

Uα can be calculated for any atom type within DFT as the second derivative of

the total energy of atom type α with respect to the atomic charge.

In this approximation, the influence of the enviroment on the intra-atomic electron-

electron interaction, represented by Uα, is neglected. The second derivative with

respect to the atomic charge may be rewritten as a first derivative with respect to

the atomic occupation number [54, 57]:

Uα = ηα =
δεhomo

δnhomo

⇒ 1

2
Uα4 q2

α (2.56)
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So, E2 can be written as function in Uα as [57]

E2[ρ, ρ0] ≈ 1

2

δ2E[ρ0]

δ2qα
4 q2

α =
1

2
Uα4 q2

α (2.57)

According to equation 2.57 and 2.53 we can write τα as [54, 57];

τα =
16

5
Uα (2.58)

The total energy within SCC–DFTB is then written as;

E2
DFTB =

Ne∑
i

〈ψi | H0 | ψi〉+
1

2

Nn∑
α,β

γαβ 4 qα4 qβ + Erep (2.59)

where γαβ = γαβ(Uα, Uβ, R), and the Hamiltonian H0 is exactly the same as in the

standard DFTB equation 2.25.

Here again the Kohn-Sham like wave functions ψi are expanded as atomic orbitals,

as in equation 2.30.

The charge fluctuations are calculated by using Mulliken charge analysis [54];

qα =
1

2

occ∑
i

ρi

Nn∑
µ∈α

Nn∑
ν

(
C∗µiCνiSµν + C∗νiCµiSνµ

)
(2.60)

By applying the variational principle to 2.59, the Hamilton matrix elements be-

come;

Hµν =〈χµ | H0 | χν〉+
1

2
Sµν

Nn∑
l

(γαl + γβl)4 ql

= H0
µν +H1

µν ∀ µ ∈ α, ν ∈ β.

(2.61)
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2.5.3 Spin-Orbit Coupling

Taking spin interaction into account leads to double the number of energy lev-

els, ε(k), because each k state can then be occupied twice. For atoms with large

enough atomic numbers (greater than thirty [60]) the Russell-Saunders descrip-

tion of atomic states becomes appropriate due to relativistic corrections to the

Schrödinger equation. Scalar relativistic effects can be included in the atomic cal-

culations of εµ (equations 2.42 and 2.43) but to include spin orbit interactions, the

Hamiltonian should supplemented with a spin-orbit coupling term [61];

Os =
~2

4im2c2
(5V ×5) · σ (2.62)

where Os operates on spinors ψ(~r, s), with the gradient in the parentheses oper-

ating on the space component and the spin operator σ on the spin component.

ψ(~r, s) =

∣∣∣∣∣∣∣∣
ψ↑(~r)

ψ↓(~r)

∣∣∣∣∣∣∣∣ (2.63)

where ψ↑(~r) and ψ↓(~r) are Pauli two component wavefunctions (spin up and spin

down respectively), σ are Pauli’s matrices and given by;

σx =

0 1

1 0

 , σy =

0 −i

i 0

 , σz =

1 0

0 −1

 (2.64)
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The wavefunction then takes the form of equation 2.63. The spin-orbit contribu-

tion to the tight binding Hamiltonian is given by[62].

Hso = ξ(r)~L.~σ ≡ ~2

4m2c2
(5V × ~p) · σ (2.65)

where p and σ are the momentum and spin operators of the electron in the electric

potential V and ξ(r) = 1
2m2c2

dV
dr

. For the central field approximation (V (~r) = V (r))

we can write Hso as [63];

Hso = ξ(r)~L.~σ = ξ(r)

[
L+σ− + L−σ+

2
+ Lzσz

]
(2.66)

and the general form of tight-binding Hamiltonians become;

HTB =
p2

2m
+
∑
i

V (~ri − ~Ri) +
∑
i

ξ(~ri − ~Ri)~L.~σ (2.67)

where the sum is over all lattice sites Rj. This final term can similarly be added

to equation 2.61.

2.6 Periodic Boundary Conditions

In order to deal with periodic systems such as a crystal, we can work directly with

the wave functions by using Bloch’s theorem [64], where the wavefunction of an

electron in periodic potential V (~r) = V (~r + ~R) can be written as the product of
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functions with the same periodicity of the potential and phase term;

ψk(r) = ei.
~k.~ruk(~r) (2.68)

where ~k is a wave vector, uk(~r) = uk(~r + ~R) and ~R is a lattice translations vector

and written as;

~R = n1~a1 + n2~a2 + n3~a3 (2.69)

where n, an real integer number and ~ai are the lattice vectors defined by the

symmetry of the crystal. The reciprocal lattice vectors are [65];

~b1 = 2π~a2×~a3
Ω

~b2 = 2π~a3×~a1
Ω

~b3 = 2π~a1×~a2
Ω

(2.70)

where Ω is the cell volume and ai and bi are orthogonal (ai.bj = δij).

As Bloch waves extend throughout the whole crystal, the basis functions 2.15 can

be written as [66]

φi(~k, ~r) =
1√
N

∑
R

ei.
~k. ~Rφi(~r − ~R) (2.71)

where N is a number of unit cells in the crystal, and then the eigenfunctions

become;

ψ(~k, ~r) =
∑
i

Ciφi(~k, ~r) (2.72)
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that means that the charge density follows the periodicity as the wavefunction i.e.

ρ(~r) = ρ(~r − ~R). The expression for the electric charge density becomes;

ρ(~r) =

∫
kεBZ

ωk |ψk(~r)|2 (2.73)

Where the integral is over all ~k-vectors in the Brillouin zone of the unit cell and

ωk are weight factors that depend on the symmetry of the unit cell.

Also we can find the density of states (DOS), D(ω) (the number of electronic states

per unit volume with an energy E) by applying the periodic boundary condition

over N3 primitive cells within a cube of side L, so that ~k is determined by the

condition;

ei.(kxx+kyy+kzz) ≡ ei.(kx(x+L)+kyy+kzz) ≡ ei.(kxx+ky(y+L)+kzz) ≡ ei.(kxx+kyy+kz(z+L))

(2.74)

So, the allowed values of ~k are;

~kx, ~ky, ~kz = 0,±2π

L
,±4π

L
, . . . ,±Nπ

L
(2.75)

Therefore there is one allowed value of ~k per volume (2π/L) in momentum space.

The total number of modes with wavevector is (L/2π)3 times the volume of sphere

of radius k [40];

N =
L

(2π)3

4πk3

3
(2.76)
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Thus, the density of state can be written as [40];

D(ω) =
N

dω
=
L3k2

2π2

dk

dω
(2.77)

In this work the calculation has been done by using Monkhorst and Pack sampling

scheme [67], where the special k-point are grid of I × J × K points in reciprocal

space given by;

~kijk = ui~b1 + uj~b2 + uk~b3 (2.78)

where ~b1,~b2 and ~b3 are the reciprocal space lattice unit vectors and ui, uj and u3

are given by;

ui = (2i−I−1)
2I

uj = (2j−J−1)
2J

uk = (2k−K−1)
2k

(2.79)

where I, J and K ≥ 1. The energies are then broadened to to convert the discrete

energies at the sampled K-point into a continuous DOS, in this work a Gaussian

with a standard deviation of 0.1 eV is used for the broadening.

2.7 Geometry Optimization

The geometry optimization is usually a first step in the calculation, where the

total energy is minimized in order to find equilibrium structures of system. In

this thesis the conjugate gradients (CG) method has been used for optimizing
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geometry where, using the conjugate gradients method enable to calculate a local

minimum of an arbitrary smooth function depending on a number of variables [68].

In the CG we need the steepest descent direction for initial configuration d1 and

calculate the gradient for the potential energy for this geometry g1. The gradient

vector defines the direction in which the potential energy is changing most rapidly

in the region of d1 [69]. So, the search taking step along the vector d1 − λg1 in

−g1 direction where the length of step is given by λ, if the energy decreases at

first step and then for other steps, increases λ until the energy starts to increases.

At this point the step size is reduced and the search continued until the minimum

energy in this direction is found. Then when minimum energy is found in the

position d1−αg1 (where α is the value of λ at the minimum) moves to configuration

d2 = d1 − λg1 and repeats the procedure for the vector d2 − λg2. Then the search

is made along direction d3 = −g2 + βd2 where β is given by β = |g2|2 / |g1|2 (in

Fletcher -Reevesmethod) or β = (g2−g1)g2/ |g1|2 (in Polak-Ribiere method). Thus

the direction of search d2 is not along the direction −g2 but along a direction which

is a linear combination of the new gradient g2 and the previous direction of search

d1. In general we can write dk as [69];

dk = −gk + βdk+1 (2.80)

where β is

β =
|gk|2

|gk−1|2
(Fletcher− Reeves method) (2.81)
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or

β =
(gk − gk−1)gk

|gk−1|2
(Polak− Ribiere method) (2.82)



Chapter 3

Results for Bulk InN and GaN

3.1 Introduction

The group III-nitride compounds AlN, GaN, InN and their alloys such as InGaN

and AlGaN have in the last few years received a lot of attention due to their

possible applications in optoelectronic devices. E.g. GaN based semiconductors

have applications not only to light sources of short wavelength, but also high-

speed and high-power electron devices [70]. This chapter will focus particularly on

GaN and InN. The major advantage for these materials is their direct energy gap

(Eg), which leads to high efficiency in optoelectronic devices. GaN as a wide band

gap material, where the value of its energy gap (WZ-GaN) is around ∼3.4 eV [6].

Previous research indicated that the value of the energy gap of WZ-indium nitride

is about 1.9 eV [25], But, a smaller value (< 1 eV) of energy gap became accepted

for WZ-InN, measured and calculated by Ref [28, 31, 71] and Ref [72] respectively.

Thus, now InN is considered to be narrow band gap material on energy gap value

44
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of <0.7 eV [20]. Other accepted values of properties such as lattice constants,

effective masses and elastic constants, will be presented in comparison with results

of this work later in this chapter.

3.2 Band Structure

The calculated single particle band structures for the primitive unit cells of wurtzite

and zincblende GaN and InN are shown in Figure 3.1. These results use the

DFTB+ [73] code, which self-consistently solves equation 2.24. The parameters

for GaN are based on Ref. [74], while the InN parameters are based on unpublished

parameters, of Dr. Simone Sanna, University of Paderborn. These parametriza-

tion has been developed for (In,Ga)N using the density functional based tight

binding method (DFTB). The on-site energy terms in the parameterization are

empirically adjusted to reproduce the band gaps of InN and GaN accurately, i.e.

the band gaps of InN and GaN have been corrected to reproduce experiment by

adjusting the energy of nitrogen-2s state, 5s, 5p, 4d states for indium and 4s, 4p,

and 3d states for gallium. While the repulsive energy is chosen to decay exponen-

tially to re-produce the lattice constants of the WZ polytype. The performance

of this method has been demonstrated by calculating a range of properties for the

two materials, including elastic constants and carrier effective masses. Converged

self-consistency and k-point sampling [67] (12 × 12 × 12 points used to integrate

equation 2.24 over the first Brillouin zone) are applied (self consistency to a max-

imum differences of 10−10 electron charges between input and output Mulliken

charges is obtained).
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a: Wurtzite GaN, band gap 3.40 eV b: Zincblende GaN, band gap 3.303 eV

c: Wurtzite InN, band gap 0.68 eV d: Zincblende InN, band gap 0.591 eV

Figure 3.1: The band structure of WZ and ZB InN and GaN, with the energy
shifted so that the uppermost valence band is at zero and the forbidden band
gap area labelled as grey colour. This also shows a second band gap between

the valence and deeper d-state bands.

3.3 Energy Gap and Lattice Constants

Figure 3.1-a and 3.1-c show single particle band structures for the primitive unit

cells of wurtzite GaN and InN. The minimum energy (relaxed) lattice constants

for these parameters are aGaN = 3.191 Å, cGaN = 5.233 Å, aInN = 3.544 Å and

cInN = 5.786 Å. These values are compared with experimental values in table 3.1.

The deviation from the experimental values found to be, for GaN 0.06% for a and

0.93 % for c respectively compared to current accepted value (e.g. Ref. [75], where a

and c valuse are given to a precision of < 5×10−5 Å). In the InN case a lattice

constant found to be 0.10 % smaller while the value of c is 1.36 % larger. The band

gap value obtained for wurtzite InN is 0.68 eV and for GaN 3.40 eV, again close to
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aWZ cWZ aZB0 aWZ cWZ aZB0

GaN InN
This work 3.191 5.233 4.520 This work 3.544 5.786 5.01

Experimental Experimental
[21] 3.189 5.185 4.50 [21] 3.545 5.703 4.98
[75] 3.189 5.185 4.531 [76] [77] 3.545 5.703 4.98
[78] 3.188 5.185 4.501 [79]
Calculated Calculated
[80] 3.20 5.22 4.55 [81] [72] 3.523 5.688 4.967
[82] 3.181 5.166 4.50 [80] 3.48 5.64 4.96 [81]
[20] 3.158 5.145 4.465 [82] 3.533 5.693 4.98

[20] 3.517 5.685 4.959

Table 3.1: The lattice constants for wurtzite (and zincblende) GaN and
InN (Å) compared with experimental and calculated data from the literature

references given in brackets

GaN Method InN Method
WZ
This work 3.40 DFTB 0.68 DFTB

3.474 [83] AB 2.050 [84] AB
3.503 [85] PL 1.890 [25] AB
3.390 [86] AB 0.71.0 [87] PL
3.503 [88] PL 0.690 [71] PL
3.41 [22] PL 0.685 [29] PL
3.847 [20] DFT-LDA 0.765 [20] DFT-LDA

ZB
This work 3.303 DFTB 0.591 DFTB

3.350 [89] PL 1.94 [90] CED
3.302 [91] PL 0.560 [26] PL
3.270 [92] PL 0.636 [93] PL
3.609 [20] DFT-LDA 0.540 [20] DFT-LDA

Table 3.2: The Energy gap (Eg)values in (eV) for wurtzite and zincblende
GaN and InN compared with experimental data and theoretical calculations

references in brackets.

AB: Absorption
CED: Collection of Experimental Data
DFT-LDA: Density Functional Theory-Local Density Approximation
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the accepted values (see table 3.2). Figure 3.1-b and 3.1-d show the single particle

band structures for the primitive unit cells of zincblende GaN and InN. The direct

band gap value obtained for InN is 0.59 eV and for GaN 3.30 eV (Table 3.2).

The lattice constants for the zincblende polytype are found to be aGaN
0 = 4.52 Å

which is close to experimental values, being 0.21 % larger than the average value

of the experimental data of table 3.1. aInN
0 = 5.01 Å is 0.60 % larger compared to

experimental results for Ref [21] and Ref [77] (at room temperature, table 3.1).

3.4 Effective Masses

Table 3.3 shown the effective masses of wurtzite GaN and InN for electrons, heavy

and light holes and the crystal field split-off holes1 along the Γ-A (parallel to c

direction and labelled as ||m?) line and average2 values over the Γ-K and Γ-M

directions (the perpendicular to directions c and labelled as ⊥m?) in units of m0.

The uncertainty is estimated by varying the size of the numerical step used in

calculating the effective masses, giving a limition the error in the masses. The

typical variation was ∼ ±6×10−3 m0 was found on average, however in the case

of the light holes, a substantial error of ± 0.5 m0 was found. The spin-orbit

constants used in this calculation are taken from Ref. [94]. The effective mass

value are calculated by using equation 3.1. A very small range3 in the in Brillouin

1The holes effective mass of the bands which split due to crystal field which produced from a
static electric field produced by a surrounding charge distribution (anion neighbors) [40].

2The averaging is made to compare against values in the literature where the mass is assumed
to be isotropic in this plane.

3The ranges used for calculations along the high symmetry directions in the BZ are:
2.8×10−3, 4.9×10−3 and 3.4×10−3 of the paths Γ-X, Γ-K/U and Γ-L respectively for the
zincblende and 1.0×10−2, 1.4×10−2 and 1.0×10−2 of the paths Γ-A, Γ-K and Γ-M respectively
for wurtzite.
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zone close to Γ was used, as the use of a large number of k points outside the range

leads to obtaining incorrect values for the effective mass, because the dispersion

curve away from the Γ point becomes nonparabolic and in this case equation 3.1

is no longer suitable for the calculation.

1

m∗
=

1

~2

d2ε

dk2
(3.1)

||m?
e

||m?
hh

||m?
lh

||m?
ch

⊥m?
e

⊥m?
hh

⊥m?
lh

⊥m?
ch

WZ-GaN
This work 0.244 1.09 0.732 0.200 0.311 0.373 0.300 0.341
Ref [95] 0.19 1.76 1.76 0.14 0.17 1.69 0.14 1.76
Ref [20] 0.21 2.00 1.22 0.20 0.21 0.57 0.31 0.92
Ref [96] 0.35 2.00 1.19 0.17 0.35 0.34 0.35 1.27
Ref [97] 0.20 1.85 0.55 0.20 0.22 0.69 0.50 0.80
Ref [38] . . . 1.76 0.419 0.299 . . . 0.349 0.512 0.676
Ref [21]exp 0.20 . . . . . . . . . 0.20 . . . . . . . . .

WZ-InN
This work 0.086 1.797 0.180 0.120 0.105 0.142 0.232 0.21
Ref [20] 0.06 1.98 1.02 0.08 0.06 0.44 0.09 0.18
Ref [95] 0.11 1.56 1.56 0.10 0.10 1.68 0.11 1.39
Ref [97] 0.09 2.00 1.86 0.06 0.09 0.15 0.14 1.26
Ref [21]exp 0.07 . . . . . . . . . 0.07 . . . . . . . . .

Table 3.3: The Γ-A and average Γ-K and Γ-M directions, the effective masses
values for wurtzite GaN and InN for electrons, heavy and light holes and the

crystal field split-off holes in units of m0.

Note: The experimental values for hole effective masses are rare in literature,
only reference [38] estimates values for GaN based on experimental data, while
experimentally derived values for InN seems to be unavailable.

The results shown for the Γ-A direction for InN are acceptable for electron and

heavy hole effective masses, where the deviation from literature values are found

to be between 4 % larger and 3 % smaller respectively, than the results of other
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references (shown in table 3.3). A larger deviation is found for light hole mass,

of about 88 % smaller, and for the crystal split-off mass which is 50 % larger as

compared with the average of the data of the references shown in table 3.3. This

fluctuation in effective masses values could be due to the parameter set used in

this calculation: the atomic calculations used to create these parameters does not

include spin-orbit coupling, so for example different J states can be artificially

degenerate and this may be the origin of the discrepancy in the masses. For GaN

along the same direction, the values for electron and crystal split-off mass are

acceptable and very close to Ref. [20] ∼ 14 % and 0 % respectively, but values for

light and heavy holes are rather small compared with other results, e. g. heavy and

light holes are ∼ 45.5 % and ∼ 40.0 % smaller compared to Ref [20]. Table 3.3

shows the average effective mass values along the Γ-K and Γ-M directions, the

values shown in this table are the average over the Γ-K and Γ-M directions. The

results for GaN electrons masses are reasonably accurate when compared with

Ref. [96], where the deviation found to be only about 11 % smaller, while light

and heavy and crystal field split-off hole masses are rather small compared with

some results, but those of Refs. [96] and [97] are in a good agreement with these

results, for the light and heavy holes. For InN, the values of light holes are larger

compared with the literature results while the heavy hole masses are smaller, here

the crystal field split-off holes are in a good agreement with Ref [20]. Again the

electron effective masses have acceptable values compared with other references.

DFTB is usually considered to be more accurate for valence band states, due to

its minimal basis [56] and [98].
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Figure 3.2: The uppermost valence bands of WZ and ZB InN and GaN, the
WZ data are shown along two high symmetry directions in the Brillouin zone,

Γ-A and Γ-M and the ZB dispersion is shown along Γ-X and Γ-L.

Table 3.4 shows the effective mass results for zincblende GaN and InN along the

[100], [110] and [111] directions from the Γ point. The electron and spin orbit split-

off masses are large compared to other calculated and experimental values, while

light holes for all directions have acceptable values compared to other calculated

values in this table, but the values of heavy holes have smaller values for all

directions compared to other calculated data in the table with maximum difference

of about 34 % smaller than the average heavy holes data used in table 3.4 along

the [110] directions for GaN, while the maximum difference for InN is found along

the [100] direction, with the best agreement found for the [111] direction. This

volatility in the results likely due to the parameters used in the calculations and

the choice of atomic spin orbit splitting energy values. As shown in Fig 3.2 the
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splitting between curves can hardly be seen, as compared to Figures shown in

Ref [20]. In general these parameters agree better for InN than GaN.

m
[100]
hh m

[100]
lh m

[110]
hh m

[110]
lh m

[111]
hh m

[111]
lh m?

so m?
e

ZB-GaN
This work 0.590 0.309 1.022 0.257 1.399 0.246 0.411 0.275
Ref [20] 0.83 0.28 1.59 0.25 1.95 0.23 0.34 0.19
Ref [99] 0.86 0.21 1.65 0.19 2.09 0.19 0.30 0.14
Ref [27] 0.81 0.265 1.38 0.23 1.81 0.22 . . . 0.19
Ref [21]exp . . . . . . . . . . . . . . . . . . . . . 0.15

ZB-InN
This work 0.662 0.098 1.135 0.093 1.705 0.091 0.208 0.074
Ref [20] 0.91 0.079 1.55 0.065 1.89 0.07 0.11 0.052
Ref [27] 0.835 0.08 1.368 0.078 1.738 0.077 . . . 0.054
Ref [21]exp . . . . . . . . . . . . . . . . . . . . . 0.07
Ref [100]exp . . . . . . . . . . . . . . . . . . . . . 0.041

Table 3.4: The effective masses of zincblende GaN and InN for electrons,
heavy and light holes and the crystal field split-off holes in units of free electron
mass m0. The heavy and light holes masses along the [100], [110], and [111]

directions compared with other calculated and experimental results.

3.5 Density of States

Figure 3.3, shows the total and partial density of state for (a) WZ-GaN and (b)

WZ-InN for the minimal basis set used in DFTB (this leads to the upper cut-off

in the energy shown for conduction band states). In the valence band, we found in

both cases that, the major contribution in total DOS comes from nitrogen-2p then

gallium/indium-4/5p, then lesser contribution from gallium/indium 4/5-s, then

nitrogen-s and finally gallium/indium-3/4d. While in the conduction band near

the band gap, gallium/indium-s has a major contribution, then gallium/indium-

4/5p, and then other states. Figure 3.4, shows the total and partial density of state
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Figure 3.3: The electron density of states for (a) WZ-GaN and (b) WZ-InN.
The region close to the valence conduction band extrema are shown inset (with

the energy shifted such that the uppermost valence band is at zero).

for (a) ZB-GaN and (b) ZB-InN, as seen in inset figures. There are no differences

in the relative contributions of s, p, and d states for indium and gallium, and s/p

states for nitrogen, between zincblende and wurtzite.

Figures 3.5 and 3.6 shown the density of states for each type of atom (i.e. Ga, In,
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The region close to the valence conduction band extrema are shown inset (with

the energy shifted such that the uppermost valence band is at zero).
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Figure 3.5: The density of state for the nitrogen atoms within WZ and ZB-
(In/Ga)N.(with the energy shifted such that the uppermost valence band is at

zero)

a: In in Wurtzite InN, DOS b: In in Zincblende InN, DOS

c: Ga in Wurtzite GaN, DOS d: Ga in Zincblende GaN, DOS

Figure 3.6: The Density of State for In and Ga atoms around the band gap
within WZ and ZB- (In/Ga)N.
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and N) for both WZ and ZB. These figures illustrated the previous description for

the states contributions in the total DOS and show the dominant state. These

results agree with the nature of the DOS features as described by K. Lawniczak-

Jablonska et al. [101].

3.6 Elastic Constants

Table 3.5 shown the elastic constant and bulk modulus calculated by finite differ-

ence second derivatives of the energy with respect to strain (the DFTB method

for semiconductors elastic constants gives a typical error of about 10 %, however

the estimated error for C12 is about 50 % see Ref. [102]) , compared to other cal-

culated and experimental values for WZ InN and WZ GaN. The results obtained

for GaN have acceptable values when compared with the data from literature (see

table 3.5). For example the WZ elastic constants have deviations of about 2.0 %

smaller, 2.0 % smaller, 6.0 % larger, 9.0 % larger, 4.0 % smaller, 2.0 %1 smaller

and 3.0 % larger compared to the experimental value of Ref. [103] and about 3.0 %

smaller, 1.5 % smaller, 12 % larger, 11.0 % larger, 11.0 % larger, 4.0 %1 smaller

and 4.0 % smaller compared to the calculated data from Ref. [45], for C11, C12,

C13, C33, C44, C66 and B respectively. For InN the deviation compared with the

average value of the calculated data shown in table 3.5 found to be somewhat

higher than GaN case, where the deviation values are about 5.0 % larger for C11,

16.0 % larger for C12, 24.0 % larger for C13, 23.0 % larger for C33, 11.0 % larger

C44, 14.0 %1 smaller for C66 and 15.0 % larger for B. The C33, C13 for both InN
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and GaN bulk modulus (B) for InN found to be have significantly higher values

compared with the rest of the coefficients.

C11 C12 C13 C33 C44 C66 B
WZ-GaN
This work 383 142 112 435 101 121 215
Ref [103]exp 390±15 145±20 106±20 398±20 105±10 123±10 210±10
Ref [104]exp 315 118 96 324 88 99 . . .
Ref [45] 396 144 100 392 91 126 207
Ref [105] 367 135 103 405 95 . . . 202
Ref [106] 366 139 98 403 97 . . . 200.6
Ref [107] 367 135 98 409 98 116 207

WZ-InN
This work 250 137 117 275 54 57 169
Ref [45] 271 124 94 200 46 74 147
Ref [105] 223 115 92 224 48 . . . 141
Ref [106] 229 120 95 234 49 . . . 145.6
Ref [107] 232 115 96 239 52 59 151

Table 3.5: The Elastic constants and bulk modulus (GPa) for wurtzite GaN
and InN, as compared to literature data for other calculated (DFT-LDA) and
experimental (exp-Refs. [103] and [104] using Brillouin scattering and Raman-

scattering respectively) results.

C11 C12 C44 B
ZB-GaN
This work 325 162 182 216
Ref [45] 296 154 206 201
Ref [105] 296 145 206 . . .
Ref [106] 287 158 159 201

ZB-InN
This work 219 141 75 167
Ref [45] 184 116 177 139
Ref [105] 187 125 86 . . .
Ref [106] 183 124 86 143.7

Table 3.6: The Elastic constants and bulk modulus (GPa) for zincblende
GaN and InN are compared to literature data for other calculated (DFT-LDA)

results.
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Table 3.6 shows the elastic constants and bulk modulus compared to other calcu-

lated and experimental values for ZB InN and ZB GaN. The results obtained in

this case have significantly higher values for C11 for InN and GaN and somewhat

high values compared to other references for C12 and in InN case.

3.7 The Rocksalt Phases of InN and GaN

The variation of lattice constants, energy gaps and transition pressure between

wurtzite and rocksalt phases under the external pressure have been studied for

InN and GaN by optimizing Gibbs free energy as a function of pressure,

EG = U + PV − TS (3.2)

where EG is Gibbs free energy, T is the temperature, U is the internal energy,

P is pressure, V is volume and S is the entropy. Here only the electric entropy

is included, other contributions such as vibrational entropy have been neglected.

The obtained values of the lattice constants as a function of pressure are shown in

figure 3.7. All the lattice constants for both InN and GaN decrease as the external

pressure increases, the equilibrium lattice constants for wurtzite InN and GaN (at

T= 0 ◦ K, P=0 Pa and neglecting zero point motion) are shown in table 3.1. For

the rocksalt structural the lattice constant at zero external pressure are found to

be 4.737 Å for InN which is close to aInNr =4.712 Å of Ref [12] about (0.53 %

larger). For higher pressure the obtained value of aInNr at 12 GPa is 4.665 Å,

about 0.54 % larger than 4.16 Å for Ref [108] and at 20 GPa is 4.623 Å is in a
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good agreement with the 4.562 Å value of Ref [12] (only 1.34 % larger). For GaN

the rocksalt lattice constant at zero pressure is 4.406 Å. For higher pressure at

50 GPa aGaNr is 4.19 Å close to 4.1 Å for [109] (∼ 2.20 % larger) and at 44.1 GPa

is aGaNr = 4.21 Å ∼ 1.20 % large than 4.16 Å for Ref. [108]. In general the results

for lattice constants match literature values to within < 2.2 %.

Figure 3.8-a shows the variation of Gibbs free energy (equation 3.2) with the ex-

ternal pressure for InN. The phase transition pressure Pt for InN found to be about

24.7 GPa which is about 84 % higher than the value reported in Ref [12] for gen-

eralized gradient approximation (GGA) (13.4 GPA) and about 104 % higher than

12.1 GPa the value of Ref [110]. For GaN (fig. 3.8-b) the phase transition pressure

Pt does not occur despite the increased pressure until 270 GPa which is very high

value compared to both theoretical [111] and experimental [112] literature values,

where its around 50 GPa.

Figure 3.9 shows the band structure of the wurtzite InN and GaN (a and c) and

rocksalt InN and GaN (b and d) under 0 GPa and 25 GPa external pressure and

0 GPa and 50 GPa for wurtzite GaN. For both InN and GaN without external

pressure the energy gaps are as shown previously (see table 3.2), while under high

pressure the larger energy gaps can be observed at a highly symmetric Γ point

with energy gaps values ∼1.53 eV at 25 GPa for InN and about 5.77 eV for GaN

at 50 GPa. For the rocksalt case an indirect band gap is clearly observed which

agree with literature (e.g. Refs. [109] for GaN and [12] for InN) where the minimum

conduction bands occur at the Γ point while the maximum in the valence bands

appears at the L point for both cases InN and GaN. The energy gap value of



Chapter 3. Bulk InN and GaN 60

3 .5

4.0

4 .5

5.0

5 .5

6.0

0 1 0 2 0 3 0 4 0 5 0
p re ssu re (G P a )

W Z -c W Z -a R S -a

L
a

tt
ic

e
c

o
n

s
ta

n
t (

Å
)

a: InN

2 .5

3.0

3 .5

4.0

4 .5

5.0

5 .5

0 5 0 1 0 0 1 5 0 2 0 0 2 5 0
p re ssu re (G P a )

W Z -c W Z -a R S -a

L
a

tt
ic

e
c

o
n

s
ta

n
t (

Å
)

b:GaN

Figure 3.7: The variation in the lattice constants with external pressure for
wurtzite and rocksalt (a) InN and (b) GaN

RS-InN is found to be zero at zero external pressure and begins to widen with

increasing pressure which agrees with references [12] and [111], but as shown in

figure 3.9-b the value of valence band maximum at L point higher than the value
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Figure 3.8: The Gibbs free energy as a function pressure for both wurtzite
and rocksalt structural phases of (a) InN and (b) GaN

of conduction band minimum at Γ (a metallic behaviour). The energy gap value

1.7 eV has been mentioned in Refs. [112] and [109] associated with different values

of pressure (69 GPa and 52 GPa respectively) for rocksalt GaN. To compare with
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the literature the energy gap of GaN is calculated over a range of pressures, the

value 1.7 eV found at about 60.6 GPa which is ∼ 16.53 % higher than the

pressure value of [112] and 12.1 % smaller than the pressure value of ref [109],

instead the energy gaps values at 52 GPa and 69 GPa are found to be ∼ 1.40 eV

and 1.98 eV which are 17.38 % smaller and 16.59 % larger than 1.7 eV, the value

1.98 eV at 69 GPa, very close to 2.0 eV for [111] at about 43 GPa. In general the

rocksalt results a show good agreement with literature except for the value of the

transitional pressure.
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3.8 Summary

The properties of bulk InN and GaN have been calculated by using the DFTB

method. For bulk wurtzite and zincblende InN and GaN these include band gaps,

equilibrium lattice constants, elastic constants, bulk moduli, effective masses and

density of states. Additionally, the variation of lattice constants and energy gaps

with external pressure and the transition pressure between the wurtzite and rock-

salt crystal structures have been investigate for both InN and GaN. A good agree-

ment has been obtained for these properties in comparision with previous exper-

imental and also theoretical studies, with the exception of the value of transition

pressure between polytypes, especially in the GaN case. For example the lattice

constants for wurtzite case were found to be aGaN = 3.191 Å, cGaN = 5.233 Å, aInN

= 3.544 Å and cInN = 5.786 Å. The deviation from the experimental values was

found to be, for GaN <0.1% for a and <1 % for c respectively compared to cur-

rent accepted values (e.g. Ref. [75], where a and c valuse are given to a precision

of < 5×10−5 Å). For the InN case the a lattice constant was found to be 0.10 %

smaller while the value of c is 1.36 % larger. Also the energy gap values were found

to be close to the literature values, for wurtzite GaN the obtained value was 3.4 eV,

only about 2.0 % and 0.30 % smaller than the experimental values of Refs. [83]

and [22] respectively. The energy gap deviation for wurtzite InN is <0.5 % and

1.0 % smaller compared to the experimental values of Refs. [29] and [71] respec-

tively. The results obtained for effective masses shows larger range of deviation

in comparision with literature values in some cases, for example for the electron

and heavy hole effective masses for the Γ-A direction for wurtzite InN are found
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to be between 4 % larger and 3 % smaller respectively than the results of other

references (shown in table 3.3). While a larger deviation is found for light hole

mass, of about 88 % smaller, and for the crystal split-off mass which is 50 % larger

as compared with the average of the data from the references shown in table 3.3.

This fluctuation in effective mass values could be due to the parameter set used

in this calculation: the atomic calculations used to create these parameters does

not include spin-orbit coupling, so for example different J states can be artificially

degenerate and this may be the origin of the discrepancy in the masses.



Chapter 4

The Virtual Crystal

Approximation (VCA)

This chapter will show the results obtained for InxGa1−xN alloys, by using the

virtual crystal approximation(VCA) together with the DFTB+ code [73]. Here the

semi-empirical parametrisation developed for (In,Ga) N, as discussed in chapter

3, is then averaged according to Vegard’s law (equation 4.1 [113]) and has been

applied to study InxGa1−xN alloys. The performance of this method has been

demonstrated by calculating a range of properties for InxGa1−xN, including energy

gaps, elastic constants, carrier effective masses and the bowing parameter b. Later

in this chapter will show the results obtained by using VCA and compare the

results obtained for InN (x=0 case) and GaN (x=1 case) with DFTB from chapter

3 (for bulk InN and GaN) which have been already compared to other calculated

and experimental results. The magnitude of the errors in the obtained properties

65
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are expected to be similar to these calculated in chapter 3. The VCA results will

then be compared with others groups work on the properties of InGaN alloys.

4.1 Introduction

In this approximation, the crystal potential is assumed to be separable into a prim-

itive unit cell periodic part (the virtual crystal potential Vv) represented by the

average potential of the constituent atoms, and a fluctuating part (V ), represent-

ing the difference between the actual and virtual crystal potentials at a given point

in the lattice [114]. If the role of V is secondary then electronic structure and

other properties of an alloy can be calculated by standard methods of band theory

developed for systems with translational symmetry, and the effect of V included

separately as a perturbation. The effect of this perturbation is often referred to

as the alloy scattering effect [114].

In order to set up a band structure calculation in this virtual crystal approximation

(VCA), it is necessary to construct a suitably weighted (average) potential as a

function of the alloy composition x. Here the semiconductor alloys are assumed to

to be a weighted average of the pure compounds at x = 0 and x = 1 constituents.

This approximation is usually applied by taking the actual potential in a periodic

crystal to be an average of the atomic potentials of the constituents from the pure

cases. For three element compound semiconductors of the form AxB1−xC, the crys-

tal is usually assumed to consist of a linear mixture of (AC)x and (BC)1−x. Under

this assumption, the electron energy band structure of AxB1−xC is calculated with

the average lattice constant and average pseudopotentials (used to remove the core
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electrons from the calculation [115]) estimated at the ratio x:(1− x). The results

of this approximation has been shown to agree very well with experimental obser-

vation for many systems [116], and is based on the assumption that the atoms of A

and B types are distributed uniformly around the atoms of type C [116]. However,

the VCA cannot correctly account for one important effect observed in almost ev-

ery alloy, which is the bowing parameter. For example Ref. [117] applies virtual

crystal combined within an envelope function approximation, to demonstrate that

the character of the direct to indirect band gap changes in A1xGa1−xAs do not

agree quantitatively with explicit large unit cell models of these alloys. Similarly

Lee et al. [118] find that VCA cannot correctly describe the bowing parameters

of ternary III-V alloys, which require an additional disorder potential. These dis-

crepancies can be ascribed to the incorrect level of localisation of band edge states

in simple schemes like VCA [119], and arise since the potential is a linear function

of composition. More realistic alloy the alloy behaviour is at least quadratic in its

composition;

PAxB1−xC = xPAC + (1− x)PBC︸ ︷︷ ︸
Vegard′s law

−x(1− x)b (4.1)

where, P here can be any parameter, e.g Eg, lattice constant, . . . , etc., with b

depending on the nature of this parameter.

The form of this relationship, equation 4.1, is valid not only for the principal

band gap (Eg), but also for other energy gaps (or energy differences) within the

band structure, each having its own distinct value of b [120]. The applicability of

this form is due to the neglect of fluctuations in the local environment, similar to

the difference between the clustered and uniform cases calculated by Gorczyca et



Chapter 4. Virtual Crystal Approximation (VCA) 68

al. [8]. To apply the virtual crystal to a tight-binding method, such as DFTB, we

construct parameters using weighted averages of both the hopping equation 2.41

and on-site equation 2.42 integrals of the pure GaN and InN cases (which are

tabulated on radial grids as a function of atomic separation). The lattice constants

and, where appropriate, the internal coordinate, u, of the wurtzite lattice are also

averaged. Additionally, since the SCC-DFTB method is a self-consistent approach,

the atomic Hubbard U values [54] are also averaged.

4.2 Energy Gap and Lattice Constants

Figure 4.1 shows the variation of the VC energy gap with indium composition,

x, for both wurtzite and zincblende In1−xGaxN. Fitting Vegard-law like curves to

this data by equation 4.1 gives bowing parameters b of −1.77 eV for wurtzite and

−1.76 eV for zincblende. The presence of bowing in the band gaps for this form

of the VCA approach is due to the self-consistent nature of the DFTB calcula-

tions, since there is a change in the charge transfer between anions and cations on

moving from Ga to In, due to differences in the relative electronegativities of their

atomic shells, and the resulting quadratic coulomb energy then introduces bow-

ing.1 [114]. The virtual crystal band-gap values for pure InN and GaN show slight

discrepancies by about 0.04 eV for WZ GaN compared to the band structures

calculation of DFTB, while increase for WZ-InN and ZB values (see table 4.1).

This numerical artefact is due to the requirement of processing the parameters of

1This effect does not occur for non-SCC-DFTB or conventional tight binding methods
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chapter 3 for both In and Ga to give a common grid spacing for their respective

hopping integrals.

WZ GaN InN ZB GaN InN
VCA 3.36 0.81 3.27 0.74
DFTB 3.40 0.68 3.03 0.59

Table 4.1: The Energy gap (Eg) values in (eV) for wurtzite (and zincblende)
GaN and InN obtained by using VCA, compared with DFTB data
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Figure 4.1: The variation of energy gap for zincblende and wurtzite
In1−xGaxN, calculated with the VCA.

Figure 4.2 shows the variation of energy gap for zincblende and wurtzite InxGa1−xN

compared with other calculated and experimental data from the literature, (bow-

ing parameters and methods used to obtain these data are shown in table 4.2)

the zincblende case is in good agreement with cited references, theoretical points

labeled data shown as except Ref. c [121], the wurtzite results also in a good

agreement with all references used in the figure except Ref. [122] (points-f2) which

is clearly an underestimate of the energy gap value, and the experimental data

from Ref. k [123] at x > 0.7. In general comparing to this result we can say
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that VCA with charge self-consistency seems to be a good method to simulate the

energy gaps in this system.

Ref. Ref. no. Method b (eV)
ZB

This work VCA-DFTB 1.76
aRef. [124] DFT-LDA 1.857 ±0.093
bRef. [125] DFT-LDA 2.08
cRef. [121] DFT-FP-LAPW 2.68 at x = 0.5
dRef. [126] DFT 1.62
eRef. [128] PLE

WZ
This work VCA-DFTB 1.77
fRef [122] DFT-LDA-1/2 1.3
f2Ref [122] DFT-LDA 1.4
gRef [129] PL 1.4
hRef [127] DFT- HSE06 1.36
iRef [8] DFT-LDA+C 2.1 at x =0.5 (uniform)

jRef [130] PL 1.43
kRef [123] PL 2.8

Table 4.2: The bowing parameter for wurtzite and zincblende GaN and InN
(in eV) obtained by using VCA, compared with other calculated and experi-

mental data using in Fig. 4.2

DFT-LDA: Density Functional Theory-Local Density Approximation
FP-LAPW: Full Potential Linearized Augmented Plane Wave
PLE: Photoluminescence Excitation
HSE: Heyd-Scuseria-Ernzerhof
DFT-LDA+C: Density Functional Theory-Local Density Approximation +
correction
PL: Photoluminescence

Table 4.3 shows the lattice constants for wurtzite and zincblende GaN and InN

obtained by using VCA, compared with the results of chapter 3, the values of

GaN lattice constant are exactly same for both WZ and ZB, but for the InN case

the VCA values are slightly smaller than the original DFTB values, again this

likely due to processing parameters for both elements to give a common numerical
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Figure 4.2: The variation of energy gap for zincblende and wurtzite
InxGa1−xN, calculated with the VCA, compared with other calculated
(aRef. [124], bRef. [125], cRef. [121],dRef. [126],f,f2Ref [122],hRef [127] and
iRef [8]) and experimental (eRef. [128], gRef [129], jRef [130] andkRef [123])

data (for method used in these refs. see table 4.2).
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grid spacing. The variation of lattice constants from GaN to InN (Fig 4.3) are

approximately linear, with a small bowing of −0.074 Å, −0.123 Å and −0.105 Å

for lattice constants a, c and a0 respectively.

aWZ cWZ aZB0 aWZ cWZ aZB0

GaN InN
VCA 3.191 5.233 4.520 VCA 3.499 5.715 4.950
DFTB 3.191 5.233 4.520 DFTB 3.545 5.787 5.01

Table 4.3: The lattice constants for wurtzite and zincblende GaN and InN
(Å) obtained by using VCA, compared with DFTB data
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Figure 4.3: The variation of lattice constants a and c for wurtzite In1−xGaxN
alloy and a0 for zincblende In1−xGaxN alloy alloy with composition (x), calcu-

lated by using the VCA.
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4.3 Effective Masses

Table 4.4 shows effective masses results for VCA for GaN case (x=1) and for InN

case (x=0) for zincblende case, compared to DFTB results from chapter 3. The

VCA results shown are for the anisotropic spin orbit split-off hole (mso) and elec-

trons effective masses me which is unexpected compared to the results obtained

in previous chapter and the results from literature (see table 3.4), where the val-

ues shown in the table for these two masses are the averaged values over three

directions ([100], [110], and [111]). The nearest values to the DFTB InN and

GaN results are found for the [100] direction in ZB, where the electrons effective

masses found to be 0.278 m0 for GaN, 0.086 m0 for InN and the spin orbit split-off

hole effective masses are 0.413 m0 (GaN) and 0.230 m0 (InN). The GaN electrons

effective masses for other directions are found to be about 0.13 m0 when averag-

ing over [110] and [111], which are smaller than DFTB and other calculated and

experimental results from table 3.4. The electrons effective masses for InN are

in a good agreement with experimental value Ref [100]. However, the spin orbit

split-off hole effective masses for the [110] and [111] directions have smaller values

for GaN compared to the results from table 3.4, while the InN result are in good

agreement with Ref [20]. The heavy and light holes look acceptable for the [100]

direction but are worse for both the [110] and [111] directions. Figure 4.4 shows

the variation of effective masses with Ga composition by using Vegard’s law for

zincblende case. The results obtained have acceptable behavior, but the values at

the ends(x=0 and x=1) are found to be different from bulk InN and GaN DFTB

calculation.
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Figure 4.4: The variation of effective masses of electrons (me), heavy
(mhh) and light (mlh) holes and spin orbit split-off holes (mso) for zincblende
In1−xGaxN alloy along the [100], [110], and [111] directions in units of free

electron mass m0, calculated by using VCA
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m
[100]
hh m

[100]
lh m

[110]
hh m

[110]
lh m

[111]
hh m

[111]
lh m?

so m?
e

ZB-GaN
VCA 0.612 0.304 0.520 0.129 0.409 0.114 0.265 0.179
DFTB 0.590 0.309 1.022 0.257 1.399 0.246 0.411 0.275

ZB-InN
VCA 0.800 0.126 0.659 0.061 0.505 0.052 0.149 0.059
DFTB 0.662 0.098 1.135 0.093 1.705 0.091 0.208 0.074

Table 4.4: The effective masses of zincblende GaN and InN for electrons,
heavy and light holes and the spin orbit split-off holes in units of free electron
mass m0. The heavy and light holes masses along the [100], [110], and [111]

directions compared with DFTB data (chapter 3).
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Figure 4.5: The variation of effective masses for electrons (me), heavy
(mhh) and light (mlh) holes and crystal field split-off holes (mch) for wurtzite
In1−xGaxN along the Γ-A, Γ-K and Γ-M directions in units of the free electron

mass m0, calculated by using VCA.

Figure 4.5 shows the effective masses variation of wurtzite In1−xGaxN along the

path Γ-A, Γ-K and Γ-M in the Brillouin zone. These results showed that the

effective masses in all directions have the same values, the bowing parameters,

calculated by fitting the curves by using equation 4.1 are found to be 0.0152,

−0.095, −0.232 and 0.083 (in units of m0) for electrons, heavy, light and crystal

split-off holes respectively. A large bowing is found for both the light holes curves

in these cases. The values of InN and GaN effective masses as compared to the
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DFTB results of chapter 3 are shown in table 4.5. All VCA GaN values along

the Γ-A direction are a little bit larger than the DFTB results, except for the

crystal split-off holes which remain almost the same. But for the Γ-K and Γ-

M directions, the electron and crystal split-off hole effective masses have smaller

values compared to DFTB result for bulk GaN (chapter 3), also crystal split-off

hole masses are getting worse when comparing to the literature values in table 3.3.

The light and heavy holes in these directions are also not in a good agreement

with table 3.3. In the InN case, the obtained VCA results look close to DFTB

and the other values in table 3.3.

||m?
e

||m?
hh

||m?
lh

||m?
ch

⊥m?
e

⊥m?
hh

⊥m?
lh

⊥m?
ch

WZ-GaN
VCA 0.251 1.188 0.814 0.202 0.251 1.188 0.814 0.202
DFTB 0.244 1.09 0.732 0.200 0.311 0.373 0.300 0.341

WZ-InN
VCA 0.090 1.658 0.189 0.137 0.090 1.658 0.189 0.137
DFTB 0.086 1.797 0.180 0.120 0.105 0.142 0.232 0.21

Table 4.5: The Γ-A, Γ-K and Γ-M directions effective masses values for
wurtzite GaN and InN for electrons, heavy and light holes and the crystal field

split-off holes in units of m0.

4.4 Density of States

Figure 4.6 shows electron DOS for In1−xGaxN alloy (over the full energy range

Figs. 4.6-a and b, around the band gap Figs. 4.6-c and -d), the width of highest

valence band (primarily comes from nitrogen 2p (see chapter 3)) increases with Ga

fraction which agrees with the fact that the charge carrier has small effective mass

in wide bands and a large effective mass in narrow bands [131], which true for



Chapter 4. Virtual Crystal Approximation (VCA) 77

ZB-DOS InGaN (a) WZ-DOS InGaN (b)

Figure 4.6: The variation density of states for wurtzite and zincblende
In1−xGaxN alloy with composition (x), calculated by using VCA for the full
range of energy in (a & b) and the energy range around the band gap (c & d).
The forbidden band gap area labelled as grey colour, where the Fermi level lies
somewhere in this area. The energy gap values compared to Fig. 4.2 are under-
estimated values, due to the broadening used to plot the DOS (see section 2.6).

heavy hole effective mass values see tables 4.4 and 4.5 for zincblende and wurtzite

respectively. The value obtained for ZB-InN is 6.07 eV which in a good agreement

with the value of 6.042 eV from Ref. [125] and 6.0 eV for the self-interaction and

relaxation corrections (SIRC) calculations of Ref. [132]. For ZB-GaN the value

found is 7.17 eV, again reasonably agreeing with 7.335 eV [125] and 7.1 eV for

SIRC [132]. For the wurtzite case the GaN value is found to be 7.27 eV, close to the

7.337 eV of Ref. [133], and 7.331 eV from [134], while the obtained InN valence

band width is 6.11 eV which is close to 5.735 ± 0.024 and 6.018 ± 0.095 eV

estimated from the DOS figures of Ref [135] and Ref [20] respectively.
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4.5 Elastic Constants

Figure 4.7 shows the variation elastic constants and bulk modulus for (a) wurtzite

and (b) zincblende In1−xGaxN alloy. The variation of all constants and bulk mod-

ulus is found to be almost linear between InN and GaN for both cases. Table 4.6

shows the elastic constant and bulk modulus for wurtzite GaN and InN compared

to DFTB results from section 3.6, The results obtained for the C11, C12, C13 and

C33 elastic consistent and the bulk modulus B, for the GaN case have smaller

values than GaN-DFTB, and become closer to the other references in table 3.5,

except for the B value. In the InN case, C11, C33, C44, C66 and B are all larger

than DFTB and other data in Table 3.5, while C12 and C13 have values smaller

than the DFTB original parameters by about 20 % and 32 % respectively.

In the zincblende case, in general VCA at x=1 (for GaN) have smaller values for

all constant and bulk modulus, and all values become worse compared to table 4.7,

except for C11 where the VCA result matches more closely to the other references.

In the InN case all values are larger than the chapter 3 results and other data in

table 4.7. This change in the values compared to the DFTB results of chapter 3,

as noted earlier is due to the requirement of processing the parameters for both

elements to give a common grid numerical spacing for their respective hopping

integrals.
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C11 C12 C13 C33 C44 C66 B
WZ-GaN
VCA 363 101 77 399 102 131 182
DFTB 383 142 112 435 101 121 215

WZ-InN
VCA 335 109 79 371 74 113 175
DFTB 250 137 117 275 54 57 169

Table 4.6: The Elastic constants and Bulk modulus (GPa) for wurtzite GaN
and InN are compared to the DFTB results of chapter 3 for InN and GaN

parameters.

C11 C12 C44 B
ZB-GaN
VCA 291 128 149 183
DFTB 325 162 182 216

ZB-InN
VCA 231 147 141 175
DFTB 219 141 75 167

Table 4.7: The Elastic constants and Bulk modulus (GPa) for zincblende GaN
and InN are compared to results for the InN and GaN parameters of chapter 3.

4.6 Summary

The properties of wurtzite and zincblende InGaN have been explored by using the

virtual crystal approximation. The variation of energy gaps, bowing parameter,

lattice constants, elastic constant, bulk modulus and effective masses with indium

composition have been studied for full optimized structure for the full range of

x (except for effective masses). The obtained results found to be in acceptable

agreement compared with the calculated and experimental results from literature

for this alloy especially for energy gaps e.g the energy gap value for zincblende

InxGa1−xN was found to be about 4.0% larger compared to estimated value of

Ref[126] at x=0.5 and only 1.5% smaller than the estimated experimental value
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Figure 4.7: The variation elastic constants and bulk modulus for (a) wurtzite
and (b) zincblende In1−xGaxN alloy with composition (x), calculated by using

VCA.

of Ref [128] at x= 0.1. Suggesting that VCA with charge self-consistency seems

to be a good method to simulate the energy gaps in this system. Fitting Vegard-

law like curves to this data gives bowing parameters b of −1.77 eV for wurtzite

and −1.76 eV for zincblende. The variation of lattice constants from GaN to InN

found to be approximately linear, with a small bowing of −0.074 Å, −0.123 Å

and −0.105 Å for lattice constants a, c and a0 respectively. The VCA effective

results shown an anisotropic spin orbit split-off hole and electrons effective masses



Chapter 4. Virtual Crystal Approximation (VCA) 81

which is unexpected compared to the results obtained in previous chapter and

the results from literature for bulk InN and GaN. The density of states results

showed qualitative agreement with literature, also the highest valence band width

matches well: the deviation comparing literature values was found to be between

about 0.50% for ZB-InN and 2.25% compared to referance [125]. A larger differnce

of about 6.50% was found for WZ-InN compared to Ref. [135]. The virtual crystal

values for pure InN and GaN found to be slight different compared to the previous

chapter DFTB calculations, e.g. the band-gap value differs by about 0.04 eV for

WZ-GaN and 0.24 eV ZB-GaN, while it increases by about 0.13 eV for WZ-InN

and 0.15 eV ZB-InN values. This numerical artefact is due to the requirement

of processing the parameters of chapter 3 for both In and Ga to give a common

numerical grid spacing for their respective hopping integrals.



Chapter 5

The Cluster Expansion Method

(CEM)

In this chapter InGaN alloy has been studied by using cluster expansion methods

(CEMs) together with DFTB by expanding the alloy in series of all of the atomic

geometries for a given size unit cell of a chosen crystal structures. The total en-

ergies and the optimised atomic geometries for 8, 16, 32 atom cells1 (with 7, 22

and 995 unique structures for wurtzite and 6, 16 and 990 unique structures for

zincblende2), the energy gaps for all cases and the variation of effective masses,

elastic constant, lattice constant, density of states as a function of In composition,

and as either free standing (relaxed) or grown on GaN substrate (pseudomorphi-

cally strained) have been studied for the 16-atom case. Once again the magnitude

1The conventional 4 atom cell, used for wurtzite were repeated as 2×2×2, 2×2×1 and 2×1×1
superclls for the 32, 16 and 8 atom unit cells respectively. For the zincblende case the 2 atom
fcc primitive cell has bee repeated as 2×2×4, 2×2×2 and 2×2×1 super cells for the 32, 16 and
8 atom unit cell respectively.

2For example in the zincblende 8-atom case, there is one unique structure for each of the
pure InN and GaN cells, one case for one indium atom, two for equal indium and gallium and
structure for three indium atom case.

82
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of the errors in the obtained properties are expected to be similar to these calcu-

lated in chapter 3. Later in this chapter will show the results obtained by using

CEM and compare them with the results obtained by VCA for InGaN alloy from

chapter 4 and other calculated and experimental results from the literature.

5.1 Introduction

In binary alloys such as AxB1−x, the configuration of the crystalline lattice can

have several local environments according to the ratio x between its constituent

atoms. For example, in the case of an alloy with a unit cell consisting of four

atoms, the composition possibilities are as follows 4A, 3AB, 2A2B, A3B and 4B.3

Ternary alloys such as InxGa1−xN consist of 2ρ atoms (ρ anions, In or Ga, and ρ

cations N) [24] where the anions atoms are arbitrarily distributed on one sublattice,

and the N atoms occupy the other sublattice positions. In the cluster expansion

method, the alloy is divided into M clusters, each of them consisting of 2ρ atoms (ρ

anions and ρ cations) [136], due to the symmetry of the primitive (or supercell) unit

cell of the crystal lattice, the number of possible local environments (structures)

can be reduced from M to J + 1 different classes. Each class j (where j =

0, 1, . . . , J) has its own degeneracy factor gj (gj gives the number of clusters with

the same total energy εj). The sum of the clusters of each degenerate class gives

the total number of clusters in the alloy, M ;

M =
∑
j

gj (5.1)

3there are five types of local environment in this model of the alloy.
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and the composition weight of each cluster given by;

xj =
gj
M

(5.2)

From 5.1 and 5.2, xj is required to obey

∑
j

xj = 1 (5.3)

The clusters can be discerned by the number of A sites nj (In atoms in the present

case) and the number of B sites, n− nj (here Ga), these numbers are constraints

on the given average composition x given by [18, 24];

J∑
j=0

njxj = nx (5.4)

By using the Connolly-Williams ([136] and [24]) formula, any property P can be

calculate from a weighted average of the individual “clusters” properties as;

P (x, T ) =
J∑
j=0

xjPj (5.5)

For example, mixing energy (change in energy on mixing InN and GaN together to

make an InGaN solid solution consisting equally of all M clusters) for a specified

set of clusters gj is [18];

∆U =
J∑
j=0

gjεj −M
[
(1− x)ε0

GaN(n) + xε0
InN(n)

]
(5.6)
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where ε0
GaN(n) and ε0

InN(n) are the energies of an n-atom cluster in pure GaN

and InN crystals, respectively. Chosing the cluster energy ε0 = εGaN(n), where,

εGaN = ε0 − ε0
GaN(n) and εJ = εInN = εJ − ε0

InN(n), allows equation 5.6 can to be

written as

∆U = M [(1− x)εGaN + xεInN] +M

J∑
j=0

xj∆εj (5.7)

where the reduced excess energies, ∆εj, are given by [18, 24, 136];

∆εj = εj −
n− nj
n

ε0 −
nj
n
εJ (5.8)

The first term of ∆U (equation 5.7) does not effect the temperature dependence

arising from averged statistical quantities for given x, because all temperature

dependence arising from the statistical mechanics is contained in the xj(T ). The

mixing entropy can be calculated from [137];

∆S(x, T ) = kBlnW (5.9)

where KB is Boltzmann constant and W given by [24];

W =
N !

NIn!NGa!

M !∏
j gj!

∏
j

(
x0
j

)gj (5.10)

3∆εj excess energy compared to Vegard’s law-like line interpolation
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where x0
j is the random alloy value4 and given by [18];

x0
j = gjx

nj(1− x)n−nj (5.11)

From equations 5.9 and 5.10 the resulting mixing entropy is;

∆S(x, T ) = −kBN (xlnx+ (1− x)ln(1− x))−MkB

J∑
j=0

ln

(
xj
x0
j

)
(5.12)

Using equations 5.7 and 5.12 we can find the mixing free energy expression ∆F =

∆U − T∆S in terms of xj.

5.2 Generalized Quasi-chemical Approximation

(GQCA)

In this approximation, to find the equilibrium cluster probability for which the

Helmholtz free energy5 is minimized by taking the partial derivative of ∆F with

respect to the cluster distribution xj;

δ∆F

δxj
= 0 (5.13)

4corresponding to the probability of a cluster being proportional only to its degeneracy.
5Strain is not usually considered in this case, so the Helmholtz free energy is used instead of

the Gibbs free energy.
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Thus xGQCA
j given by [18, 136]

xGQCA
j =

gjη
njeβ∆εj∑J

j′ gj′η
nj′eβ∆εj′

(5.14)

where, gj =
(
n
nj

)
and

∑J
j=0 gj = 2n.

Here β = 1/KBT , T the temperature ∆εj is the excess energy of cluster j (equa-

tion 5.8), and η is the activity, which is a consequence of minimizing equation 5.14

with respect the constraint 5.4 (i.e. a Lagrange undetermined multiplier).

5.2.1 Strict-Regular Solution model (SRS)

In strict-regular solution model or zeroth approximation [18], ∆U is not zero but

the mixing entropy is still equal to the random alloy result, i. e. x0
j are indepen-

dent of the temperature (T ) and the “clusters’s” excess energies (∆ε) and ideal

cluster fractions are used 5.11 [138]; This approximation can be considered as a

special case of the GQCA at high temperatures (to calculate xj we need only the

degeneracy factor gj and the number of cations nj);

W SRS =
N !

NIn!NGa!
(5.15)

5.2.2 Microscopic Decomposition Model (MDM)

In cases where cations of the same type are more stable when close to each other

(e.g. In close to In) [136, 138], the two binary components InN and GaN will occur
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in the edges of the alloy (pure InN and GaN), with xM being the number of GaN

clusters and (1 − x)M the number of InN clusters. This case gives a system of

decomposed regions of pure InN and GaN between the binary end components

(Vegards law 4.1). The cluster fractions for the MDM are given by;

xMDM
j =


1− x for j = 0

x for j = J

0 otherwise

(5.16)

This case can be considered as a special case for GQCA at low temperatures

provided that all ∆εj > 0. The partition function for this case with only the two

clusters for j = 0 and j = J (WMDM) is;

WMDM =
M !

(xM)! ((1− x)M)!
(5.17)

5.3 Energy Gap and Lattice Constants

The variation of energy gap with indium composition for 8, 16 and 32 atom unit

cells for the system have been studied for the zincblende and wurtzite InxGa1−xN

alloys, the results shows the energy gaps for all cases at the ends of the composition

range x = 0 (GaN) and x = 1 (InN) are 3.406 eV and 0.682 eV for wurtzite GaN

and InN respectively and 3.312 eV and 0.619 eV for zincblende GaN and InN

respectively. For the range of the cell sizes, the values in between these ends are

found to be vary, and as a consequence of this difference, the bowing parameters
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(b) for 8, 16 and 32 atom systems are found to be different as well, showing an

increase with the number of atoms. The | b | values are found to be 1.677 eV,

1.744 eV and 1.875 eV for wurtzite and 1.581 eV, 1.672 eV and 1.794 eV for

zincblende for
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Figure 5.1: The variation of energy gaps for (a) zincblende and (b) wurtzite
InxGa1−xN alloy with composition (x), calculated by using the CEM and SRS

models (solid line).

the 8, 16 and 32 atom respectively. Figs. 5.1 and Figs. 5.2 show that the difference

between the 8 and 16 atom cells is smaller than the difference between the 16
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and 32 cells in both the zincblende and wurtzite cases (suggesting the cluster

expansion converges for sufficiently large unit cells). The greatest difference is

found at x ≈ 0.4 where the energy gap for the 16 atom case is 2.15 % larger

than for 32 atoms and 1.54 % smaller than for 8 atoms of ZB, and 1.81 % > 32

atoms and 1.18 % < 8 atoms for WZ case. In general the three cases have a good

agreement with both the VCA result from chapter 4 and with other calculated and

experimental data. Figure 5.3 shows the results for the SRS ensemble in 32 atoms

are closer to experiment (yellow circles for ZB case, light blue squares and yellow

circles for WZ case) data than the other results, which means that simulating

the crystal with small numbers of atoms can lead to somewhat misleading results.

Also choosing specific configuration (e. g. work byGorczyca et al. [8]) can lead to

poorer agreement with experimental data.

Figure 5.4 shows the variation of bowing parameter with temperature T up to

1.6x104 K, the shape of the curves are found to be same for zincblende and wurtzite

with differences in the values. In general the bowing parameter increases with

temperature, but this increase is not at a constant rate, as the curves are divided

into three different regions in terms of the value of bowing parameter, and the

shape of the curves (linear, nonlinear and saturation regions). For the wurtzite

case, b is zero for T 5 255 K (the MDM region) then starts increasing linearly

with temperature up to T 5 600 K with 0 < b / 0.09 eV. Then for 600 < T 5

6×103 K the curves become nonlinear with b values varying between 0.09 / b /

1.63 eV, after this point the increase in the bowing parameter value slows, with b

approaching ∼1.706 eV at 1.6×104 K, which is close to the value obtained by the
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Figure 5.2: Impact of the size of unite cells used in the cluster expansion on
the value of energy gaps (a) zincblende and (b) wurtzite of InxGa1−xN alloy

with composition (x), calculated by using CEM and SRS model.

SRS approximation (1.744 eV). For the zincblende case, the MDM region ends at

about 600 K, then the linear region occurs until about 900 K, with b / 0.054 eV,

then the nonlinear region occurs up to ∼ 6×103 K, with 0.054 / b / 1.52 eV;

Finally as with the wurtzite case, the bowing parameter value increasing slowly

with temperature to eventually be 1.672 eV at T =1.6×104 K, which is exactly

same as the obtained SRS value.

The recommended b value of Vurgaftman et al. [21] for wurtzite and zincblende

(1.4 eV) occurred at T ' 2.50×103 K and T ' 3.90×103 K for wurtzite and

zincblende respectively. The relationship between bowing parameter and the in-

dium composition x, has been studied by fitting the energy gap values via equa-

tion 4.1, using two formulae describing bowing parameter as a function of x,
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Chapter 5. Cluster Expansion Methods (CEM) 93

0

0 .5

1

1 .5

2

2 .5

0 2 4 6 8 1 0 1 2 1 4 1 6

B
ow

in
g 

pa
ra

m
et

er
 (

eV
)

x 1 0
3

(K )

wurtzite
zincblende

Temperature

(GQCA)
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namely equations 5.18 and 5.19 which were proposed by Iliopulos et al. [140] and

Sakalauskas et al. [141] respectively, on the basis of their experimental data.

b1(x) =
B0

1 +B1x
(5.18)

b2(x) =
B0

1 +B1x2
(5.19)

where, B0 and B1 are constants.

Both equations fit the data curves very well, with negligibly small differences

between them6, as shown in figure 5.5. The obtained bowing parameters are found

to decrease as In composition increases, as shown in the inset of figure 5.5. The

obtained values of b1(x) range from about 2.24 eV to ∼ 1.43 eV for wurtzite, from

∼ 2.12 eV to ∼1.38 eV for zincblende respectively, while the bowing parameter

6The root mean square value in the wurtzite case found to be 2.61×10−3 for b1(x) and
3.82×10−3 for b2(x). For the zincblende the root mean square values are 1.93×10−3 for b1(x)
and 4.75×10−3 for b2(x).
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b2(x) is found to range from∼1.98 eV to∼1.28 eV for wurtzite, and from∼ 1.88 eV

to ∼ 1.25 eV for zincblende.

The variation of lattice constant for the zincblende and wurtzite InxGa1−xN alloys

with indium composition are shown in figure 5.6 for the 16 atom unit cell case,

the values of the constant c for wurtzite are found to be 5.233 Å and 5.786 Å
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Figure 5.6: The variation of lattice constant (a) for zincblende and wurtzite
InxGa1−xN alloy with composition (x),(b) the SRS average compared to other

calculations (aRef [136],bRef [142],cRef [24],dRef [143]).
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for GaN and InN respectively, with nearly linear variation between the ends of

the composition range (b = −0.013 Å). The obtained a-plane lattice constants are

3.191 Å and 3.544 Å for GaN and InN respectively, with a small bowing, where the

obtained value of b is 0.02 Å (here the bowing parameters for lattice constants are

calculated by fit the data by using Vegard’s law equation 4.1). For the zincblende

case the values of a0 found to be 4.521 Å and 5.012 Å for GaN and InN respectively,

again with a nearly linear variation with respect to x (the bowing parameter value

is somewhat larger than the wurtzite case being b = 0.04 Å). Figure 5.6-b shows

the lattice constants compared to other calculated data from the literature, the

variation in behaviour with x is found to be similar compared to these references,

but their values at x = 0 and x = 1 are smaller than the present values, leading

to the figures showing nearly parallel lines.

Figure 5.7, shows the variation of band gap energy (a) and c lattice constant

(b) for InxGa1−xN grown pseudomorphically on a GaN [0001] substrate. This

calculation is performed by fixing the c-plane lattice constants at the values of

the GaN substrate, but allow relaxation along the c direction. The energy gap

results for InxGa1−xN shown that the values obtained for strained alloys are less

than that of the unstrained material. This likely due to the increasing c lattice

parameter (see Fig. 5.8). The energy gaps results for strained material are in

a good agreement with calculated and experimental band gaps from literature,

Refs. [144] and [145] respectively. On the other hand the lattice parameters c for

strained alloy found to be larger than that for unstrained alloy, where the strained

c lattice constant for pure InN is about 9.20 % larger than c-InN for fully relaxed
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material. This behaviour agrees with experimental values from Ref. [146] and with

values calculated by using equation 5.20;

cst =

(
−Da−DaInGaN + aInGaN

aInGaN

)
cInGaN (5.20)

where, aInGaN and cInGaN are the lattice constants of the unstrained alloy, a is

substrate a lattice constant and D is Poisson’s ratio, which is calculated as a

function of elastic constants as [145] (D = 2C13/C33).

This expression is derived by using Vegard’s law, see Ref. [145] for details. Here it

is used to confirm that the increasing in c lattice parameter is a correct behaviour

in these strained alloys. As with the unstrained alloy case, the values of the c

lattice constants are overestimated in this work about 0.95 % at x = 0 and about

0.80 % at x = 0.2 compared to Ref [146].
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Figure 5.7: The variation of (a) band gap energy and (b) the c lattice constant
for wurtzite 16 atom cells of InxGa1−xN alloy on a GaN substrate with In
composition (x), SRS results compared to literature values from aRef [144],
bRef [145] and cRef [146] (where SRS-Eq. is the strict-regular solution model
for the data obtained by using equation 5.20 and SRS is strict-regular solution

model for c lattice constant obtained in this work).
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Figure 5.8: The effect of increasing the c lattice constant on the energy gap
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5.4 Effective Masses

Figure 5.9 shows the effective mass for ZB InxGa1−xN along the directions Γ-X,

Γ-M and Γ-L. The SRS model (fig 5.9-a.) shows big fluctuations, especially for

the light and heavy hole masses for all directions, due to some unusual values of

effective masses for specific clusters within the expansion (and also the random

nature of the resulting alloy, see below for discussion). This is due to superlattice

effects, where unlike the bulk InN and GaN, some superlattice structures show

strong difference between the band structures along the Γ-[010], Γ-[100] and Γ-

[001] directions, as shown in Fig 5.11. When comparing with other structure

of the same composition (Fig 5.11-b) it is clear that the curves in case (b) are

exactly the same along these three directions. Figure 5.9-b shows the GQCA at

low temperature (T 5 103 K), where use of the GQCA model leads material which

approaches the MDM limit (the average of a linear mixture of composition), but

at high temperatures GQCA approaches the SRS limit.

Around x= 0.5 composition there is strong effect from disorder on the effective

masses. At low temperature, as discussed by Popescu and Zunger [147], the valence



Chapter 5. Cluster Expansion Methods (CEM) 99

0

0 .1

0 .2

0 .3

0 .4

0 .5

0 .6

0 .7

0 .8

0 .9

0 0 .2 0 .4 0 .6 0 .8 1

m
/m

0

composition (x)

mso mlh mhh me
[100]

0

0 .1

0 .2

0 .3

0 .4

0 .5

0 .6

0 .7

0 .8

0 .9

0 0 .2 0 .4 0 .6 0 .8 1

m
/m

0

composition (x)

mso mlh mhh me

[100]

0

0 .0 5

0 .1

0 .1 5

0 .2

0 .2 5

0 .3

0 0 .2 0 .4 0 .6 0 .8 1

m
/m

0

composition (x)

mso mlh mhh me

[110]

0

0 .0 5

0 .1

0 .1 5

0 .2

0 .2 5

0 .3

0 0 .2 0 .4 0 .6 0 .8 1
m

/m
0

composition (x)

mso mlh mhh me

[110]

0

0 .1

0 .2

0 .3

0 .4

0 .5

0 .6

0 0 .2 0 .4 0 .6 0 .8 1

m
/m

0

composition (x)

mso mlh mhh me

[111]

0

0 .1

0 .2

0 .3

0 .4

0 .5

0 .6

0 0 .2 0 .4 0 .6 0 .8 1

m
/m

0

composition (x)

mso mlh mhh me

[111]

(a) (b)

Figure 5.9: The variation of effective masses of electrons (me), heavy (mhh)
and light (mlh) holes and spin orbit split-off holes(mso) for InxGa1−xN alloy
along the [100], [110], and [111] directions in units of the free electron mass, m0,
calculated by using CEM in tow ensembles (a) SRS model and (b) GQCA (at

T = 103 K).

band structure of random zincblende alloy unit cells shows strong disruption of the

Bloch-like states. This would lead to a loss of the distinction (difference) between

the light and heavy hole bands particularly in the middle of the composition range

(since there are more structures contributing to the cluster expansion here). This

behaviour can be seen in Fig. 5.9-a. The composition dependence obtained by

using GQCA is found to be approximately linear, similar to the VCA, with a very
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small bowing range of about 10−3 m0 for most curves, except for heavy holes in

the Γ-L direction, where the bowing parameter value was found to be 0.0124 m0.
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Figure 5.10: The variation of electrons (me), heavy (mhh) and light
(mlh) holes and crystal field split-off hole (mch) effective masses for wurtzite
InxGa1−xN along the Γ-A, Γ-K and Γ-M directions in units of the free electron
mass, m0, calculated by using CEM, (a) SRS model and (b) GQCA (at T =

103 K).
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Figure 5.11: The uppermost valence bands of ZB In0.5Ga0.5N, shown along
chosen directions in the Brillouin zone: the Γ-[100], Γ-[101], Γ-[001] and Γ-[111]
for (a) a structure with asymmetry along the Γ-[100], Γ-[101], Γ-[001] and Γ-
[111] and (b) a structure with symmetry along the Γ-[100], Γ-[101], Γ-[001] and

Γ-[111] (The curves of the three directions are superposed on each other).

The wurtzite results are shown in Fig. 5.10, here the results obtained for wurtzite

effective masses are found to be the same along the directions the Γ-A, Γ-K and Γ-

M, but unlike bulk InN and GaN (see table 3.3), again as with the VCA case. In

general the SRS curves for wurtzite are more continuous and uniform, unlike the
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zincblende case, where the lh and hh masses are not linear, but all effective mass

values lie between those of InN and GaN. The effective mass variation obtained

by using GQCA is found to be linear between the InN and GaN values.

5.5 Density of State

Figure 5.12 shows the DOS of all of the different 16 atom InxGa1−xN unit cells. A

strong change is seen for different clusters of the same composition, especially in

the conduction band states. The width of the top valence band generally decreases

with In composition (Fig. 5.13), here the value obtained for ZB-InN is 5.88 eV,

about 3.10 % smaller than the VCA value from chapter 4, which in reasonable

agreement with the theoretical values of 6.042 eV from Ref. [125] and 6.0 eV for

self-interaction and relaxation corrected (SIRC) calculations from Ref. [132]. The

valence band width of ZB-GaN has a value of 7.22 eV, only about ∼ 0.70% larger

than the VCA value, which in a good agreement with 7.335 eV [125] and 7.1 eV for

SIRC [132] as shown in the previous chapter. For the wurtzite case, the obtained

value of the valence band width for GaN is 7.23 eV, ∼ 0.55% smaller than VCA

calculation, and close to literature values of 7.337 eV [133] and 7.331 eV [134].

The InN band width is 5.89 eV, ∼ 3.6% smaller than the VCA, and also close

to the 6.018 ± 0.095 eV and 5.735 ± 0.024 eV estimated from the DOS figures

(Fig.2) of Ref [20] and Fig.1 from Ref [135] respectively.
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Figure 5.12: The variation density of states for the minimal basis set used
in DFTB (see section 3.5) close to the Fermi level for for all clusters at each
composition, shown together for 16 atom InxGa1−xN unit cells of (a) zincblende
and (b) wurtzite. The forbidden band gap area labelled as grey colour. The
energy gap values shown underestimated values that’s due to broadening effect.
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Figure 5.13: The variation of valence band width for 16 atom InxGa1−xN
unit cells of (a) zincblende and (b) wurtzite, with individual cluster valence

band width also shown.
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5.6 Elastic Constants

Figure 5.14 shows the variation of elastic constant for zincblende and wurtzite

the values for GaN and InN (also shown in table 5.1) compared to VCA. These

results show there is no difference between these results in the GaN case, but

all the InN constants are smaller than the VCA results. The main difference

between VCA and CEM results is that the variation between InN and GaN shows

a noticeable dependence on x for some bowing parameters, where for wurtzite

bowing parameter C11 (bC11) is about +24.61 GPa for 0 < x 6 0.5, = −42.41 GPa

for 0.5 6 x < 1.0, bC12 =+7.95 GPa for 0 < x 6 0.2, −0.94 GPa 0.5 < x 6 1.0

(where the range for 0.2 6 x < 0.5 is difficult to fit), bC13 =+28.68 GPa for

0 < x 6 0.3 and +9.38 GPa for 0.3 6 x < 1.0 and there is no dependence on

x for bC33 , bC44 , bC66 , bB and the bowing parameters values found are +28.22,

−6.41, −14.61 and −13.27 GPa. In zincblende, the C11 elastic constant is well

represented by the same value of bowing parameter over the whole composition

range, where bC11= −33.68 GPa. But C12 strongly depends on x, where bC12 =

+55.41 GPa for 0 < x 6 0.4, +4 GPa for 0.4 6 x 6 0.6 and −8.75 GPa for

0.8 6 x < 1.0 (range between x=0.6 and x 0.8 is difficult to fit), C44 has negative

bowing for whole range but with different values where bC44 = −152.76 GPa for

0 < x 6 0.4 and = −33.40 GPa for 0.4 6 x < 1.0 and finally the bulk modulus

has two region in its bowing the b values approximately same (the difference is

≈1.4 GPa)but with different signs where bB = +26.62 GPa for 0 < x 6 0.5, =

−25.20 GPa for 0.5 6 x < 1.0.
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Figure 5.14: The variation of elastic constant for (a) zincblende and (b)
wurtzite InxGa1−xN alloy with composition (x) using the CEM and SRS models.

C11 C12 C13 C33 C44 C66 B
WZ-GaN
CEM 363 101 77 400 102 131 182
VCA 363 101 77 399 102 131 182

WZ-InN
CEM 310 102 74 341 68 104 162
VCA 335 109 79 371 74 113 175

Table 5.1: The Elastic constants and Bulk modulus (GPa) for wurtzite GaN
and InN calculated by CEM (SRS model) compared to VCA results.
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5.7 Summary

The variation of energy gap and bowing parameter, lattice constants, elastic con-

stant, bulk modulus and effective masses as a function of indium composition have

been studied for fully optimized structures for the full range of x, with the cluster

expansion method. This approach is a more physical method compared to VCA

used in the previous chapter, as it is based on expanding the alloy in series of

all atomic geometries for a given size unit cell. The total energies and the opti-

mised atomic geometries for 8, 16 and 32 atom cells (with 7, 22 and 995 unique

structures for wurtzite and 6, 16 and 990 unique structures for zincblende), the

energy gaps, the energy gap bowing parameters for all cases and the variation of

the effective masses, elastic constant, lattice constant and density of states were

obtained for the full range of indium composition. The effect of the finite size

of the simulation cells on the energy gap was investigated, showing clear evidence

that the use of 8 and 16 atom cells result in an increase of the energy gap by about

2.99 % and 1.62 % respectively compared to 32 atom unit cells for wurtzite, and

by 3.70 % and 1.62 % for zincblende respectively, at around x ≈ 0.4. Results for

material grown on InGaN and GaN substrates (i.e. lattice matched or compressive

pseudomorphic growth) have been studied for the 16-atom simulation cell case.

The Generalized Quasi-chemical Approximation (GQCA) and its limiting cases

of strict-regular solution model and Microscopic Decomposition Model have been

employed for the alloy statistics.

In general all results obtained are an acceptable match to literature, but the level
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of agreement varies from one parameter to another. The results obtained for ener-

gies gaps were in a good agreement with experimental results and in comparison to

other calculations from literature: the deviation for wurtzite is found to be about

1% and 4.7% smaler comared to experimental data [130] at x w 0 and x w 0.7

respectively, and about 2.4% larger and 0.7% smaler at x w 0 and x w 0.1 respec-

tively comared to experimental data [128]. The values obtained for the c lattice

constants are about 1.4 % and 0.93 % for InN and GaN respectively. However,

the effective masses for some specific local crystal structures have been found to

have strange values. The contributions from these structures are presumably the

mechanism underlying the loss of band-like character in the random InGaN alloys

proposed by Popescu and Zunger [147].



Chapter 6

Conclusions and Future work

6.1 Conclusions

In this thesis, the properties of InN, GaN and their alloy InGaN have been stud-

ied using the density functional based tight binding method, using a new set of

parameters for both InN and GaN, and by applying two different approaches to

investigate InGaN alloys, namely the virtual crystal approximation and the cluster

expansion method.

First, the properties of bulk InN and GaN have been calculated by using DFTB,

for bulk wurtzite and zincblende InN and GaN these include band gaps, equilib-

rium lattice constants, elastic constants, bulk moduli, effective masses and density

of states have been studied. Additionally, the variation of lattice constants and en-

ergy gaps with external pressure and the transition pressure between the wurtzite

and rocksalt crystal structures have been investigate for both InN and GaN. A

108
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good agreement has been obtained for these properties in comparision with previ-

ous experimental and also theoretical studies, with the exception of the value of

transition pressure between polytypes especially in the GaN case.

The properties of wurtzite and zincblende InGaN have also been explored by using

two different methods, the Virtual Crystal Approximation (VCA) and the Cluster

Expansion Method (CEM). For the VCA, the variation of energy gaps, bowing

parameter, lattice constants, elastic constant, bulk modulus and effective masses

with indium composition have been studied. The obtained results found to be

in acceptable agreement compared with the calculated and experimental results

from literature for this alloy especially for energy gaps. Suggesting that VCA with

charge self-consistency seems to be a good method to simulate the energy gaps in

this system.

The same properties as above have then been recalculated with CEM which is a

more physical method, based on expanding the alloy in series of all atomic ge-

ometries for a given size unit cell. The total energies and the optimised atomic

geometries for 8, 16 and 32 atom cells (with 7, 22 and 995 unique structures for

wurtzite and 6, 16 and 990 unique structures for zincblende), the energy gaps, the

energy gap bowing parameters for all cases and the variation of the effective masses,

elastic constant, lattice constant, density of states with indium composition. The

effect of the finite size of the simulation cells on energy gap was investigated,

showing clear evidence that 8 and 16 atom cell results increase the energy gap by

about 2.99 % and 1.62 % compared to 32 atom unit cells for wurtzite, and 3.70 %

and 1.62 % for zincblende respectively, at around x ≈ 0.4. Results for material
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grown on InGaN and GaN substrates (i.e. lattice matched or compressive pseu-

domorphic growth) have been studied for the 16-atom simulation cell case. The

generalized quasi-chemical approximation and its limiting cases of strict-regular

solution model and microscopic decomposition Model have been employed for the

alloy statistics.

In general all results obtained are an acceptable match to literature, but level

of agreement is varies from one parameter to another, where as e.g. the results

obtained for energies gaps were in a good agreement with experimental results

and compared to other calculation from literature while the values obtained for c

lattice constants are overestimated by about 1.4 % and 0.93 % for InN and GaN

respectively, also the effective masses for some specific local crystal structures have

been found to have strange values. The contributions from these structures are

presumably the mechanism underlying the loss of band-like character in the ran-

dom InGaN alloys proposed by Popescu and Zunger [147]. It is an open question,

whether their method could be extended beyond special quasirandom structures

(SQS), to investigate the (perhaps) more physical CEM methods.

6.2 Future work

There are many properties and applications of group-III nitrides and their alloys,

have been investigated. But, there are still many open questions in III-group

nitrides and their alloys. Here some possible paths, which can possibly inspire

new projects further research, starting from the results presented here;
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� Improve the parameter set, to amendment the value of c lattice constant

and the value of the transition pressure between polytypes especially in the

GaN case. In this case the fitting process should focusing on the transition

pressure and not just the energy gap and the lattice constant.

� Investigate the piezoelectric properties, which are important where the elec-

tric fields caused by strain in devices impact their operation, for example

the internal field breaks the symmetry of the quantum well, causing spa-

tial separation of the electron and hole wave functions and hence reduces

the electron-hole overlap function [148]. For this task one could start with

calculating the Born effective charges1. Then the piezoelectric tensor can

be calculated as the polarization derivative with respect to strain, when the

macroscopic field is kept vanishingly small [150], alternatively the piezoelec-

tric constants in semiconductors can be expressed in terms of the in plane

strain and the Born effective charges [151].

� Study the optical properties which are important for the optoelectronic de-

vices. For example what so called droop problem or the efficiency droop

in green light emitted diodes (LEDs), which occur in optoelectronic devices

based on III-nitrides material where the efficiency of the LEDs drops down

when the electric power input increases. Many loss mechanisms have been

suggested for this phenomenon [152]. For example the virtual crystal cal-

culation done by Delaney et al. [153] for finding out which mechanism is

1Born effective charges give the atomic force appearing in response to a first-order change in
the macroscopic electric field [149]
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responsible for Auger recombination, could be recalculated by using cluster

expansion methods which are more physical in nature.
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[122] R. R. Pelá, C. Caetano, M. Marques, L. G. Ferreira, J. Furthmüller, and

L. K. Teles. Appl. Phys. Lett., 98:151907, 2011.

[123] M. Moret, B. Gil, S. Ruffenach, O. Briot, Ch. Giesen, M. Heuken, S. Rush-

worth, T. Leese, and M. Succi. Journal of Crystal Growth, 311:2795, 2009.

[124] Y.-K. Kuo, B.-T. Liou, S.-H. Yen, and H.-Y. Chu. Optics Communications,

237:363, 2004.

[125] Y.-K. Kuo, H.-Y. Chu, S.-H. Yen, B.-T. Liou, and M.-L. Chen. Optics

Communications, 280:153, 2004.



Bibliography 125

[126] I. Gorczyca, N. E. Christensen, A. Svane, K. Laaksonen, and R. M. Niemi-

nen. Acta Physica Polonica A, 112:203, 2007.

[127] P. G. Moses and C. G. Van de Walle. Appl. Phys. Lett., 96:021908, 2010.

[128] D. G. Pacheco-Salazar, F. Leite, J. R. Cerdeira, E. A. Meneses, S. F. Li,

D. J. As, and K. Lischka. Semicond. Sci. Technol., 21:846, 2006.

[129] J. Wu, W. Walukiewicz, K. M. Yu, J. W. Ager III, E. E. Haller, H. Lu, and

W. J. Schaff. Appl. Phys. Lett., 80:4741, 2002.

[130] G. Franssen, I. Gorczyca, T. Suski, A. Kamińska, J. Pereiro, E. Muǹoz,
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[132] D. Vogel, P. Krüger, and J. Pollmann. Phys. Rev. B, 55:12836, 1987.

[133] B.-T. Liou, S.-H. Yen, and Y.-K. Kou. Appl. Phys., 81:1459, 2005.

[134] Y.-K. Kuo, W.-W. Lin, and J. Lin. Jpn. J. Appl. Phys., 40:3157, 2001.

[135] D. Bagayoko and L. Franklin. J. Appl. Phys., 97:123708, 2005.

[136] L. C. de Carvalho, A. Schleife, J. Furthmüller, and F. Bechstedt. Phys. Rev.

B, 85:115121, 2012.

[137] A. Sher and M. van Schifgaarde. Phys. Rev. B, 36:4279, 1987.



Bibliography 126
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