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Abstract

In the auroral regions of the Earth's magnetosphere particles are accelerated

downwards into an increasing magnetic field where conservation of the magnetic

moment, under the influence of magnetic compression, leads to the formation of a

horseshoe distribution in velocity space. This process is correlated with the emission

of Auroral Kilometric Radiation (AKR), predominantly polarised in the X-mode.

Satellites have observed radiation at a frequency ~300kHz, close to the local

cyclotron frequency corresponding to kilometre wavelengths. Powers of GW levels

have been recorded with efficiencies of radiation emission ~1% of the precipitated

electron kinetic energy. The radiation is emitted from the auroral density cavity (a

region of plasma depletion spanning ~9000km at ~1.5-3RE (Earth Radii) from the

Earth’s core) where the plasma density is ~1cm-3, corresponding to a plasma

frequency of ~9kHz. A cyclotron maser instability driven by the horseshoe

distribution in electron velocity space is thought to be the generation mechanism of

AKR. The scaled laboratory and numerical simulations presented in this thesis have

been devised to reproduce such an instability allowing detailed study of the radiation

conversion efficiency, polarisation and spectral content as a function of the electron

distribution in velocity space for comparison with the satellite observations in the

magnetosphere. 

Frequency measurements showed operation at 4.42GHz close to cut-off for the TE01

mode measured by antenna scans. For two cathode flux density settings of 0.01T and

0.02T, radiation powers of ~19kW and 35kW were obtained from electron beams of

12-34A respectively corresponding to efficiencies of 2% and 1.4%. These were close

to numerical predictions of 20kW and 50kW respectively. Analysis of the electron

distributions in velocity space was able to explain this variation of output power with

cathode flux density in terms of the population of high pitch angle electrons.

To more completely replicate the magnetospheric conditions, a Penning trap was

constructed and inserted into the interaction region of the experiment to generate a

background plasma. The discharge current and voltage were investigated as a function
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of the magnetic flux density, neutral pressure/density and discharge gas. A plasma

probe was used to measure the properties of the plasma. Measurements gave plasma

frequencies ~160-300MHz which correspond to  where ωce~5.21GHz, the

cyclotron frequency dictated by the decreased dimensions of the interaction

waveguide required by the Penning trap. An RF signal of 62.6kW was generated from

an electron beam of 70kV and 60A with an efficiency of emission of 1.5%. When the

plasma density was increased the amplitude of the microwave signals significantly

decreased and simultaneously their statistical reliability dramatically reduced. At the

maximum measured background plasma frequency of 300MHz and magnetic field

strength of 0.222T, the output signal amplitude was reduced by a factor of 18 and

generation of any microwave radiation was very sporadic. For an increased field of

0.229T, the microwave power decreased by a factor of 4 as the plasma frequency

increased from 0-300MHz.

ωce
ωp
-------- 30∼
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β propagation constant; 

βf field enhancement factor

c speed of light, 3x108ms-2

D electric flux density (C/m2)
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Vs potential difference across pre-sheath

v electron velocity, 

vA Alfven velocity
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Chapter 1  :  Introduction & Background

1.1   Background on Auroral Kilometric Radiation

Auroral Kilometric Radiation, (AKR), is found to occur in the polar regions of the

Earth's magnetosphere and has been observed by various satellites since ~1974. AKR

can be described as intense narrow band radio emission which occurs in short

duration bursts at frequencies of around 50-800kHz, [Mutel et al 2004]. The radiation

frequency observed by satellite measurements at any given altitude extends down to

the local electron cyclotron frequency and has a peak in emission intensity at around

300kHz. The wave propagation is in the X mode (polarised and propagating

perpendicular to the static magnetic field) and has been shown to have a peak power

~109W, and this corresponds to an estimated radiation efficiency ~1% of the

precipitated electron kinetic energy [Pritchett & Strangeway 1985, Gurnett 1974]. For

a naturally occurring process this efficiency is unusually high which implies that a

collective non-linear process is taking place and has therefore driven significant

research in this field to explain these findings, [Burinskaya & Rauch 2007, Bingham

et al 1999, 2004, Vorgul et al 2005]. In these polar regions of the magnetosphere there

exists an area of plasma depletion, the auroral density cavity (a region spanning

~9000km where the plasma frequency is less than the cyclotron frequency, ),

in which particles precipitating in the Earth’s magnetosphere are accelerated into the

increasing magnetic field at the Earth’s poles. This region is situated ~3200km above

the Earth’s surface, Figure 1.1. In the absence of collisions and given that the field

increases slowly compared to the electron oscillation period, the adiabatic

conservation of the magnetic moment comes into effect, increasing the pitch angle,

, of each electron. Since the electrons enter the Earth’s magnetic

dipole with a spread in velocity, those electrons with small components of velocity

perpendicular to the magnetic field lines undergo an increase in their rotational

velocity component on their descent towards the Earth’s atmosphere. By this process

the initially largely rectilinear beam of electrons is transformed into a horseshoe

velocity distribution function where in the inner boundary, . The horseshoe

distribution has been shown to be unstable to a cyclotron resonance maser type

ωce
ωp
-------- 30∼

θ
v⊥

vz
------⎝ ⎠

⎛ ⎞atan=

f∂
v⊥∂

--------- 0>
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interaction, [Bingham and Cairns 2000, 2002], and it has been proposed that this may

be the mechanism required to explain the production of AKR in these regions of

space, [Benson 1985, Delory et al 1998, Ergun et al 1998, 2000]. 

The Earth is not the only planet in the solar system to produce non-thermal planetary

radio emissions due to cyclotron maser radiation. There has been significant interest

around other magnetized planets showing signs of similar dynamics in polar regions -

Jupiter, Saturn, Uranus and Neptune - as well as one of Jupiter's moons, Io, [Ergun et

al 2000, Pritchett et al 2002, Zarka et al 2001]. Studies have also suggested that the

cyclotron maser instability may be responsible for microwave emission (~GHz

Figure 1.1: Illustration of the terrestrial auroral process
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frequencies) from stellar objects such as UV Ceti, [Bingham et al 2001] and CU

Virginis [Kellett et al 2007]. 

1.2   Satellite Observations and Measurements

Various satellites have been constructed with progressively refined instrumentation

over the years allowing data to be collected about the AKR region and the radio

emissions of the Earth (closest source for research). Different satellites have provided

different viewpoints of the source region, i.e. some cross directly within the source

region whilst others pass round about taking measurements from a distance. As

satellite technology has developed, the precision and sophistication of measurements

has increased.

          1.2.1 Satellite Timeline

1965-1974 - Electron-2 satellite, [Benediktov et al 1965] first recorded AKR as

intense non-thermal natural emission from the Earth with powers of 107-109W

[Gurnett 1974].

1970 - First widely documented observation of AKR was reported as “High-pass

noise” in VLF radio data collected by the OGO-1 satellite, [Dunckel et al 1970].

1974-1985 - The extent of the auroral density cavity (the AKR source region) was

first mapped by Calvert [Calvert 1981]. Density measurements were extrapolated

from wave data collected by the University of Iowa “Hawkeye” satellite. Data from

Hawkeye showed the density of plasma within the auroral density cavity to be less

than 1cm-3 from 1.8-3RE, (Earth radii ~ 6400km), [Calvert 1981]. This value of

electron density corresponds to a plasma frequency of ~9kHz, [Gurnett 1974, Gurnett

& Green 1978]. Hawkeye observed AKR signals whilst in Earth orbit situated at

20RE above the northern hemisphere [Benson & Calvert 1979] using a long dipole

antenna to take electric field measurements. Use of ray tracing calculations

demonstrated the dominance of the X-mode over the O-mode in AKR, [Green et al
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1977]. Evidence from Voyager also favoured the extraordinary wave mode and was

confirmed by ISIS 1 observations at the source. ISIS 1 [Benson and Calvert, 1979],

could simultaneously receive AKR signals and reveal the plasma density by sounder

echoes and resonances. It used an ionospheric sounder to sweep between 100kHz and

2MHz at around 3500km, [Benson 1985]. The satellite was positioned in the source

region and observed that the plasma in the AKR source region is quite low density

and suggests that the ratio of ωp to ωc has to be < 0.2 for the AKR generation,

[Calvert 1982]. ISIS-1 and Hawkeye complemented each other by making

observations at the lower and higher altitude portions of the AKR source region,

respectively.

1978-1982 - R-X mode polarisation first indicated in data collected by the Voyager 1

and 2 probes [Kaiser et al 1978]. As the two Voyager spacecraft were heading to

outer planets they reported the dominance of the X-mode over the O-mode by direct

polarization measurements. This method was also used by the satellite DE-1 which

confirmed the X-mode dominance, [Shawhan & Gurnett 1982].

1978-1993 - The Swedish satellite, Viking, conducted a very successful

magnetospheric research mission, carrying experimental equipment to measure

electric fields, magnetic fields, charged particles, waves, and auroral images and was

the first satellite to cross the central part of the AKR source region at ~1RE above the

auroral zone. Electron distributions within the auroral density cavity were measured

and AKR emission spectra recorded. The observations that were taken by Viking

substantially increased knowledge about AKR, [Roux et al, 1993]. Observed data led

to the suggestion that the energy source for AKR is a population of downward

accelerated electrons with a large perpendicular velocity produced by a combination

of parallel accelerating electric field and converging magnetic field lines and not a

loss cone as had been previously postulated. Both ring and horseshoe distribution

functions have been observed by this satellite, [Perraut et al 1990]. Plasma densities

inside the AKR source region were measured to be of the order 1cm-3, typically a

factor of 5-10 below that of surrounding regions, coinciding with data from

Hawkeye. R-X mode waves are a dominant feature in Viking RF observations but are
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usually accompanied by L-O mode waves at a factor of 10-100 lower amplitudes

[Gurnett and Green 1978, Kaiser et al 1978, Shawhan and Gurnett 1982, Benson

1985, Mellott et al 1986].

1998-1999 – The FAST (Fast Auroral SnapshoT) Explorer satellite mission observed

charged particle distributions and wave data from the AKR source region which,

compared to previous measurements, were greatly improved in frequency and time

resolution, [Delory et al 1998, Pritchett et al 1999]. It crossed Earth’s auroral zones

collecting high resolution data. It was designed to observe and measure the plasma

physics of the aurora at both of the poles of the Earth and with its orbit taking it into

the charged particle environment of the aurora it was able to observe and measure

properties such as electric and magnetic fields, plasma waves, thermal plasma density

and temperature [Strangeway et al 1998]. To measure the AKR spectra it used a

plasma wave tracker instrument. Electron distribution contour plots were obtained in

this source region [Delory et al 1998]. Results from previous satellite missions by

Freja and Viking informed the design of the enhanced instruments onboard FAST.

The instruments allow for measurement of wavelength, phase velocity and AC and

DC magnetic fields, [Carlson et al 1998].

2000 – The Cluster 2 mission consists of four identical satellites which fly in

formation to study the interaction between the solar wind and the Earth's

magnetosphere in three dimensions. Charged particle and electromagnetic field

measurements are recorded from outside the AKR source region. Each of the four

satellites carries a suite of eleven instruments that measure electric and magnetic

fields, electrons, protons and ions and plasma waves. It can measure the time

variation of transient particle flows in the auroral zone. At the time of writing this

thesis, the Cluster orbit is now taking the four satellites into the regions of the auroral

density cavity and further enhancement of the collected data may soon be available.
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1.3   Original Theories of AKR

Due to correlation between the electron cyclotron frequency and the radio frequency,

it was postulated quite early that the mechanism behind AKR is that of the cyclotron

maser instability [Chu 2004, Sprangle & Drobot 1977, Twiss 1985]. Given a suitable

magnetic field configuration and exploiting the conservation of the magnetic moment,

an electron population forms with a high rotational component of kinetic energy.

There comes a point, as the magnetic flux density is continually increased, where in

order to conserve its magnetic moment all of an individual electrons kinetic energy

must be transformed into rotational energy. This causes the electrons descent towards

the Earth’s surface to cease and starts to reverse its journey back up along the

magnetic field lines due to mirroring. The component of the electrons which does not

mirror before reaching the Earth’s atmosphere is said to be in the ‘loss cone’. In a

theory proposed back in 1979 by Wu and Lee, [and again by Melrose and Dulk 1982],

AKR was caused by an instability in the positive gradient in the v⊥ electron density

distribution profile of the magnetically mirrored auroral electron flux, [Wu & Lee

1979, Ungstrup et al 1990], the ‘loss cone model’. This process directly generates the

X mode. Later a study of the observations and data collected by Viking suggested the

need for an alternative theory. It was proposed that whilst the free energy for the AKR

wave growth came from electron distributions which had , that the loss cone

model was insufficient to explain the observed AKR power levels, [Louarn et al

1990]. The loss cone theory has therefore been challenged by others, proposing that

the instability is indeed driven by a positive gradient in the v⊥ profile but of the

earthward accelerated auroral electron flux. Bingham and Cairns proposed that the X

mode growth was driven by the horseshoe shaped velocity distribution in the

earthward accelerated auroral electron flux, and this theory appears to offer a better

explanation for the frequencies and efficiencies of AKR that are observed. [Vorgul et

al 2004, Bingham and Cairns 2000, 2002]

1.4   Group History at Strathclyde

The Atoms Beams and Plasma (ABP) group at Strathclyde is involved in diverse

research projects in the field of beam-wave interactions and free electron physics,

f∂
v⊥∂

--------- 0>



8

including experimental programmes, numerical simulations and cathode & beam

formation physics. These include the AKR (auroral kilometric radiation simulation)

experiment, gyrotron amplifier and oscillator projects and 2D Bragg free electron

maser experiments. The research carried out in the group focuses on two radiation

FEM processes; Cherenkov and bremsstrahlung. The work conducted at Strathclyde

is of interest to applications in industry due to the high efficiency of electromagnetic

radiation that can be produced. Megawatt level radiation at frequencies of 1-100GHz

has been achieved by investigations of the CRM instability, FEL’s, gyrotrons [Cross et

al 1995] and dielectric [Yin et al 1999] & corrugation loaded waveguides. In 1996, the

group demonstrated a saturated FEL oscillator [Ginzburg et al 1996] leading to

further research into the physics of high gain FEL amplifiers. The CARM (Cyclotron

Auto Resonance Maser) instability experiments [Cooke et al 1996] were the first

observations of the CARM at the second harmonic and the group were also the first to

document results on a new type of broadband gyrotron amplifier [Denisov et al 1998,

Bratman et al 2000] with high output power and efficiency.

In the field of cathode and beam formation physics, Strathclyde were the first to

document the use of both cold field enhanced emission [Garven et al 1996] and

pseudospark discharges [Yin et al 1999], in high power microwave devices. The

emission of electrons from velvet surfaces in Pierce configurations [Cooke et al 1996,

Denisov et al 1998] and explosive electron emission in coaxial diodes [Ronald 1996,

Ronald et al 1998], was also investigated.

The group has collaborated with different companies and universities on some of the

aforementioned work ranging from the researchers in the mathematics department at

the University of St. Andrews to researchers at the Institute of Applied Physics in

Nizhny Novgorod, Russia, and staff members of e2v and TMD technologies. It is due

to the strong background in electron beam and especially cyclotron instabilities that

led onto the group becoming involved in the laboratory simulation of magnetosphere

cyclotron radiation.
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1.5   Initial AKR Work at Strathclyde

The ABP group at Strathclyde became involved in the study of AKR from an

experimental point of view in collaboration with the University of St. Andrews

(undertaking the theoretical investigation) and with scientists from the Rutherford

Appleton laboratory who were able to supply astrophysical data. It was realised that

satellite data provided an essential benchmark but that to be able to replicate the

‘system’ of AKR emission in a controlled laboratory experiment to provide data to

compare to the natural phenomena, would substantially enhance the understanding of

the mechanisms.

A laboratory experiment was constructed to reproduce major features of the natural

phenomena. The experiment had to be scaled to laboratory dimensions as kilometre

band radiation was obviously too large to accommodate. Therefore the length of the

experimental apparatus in total was shortened in scale to ~1-2m from the ~9000km of

the interaction region in the magnetosphere whilst the resonant frequency was scaled

to the GHz range by increasing the magnetic flux density corresponding to centimetre

wavelengths, as opposed to the 10’s-100’s kHz frequencies of the natural process. The

apparatus offered complete control of the parameters controlling the instability which

meant that direct comparisons of the electron distribution function and instability

efficiency could be performed. This led to accurate measurements of powers and

frequencies as functions of beam parameters and compression ratios which could then

be compared to the theoretical predictions and astrophysical data.

Initial work focused on the characterisation of the electron beam as it traversed

through the system whilst experiencing an increasing magnetic field. Due to the

specifications of the resonance and operating mode, the magnetic field plateau in this

case was 0.48T, resonant frequency 11.7GHz and coupling to the TE03 mode. At this

resonance the apparatus is highly overmoded with λ<< than the smallest experimental

dimension, this made mode differentiation analysis more difficult than say for a single

mode resonance. The reason for persevering at these settings was the relatively close
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representation it gave of the magnetospheric conditions. [Speirs et al 2005, Cairns et

al 2005]

1.6   Present AKR Research Program

The present work has focused on more detailed beam characterisation to enhance the

understanding of the impact of the electron distribution on the microwave radiation.

One of the key aims of this work is to investigate whether there is enough free energy

in the AKR emission process to account for the efficiency of radiation emission ~1-

2%, as is measured in the magnetosphere. This work was compared with that

previously documented by Speirs [Speirs et al 2005, 2008] in the initial work. The

present research started by lowering the resonance frequency to 4.42GHz enabled by

coupling to the TE01 mode. This was achieved whilst operating with a plateau

magnetic field of 0.18T. The advantage of this modification was that it gave an excess

of ‘spare’ magnetic field with which to further map the electron distribution.

Results demonstrating and characterising the excitation of the TE01 mode at 4.42GHz,

will be presented. This will include electron beam characterisation as it traverses

through the interaction waveguide, measurements of the radiation mode structure,

polarisation and propagation properties, radiation power and spectral content. These

results are discussed and analysed in light of the mapping of the distribution function

in velocity phase space. Detailed comparison of the impact of the electron number

density in velocity space on the conversion efficiency from electron kinetic to wave

field energy is presented.

To aid in the design of the experiment and enhance insight into the internal dynamics,

a computer PiC programme KARAT was exploited to enable numerical simulations of

the experiment. This meant that as well as comparing results in the laboratory to

theoretical predictions and geophysical measurements, a comparison to numerical

simulation could also be undertaken.



11

Further experiments were carried out to improve comparisons to the magnetospheric

conditions by introducing a background plasma. This was the second key objective of

this investigation; to study the effect that the addition of a background plasma had on

the generated microwave radiation. This was achieved by design and construction of a

‘Penning type’ trap which was inserted into the interaction region of the experiment.

IV characteristics of the discharge were investigated as a function of the background

gas type and pressure to find stable operating regimes. With the insertion of a plasma

probe the plasma characteristics were measured including electron temperature, Te,

electron number density, ne and therefore the electron plasma frequency, ωpe. The

plasma frequency could be controlled by variation of the discharge current (0.8mA-

2.5mA) and this allowed the impact of the plasma density (in the range 3.2x1014m-3

to1.1x1015m-3) on the radiation emission to be investigated, in the limit

. Results investigating the impact of the plasma frequency on the

radiation emitted for resonance with the TE01 mode at 5.21GHz will be presented,

detailing the optimum magnetic field setting, the statistical nature of the generation of

microwaves and the efficiency of the radiation emission.

ω ce
ω p
--------- 10 30–∼
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Chapter 2 : Theory
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Chapter 2  :  Theory

2.1   Introduction

This chapter will describe fundamental physical processes important in understanding

the auroral radiation emission behaviour and the experiment which was created to

reproduce this effect. The sections that make up this chapter shall discuss plasma and

electron beam properties, plasma probes, the CRM instability, electron emission

processes and microwave waveguide and resonator theory.

2.2   CRM Instability

The CRM [Twiss 1985, Chu 1978, 2004, Chu & Lin 1988] (Cyclotron Resonance

Maser) instability arises between an electron beam gyrating in an external magnetic

field and an electromagnetic wave. It is the most widely applied mechanism for

cyclotron energy extraction, used in the gyrotron [Nusinovich 2004, Petelin 1993,

1999, Flyagin et al 1977, Granatstein & Alexeff 1987], and requires that the electron

beam gyro-frequency be slightly lower than that of the microwave frequency by a few

percent. The CRM instability involves an interaction between the AC field

components of an electromagnetic wave with a gyrating electron beam leading to

electron bunching which produces a suitable state for energy transfer with the RF

field, see Figure 2.1. In the CRM instability bunching occurs azimuthally and is of a

relativistic nature due to the energy dependant electron cyclotron frequency,

[Sprangle & Drobot 1977, Sprangle et al 1977], shown in Equation 2.2.1.
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.

Equation 2.2.1

ωce angular electron cyclotron frequency

e electron charge

B magnetic flux density

γ relativistic factor

m0 rest mass of electron

A simple way of understanding the CRM mechanism is to think of a group of

electrons interacting with an electric field. Figure 2.1 depicts the physical principles

of how the cyclotron maser works with regards to the formation of electron bunching

[Granatstein & Alexeff 1987]. As is shown in a), the electrons start off uniformly

distributed around a helical path unaffected by any interaction with the RF field at this

point. The electrons co-rotate with the transverse electric field of an electromagnetic

wave in the clockwise direction. The electrons will go around in an orbit at a constant

radius known as the Larmor radius, rL. This can be obtained starting with an

expression whereby the Lorentz force is equal to the centrifugal force, Equation 2.2.2:

Equation 2.2.2

Figure 2.1: CRM bunching process. Red Arrow-AC electric field, Blue Dots-electron orbit, Pink 
Arrow-direction of rotation
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v⊥ magnitude of perpendicular velocity component

rL Larmor radius

Bz magnetic field along z-axis

This can then be rearranged to give the expression for the Larmor radius:

Equation 2.2.3

The electron orbit circumference is given by 2πrL which is substituted into the

equation for the period, Equation 2.2.4, and leads to an expression for the relativistic

cyclotron frequency, ωce, as previously shown in Equation 2.2.1.

Equation 2.2.4

In these equations, γ is the Lorentz-Fitzgerald factor and is represented by Equation

2.2.5. 

Equation 2.2.5

c speed of light, 3x108ms-2

V accelerating voltage

v electron velocity, 

As the electrons travel around their helical trajectory they interact with the transverse

(to their drift motion) components of the electromagnetic wave which leads to those

electrons on the left of the red arrow in Figure 2.1 being subject to deceleration whilst

those on the right of the red arrow are subject to acceleration, Figure 2.1b). As the

electrons exchange energy with the transverse electric field the modified relativistic

factor modulates their cyclotron frequency, Equation 2.2.1.

The electrons that are decelerated increase their cyclotron frequency due to their

decreasing energy and therefore are advanced in phase. Those that are accelerated are

conversely retarded in phase. Consequently, the electrons are then grouped together at

the position of the electric field phase in an azimuthal bunch, Figure 2.1b), and can

emit radiation coherently once they are in a suitable phase to allow for net energy

rL
γm0v⊥

eBz
----------------=

Period
2πrL

v⊥
-----------

2πγm0
eBz
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γ 1 eV
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------------+ 1 v2
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transfer with the RF field. In order for energy transfer to occur between the beam and

wave it is required that  is finite, i.e. non-zero, where E is the electric field. At

the resonant bunch formation position the bunch does not satisfy this. However, if the

wave frequency is a little higher than ωce then the bunch forms on the left side, Figure

2.1c), and is in decelerating phase. The difference in the frequencies is called the

detuning.

Equation 2.2.6

Equation 2.2.7

Where:

ωw frequency of the wave

ωD Doppler shifted frequency

S harmonic number

kz axial wave vector

vz axial velocity component

The Doppler effect has to be accounted for when the resonance condition is being

calculated, and is given by Equation 2.2.6. The resonant frequency can be

approximated with this equation and the requirement for energy extraction is shown

in Equation 2.2.7. If the detuning becomes too large, more than a few percent, then the

resonance condition is not strong enough to modulate the beam. Saturation occurs

when the Doppler shifted frequency exceeds that of the wave.

When a high spread in velocity or energy is present, a different approach must be

taken in order to describe the instability mathematically. One must use a kinetic

approach to the interaction between the electron beam and the electromagnetic fields,

based on the Vlasov equation. This work is being undertaken at the Rutherford

Appleton Laboratory (RAL) and St. Andrews University. In this project mathematical

PiC methods are used in order to investigate the instability numerically and these will

be discussed in Chapter 4.

v E⋅

ω D Sω ce kzvz+=

ω w ω D≥
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2.3   Waveguide Theory

In this experiment both rectangular and cylindrical waveguides were used in the AKR

apparatus and it is therefore necessary to have an understanding of waveguide theory.

This section explains electromagnetic (EM) propagation through waveguide as

described by Maxwell's equations which can then be applied to both rectangular and

circular waveguide as necessary.

          2.3.1 Electromagnetic Theory
To understand the way in which EM waves propagate through a waveguide, one must

refer back to Maxwell's Equations [Radmanesh 2001]. The fundamental versions of

these equations are shown below in Equations 2.3.1 to 2.3.4.

Maxwell's first two equations, shown in Equation 2.3.1 and 2.3.2, give Gauss' law for

E and B fields respectively. 

Equation 2.3.1

Equation 2.3.2

Maxwell's third equation represents Faraday’s Law.

Equation 2.3.3

Maxwell's fourth equation is an altered version of Ampere’s law.

Equation 2.3.4

Alongside the four fundamental Maxwell's equations there are also two constituent

equations as shown in Equation 2.3.5 and 2.3.6; 

Equation 2.3.5

Equation 2.3.6

These two equations, along with Equations 2.3.1 to 2.3.4 can be used together to give

the general propagation expressions for electric and magnetic waves, in this case

∇ E• ρ
ε
---=

∇ B• 0=

∇ E×
∂B
∂t
-------–=

∇ B× μJ εμ 
∂E
∂t
------+=

D εE=

B μH=
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assuming that there are no free charges or current, [Woan 2000]. See Equations 2.3.7

and 2.3.8 respectively.

Equation 2.3.7

Equation 2.3.8

D electric flux density, C/m2

ε0 permittivity of free space, F/m

E electric field strength, V/m

H magnetic field strength, A/m

J current density, A/m2

ρ charge density, C/m3

t time, s

μ permeability of free space, H/m

One has to consider boundary conditions when solving the above equations, [Collin

2001]. It is required that the tangential component of the electric field go to zero at the

walls of the metallic waveguide, as the walls will short any such field. Also, the

normal component of the magnetic field must be at zero at the walls, as current would

flow to negate such a field. It is because of these boundary conditions that TEM

(Transverse Electro-Magnetic) modes cannot propagate in hollow waveguide, only

TE (Transverse Electric) or TM (Transverse Magnetic).

          2.3.2 Rectangular Waveguide
                                •Dispersion

The plot below in Figure 2.2, is a dispersion diagram for any smooth waveguide and

shows the angular frequency ω asymptotically approaching the light line as kz

increases. Equation 2.3.9 shows the dispersion relation for any smooth waveguide

Equation 2.3.9

k⊥ perpendicular wave vector, associated with the required transverse

∇2E με
∂2E

∂t2
---------=

∇2B με
∂2B

∂t2
---------=

ωw c kz
2 k⊥

2+[ ]

1
2
---

=
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field variations imposed by the boundary conditions

The minimum frequency for a hollow waveguide is given by Equation 2.3.10:

Equation 2.3.10

ωco angular cut-off frequency

Where for rectangular waveguide:

Equation 2.3.11

m,n waveguide mode numbers

a,b waveguide dimensions

The bracketed terms are the wave variations for particular modes where m and n are

the number of half wave variations along dimensions a and b respectively.

Substituting Equation 2.3.11 into Equation 2.3.9 allows an alternative expression for

the dispersion ω of a rectangular waveguide to be written, shown in Equation 2.3.12.

Equation 2.3.12

Figure 2.2: Dispersion plot and representation of a mode inside rectangular waveguide

b

a
kz

Light Line

ω

ω co

ωco ck⊥=

k⊥
mπ
a

--------
2 nπ

b
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2
+

1
2
---

=

ω c kz
2 mπ

a
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2 nπ
b
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ω angular frequency

                                •Rectangular Waveguide Field Distribution Equations

The field distribution equations for rectangular waveguide are shown below in

Equations 2.3.13 to 2.3.16 and Equations 2.3.17 to 2.3.20 for TE and TM modes

respectively. Close to cut-off kz goes to zero as do the Hx and Hy terms for the TE

modes, whereas for the TM modes, it is the Ex and the Ey terms that go to zero at cut-

off.

Field distribution equations for TE mode:

Equation 2.3.13

Equation 2.3.14

Equation 2.3.15

Equation 2.3.16

Field distribution equations for TM mode:

Equation 2.3.17

Equation 2.3.18

Equation 2.3.19

Equation 2.3.20

These components can be found using Equations 2.3.21 and 2.3.22 shown below for

Ez and Hz which satisfy the appropriate boundary conditions stated earlier, and show

the allowed modes in rectangular waveguide.

Hx
jkz

kc
2

-------
∂Hz
∂x

---------×–=

Hy
jkz

kc
2

-------
∂Hz
∂y

---------×–=

Ex
jωμ

kc
2

---------
∂Hz
∂y

---------×–=

Ey
jωμ

kc
2

---------
∂Hz
∂x

---------×=

Hx
jωε

kc
2

---------
∂Ez
∂y
---------×=

Hy
jωε

kc
2

---------–
∂Ez
∂x
---------×=

Ex
jkz

kc
2

-------
∂Ez
∂x
---------×–=

Ey
jkz

kc
2

-------
∂Ez
∂y
---------×–=
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Equation 2.3.21

Equation 2.3.22

          2.3.3 Circular Waveguide
The waveguides used in the interaction region of the experiments were circular

waveguides of diameter 8.22cm and 7.02cm. Theory shows that the transverse field

distributions are given by Bessel roots and Bessel functions described below.

                                •Details of Wave Propagation in Circular Waveguide

To solve Maxwell’s equations and the wave equations in cylindrical coordinates the

Bessel roots (which arise as the cylindrical polar form of the transverse Laplacian)

must be used due to the cylindrical boundaries. Starting with the generalised wave

equation for circular waveguides it can be written that:

Equation 2.3.23

Where the transverse gradient operator is

Writing the transverse Laplacian in cylindrical polar coordinates gives Equation

2.3.24.

Equation 2.3.24

r radial coordinate

φ azimuthal coordinate

Where in this form of the expression, ψ is used to represent Ez and Hz for TM and TE

modes respectively. The solutions of Equation 2.3.24 have the form of Bessel

Functions.

Ez Bkz

mπx
a

-----------⎝ ⎠
⎛ ⎞ nπy

b
----------⎝ ⎠

⎛ ⎞sinsin=

Hz Akz

mπx
a

-----------⎝ ⎠
⎛ ⎞ nπy

b
----------⎝ ⎠

⎛ ⎞coscos=

∇t
2 μεω2 kz

2–+( )
E

H
0=

∇t
2 ∇2

z2

2

∂

∂–=

1
r
--- ∂

∂r
----- r ∂

∂r
-----⎝ ⎠

⎛ ⎞ 1
r2
---- ∂2

∂φ2
-------- μεω2 kz

2–+⋅+⋅ ψ 0=
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This then allows one to write the dispersion relation for cylindrical waveguide which

takes the same form as rectangular waveguide but the transverse structure is described

by Bessel functions and their roots, Equation 2.3.25;

Equation 2.3.25

μ' (first root of J0’(x)) Bessel root for specific mode of radiation,

3.832 for TE01

ar radius of circular waveguide

The cut-off frequency, fco, for a circular waveguide for TE modes, can be obtained in

the following way:

Equation 2.3.26

Substituting for k⊥ leads to Equation 2.3.27:

Equation 2.3.27

                                •Cylindrical Field Distribution Equations

By solving Equation 2.3.24 and applying the appropriate boundary conditions,

solutions in the form of the field distribution equations are obtained as given below.

TM modes: [Pozar 1998, Sander 1987]

Equation 2.3.28

Equation 2.3.29

Equation 2.3.30

Equation 2.3.31

kz
2 εμω2 μ′m,n

2

ar
2

------------–=

fco
ck⊥

2π
---------=

fco
cμ′m,n
2πar

---------------=

Er
jkz
kc
-------–⎝ ⎠

⎛ ⎞ A mφsin B mφcos+( )J′m kcr( )e
jkzz–

=

Eφ
jkzm

kc
2r

-----------–
⎝ ⎠
⎜ ⎟
⎛ ⎞

A mφcos B mφsin–( )Jm kcr( )e
jkzz–

=

Hr
jωεm
kc

2r
-------------- A mφcos B mφsin–( )Jm kcr( )e

jkzz–
=

Hφ
jωε
kc

---------–⎝ ⎠
⎛ ⎞ A mφsin B mφcos+( )J′m kcr( )e

jkzz–
=
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TE modes: [Pozar 1998, Sander 1987]

Equation 2.3.32

Equation 2.3.33

Equation 2.3.34

Equation 2.3.35

A and B arbitrary amplitude constants

k wavenumber

kc cut-off wavenumber; 

β propagation constant

Looking at the equations given for TE modes; when m is set to zero, Eρ and Hφ go to

zero leaving:

Equation 2.3.36

Equation 2.3.37

For the TM modes, at m equal to zero, Eφ and Hρ go to zero, leaving:

Equation 2.3.38

Equation 2.3.39

As can be seen in Equations 2.3.28 to 2.3.35, when at a near cut-off resonance

condition, hence kz tending to zero, only the axial component of the magnetic field

survives for the TE modes whereas it is the axial component of the electric field for

the TM modes. 
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          2.3.4 Choice of EM Modes for the AKR Experiment
In the auroral density cavity within the Earth's magnetosphere it has been postulated

that there is an effective boundary which occurs when the plasma frequency exceeds

the cyclotron frequency, causing the waves to 'reflect' back into the auroral density

cavity, thus creating a boundary much like one at a metal wall of a circular waveguide

[Burinskaya and Rauch 2007]. The radiation that occurs is observed to be polarised in

the X-mode, Figure 2.3, which is polarised and propagating perpendicular to the static

magnetic field and close to the cyclotron frequency. This implies a Doppler term of

effectively zero for the resonance which in turn allows for strong coupling between

the wave and the beam even in the case of large velocity spread, see Equation 2.2.6.

Referring to the cylindrical field distribution equations, Equations 2.3.28 to 2.3.35, it

is possible to conclude that near cut-off TE modes should be used in the laboratory

experiment to give the best approximation in terms of polarisation and propagation

properties to the X-mode.

The circular waveguide in the interaction region of the experiment ran parallel to the

direction of the static magnetic field and therefore the beam drift velocity. In order to

obtain a zero Doppler term as in the auroral case, one needs to have a zero kz term.

Figure 2.3: Dispersion diagrams for wave propagation, k⊥B and k//B, showing the X,O,R&L 
resonances
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Referring to Equations 2.3.28 to 2.3.31, for a TM wave, when kz=0, only the axial

electric field components are left which are polarised parallel to the static magnetic

field, like the O-mode. Looking at Equations 2.3.32 to 2.3.35, the TE mode with kz=0

retains the transverse electric components and these propagate and are polarised

perpendicular to the static magnetic field, similar to the X-mode. As this would give

the closest representation of the auroral situation, the TE modes are used in the

experiment, close to cut-off.

2.4   Electron Emission

          2.4.1 Electron Energy Distribution in a Solid
To fully understand the way in which electrons are distributed in materials one needs

to review Fermi-Dirac (FD) statistics, [Mandl 1988]. Since electrons are Fermions

their statistical behaviour is subject to the Pauli exclusion principle and therefore only

one particle can be in any one state.

The Fermi Dirac distribution is important in the process of electron emission from a

cathode as it governs how the electrons are distributed in energy within the material as

a function of the temperature. One can obtain the probability of an electron having a

certain energy, within a metal/solid, by taking the product of the FD distribution

function, Equation 2.4.1, with that of the density of states function, Equation 2.4.2. By

integrating the result from 0 to E (energy) one may determine the total number of

electrons with energy less than ‘E’. If these equations shown below are plotted, they

produce the traces shown in Figures 2.4 and 2.5 respectively.

Equation 2.4.1

Equation 2.4.2

    gives the number of electrons below an energy E.

F E( ) 1

1
E EF–
kBT

----------------exp+
----------------------------------------=

N E( ) 4π
2me

h2
----------

⎝ ⎠
⎜ ⎟
⎛ ⎞

3
2
---

E
1
2
---

=

N E( ) F E( )⋅ dE
0

E

∫
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kB Boltzmann constant, 1.38x10-23JK-1

h Planck’s constant, 6.626x10-34Js

me electron mass, 9.11x10-31kg

E energy

EF Fermi energy

T temperature

a)

b)

Figure 2.4: Fermi-Dirac function (where E-Ef is measured in Joules) at; a) T=300K, b) T=3200K
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At absolute zero, there is a Fermi energy EF which defines the energy of the topmost

occupied level. Fermions will fill up all the available energy states below this level

EF, with one particle in each state due to the Pauli exclusion principle. At higher

temperatures some of the Fermions will be elevated to levels above the Fermi level.

This results in a depopulation of energy states just below the Fermi energy. The

probability of an energy state being filled above EF increases with temperature but

decreases with energy, whilst below EF it decreases with temperature and increases

with energy. The probability of finding an electron in an energy state of EF is 0.5,

independent of the temperature. For low temperatures, those energy states

significantly below the Fermi energy have a probability of essentially one, and those

significantly above the Fermi energy essentially zero.

Figure 2.5: Density of states as a function of energy
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2.5   Cathodes

Cathodes are charged negative with respect to any other nearby electrodes. If some

part of the cathode emits electrons then these electrons will drift under the action of

the electric field. The geometry and constituency of such cathodes and emitters is

determined by the application requirements but certain ‘ideal’ characteristics for a

cathode may still be defined:

    •At the Space Charge Limit the cathode would freely emit electrons over a wide 

range of temperatures and applied fields

    •There would be no emission of extraneous material

    •Throughout all the heating cycles and particle bombardment, it would last forever 

and never need replacing

    •It would be able to tolerate a poor vacuum environment and various gasses during 

the vacuum cycling period

[Gilmour 1986]

The following short descriptions look briefly at various cathodes, their emission

mechanisms and certain restrictions that apply to the emission processes. One

restriction that applies to all cathodes emitting into a vacuum is that of the Space

Charge (SCL) or Child Langmuir Limit.

The space charge limit is the maximum limit of the electron emission current and

occurs when the electric field at the cathode surface goes to zero due to the formation

of an electron cloud. There is a link between the attainable diode current and the

anode voltage due to the potential gradient between the cathode and anode increasing

with the diode voltage, [Gilmour 1986]. Additional electrons may then leave the

cathode to increase the space charge density and keep the cathode surface electric

field at zero. 

Due to continuity there will be a greater number density of electrons at the cathode as

opposed to the anode. This is quantified by the relation between the number density of
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electrons and their drift velocity as shown in Equation 2.5.1. Whilst at the cathode, the

electrons have very little kinetic energy and so vc is small requiring nc to be large.

Electrons that have been accelerated towards the anode have their potential energy

turned into kinetic energy and so va is large, making na small to keep the balance.

Equation 2.5.1

The relation between the voltage and limiting current is known as the Child-Langmuir

law in a space charge limited diode and is shown below, for a parallel plane diode.

Equation 2.5.2

Equation 2.5.3

A area of the cathode

d distance between electrodes

I current

nc/na number density of electrons at the cathode/anode

η charge to mass ratio, e/m

P perveance

vc/va drift velocity of electrons at the cathode/anode

Other diode geometries, such as cylindrical and spherical, all obey Equation 2.5.2 but

the perveance expression will differ using appropriate parameters for the specific

geometry.

          2.5.1 Thermionic Cathodes
A thermionic cathode is one which exhibits the mechanism of thermionic emission

whereby the material is heated to induce electron emission. The Fermi Dirac function,

Equation 2.4.1, describing the distribution of electrons in a metal, influences the way

the electrons are emitted from the cathode surface.

encvc enava J= =

I PV
3
2
---

=

P 4
9
---

Aε0 2η( )
1
2
---

d2
------------------------=
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Thermionic emission current density increases with electron temperature and the

Schottky effect. As the temperature of the material is increased the number and

energy of electrons in the high-energy tail part of the distribution which have the

energy they require to surpass the surface potential barrier increases. The surface

potential barrier is given by Equation 2.5.4:

Equation 2.5.4

Δφ change in work function due to applied E field

φm work function of metal

φΒ height of the potential barrier

Only those electrons with sufficient energy and momentum to overcome the potential

barrier of the metal (the work function) will escape the solid. The rate at which

electrons in the material are able to leave the surface to fill the vacuum gap is

dependant on the temperature of the electrons and the work function of the solid.

Referring to what is known as the Richardson-Dushman equation, Equation 2.5.5

shows the resultant emission current density J where it can be seen that for high

emission to be obtained, one needs a low work function and high temperatures.

Equation 2.5.5

A0 Richardson’s constant, 1.20x106Am-2deg-2

Lowering the potential barrier, due to the applied electrostatic field across the

cathode, is known as the Schottky effect, [Gilmour 1986] and increases electron

emission. By changing the barrier height by a very small amount Δφ, one can obtain a

significant effect on the current, as it will exponentially increase the number of

electrons with sufficient escape energy (via the Fermi-Dirac distribution). 

Equation 2.5.5, [Llewellyn-Jones 1957], may be altered by taking into consideration

the lowering of the potential barrier and Δφ. Δφ is expressed in Equation 2.5.6 and

when substituted into the Richardson Dushman equation it gives Equation 2.5.7.

φB φm Δφ–( )=

J A0T2 eφm
kBT
----------–⎝ ⎠

⎛ ⎞exp=
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Equation 2.5.6

Equation 2.5.7

J0 Richardson-Dushman current density

n unit vector normal to cathode surface

          2.5.2 Field Enhanced Emission
The electron emission due to the tunnelling effect is a process where an electric field

is applied to the cathode, similar to the Schottky effect, but in this case the E-field is

much larger. The application of this electric field reduces the width of the potential

barrier at the surface of the cathode and the more the field is increased, the narrower

the barrier becomes, Figure 2.6, [Gilmour 1986].

Figure 2.6: Illustration of surface barrier penetration by electrons
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Consider the potential barriers illustrated in Figure 2.7. Electrons with energy above

position (i) can either emit over the top of the barrier by heating, or they may be

emitted by barrier tunnelling since they are only a little below the surface barrier

potential and therefore experience a weak decay of their wavefunction over a short

distance ‘d’ from the cathode. In contrast, electrons at position (ii) perceive a high,

wide barrier and therefore their wavefunction decays very rapidly and over a long

distance. However, as the electric field is increased the barrier shape reconfigures to

that at point (iii). Here many more electrons may be thermionically emitted but as the

barrier is now thin at the Fermi energy (where the electron distribution is much

higher), a finite chance of tunnelling arises. As both the number density of electrons

in the metal (exceeding a given energy) and the tunnelling probability increase rapidly

with the electric field strength this may quickly dominate the thermionic emission

giving way to the field emission regime. This process can be represented by what is

known as the Fowler-Nordheim equation, Equation 2.5.8, [Ronald 1996], depending

on the properties of the material. Experiments show that the onset of the dominant

field enhanced electron emission occurs at much lower E-fields than this formula

would predict. This is believed to be associated with field enhancement of

microscopic protrusions on the cathode surface.

Figure 2.7: Comparison of electron energies in a warm metal and surface barrier under varying 
electric field strengths
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Equation 2.5.8

AFN 1.54x10-6 AeV/V2

BFN 6.83x109 Vm-1eV-3/2

By careful analysis of the Fowler Nordheim equation and fitting the experimental

data, estimations of the effective emission areas and the field enhancement factors can

be obtained. This is achieved by plotting a logarithmic form of Equation 2.5.8 using

experimental measurements of diode current and voltage. By specifying the work

function φm, of the material, the field enhancement factor β, can be obtained from the

slope of a straight line (the gradient) and the emitting area, ‘a’, from the y intercept as

can be seen in [Mesyats and Proskurovsky 1989]. The geometries of the 'whiskers'

(tips of fibre material) determine the value of the field enhancement factor one can

achieve (the factor by which the local electric field at a discontinuity exceeds the field

for a smooth electrode). Typical values have bases ≤ 1μm that taper to radii ≤ 10's of

nanometers. These particular dimensions correspond to field enhancement factors ≥

100. The obtained values of β and ‘a’ allow the cathode to be characterised in greater

detail with regards to the microprotrusions on its surface. Modern microscopy

techniques allow correlation with such macroscopic measurements.

Under certain conditions this type of emission can affect or limit the operating voltage

of an electron gun as it may act as a precursor to breakdown [Kukreja 2005]. This can

lead to cases of breakdown within the gun as the field emission current flows through

a point on the cathode, causing it to heat up, melt and vaporize. This leads to

explosive emission discussed later. Breakdown can also occur when the anode is

heated which can happen due to electrons accelerating in the vacuum gap and

transferring energy to a section on the anode surface. Due to the immense heating that

can occur with field emission, this process is not usually used in thermionic cathodes

so as not to damage the thermionic emission surface.

J
AFN E 2 BFNφm

3
2
---

E
-------------------–exp

φm
-----------------------------------------------------=
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The different areas where SCL, temperature limit and field emission occur can be

seen in Figure 2.8, [Gilmour 1986].

          2.5.3 Hot Electron Model of Emission
The hot electron model was a physical interpretation of the non-metallic emission

process and was proposed by Latham and his co-workers [Latham, 1983]. This model

is an alternative theory to explain results based on the emissions from insulating

inclusions in the cathode surface. As such it represents an alternative description for

electron field emission.

In the hot electron model one may envisage an insulating microscopic inclusion on a

metallic surface. The applied electric field penetrates the inclusion and bends the

conduction and valence bands in the insulator. This induces Schottky barrier emission

from the metal conduction band to the insulator conduction band and accelerates these

electrons until they induce avalanche ionisation of the valence electrons which in turn

Figure 2.8: Ranges of different emission regimes
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move under the influence of the electric field. Ultimately these electrons are then able

to escape over the potential barrier by thermionic emission and have a new energy

value of a few eV below the Fermi level, i.e. the electric potential energy drops over

the dielectric. Electron holes in the valence band that are created within this region

drift towards the metal increasing the electric field by creating a positive space charge

region near the metal-dielectric interface. This sustains the emission from the metal

surface.

Referring to Equation 2.5.5, if the electron temperature is written as shown below and

substituted into the Richard Dushman equation, one obtains the expression in

Equation 2.5.9 which can be seen to be of the same form as the Fowler Nordheim

equation with regard to its dependence on the E-field, however it is based on an

entirely different theoretical model.

Equation 2.5.9

ae emitting area

εr relative permittivity

Δd thickness of dielectric inclusion

d distance between electrodes

          2.5.4 Vacuum Spark/Explosive Emission Cathodes
When a cold cathode is subject to a strong electric field the electron field emission

process increases rapidly giving small regions (the field enhanced regions) a very

high current density causing explosive vaporisation of the cathode material, hence the

name explosive-electron-emission (EEE) cathode. Such cathodes are used in pulsed

systems to generate a high voltage, short duration electron beam. The vapour cloud

formed in the explosive emission process is initially uncharged. Strong bombardment

by electrons from the underlying and very hot metallic substrate ionises this very

Te
2eΔd

3kBεrd
-----------------⎝ ⎠

⎛ ⎞ V=

I A0ae
2eΔd

3kBεrd
-----------------⎝ ⎠

⎛ ⎞ 2
V2 φ–

2Δd
3εrd
-----------⎝ ⎠

⎛ ⎞ V
---------------------

⎝ ⎠
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎛ ⎞

exp=
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dense material forming a cathode flare plasma. This plasma can be thought of as a

highly conductive plasma ball and expands into the vacuum at around 1-10cm/μs

whilst freely emitting electrons into the vacuum. The cathode temperature is sustained

by ion bombardment whilst the pressure of the plasma cloud on the liquid surface

forms new ‘enhanced’ emission sites. Due to this expansion of the CF (cathode flare)

plasma the cathode-anode gap will ultimately be shorted when it reaches the grounded

electrode forming a vacuum arc discharge. The expansion of the plasma can be

measured and is described by the plasma expansion velocity, vpl. This is achieved by

measuring the electrode separation, d, and the time taken for a complete collapse of

the acceleration potential, tcol and using Equation 2.5.10:

Equation 2.5.10

The rate at which the plasma flare expands is not strongly affected by the electric field

strength, but depends strongly on the properties of the cathode material such as the

conductivity, resistivity and density. Equation 2.5.11 shows the specific energy (per

unit mass) that is required to cause the solid to vaporise (which is of the form J2κ), the

density, and the time required for vaporisation to occur, td. 

Equation 2.5.11

Εc specific energy

κ resistivity

ρm mass density

These factors have to be taken into account when predicting the velocity rate of the

plasma expansion, the formula for which can be seen in Equation 2.5.12, which shows

how it depends on the adiabatic parameter γsp and specific energy.

Equation 2.5.12

Where;

Equation 2.5.13

vpl
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⎛ ⎞
1
2
---

v∞= =

v∞ 2Ec( )
1
2
---

=
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vmax maximum velocity

γsp ratio of specific heats; Cp/Cv

This type of cathode is important in high peak power pulsed applications. They do not

require heater devices for electron emission but are subject to disadvantages such as

high emittance and non-uniform emission [Shiffler et al 2002]. Applications for use of

explosive emission cathodes include intense X-ray sources, microwave experiments

(as in this thesis) and in general, when the need arises for a very high current electron

beam.

In the AKR simulation experiment the explosive emission cathode used [Mesyats and

Proskurovsky 1989] had a velvet emitter [Miller 1998] used to induce plasma

formation by field emission from the tips of the fibres. Velvet has a plasma expansion

velocity of ~2x106cm/s. Other materials include Tungsten 2-2.5 x 106cm/s,

Aluminium 2.4 x 106cm/s, Copper 2.4 x 106cm/s, etc., all rough values [Mesyats and

Proskurovsky 1989]. The expanding outer limit of the plasma cloud is, in effect, the

new emission surface as it grows and emits more electrons, therefore, the expansion

velocity at the front of the flare is extremely important. Reduction of the flare

velocity, by minimising Ec, allows for closer gap spacing and potentially a lower

operating voltage for the electron gun.

2.6   Plasma Theory

          2.6.1 Introduction
Plasma is often referred to as the fourth state of matter existing at an energy state

exceeding solid, liquid and gas. It is an electrically energised and active matter in a

gaseous state and in general consists of three components.

1. Electrically neutral gas molecules

2. Charged particles in the form of positive ions, negative ions and electrons

3. Quanta of electromagnetic radiation (photons) permeating the plasma-filled space

[von Engel 1983, 1994]



38

It is the most common form of matter, making up approximately 99% of the visible

universe. There are two important conditions that must be satisfied when defining the

plasma state:

i) Its extent must be considerably larger than a single Debye length, λD. i.e. it needs to

be larger than the sphere of influence of a single charged particle.

ii) It must have charge neutrality i.e. ne ≈ ni

ne/ni number density of electrons/ions

Plasma is formed when a material is subjected to sufficient energy to form and sustain

ionisation. The plasma is generally characterised by its plasma density and a measure

of the energy of the charged particles, usually given in terms of temperature.

Generally ne and ni of a low temperature plasma are equal quantities, however, in

such plasmas the degree of ionisation may be small, < 1 in 104 and so neutral gas, no,

predominates. Non-thermal plasmas operate at low gas pressures typically

~ a few → 100's mTorr, with electron temperatures ~ 104 → 105 K, with ion and

neutral temperatures at around background ‘room’ temperature. Generally in low

pressure plasmas: kTe>>kTi and kTi ≈ kTo

          2.6.2 Plasma Characteristics
The expression for the electron plasma frequency is given below in Equation 2.6.1,

with the complementing ion plasma frequency given in Equation 2.6.2, and as is

clearly seen, the expressions are identical except for the differing variables

corresponding to electron or ion species. The assumption made here is that there are

only singly ionised ions.

Equation 2.6.1ωpe
nee2

ε0me
------------

⎝ ⎠
⎜ ⎟
⎛ ⎞

1
2
---

=
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Equation 2.6.2

ωpi/ωpe angular ion/electron plasma frequency

mi/me mass of ions/electrons (9.11x10-31kg)

The electron cyclotron frequency is shown, as stated earlier in Equation 2.2.1, and

similarly the ion cyclotron frequency, very much lower than the electron case. For

most plasma the value of γ is usually ~1 and can be dismissed from the equations

below, however, it is included here for completeness.

The corresponding Larmor radii, previously stated in Equation 2.2.3, for the electron

and ion species is expressed below.

esp charge of specific species, electron or ion

msp mass of specific species, electron or ion

The collision frequency, Equation 2.6.3, is the average rate at which inter-particle

collisions take place, assumed (for simplicity) to be between a mobile species and a

stationary one. The collisional cross section is shown in Equation 2.6.4 and the

collision time is in Equation 2.6.5. [Diver 2001]

Equation 2.6.3

fcs collision frequency of species

nn number density of stationary targets

σsc,s collision cross section of the species

mean speed of mobile species

ωpi
nie

2

ε0mi
-----------

⎝ ⎠
⎜ ⎟
⎛ ⎞

1
2
---

=

ωce
eB
γme
---------=

ωci
eB
γmi
--------=

rL
mspv⊥

espB
---------------=

fcs nnσsc,s Us〈 〉=

Us〈 〉
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Equation 2.6.4

σsc total collision cross section

I(v,θ) differential scattering cross section where in this case; v is the relative

speed of scattered particle compared with target, and θ is the angle

through which the particle is scattered by collision

Equation 2.6.5

τc collision time

mean speed of colliding particles

The mean free path in Equation 2.6.6 represents the average distance a particle moves

before successive collisions/interactions. [Diver 2001]

Equation 2.6.6

λmfp mean free path

The Debye length, λD, is the maximum extent to which a localised disruption in the

potential is observed. Beyond a Debye sphere, radius λD, the plasma remains

effectively neutral.

Equation 2.6.7

Equation 2.6.8

gp plasma parameter

It is necessary that neλD
3 >> 1, shown in Equation 2.6.8, as this implies that a large

number of electrons are present within the Debye sphere. This is necessary to reduce

σsc 2π I v θ,( )dθ

0

π

∫=

τc
1

nnσsc U〈 〉
-----------------------=

U〈 〉

λmfp nnσsc( ) 1–=

λD
ε0kBTe

nee2
-----------------

⎝ ⎠
⎜ ⎟
⎛ ⎞

1
2
---

=

gp
e2

ε0kBTeλD
------------------------- 1

neλD
3

------------ 1«= =
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the effect of a significant resultant force on any given particle due to ‘collisions’. This

is quantified in the plasma parameter shown in Equation 2.6.8.

2.7   Models for Describing Plasma Behaviour

          2.7.1 Single Particle (Orbital) Model
The single particle model uses the Lorentz force equation (Equation 2.7.1), along with

Newton’s 2nd Law and the equations of motion, allowing the particle trajectories to

be calculated whilst ignoring collective effects.

Equation 2.7.1

F Lorentz force

By solving these equations the orbit of a single charged particle in prescribed electric

and magnetic fields can be determined. It provides information on the plasma based

on the behaviour of individual electrons and ions. This model is useful in assessing

the impact of an applied magnetic field describing the Larmor radius and the

cyclotron frequency of the charged particles, Section 2.2. The time comes to use a

different model to describe plasma, such as the fluid and statistical descriptions,

whenever the charge distributions or current densities are significant. However, the

single particle model forms one part of the basis of PiC code simulation approaches

where the impact of the other charged particles is dynamically calculated into the field

components. The trapping of particles by an inhomogeneous magnetic field - the

mirror effect - is an example of the behaviour described using this model.

The invariance of the magnetic moment of a gyrating particle, Equation 2.7.2, is the

basis for one of the primary schemes for plasma confinement: the magnetic mirror.

Equation 2.7.2

μm vector magnetic dipole moment of an electron orbit

i current associated with the electron rotational orbit

r radius of electron orbit 

F e E v B×+( )=

μm πr2iẑ
γmv⊥

2

2B
--------------ẑ= =
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As a particle moves from a weak field region to a strong field region in the course of

its thermal motion, it sees an increasing B-field and therefore its v⊥ must increase in

order to keep μm constant. Since its total energy must remain constant, vz must

necessarily decrease. The smallest pitch angle θ of a confined particle is given by:

Equation 2.7.3

Rm mirror ratio

θm pitch angle of the orbit in the weak field region

All particles at initial condition B0 having pitch angles of between 90° and θm° will

be reflected. Equation 2.7.3 defines the boundary of a region in velocity space called

the ‘loss cone’. Particles with θ< θm will not mirror, unless the field is increased

above Bm.

          2.7.2 Fluid Model
This model is different to the particle model as it ignores the motion of the individual

particles and treats the macroscopic motion of the plasma as a fluid, averaging over

the Larmor orbits of the particles and therefore losing microscopic detail. The

microscopic plasma properties are, in effect, wiped out and the macroscopic plasma

dynamics described in terms of well chosen electric, magnetic and mechanical fluid

properties. This model hence develops hydrodynamics to become magneto

hydrodynamics (MHD) i.e. a conducting fluid in electric and magnetic fields. The set

of fluid equations include the continuity equation, Equation 2.7.4, the conservation of

momentum, Equation 2.7.5, and Maxwell's equations (refer to Equations 2.3.1 to

2.3.4). The equation of state which relates pressure to number density is given in

Equation 2.7.6.

The continuity equation relates to the conservation of matter which requires that the

total number of particles in a volume can change only if there is a net flux of particles

across the surface which bounds that volume.

θ2
msin

B0
Bm
------- 1

Rm
-------≡=
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Equation 2.7.4

n number density

v velocity of particle

Equation 2.7.5 defines the conservation of momentum combining the effect of

pressure, the Lorentz force and Newton’s 2nd Law into the same expression.

Equation 2.7.5

m mass of particle

P pressure (neglected for a cold plasma)

Equation 2.7.6 is the equation of state relating pressure to number density, however as

mentioned before for a cold plasma, P tends to zero.

Equation 2.7.6

C constant

γsp ratio of specific heats Cp/Cv

Equations 2.7.4, 2.7.5, Maxwell’s Equations (2.3.1 to 2.3.4) and Equation 2.7.6, are

the plasma wave equations.

The fluid model is useful for describing large scale collective effects where the

individual particles can be ignored.

          2.7.3 Kinetic Theory
This is the most complete of the three (particle, fluid and kinetic) plasma models, but

is also the most difficult to use to obtain results. It describes plasma via evolution of

its distribution functions, Equations 2.7.7 and 2.7.8:

Equation 2.7.7

Equation 2.7.8

∂n
∂t
------ ∇ nv( )⋅+ 0=

mn t∂
∂ v+ ∇⋅⎝ ⎠

⎛ ⎞ v en E v+ B×( ) ∇P–=

P Cρ
γsp=

fe r v t, ,( )

fi r v t, ,( )
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They describe the number density of particles in an infinitesimally small volume

element centred at the point (r, v) at time t.

Information about the distribution of velocities of particles within the fluid element

gets lost when using the fluid model. One needs to use a description that is in 6-

dimensional (r, v) space, beginning with the distribution function, f(r, v, t), described

by the kinetic theory. This introduces a description in microscopic detail that was not

present within the fluid model.

One uses the kinetic equation, 2.7.9:

Equation 2.7.9

In the case where  is zero, we get collisionless plasma, and so giving the

collisionless Bolztmann equation below, 2.7.10:

Equation 2.7.10

This is obtained by integration of the Klimontovich distribution function, 2.7.11:

Equation 2.7.11

fK Klimontovich distribution function

Equation 2.7.10 is known as the Vlasov equation when F is represented by Equation

2.7.1 (the Lorentz Force). The Vlasov-Maxwell equations are the starting point for

most calculations in plasma kinetic theory. By integrating over f(r,v,t) the fluid

equations are obtained and so it is seen that the kinetic equation provides both a

macroscopic and microscopic description of plasma.

The kinetic theory is required where one cannot average over particles, for example,

where the particles have a mathematically complex distribution function and with an

instability that critically depends on the structure in that distribution. This is relevant

∂f
∂t
----- v ∂f

∂r
-----

F
m
---- ∂f

∂v
------⋅+⋅+ ∂f

∂t
-----⎝ ⎠

⎛ ⎞
c

=

∂f
∂t
-----⎝ ⎠

⎛ ⎞
c

∂f
∂t
----- v ∂f

∂r
-----

F
m
---- ∂f

∂v
------⋅+⋅+ 0=

fK r v t, ,( ) δ r ri t( )–[ ]δ v vi t( )–[ ]

i 1=

N
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in the present case as the horseshoe distribution function is itself a mathematically

complex problem. The process of Landau damping can be described using this model;

it is the effect of damping (exponential decrease as a function of time) of longitudinal

space charge wave in plasma or a similar environment. This phenomenon prevents

instability from developing, and creates a region of stability in the parameter space.

2.8   Unbounded Homogeneous Plasma Wave Theory 

          2.8.1 Introduction
From the early 1920’s to the early 1940’s, due to practical concerns, experimental

studies were carried out in the laboratory and geophysically on the subject of radio

wave propagation in plasmas. This led to the development of theory by, amongst

others, Langmuir, Tonks, Hartree and Alfven. This research provided an important

insight into the internal dynamical behaviour of plasmas.

Plasma waves tend to be non-linear phenomena. Real plasmas are non-linear

inhomogeneous, anisotropic, dissipative and dispersive. The Vlasov equation, 2.7.10,

can be used to predict expressions for the dispersion relations of many types of waves,

for example, electron-cyclotron, ion-cyclotron, Bernstein modes, etc. The problem is

fairly simple in a low temperature plasma unless there is a strong magnetic field. In

the absence of a bias magnetic field the plasma has a simple cut-off behaviour but

adding a magnetic field allows a number of waves to propagate at very low

frequencies. Due to the wide discrepancy in their masses, some waves (usually high

frequency ones) resonate with the electrons, whereas others tend to couple to the ion

motion.

          2.8.2 Basic Wave Concepts
The electric field in a plane wave is expressed in general by a superposition of two

linearly independent solutions of the wave equation and is written in the form

expressed in Equation 2.8.1. The z axis has in this case been chosen along the wave

vector k.

Equation 2.8.1E z t,( ) Ex0x̂ Ey0eiδŷ+[ ] i kz ω t– α+( )exp=
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Ex and Ey are both complex amplitudes and are shown below. Ex0 and Ey0 are both

real and δ=β−α.

[Allen & Phelps 1977]

In general, the polarisation of an electromagnetic wave is elliptical and this can be

seen if δ is set to be ±π/2 and put into Equation 2.8.1. Special cases, where Ex0=Ey0

means the field becomes circularly polarised, and, if Ex0 or Ey0 = 0 then it becomes

linearly polarised. If an electromagnetic wave is propagating perpendicular to a static

magnetic field that is polarised along the z-axis, then the wave will have components

in the O or X mode, (Ez and E⊥ respectively). If the wave is propagating parallel to

the magnetic field, then it is polarised in either the R or L mode. The orientation and

magnitude of the static magnetic field determines the frequency and direction of

individual particle motion for electrons and ions and therefore strongly influences the

waves resonance and propagation, [Boyd & Sanderson 1969, 2003, Stix 1992]. The

definitions arise since a wave polarised perpendicular to a strong magnetic field will

give rise to particle motion that is subject to the Lorentz force, whereas if the E-field

of the wave is parallel to B0 then no such coupling will occur. Similarly different

particle charges and masses give rise to different rotational resonances for circularly

polarised waves propagating along B0. Figure 2.9 illustrates the dispersion curve for

an electromagnetic wave in an unmagnetised plasma.

Ex Ex0 iα( )exp= Ey Ey0 iβ( )exp=
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Figure 2.9 also illustrates the definition and physical significance of the group and

phase velocities. In this case the group velocity appears as the propagation velocity of

a wave packet envelope. When the phase velocity is independent of wavelength there

is no dispersion. An electromagnetic wave which propagates in a plasma is an

example of normal dispersion where vg < vp.

2.9   Waves in Cold Plasma

          2.9.1 Introduction
In cold plasma, the thermal speeds of the particles are much smaller than the phase

speeds of the waves. The cold plasma wave equations provide a very good initial

description of wave phenomena in collisionless plasmas. The general dispersion

equation of a wave is:

Equation 2.9.1

Figure 2.9: Dispersion curve for an electromagnetic wave, vg is the group velocity, vp is the phase 
velocity

0 

ωp 

c
k
ω

=  

g
d v
dk
ω

=  

pv
k
ω

=  

k 

ω 

vg

vp

F ω k,( ) 0=



48

Where F is a function linking ω and k. The linearized versions of the cold plasma

equations are shown in Equations 2.9.2 to 2.9.7, where second order AC terms have

been ignored.

Equation 2.9.2

Equation 2.9.3

Equation 2.9.4

Equation 2.9.5

Equation 2.9.6

Equation 2.9.7

It is assumed here that v0 and E0 are zero. B1 and E1 are the AC fields of the wave, v1

is the AC particle velocity, B0 is finite and n0 is the background number density with

n1 a perturbation of this value.

          2.9.2 Waves in Cold Magnetised Plasma
The wave equation for the electric field can be expressed (assuming all variables vary

as ) as in Equation 2.9.8:

Equation 2.9.8

σ conductivity tensor

ε cold plasma dielectric tensor

Where the dielectric tensor is written in matrix format as shown, choosing B0 to be in

the z-direction.

Equation 2.9.9

 n1∂
 t∂

--------- ∇ n0v1( )⋅+ 0=

∂v1
∂t

-------- e
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---- E1 v1 B0×+( )=

∇ E1×
B1∂

t∂
---------–=

∇ B1
1
c2
-----–×

E1∂
t∂

---------⎝ ⎠
⎛ ⎞ μ0j μ0  en0v1∑= =

∇ E1⋅ q
ε0
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ε0
-----  en1∑= =

∇ B1⋅ 0=

 i k r ω t–⋅( )exp

n n E1×( )× E1– i
ε0ω 
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ε
S iD– 0
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=
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The components for the cold plasma dielectric tensor are given below:

The wave propagation direction n is given by:

Equation 2.9.10

It should be noted that the plasma frequency is written as  and θ is

the angle the wave makes with the magnetic field.

Equation 2.9.11 is written where  and is a dimensionless wave propagation

vector thus allowing the matrix to be rewritten in the form shown in Equation 2.9.12.

Equation 2.9.11

Equation 2.9.12

The determinant of Equation 2.9.12 gives the cold plasma wave dispersion relation

shown below;

Equation 2.9.13

Where:

Equation 2.9.14

S 1
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ω2 Ω  i
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2 ω Ω  i Ω e+( )

ω2 Ω  i
2–( ) ω2 Ω e

2–( )
---------------------------------------------------= =

R 1
ω p

2

ω Ω  i+( ) ω Ω e+( )
------------------------------------------------–=

L 1
ω p

2

ω Ω i–( ) ω Ω e–( )
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Equation 2.9.15

Equation 2.9.16

The following sections will look at waves travelling parallel (θ=0) and perpendicular

(θ=π/2) to the magnetic field, their resonances and cut-offs.

In cold, non-streaming plasma there are no sources of free energy to drive instabilities

and no dissipation terms to produce decaying waves which means that there can only

be real solutions of n2 from Equation 2.9.13. The values for n will either be pure real

corresponding to wave propagation or will be pure imaginary corresponding to

evanescence. The transition at which propagation goes to evanescence occurs when

n2 goes through zero or infinity. The first case at n2=0 is called a cut-off, as it defines

the frequency above or below which the wave ceases to propagate at any angle (νp→

∞). n2=0 is a solution if C=0, i.e. P, R or L = 0:

P=0:

R=0:

L=0:

The second case where n2→ ∞ defines a resonance. The wave is not necessarily

stopped altogether, but has a defined cone of propagation. From Equation 2.9.13, if

n2→ ∞ it is necessary that A=0 if the wave is to propagate and therefore .

This equation allows θres, the resonant angle, to be defined, giving:

Equation 2.9.17

A wave that experiences a resonance will propagate either for:

a)  but not  

OR

B RL θ2 PS 1 θ2cos+( )+sin=
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-----------------------------+
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b) but not

These are the principal resonances that define angles above or below which a

particular wave frequency does not propagate. From Equation 2.9.17, the principal

resonances,  and  occur when Equations 2.9.18 and 2.9.19 are

satisfied respectively:

P=0 or Equation 2.9.18

S=0 Equation 2.9.19

The former case where P=0 is a cut-off where n2=0, as previously mentioned. The

latter expression for S, in Equation 2.9.18, gives the following results for two

different resonances, either:

R→ ∞ as Equation 2.9.20

which is the electron cyclotron resonance, or:

L→ ∞ as Equation 2.9.21

which is the ion cyclotron resonance.

The cyclotron resonances at θ = 0 involve either electrons or ions, NOT both. For the

perpendicular resonances at θ = π/2 both ions and electrons are involved together and

are consequently known as the hybrid resonances, [Boyd & Sanderson 1969, 2003].

The solution for the hybrid resonance can be written as two separate expressions, one

for the upper hybrid and one for the lower hybrid;

Equation 2.9.22

Equation 2.9.23
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                                •Resonances

Absorption of the wave energy by the plasma is an indication that a resonance has

occurred, as opposed to cut-off where the wave is reflected. Also, contrary to the cut-

off case, resonance conditions do depend on the direction of propagation of the wave

relative to the magnetic field.

                                •Cut-offs

As cut-off is approached within the plasma, the wave magnetic field decreases whilst

the electric field increases. At cut-off the wave is reflected and this itself gives rise to

a useful diagnostic, plasma reflectometry, where measurement of time-of-flight and

frequency allow plasma density profiles to be measured. The cut-off points are

independent of the direction of propagation of the wave relative to the magnetic field.

          2.9.3 Plasma With and Without a Magnetic Field
Two practical cases will be considered now, one where there is no static magnetic

field present in the plasma, and one where a magnetic field is applied.

                                •Field Free Plasma

With no magnetic field there is no preferred direction of propagation and so as with

Equation 2.9.11, n is assumed to be taken in the z direction. Equation 2.9.12 can be

written in a simplified matrix form as there is now the condition where θ=0 and so

S=P and D=0:

Equation 2.9.24

There are two solutions (corresponding to two types of wave) to this matrix. The first

is with E=(0,0,Ez) and ω=ωp. This corresponds to a longitudinal wave with k//E, the

wave is propagating parallel to the electric field. Within the cold plasma limit, the

1 ω2
p

ω2
---------– n2– 0 0

0 1 ω2
p

ω2
---------– n2– 0

0 0 1 ω2
p

ω2
---------–

Ex

Ey

Ez
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group velocity for the longitudinal case is , meaning this particular

wave does not propagate. 

The second solution is that Ez=0 and ω2=ωp
2+kz

2c2 which is a transverse wave with

k⊥E. The transverse wave has a stop band at 0<ω<ωp. ωp is the natural frequency

with which the plasma responds to any electric field and if this frequency is greater

than the frequency of such a field, then the particles block out the electric field.

                                •Plasma with Magnetic Field Present

For the situation where there is a non-zero magnetic field, a further two cases can be

studied. One where the wave propagates parallel to the magnetic field, Section 2.9.4,

and one where it propagates perpendicular, Section 2.9.5.

          2.9.4 Parallel Propagation: Ion & Electron Cyclotron 
Resonances

In the parallel case the wave propagates along the magnetic field and so has θ=0,

meaning that Equation 2.9.12 can be simplified to Equation 2.9.25:

Equation 2.9.25

The dispersion relation for longitudinal waves is the same as in the field-free case,

P=0 and ω2=ωp
2. There is no effect on this mode by the magnetic field as the plasma

oscillations are in the same direction as the magnetic field and so there is no Lorentz

force. Solutions for the transverse wave dispersion relation, for the R and L modes,

are given in Equations 2.9.26 and 2.9.27 respectively.

Equation 2.9.26

Equation 2.9.27
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The R mode, Figure 2.10, has a cut-off at ωR and a principal resonance at ⏐Ω e⏐. At

both the lowest frequencies (ω→ 0) and when ω→ ∝ it is seen that n2>0, and so the

stop band for the R mode is between ⏐Ω e⏐ and ω R. An approximate dispersion

relation for the R mode is shown in Equation 2.9.30. The L mode, Figure 2.11, has a

cut-off at ωL and a principal resonance at Ω i. It also has n2>0 at ω→ 0 and ω→ ∝,

and thus has its stop band between Ω i and ωL. The approximate dispersion relation

for the L mode is shown in Equation 2.9.31.

In the limit where ω~Ωe and Ωe>>Ωi, Equations 2.9.26 and 2.9.27 can be represented

as in Equation 2.9.28 and Equation 2.9.29.

Equation 2.9.28

Equation 2.9.29

These can be further manipulated mathematically to give the forms shown below;

Equation 2.9.30

Equation 2.9.31

Equations 2.9.30 and 2.9.31 are valid in the intermediate frequency limit where

.

n2 R 1
ω p

2

ω ω Ω  e+( )
-------------------------------–= =
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ω p
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ω ω Ω  e–( )
------------------------------–= =
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As can be seen from Figures 2.10 and 2.11 of the R and L modes, there are points on

the plots referring to the electron cyclotron, ion cyclotron, whistler waves, and

Figure 2.10: Dispersion diagram for R-mode EM waves

Figure 2.11: Dispersion diagram for L-mode EM waves
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compressional and shear Alfvén waves. The R-branch links to the compressional

Alfven (and the L-branch to the shear Alfven) branch at low frequencies where

. The R-branch also links to the whistler waves, so called due to their

descending pitch in audio frequency as they propagate along the magnetic field lines

in the magnetosphere, [Bell & Buneman 1964, Koch 2006].

          2.9.5 Perpendicular Propagation
In this case, k is perpendicular to B0, and there is an angle of θ = π/2. Looking back to

Equation 2.9.12 a new version of the matrix is obtained, Equation 2.9.32.

Equation 2.9.32

The ordinary, O mode polarised in the z direction is independent of magnetic field due

to the electric field making the particles travel parallel to B, i.e. there is no Lorentz

force. It has the simple dispersion relation shown in Equation 2.9.33 and a dispersion

curve the same as that in Figure 2.9. The stop band for this mode occurs between ω=0

and ω=ωp. 

Equation 2.9.33

The extraordinary, X mode has the dispersion relation shown in Equation 2.9.34 and a

more complex dispersion diagram, shown in Figure 2.12. 

Equation 2.9.34

In terms of the electron and ion cyclotron frequencies, this equation can be extended

to be represented as shown in Equation 2.9.35;

Equation 2.9.35

As can be seen from the diagram below, it has stop bands at intervals in frequency

between ω LH to ω L and between ω UH and ω R. Its cut-offs as k → 0, occur at ωR and

ωL, i.e. R=0 and L=0 respectively. Its resonances as k → ∝, occur at the upper and

lower hybrid frequencies, S=0. This thesis investigates experimental electron
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cyclotron resonances close to cut-off where radiation emitted in the presence of a

background plasma could be absorbed. This could be to do with the proximity of the

R mode cut-off to the upper hybrid resonance point, Figure 2.12.

For low densities, where ωp
2≤Ω e

2, the resonance of the lower hybrid is mainly an ion

resonance occurring when the ion motion is synchronised with the electric field. For

the upper hybrid case at higher frequencies, it is the ions which are insignificant and

the resonance occurs between the electrons and the electric field. The upper and lower

hybrid resonances have already been shown in Equations 2.9.22 and 2.9.23.

2.10   Gas Discharges

A discharge may occur when a gas becomes ionised (which maybe a type of plasma),

with typically equal quantities of positive and negative charges and a large number of

neutrals. Low pressure discharges and plasmas are commonly used in applications.

Most important in the industrial sense is in the microelectronics industry for surface

treatment and etching for fabrication of integrated circuits, as well as deposition of

thin protective coatings etc. Other major applications are in the light industry,

Figure 2.12: Dispersion diagram for X-mode EM waves
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fluorescent and neon bulbs for signs etc. and for flat screen televisions. As part of the

AKR experiment a low pressure discharge was formed using a variation of the

Penning geometry, thus giving the effect of a background plasma to more precisely

compare with the auroral scenario, where within the auroral density cavity the number

density is of the order 1cm-3, plasma frequency 9kHz and the cyclotron frequency

~300kHz. Therefore with a cyclotron frequency ~5.21GHz in the laboratory a plasma

frequency of ~160-300MHz is required which has corresponding number densities

~3.18x1014-1.12x1015m-3. 

          2.10.1 Townsend Discharge
The Townsend discharge nominally takes place between two parallel plates, one being

the cathode and the other the anode. A gas is placed between these two plates and is

represented in Figure 2.13.

The diagram in Figure 2.14 shows the voltage and current characteristics of a DC

discharge, with attention to the Townsend as well as normal glow discharge, abnormal

glow discharge and arc discharges.

Figure 2.13: Collisions in the Townsend parallel plate geometry
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                                •Self Sustaining Discharges

The Townsend discharge can be started by injecting electrons by thermionic or

photoelectric stimulation at the cathode, but can also self initiate when a high enough

voltage is applied. In the case of the 'initiated start' with an electric field, electrons are

emitted from the cathode surface and as normal make their way across the electrode

spacing towards the anode. In a vacuum when there is no gas present, all the electrons

are collected on the anode surface once they have transferred their potential to kinetic

energy. When there is a gas present in the diode spacing the electron propagation

properties are changed by collisions. If the incoming electrons have a certain

minimum kinetic energy when colliding with the atoms in the gas they may knock an

electron from its outer shell, leaving an ion behind. The minimum kinetic energy must

Figure 2.14: Illustration of typical current-voltage characteristics for a gas discharge
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exceed the ionisation threshold of the neutrals. The bombarding electron shoots off in

another direction following this inelastic collision having had its kinetic energy

reduced. Its path length is altered as it now travels in a non-direct path to the anode,

having more collisions along the way. The electron which has been knocked out of the

gaseous atom now has increased potential energy due to the collision and starts to

make its way to the anode in an equally indirect manner. The lengthened path of these

electrons means that ionisation collisions are more probable since they spent more

time within the gas. An avalanche effect is apparent as each electron on ionising

collision creates a second electron, both of which then go on to create more electrons

and so on. The ions that have now been produced are attracted to the cathode, and at

an immense rate, travel back and bombard its surface in what is known as the cathode

fall. This can result in secondary electrons being emitted. The point where the

discharge becomes self sustained is when the expression in Equation 2.10.1 is

satisfied:

Equation 2.10.1

α Townsend’s first ionisation coefficient and relates to the number of

ion/electron pairs that are created by a single electron per unit

displacement from cathode to the anode

γ Townsend’s second ionisation coefficient and relates to the number of 

secondary electrons that are emitted from the cathode per ion arriving

When the voltage across the discharge is increased the 1st Townsend coefficient tends

to increase with increased electron temperature. This increases the bombardment of

the cathode and increases the rate of the 2nd Townsend process. The criterion above is

satisfied when one electron emitted from the cathode shall produce enough ‘child’

ions (directly or indirectly) in its path to the anode to yield at least one secondary

electron to sustain the process, [Howatson 1976].

                                •Disadvantages of Parallel Plate Geometry

The main disadvantage of the parallel plate geometry found in the Townsend

discharge, Figure 2.13, is its inability to work at low pressures. Decreasing pressures

γ eαd 1–( ) 1=
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corresponds to a decrease in atom density therefore the electrons which leave the

cathode more often make a straight path to the anode without collisions, this means

that the ionisation rate is very low and therefore so is the bombardment of the cathode

by ions. This inhibits discharge ignition. 

2.11   Super Critical Discharge Regimes

          2.11.1 Normal Glow Discharge
A normal glow discharge occurs above Townsend ignition where current increases are

associated with a decrease in voltage, an effect known as negative dynamic

impedance. The current increases by covering a greater cathode region. The increased

active volume compared to the perimeter area of the discharge column gives a

reduced loss of charged particles, hence the drop in voltage required to sustain the

discharge. This leads on to the regime of abnormal glow. [Chapman 1980]

          2.11.2 Abnormal Glow Discharge
An abnormal glow discharge takes place when current is being carried on the entire

cathode surface. The voltage begins to rise with current since the current density must

increase.

2.12   Penning Discharge

          2.12.1 Geometry and Advantages
The Penning geometry allows for effective trapping of the electrons (and ions)

between two cathode plates. The setup is shown in Figure 2.15 and shows the electron

trajectories as they are influenced by the magnetic field.
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The Penning discharge uses the same principles of operation as that of the Townsend

discharge process, but with crossed electric and magnetic fields. The main difference,

and advantage, is that due to its geometry it can work at low pressures. Instead of a

parallel plate setup, the Penning discharge operates with two cathodes on either side

of a ring, or short cylindrical, anode, shown in Figure 2.15. In this configuration, even

with low pressure, the discharge is started and will self sustain. This is due to the fact

that if the electrons do not collide and ionise on the first trip through the cavity they

do not go straight to the anode as they are prevented from doing so by the magnetic

field. Instead they are spiralled towards the vicinity of the opposite cathode, are

consequently repelled as they arrive there, and rebound back across the cavity. This

results in the electrons having longer path lengths and staying within the region of the

gas for longer thus increasing greatly the chance of ionisation and the discharge

ignition, [Chambers et al 1998]. The design used in this experiment can be found in

Section 3.8.

Figure 2.15: Penning Geometry
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2.13   Probe Theory/Electric dipole antenna

In order to measure characteristics of a plasma, an electrostatic plasma probe may be

deployed. The relevant theory required to interpret this diagnostic involving sheath

theory, the Bohm criterion and RF antenna theory are discussed in the following

sections.

          2.13.1 Sheath Theory
When a plasma is brought into contact with a solid object, for example a probe, a

boundary region forms, called a sheath. The sheath surrounding a probe is normally a

few Debye length (Equation 2.6.7) in thickness. The sheath area is the part of the

plasma where charge neutrality does not exist, as it does in the main plasma body, but

instead has a net charge. Any inserted object is bombarded by electrons which

therefore (if it is floating) acquires a negative charge and repels electrons from the

immediate surrounding area i.e. the sheath region, leaving it to be positively charged.

Equation 2.13.1 shows the reduced form of the non-linear differential ‘sheath’

equation. Assuming collisionless motion of ions; 

Equation 2.13.1

V electrostatic potential

Es ‘beam like’ kinetic energy of ions

Equation 2.13.1 implies that  as the LHS of Equation 2.13.1 is positive.

This is known as the Bohm criterion and implies that any ions which enter the sheath

region must have a minimum kinetic energy of  i.e. ions enter the sheath at the

Bohm velocity, as given in Equation 2.13.8. The potential difference across the pre-

sheath, Vs, is given by Equation 2.13.2. Notice these depend only on the electron

temperature, not that of the ions:

Equation 2.13.2

The Bohm model used to determine the electron number density is discussed at the

end of Section 2.13.2.
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          2.13.2 Probe Theory
Understanding the theory of sheaths allows a conducting probe to be inserted into a

plasma and used as a diagnostic. The current and voltage at the probe may be

measured and an IV trace will be plotted. The electron temperature is found from the

gradient of the logarithm of j against Vpr, where;

Equation 2.13.3

and

Equation 2.13.4

Vpr probe voltage

Once the value of Te is known, it can be used in Equation 2.13.5 to find the value of

the thermal velocity of the electrons. This in turn, along with a value for j (at the

plasma potential) from the graph, leads to the number density of electrons within the

bulk plasma, Equation 2.13.6. The plot of j versus V illustrates the relative values of

the floating potential Vf and the plasma potential Vp.

 which rearranged gives:

Equation 2.13.5

Equation 2.13.6

j I/A and is taken from the plot and knowledge of the probe structure

j j0
eVpr
kTe
----------⎝ ⎠

⎛ ⎞exp=

jln j0
eVpr
kTe
----------+ln=

1
2
---mvth

2 3
2
---kTe=

vth
3kTe

m
------------⎝ ⎠

⎛ ⎞
1
2
---

=

ne
4j0
evth
---------=



65

At the point marked Vp (the plasma potential) the potential of the electric probe is the

same as that of the plasma. At this point charged particles flow towards the probe with

the electrons dominating over the ions due to their smaller mass, and therefore it is

electron current that is predominantly collected. The region at ‘A’ in Figure 2.16 is the

saturation electron current. It is a relatively flat part of the plot providing the effective

collection area of the probe stays relatively constant as the probe voltage is increased.

This section of the curve corresponds to a positive probe potential (relative to Vp). If

the probe bias is switched so that now the probe potential is negative (with respect to

Vp), it will then attract ions and repel electrons. Therefore as is seen at region ‘B’ in

the plot, the electron current at the probe falls off as V decreases. This region of the

plot is called the transition region. The floating potential, Vf on the graph, is the point

at which there is no net current flow as the probe has reached a sufficiently negative

value at which it repels the excess thermal bombardment of electrons. When V

Figure 2.16: Example of plot obtained showing Vf, Vp and the point where the Ln is taken to allow 
for a value of Te to be recorded

Vp
Vpr
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becomes large (negatively) one reaches an ion saturation current. This is region ‘C’ in

Figure 2.16. It should be noted here some key differences between the ion and

electron saturation collections:

    •The first (most obvious) point is the mass difference, in that the ions are much 

heavier and slower moving than the electrons

    •Secondly, the temperature of the electrons often differ from the that of the ions

    •Lastly, in the presence of a magnetic field the motion of the electrons is more 

affected than that of the ions

If the gradient for the logarithm of the current is constant in the transition region then

this confirms the Maxwellian distribution in the electrons. The ion temperature can

not be measured using this method since the ions are already beam like as they enter

the sheath region, as (at least at low pressures) they have less random energy than the

electrons. Indeed the Bohm sheath criterion is written in terms that the ions must have

a beam kinetic energy that exceeds the electron thermal energy and therefore any

measurements taken by a probe can not be related back to the background bulk ion

temperature.

It is important to note that the presence of a magnetic field can interfere with electron

transport across the sheath. This is a complex problem and is strongly dependent on

the plasma properties and probe configuration.

Equation 2.13.7 shows an alternative method of calculating the electron temperature

as it can be difficult to pinpoint the proper gradient of the logarithmic plot when

applying Equation 2.13.4.

Equation 2.13.7

The Bohm sheath criterion is another method which will be used in this research to

estimate the plasma density. This method determined the number density of the

Te
Vs Vf– 2e

k 1 Ln
2mi
πme
---------- ⎝ ⎠

⎛ ⎞+
-------------------------------------------=
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electrons based on an estimate of electron temperature, and uses the area of a cathode

electrode as the ion collection surface. Starting with an expression for Bohm sheath

velocity, i.e. the velocity of the ions as they cross the sheath-pre-sheath boundary,

Equation 2.13.8, this is inserted into Equation 2.13.9, which can then be rearranged to

obtain the number density.

Equation 2.13.8

Equation 2.13.9

Where

A area of electrode

Ic ion current collected on the electrode

          2.13.3 RF Antenna Probe Theory
                                •Using the probe with the spectrum analyser

A probe may be constructed to act as a short electric dipole. Equation 2.13.10 shows

the electric field strength for such an idealised probe:

Equation 2.13.10

This expression is for the condition where r<<λ', where r is the radial distance and

. So E falls off as the cube of the distance r for these static terms. If one

moves far away from the dipole so that now r >> λ’, then one is left with the radiation

terms which now fall off as .

Equation 2.13.11

[p] time retarded electric dipole moment; 

The expression in Equation 2.13.10 can be represented as a plot as is shown in Figure

2.17. The length of the arrows in the plot denote the strength of the field.

(Logarithmic scale so dynamic range is extended). This equation describes the

relationship between the electric field in the vicinity of the probe to the charges which

appear on the probe terminals, in the limit that .
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As can be seen from the diagram, the electric field is concentrated at low values of r,

i.e. close to the dipole and predominantly has an orientation along the z-axis, i.e.

along the dipole. This implies that the antenna will strongly couple to those plasma

oscillation signals that are associated with plasma motion along its length, i.e. along

the magnetic field lines.

Figure 2.17: Electric field vector plot showing concentration of the field close to the dipole
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Chapter 3 : Apparatus and 
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Chapter 3  :  Apparatus and Techniques

3.1   Introduction

The formation of an electron beam with a horseshoe distribution and the study of its

RF emissions was achieved by constructing a scaled laboratory apparatus. This

chapter deals with the design of the various components and their assembly to form

the apparatus. The experiment at Strathclyde is presented as a laboratory plan in

Figure 3.1.

An appropriate vacuum condition had to be achieved and maintained to eliminate

collisions between beam electrons and any other particles, Section 3.2. To reproduce

the magnetospheric geometry it is necessary to inject an electron beam, which already

exhibits an initial spread in velocity into an increasing magnetic field. The electron

emitter and other components forming the electron gun are discussed in Section 3.3.

An HT firing circuit, Section 3.4, had to be created to energise the electron gun with

pulses of 75-100kV. The magnet coils, and cooling system, which encapsulate the

beam are discussed in Section 3.5. Section 3.6 describes the diagnostics required to

measure the electron beam characteristics. Section 3.7 discusses the microwave

receiver diagnostics used to carry out the antenna scans and spectral measurements,

and Section 3.8 covers the plasma generation apparatus and diagnostics.

3.2   Vacuum Set-Up

The magnetospheric environment is highly non-collisional, meaning that the electrons

traverse all length scales of interest without being subject to scattering by binary

collisions with other particles. To replicate this in the experiment the mean free path

must be increased until it substantially exceeds the distance traversed by the particles

from their origin at the emitter until they reach the collector. So it is therefore

necessary to remove the bulk of the gas molecules from the system, creating a

vacuum. In our case, this vacuum was obtained by use of an Edwards RV12 rotary

pump to reach the roughing pressure (~10-3mBar) and an Edwards 100/300M oil

diffusion pump for achieving high vacuum (~10-6mBar). The electrons are subject to
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a collision cross-section value between electrons and Nitrogen molecules of

q= 15x10-20m2 [von Engel 1994], the mean free path for a background pressure

10-6mBar is of the order λ=1km, significantly exceeding the 2m trajectories of the

electrons.

Figure 3.1: Schematic illustrating the configuration of major components of the apparatus



72

3.3   Electron Injector

The experiment used a vacuum spark cathode, see Section 2.5.4, to inject a high

voltage, short duration electron beam. Such injectors are inherently pulsed since the

cathode forms a plasma which given time would eventually expand to reach the anode

and short circuit the accelerator gap. In pulsed operation the delay between each pulse

allows the plasma to dissipate. Use of pulsed operation is also advantageous to help

reduce the occurrence of breakdown and flashover, which is more likely to happen the

longer the high voltage is maintained, thus simplifying the apparatus and especially

the insulator design. In the AKR simulation experiment the explosive emission

cathode [Mesyats and Proskurovsky 1989] used a velvet material emitter which had a

plasma expansion velocity of ~2x106cm/s, Figure 3.2, from which the electrons are

emitted, with the nose-cone of the cathode face pointing towards the central hole in

the mesh anode that lies immediately downstream, Figures 3.3 and 3.4. The nose cone

of the cathode varied the angle made between the electric and magnetic fields in the

vicinity of the emitter as at the inner edge Er is greater than at the outer edge. This

induces an initial spread in the electron velocity as they are injected into the vacuum.

By placing the injector in the fringing magnetic field the flux density linking the

emitter is also a function of r. Hence the degree of magnetic compression experienced

as the electrons drift through the experiment is a function of their source position at

the gun. As a result of this geometry the beam will have an initial spread in velocity

and may form a horseshoe distribution in velocity space after an appropriate degree of

magnetic compression. The anode and cathode were separated by an acrylic

insulating stack with a corona shield covering the air-side of the cathode stalk. The

anode-cathode gap could be adjusted and was set at 1.5cm or 2cm, this spacing

determined by the plasma expansion velocity of the red velvet shown in Figure 3.2. A

sparse anode mesh, Figure 3.3, was placed in front of the cathode to increase the

electric field on the cathode surface to further enhance field emission, allowing a

critical value of electric field to be obtained of ~30kV/cm, necessary to initiate

explosive electron emission. The wires are made from copper, and are spaced

sufficiently so as not to block the propagation of the beam as it passes through and

down towards the interaction region. The purpose of the velvet is to induce plasma
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formation by field emission from the tips of the fibres. This type of emission can

significantly affect the operating voltage of the electron gun [Kukreja 2005]. Figure

3.4 shows the orientation of the cathode to the anode mesh and the 1.5-2cm gap

spacing to allow for the expansion velocity of the ‘velvet’ plasma flare.

Figure 3.2: Cathode face showing annular red velvet emitter and the central domed nose cone

Figure 3.3: Anode mesh constructed from copper wiring to concentrate the accelerating field onto 
the cathode surface
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3.4   Firing Circuit

          3.4.1 Blumlein
The vacuum spark electron gun was powered by 75kV, 100ns pulses from a Blumlein

[Somerville et al 1990] power supply, Figure 3.5. The quad cable Blumlein discharges

into the electron gun in parallel with an ionic resistor to an earth connection. The

cables were charged in parallel and discharged in series and when wired in an

appropriate manner can be used to give an amplified output signal whilst maintaining

a rectangular output pulse. The Blumlein circuit was triggered by a mid-plane spark

gap, Section 3.4.3. The ionic resistor that is between the high voltage end of the

Blumlein and ground is made up of a saturated copper sulphate (CuSO4) solution

which has the advantage of being able to withstand huge peak powers without

damage. The combination of the 206Ω matching ionic resistor and a 1V/A Rogowski

coil allowed the current through this branch of the experiment to be measured which

in turn gave the value of the Blumlein output voltage.

Figure 3.4: Schematic diagram showing the position of the cathode in relation to the anode mesh

Cathode Stalk

Annular 
velvet 
emitter

Annular 
Anode 
mesh

Copper braided
sliding contacts

Cathode surroundDrift tube 2cm

Cathode Stalk

Annular 
velvet 
emitter

Annular 
Anode 
mesh

Copper braided
sliding contacts

Cathode surroundDrift tube 2cm1.5-2cm



75

Figure 3.5: Blumlein pulsed power supply, mid plane spark gap, matching resistor and HT safety 
apparatus assembled in the lab
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When the cables are fully charged to voltage Vch, Figure 3.6, the spark gap switch

closes which fires the Blumlein generator. Between the points b+c and e+d, there

forms a voltage of 2Vch and by further making a connection between points c+e, a

voltage of 4Vch can be obtained across points b+d. As is shown, d is connected to

earth and this produces a negative voltage at b with respect to the charging polarity.

The cables were inductively wound around a former, which enabled the dipole

antenna impedance, Zd, to be made as large as possible and this in turn maximises the

Figure 3.6: Schematic of charging circuit illustrating connections between and values of the 
components connecting the thyratron, spark gap and charging PSU
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efficiency and pulse wave shape. To calculate the output voltage VL, one needs the

cable impedance Zc, the charging voltage Vch and the load impedance ZL that can all

be linked together in Equation 3.4.1:

                                                     Equation 3.4.1

In this case, the charging voltage was ~50kV, the cables have an impedance of 50Ω

and voltage rating of 100kV, a pulse duration of 100ns and an output impedance of

200Ω. The Blumlein is charged through a charging resistor of impedance ~1MΩ, used

to ensure that the systems charging power is decoupled from the transients of the

Blumlein and to limit the maximum charging currents at a safe level. The equivalent

circuit for this set-up is shown in Figure 3.6, meanwhile, Figure 3.7 shows the ‘load’

connections to the Blumlein.

Figure 3.7: Blumlein equivalent schematic, ‘load’ side connections
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          3.4.2 CuSO4 Matching Resistor 
As stated earlier, the output of the Blumlein is connected to an ionic resistor, which, in

this case, is made up of saturated Copper Sulphate, CuSO4, solution. Ionic solutions

in water are good conductors of high power pulsed currents. When a voltage is

applied across it, positively charged ions, cations, travel towards the cathode, whilst

negatively charged ions, anions, travel towards the anode. Disadvantages of this type

of resistor are that their resistance will vary with temperature, they cannot be used

with DC currents due to the fact that this will cause the solution to electrolyse and

they do not have an entirely linear conductivity. A particular advantage of using an

ionic resistor is that, due to it consisting of a large bulk of water, specific heat capacity

of 4.2kJkg-1K-1, it can withstand huge peak powers without being damaged.

Accelerating potential was measured by sensing the current through the 206Ω

matching ionic resistor by a Rogowski belt and recorded by a deep memory

oscilloscope. The resistance was calibrated at low (<30kV) output voltage with a

voltage probe and checked for linearity against the charging voltage up to the

operating voltage of the apparatus.

          3.4.3 Pressurised Mid-Plane Spark Gap
The spark gap is made up of two (or more) conducting electrodes that are separated by

a gap which is filled with some type of gas in this case nitrogen. A spark bridges the

gap when a suitable voltage is applied across it. The spark ionises the air and reduces

its electrical resistance to nearly zero, very quickly. The middle electrode of this

particular device must be kept at the correct DC potential to gradiate the field strength

and this is achieved by a 100MΩ:50MΩ resistance divider in parallel with the spark

gap, Figure 3.6. A thyratron, Section 3.4.4, is used to short half of the gap, inducing

breakdown in the other half thus creating the switch needed to convert the Blumlein to

series wiring.

          3.4.4 Thyratron
A thyratron is a gas filled tube which is used as a high voltage electrical switch. This

type of device first came about in the 1920's although the first commercial devices did
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not appear until around 1928. Nowadays, the semiconductor equivalent, the thyristor,

has in most cases replaced the thyratron although the latter is still favoured for use in

switching mechanisms requiring high voltages and in harsh electrical environments,

such as in the experiment in this thesis. In this case the thyratron Figure 3.6, has a grid

in place between the thermionic cathode and the anode. The grid is normally kept at a

negative state in order to keep the charge in place. To trigger the device, the grid is

switched rapidly to a positive state to produce a short circuit as electrons are

thermionically emitted from the thyratron cathode and ionise the background

hydrogen gas in the main body of the switch causing a rapid collapse of the

impedance between ground and HT electrodes.

3.5   Coils and Cooling

          3.5.1 Water Cooled Solenoids
To provide a magnetic field region comparable to that experienced by particles in the

magnetosphere, a system of magnet solenoids was created to encompass the electron

beam as it traversed through the system, Figures 3.8 to 3.10, and to provide a

controlled degree of magnetic compression. The solenoids were constructed using

OFHC (Oxygen Free High Conductivity) copper tubing, coated with a thin plastic

sheath for electrical insulation, wound around non-magnetic formers. A different

number of layers were used on each solenoid, the tubing came to a total length of

greater than 1km, with an inside diameter of 2mm and an outside diameter of 7mm.

Independent control of the individual solenoids allowed fine control of the magnetic

compression profile. Figure 3.8 shows how the solenoids have been labelled

numbered one through to six. Solenoid 1, the cathode coil, is run by a 30V, 250A

switched mode power supply and is made up of 2 layers and is 0.45m long with an ID

of 0.21m (as does solenoid 2). This coil surrounded the electron accelerator and was

used to define the magnetic field which the electrons would experience as they were

injected from the gun into the anode can. Solenoid 2 is made up of four layers, is half

a meter in length, and is run by a 70V, 300A switched mode power supply, although in

practice it was only used at 40A. Its purpose is to transport the electrons into the

interaction region of the experiment and acts as the transition between the low field
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electron gun region and the high field interaction region. Solenoid 3 is made up of 10

layers and is half a meter long and has an ID of 0.10m. This coil encases the

interaction region and holds the magnetic field plateau at a steady maximum magnetic

field. Solenoids 4 and 5 are made up of 2 layers and are 0.11m long. They are called

the shimming coils and are each powered separately, solenoid 4 by a 70V, 300A

supply, and solenoids 3 and 5 are driven in series by a 210V, 310A linear regulator.

The shim coils allow the short thick solenoid 3 to provide the flat central plateau,

20cm in length at approximately a meter and a half downstream from the cathode, up

to 0.5T in magnitude and also allow balancing of the field profile to compensate for

the presence of solenoid 2. Solenoid 6 was a reserve coil, not used in this experiment,

capable of providing a very high (>0.7T), peaked magnetic field profile to aid in

mirroring the electrons, should it be required. Figure 3.8 shows the solenoids as they

are set up in the laboratory. The inner diameters of the magnet solenoids must

accommodate the experimental vacuum envelope and so determined the diameters of

the evacuated anode can/beam tunnel (16cm) and interaction space (8.28cm)

respectively, illustrated in Figure 3.9, which is a representation of the experiment as

programmed into the PiC code KARAT [McConville et al 2008]. Figure 3.10 shows a

schematic of the magnet coils along side the magnetic field profile along the length of

the system. The operational objectives of the magnet coil arrangement is to provide a

convergent axial magnetic field over the length of the coils which would end with a

peak uniform section at a maximum of 0.18T, for the AKR experiments and 0.21T, for

the Penning experiments with the background plasma. The electrons were subject to

magnetic compression as they passed into solenoid 2 and reached a maximum

magnetic field in the centre of solenoid 3. Adiabatic motion of the electrons must be

satisfied as much as possible during the magnetic compression stage.
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Figure 3.8: Solenoids of the magnetic field system during assembly in the laboratory

Figure 3.9: KARAT representation of experimental apparatus-notice the extreme foreshortening of 
the z-axis
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Solenoid 3 Solenoid 4 
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For the cooling of the solenoids, a vertical multistage booster pump was used which

allowed the copper tubing that made up the layers of the solenoids to be core cooled

by water at ~22Bar. The laboratory was equipped with a 10m3hr-1, 4bar water cooling

system and so to provide the necessary 20Bar, a boost pump was installed rated at

5m3hr-1 and 16Bar. This provided an acceptable flow rate of water through the 20m

long, 2mm ID pipes enabling each one to carry 300A. This was sufficient to allow the

solenoids to be driven by total electrical power of 120kW.

          3.5.2 Hall Probe Measurements
The following plots show the Hall probe field measurements for the separate coils

making up the experiment (see Figures 3.11 to 3.14). This allows the predictions from

the analytical calculations in Maple, see Appendix 3, to be compared with what was

actually obtained experimentally. By doing this the accuracy of the maple simulation

can be confirmed giving reassurance that the code models the solenoids properly. This

allows the magnetic field of the experiment to be precisely tuned using the script

without having to measure the flux densities of the system each time. The script

estimates the magnetic field situated on the axis of a set of solenoids having been

Figure 3.10: Schematic of solenoids and a plot of the corresponding magnetic field profile
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supplied with the values of the currents flowing in each coil along with the coil

winding parameters.

Figure 3.11: Hall probe measurement of solenoid 1compared to Maple predictions

Figure 3.12: Hall probe measurement of solenoid 2 compared to Maple predictions
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3.6   Voltage and Current Diagnostics

Diagnostics apparatus was required to allow the behaviour of the experiment to be

measured. In particular it was necessary to measure the beam energy, current, electron

Figure 3.13: Hall probe measurement of solenoids 3 and 5 compared to Maple predictions

Figure 3.14: Hall probe measurement of solenoid 4 compared to Maple predictions
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distribution, microwave frequency, power and polarisation in order to compare the

experimental measurements with satellite observations.

          3.6.1 Rogowski Coils
One type of Rogowski coil is a coil of wire that is wound on a toroidal former which

encircles a current carrying conductor or say, an electron beam, Figure 3.15. The coil

is threaded by the magnetic field created by the current which links the torus. The

alternating magnetic field produced by the current induces a voltage in the coil that is

proportional to the rate of change of current as a result of Faraday’s Law. 

Air cored Rogowski coils are inherently linear with no saturable components,

however, the ones that were used in this project are filled with a mu−metal magnetic

material and this makes them potentially non-linear due to the saturable material. The

coil in effect acts as a transformer and the windings in the coils must be as uniform as

possible to prevent magnetic pick-up from other sources of magnetic fields.

There are a great range of frequencies and currents that can be measured using

Rogowski coils. For high enough currents and frequencies the output from the coil

may cause voltage breakdown, and so in these cases, coils are used that have a low

mutual inductance.

Figure 3.15: Rogowski coil current transformer

Rogowski Coil

Current Flow
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A primary advantage of a Rogowski coil is that it is not directly connected to the

circuit which it is measuring and can be insulated from the high potential of the

conductor where the pulsed current is being measured. It also allows the position of

the detector to be independent of the experimental ground.

The diode voltage was measured using a non contact method by determining the

current flowing through the matching ionic resistor in the firing circuit by a Rogowski

belt. The diode current was obtained by a Rogowski belt diagnostic placed in the

ground connection of the anode, Figure 3.7. In both cases the measurements were

recorded on an oscilloscope, after a suitable attenuation had been applied.

          3.6.2 Faraday Cup
The Faraday cup is a device that is used to capture and measure the current of a beam

of charged particles. The Faraday cup is illustrated in Figures 3.16 to 3.18, it had a

conical beam collector and was placed in the interaction region of the experimental

waveguide to measure the electron beam current during the beam transport

measurements. When performing the microwave instability experiments, the cup had

to be removed from the system as it effectively blocks the output waveguide

reflecting all signals. Therefore the beam current cannot be measured simultaneously

with the microwave measurements. A schematic drawing of the Faraday cup is shown

in Figure 3.16, and shows the connections to the oscilloscope, the front and back faces

of the device are shown in Figures 3.17 and 3.18 respectively. The conical face helps

reduce the escape of secondary electrons. A sliding contact was provided to ground

the 50Ω resistor by a sliding nitrile rubber piston ring sheathed in copper braiding.

This 50Ω output was shunted by a 50Ω co-axial line to a CRO, also terminated in a

50Ω  impedance. Hence the total shunt impedance to ground was 25Ω .
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Figure 3.16: Schematic of Faraday cup, showing conical beam collector and electrical output 
structure

Figure 3.17: Beam collection face of the Faraday cup, note the dielectric support with through holes 
for vacuum pressure equalisation
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3.7   Microwave Receiver Diagnostics

          3.7.1 Antenna Scans
Pairs of waveguide 12 (WG12) stub receiver systems were built using single mode

linearly polarised rectangular waveguide components with simple open ended

waveguide apertures for 4.42GHz radiation, Figure 3.19, and were filled with lossy

dielectric attenuators (section 3.7.4). These were used to measure the radiation

antenna pattern emitted by the experiment in radial and azimuthal polarisations.

Figure 3.18: Rear face of Faraday cup showing the resistor, copper braiding and connections
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The circuit diagram in Figure 3.20 shows how the stub antennae are connected to the

oscilloscope through the rectifying diodes (section 3.7.5). 

The two waveguide stub receiving antenna were placed in the far field region of the

experiment output to capture the radiation emitted from the output window, Figure

3.21. This was carried out by collecting the power output of the system at different

Figure 3.19: Waveguide antenna with rectifying diode

Figure 3.20: Schematic circuit diagram of rectifying diode
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angles around the cavity aperture, one antenna used to scan and one used for

reference. They allowed intensity as a function of azimuthal and radial positions and

polarisations to be measured depending on the orientation of the waveguide stubs at

the time of measurement, Figure 3.21. Measurements were taken for azimuthal angles

of up to 55°, angles greater than 55° could not be measured due to the walls of the

output flange obstructing the radiation emission. The signals that were captured by

the antennae were fed to calibrated rectifying diodes which enabled voltage readings

to be obtained on a 1.5GHz deep memory digital oscilloscope. The readings from

these measurements could then be analysed to determine the mode radiated and also

the output power and efficiency of the system [Ronald et al 2008].

          3.7.2 Spectral Measurements
To record the microwave emissions a deep memory 12GHz real time digital

oscilloscope was used to capture the complete AC wave form and then perform a

Fourier transform of the AC signal to yield a measurement of the wave frequency

from one single experimental pulse.

Figure 3.21: Antenna scanning apparatus
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          3.7.3 Waveguide Adaptor/Receiving Antenna Calibration
A VNA was calibrated in waveguide 12 using first one and then the other waveguide

to coaxial adaptor and using the offset short calibration method. The return loss was

then measured for each waveguide-coaxial adaptor with a match on the coaxial port.

An example of the resultant measurements of return loss is shown in Figure 3.22 and

at the frequency of 4.42GHz this was -6dB giving a power transmission (in linear

terms) of 0.75. Waveguide 12 was used due the following frequency characteristics as

this was desirable for the wavelength of operation;

Cut-off frequency fco = 3.155 GHz

Frequency range f = 3.94 − 5.99 GHz

Nominal frequency fn = 4.73 GHz

The waveguide to coaxial adaptors were then used to feed the RF signal to rectifiers

and attenuators for the mode scan measurements.

Figure 3.22: Return loss curve for WG12 to co-axial N-type WG/co-axial transition

dB
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                                •Microwave measurements with the Penning trap installed

When the Penning trap was inserted for plasma generation within the interaction

waveguide, the value of cut-off frequency changed from 4.42GHz to 5.21GHz due to

the decrease in the diameter within the trap, therefore the type of waveguide used to

pick up microwave signals was changed from waveguide 12 to waveguide 14.

Calibration had to be carried out again for the new waveguide stubs to measure the

attenuation of the echosorb foam, and also to document the calibration of the variable

attenuator.

          3.7.4 Attenuators
There are many different types of attenuator that can be used depending on what one

wants to achieve and the particular circuit that one wishes to insert it into. Networks

Figure 3.23: WG14 set-up showing the waveguide stubs, connection for rectifying diode, the 
variable attenuator, (echosorb foam inside the stub)
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of resistors are the standard low frequency type of attenuator. At microwave

frequencies it is more common to load the transmission line with a lossy dielectric. By

inserting a resistive material into an electric field, attenuation of the signal is obtained,

this can be achieved by inserting a vane of lossy thin film or glass into a waveguide

which can be moved from a zero electric field position, at the wall, to a maximum, in

the middle, thus creating a variable attenuator, see Figure 3.23 for the attenuator used

for microwave measurements with the Penning trap. Where higher precision

attenuation is needed, a rotary vane attenuator can be used. If the vane is rotated from

a position where it is perpendicular to the E-field of the waveguide to one where it is

parallel, then the attenuation changes from zero to a maximum respectively. The foam

attenuators that were used in the waveguide in this experiment are a sponge-like

material loaded with a lossy powder and has the trade-name 'Echosorb'. These have an

advantage over vane type attenuators in that they have comparable attenuation for

harmonics.

                                •Echosorb Foam Calibration

The sponge attenuators that were used in the experiments add attenuation to the

waveguide sections to be used in the antenna pattern measurements. By calibrating a

Vector Network Analyser with an LRL technique it was possible to measure the

attenuation accurately [Golio 2001]. There were two sponge pieces used, one for each

waveguide receiving antenna, the calibration results were as follows: 

The waveguide piece used for the scanning measurements of the mode scan had

~17dB transmission loss, and for the case of the reference waveguide piece, as shown

in Figure 3.24, there was a transmission loss of ~13dB. In both cases this was

measured at a frequency of 4.42GHz.
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For the case where the Penning trap is installed and waveguide 14 is being used, the

rectifier pick-up ‘box’ had a waveguide section loaded with an attenuation of ~14dB.

The box used to relay the frequency of the microwave pulse had a foam attenuation of

~10dB. Both pieces were measured at 5.21GHz.

Shown in Figure 3.25 is the calibration curve for the waveguide 14 variable attenuator

at 5.21GHz, showing different attenuations at different adjustable vane positions.

Figure 3.24: Transmission loss curves for foam attenuators

dB
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          3.7.5 Rectifying Diodes
Rectifying diodes, Figure 3.19, are required to allow high frequency RF signals to be

measured with low bandwidth detection systems. The rectifying diodes used in this

experiment were commercial devices with crystal detectors mounted inside a coaxial

package. In this case the diodes used were fast gallium arsenide devices connected

across the inner and outer conductors, which shorts the E-field in one direction but

gives an open circuit in the other. The polarity of the signal that was obtained is

dependant on the orientation of the diode and the half sine wave that was obtained

was then capacitively smoothed, [Cross 1965]. By calibration of the devices output

voltage into a 50Ω load against a calorimetric detector measurement of the input RF

power, one can use the rectifier output voltage to determine the amplitudes and power

of short duration input signals arriving at the detector input.

Figure 3.25: Attenuations at different vane positions of the variable attenuator at the operating 
frequency of 5.21GHz
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                                •Rectifier Calibration

The calibration of the rectifiers provided graphs of output voltage against input power

which were fitted to an equation. The equation was used when analysing the results of

the mode scan to determine the intensity of the radiation. Both of the detectors were

calibrated, the one used for the scanning arm, Figure 3.26 and the one used for the

reference arm, Figure 3.27, of the antenna pattern apparatus.

Figure 3.26: Calibration curve and fitted 4th order polynomial for the rectifier used in the scanning 
arm during the 4.42GHz AKR experiment with no plasma
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Shown in Figure 3.28 is the calibration of the Narda and HP rectifying diodes that

were used for microwave measurements when the plasma trap had been installed.

Figure 3.27: Calibration curve and fitted 4th order polynomial for the rectifier used in the reference 
arm during the 4.42GHz AKR experiment with no plasma
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3.8   Plasma Generation Apparatus

          3.8.1 Penning Trap Geometry
For the AKR investigations it was necessary to introduce a background plasma into

the interaction region thus giving a closer approximation to the magnetospheric

environment. To do this the Penning trap geometry shown in Figure 2.15 was devised

and is shown below in Figure 3.29. As this new piece of apparatus will be inside the

interaction waveguide, the first cathode plate must have a hole of sufficient aperture

in the centre to allow the electron beam to pass through. In order to collect the

microwave radiation that is generated and emitted at the exit flange the second

cathode plate must be ring like, with a hole in the centre close in diameter to the trap

walls, ~70mm, and ideally with a taper leading out to the waveguide walls. See Figure

3.30 for a schematic of the trap complete with dimensions.

Figure 3.28: Narda and HP rectifying diode calibration used in the Penning apparatus setup, showing 
fitted 5th order polynomial
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At point (a) in Figure 3.29, the cathode has been opened up in the centre of the plate

as discussed previously, to allow for the electron beam. This can be seen in Figure

3.30 (a) also, where it is noted that the aperture has a diameter of 40mm. At point (b)

in Figure 3.29, the cathode end piece has been altered to allow the microwave

radiation generated to pass through and be collected. Note how it tapers off to allow

for a smoother transition to the outer diameter waveguide and hence less reflections,

also seen in Figure 3.30 (b).

Figure 3.29: Altered geometry of Penning discharge to allow for radiation collection

(a) (b)
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Figure 3.31, shows the position inside the interaction waveguide at which the Penning

trap will be placed to allow maximum magnetic field over the length of the trap.

Figure 3.32 shows a close up image of the Penning trap detailing the outer conductors,

insulators and the path of the electron beam through its centre. It also shows the

position of the mesh cathode with the probe connections in place, inserted into the

plasma generation region within the trap. Figure 3.33 shows the schematic view of the

circuitry involved. The outer walls of the Penning trap were constructed using copper,

and this acted as the anode of the geometry. This was encased in a nylon jacket which

acted as an insulator and prevented the copper from touching the walls of the

waveguide in which it was placed. The cathodes of the trap were also constructed

from copper which can be seen in Figures 3.34 and 3.35.

Figure 3.30: Schematic drawing of Penning trap showing the insulator walls (yellow), cathode plates 
(blue), cylindrical anode (red), and waveguide walls (black)

(a)

(b)
e-beam
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Figure 3.31: Schematic showing the position of the Penning trap within the experimental cavity

Figure 3.32: Penning trap geometry showing the cathodes, insulators, cylindrical anode, linking 
magnetic field, electron beam and plasma probe connection
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Figure 3.33: Schematic diagram of Penning trap circuit showing coaxial connections, voltage divider 
and current shunt

Figure 3.34: View inside the Penning trap to show the cathode at the far end of anode ‘tunnel’
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A mesh was constructed as a second cathode to close off the Penning trap whilst still

permitting radiation to pass through unperturbed. This was achieved using a spoke

design, see Figure 3.35, which was ideal for use with the TE0,m modes as they have

no radial E-field component to drive current on the wires. 

To make the sliding electrical contact between the cathode electrodes and the

waveguide walls, copper braiding over a nitrile rubber cord was used around the outer

edges of the cathode electrodes, this can be seen in Figure 3.36, which also shows a

clearer image of the electron beam injection end. The trap was made to be 20cm long,

covering the extent of the interaction region so that the maximum magnetic field

plateau coincided with this region where the plasma would be formed. The electrons

that are emitted from the first cathode face, do so under Townsend’s 2nd process.

They are accelerated into the Penning trap along the magnetic field lines and towards

the cathode at the opposite end of the trap. The cathode mesh repels the electrons and

so sends them back into the trap cavity, whilst the magnetic field prevents them from

drifting directly to the anode walls. The overall effect of this is that the electrons are

contained in the trap making multiple ‘bounces’ between cathodes and colliding with

Figure 3.35: Cathode mesh for Penning trap’s radiation port, notice the radial copper spokes 
mounted in a metallic holder
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the background gas. This compensates for the weak 1st Townsend collision ionisation

process by giving long electron lifetime and path length in the discharge. To apply a

voltage onto the Penning trap, an HT coaxial feed-through is inserted through the

vacuum vessel of the experiment and connected via HT coaxial cable to a 5kV power

supply outside of the experimental bay. This can be manually controlled and the

variation in Penning voltage and current measured as a function of each other.

          3.8.2 Background Gasses
For the experiments involving the generation of plasma within the interaction cavity, a

range of different gases and different pressures were investigated. The initial tests

were done solely with air as the ‘foreign’ gas admitted to the vacuum chamber.

Following this the gases tested were Nitrogen, Argon and Helium. To be able to bleed

the gases in at a slow and controlled rate, whilst observing the rise in the vacuum

pressure, a needle valve was used. This was operated simply by turning a dial on the

top of the valve which allowed the gas to seep into the system and so decreasing the

quality of the vacuum to a desired value by balancing the leak rate against the pump

speed. The pressure was measured using ion gauges at the diode and pump ends of the

experiment.

Figure 3.36: Copper cathode face illustrating bombardment markings
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          3.8.3 Plasma Probe
Having succeeded in forming the plasma within the trap, it was required that the

processes occurring in the plasma were understood. It was therefore necessary to

measure plasma parameters such as electron temperature and density. Langmuir type

probes give a direct measurement of the local plasma density from either the electron

or ion saturation currents. In this experiment, the method to measure the properties of

the plasma formed within the Penning trap will be to insert a type of electrostatic

probe through a nylon plate which will be placed inside the interaction waveguide just

behind the cathode mesh, Figure 3.37. A length of coaxial cable was therefore

stripped down to its copper wire core and used as a form of Langmuir probe, inserted

into the plasma parallel to the direction of electron beam flow and magnetic field. By

applying a voltage to the probe, at known values of Penning trap current and voltage,

the current picked up by the probe could be measured and analysed in the form of an

IV curve. By plotting the logarithm of the probe current against the probe potential

the electron temperature within the plasma may be determined from its gradient,

Equation 2.13.4. The disadvantage of this type of probe is local distortion of electrical

properties of the plasma. Initially the probe was 10cm long (reaching halfway into the

length of the Penning trap) but this caused drastic electrostatic disruptions with

regards to discharge ignition and so was shortened to 2cm with the copper core

exposed by 1cm. This gave rise to current collection problems across the magnetic

field onto the waist of the probe rather than current solely being collected

longitudinally on the end face. The protruding copper tip was therefore shortened to

be flush with the nylon insulator of the coaxial cable. Any cross field current collected

with this configuration is now minimised.
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This configuration allowed the probe current and voltage to be measured as the

discharge current was varied. The electron temperature within the plasma was then

estimated from the gradient of the logarithm of the probe current when plotted against

the probe voltage, Section 2.13. The saturation currents yield an estimate for the

electron number density (Equation 2.13.6) which could then be compared to the

magnetospheric data. A voltage divider was placed in the connection between the

oscilloscope and the plasma probe to reduce the voltage seen on the oscilloscope. This

consisted initially of a 1GΩ and 10MΩ resistor giving a divider ratio of 100. This

ratio was altered during the course of the experiments to 33 (using three 1GΩ resistors

in parallel).

Figure 3.37: Cathode mesh with plasma probe insert showing both the cylindrical and planar probe 
schematically and as a component photo
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However, due to the presence of a magnetic field in these experiments, other methods

to find the plasma frequency were necessary to validate the Langmuir probe

measurement. Therefore the results obtained from the probe were compared to those

using two different methods of calculations (which were less affected by the magnetic

field) to help verify their validity. The first method was to connect the probe as a

floating pick-up antenna feeding an RF spectrum analyser. This allowed the

frequencies emitted by the plasma to be recorded and analysed. The probe was

oriented parallel to the magnetic field within the coils and therefore was in a position

to pick up oscillations along the O-mode direction. RF emission frequencies close to

the plasma frequency were observed by means of this antenna configuration. These

direct measurements of the plasma frequency could then be compared to the value

calculated manually using the number density estimated by the probe measurements.

Theory concerning the Bohm Sheath Model is shown in Section 2.13.2 providing an

alternative way to get the number density and hence a value of plasma frequency. This

was achieved by using the probe estimate for the electron temperature to predict the

ion sheath velocity and hence the bulk ion number density from the Penning cathode

current.

          3.8.4 Electrical Diagnostics of the Discharge
To measure the macroscopic electrical behaviour associated with the Penning trap

experiments, a LeCroy oscilloscope was used. Due to the high sensitivity and low

maximum voltage of the oscilloscope, certain measures were taken to ensure accurate

readings of the voltage and current from the plasma. A voltage divider was made to

reduce the voltage appearing at the oscilloscope by a factor of 10,000 making

accurate readings of the voltage possible, this is represented within the circuit

diagram for the Penning trap in Figure 3.33. It was formed with a 2GΩ high voltage

stage resistor and with a 200kΩ tap-off stage to ground across which the Penning trap

voltage was measured with the oscilloscope. This voltage divider was then connected

between the anode and the trap ground return.To enable an accurate current

measurement to be obtained, a current shunt was constructed which measured the

total current flowing through the ground sheath on the return from the Penning trap.

This is also represented in Figure 3.33 where one can see the 2.2kΩ resistor.
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Chapter 4 : Numerical Simulations
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Chapter 4  :  Numerical Simulations

4.1   Introduction

Computer simulation programmes are a valuable tool for any scientist providing

helpful insights of what behaviour one may expect from an experiment. Two different

primary codes were used, an analytic code Maple, and a non-linear 2D PiC code

KARAT. These codes allow one to solve numerically or analytically linear and non-

linear theoretical descriptions of physical systems. PiC codes enable a link between

highly reduced 1D models and the physical 3D systems by allowing the physical

geometry to be replicated on a grid representation. This allows solutions of problems

based on solving basic physics laws (e.g. Maxwell’s Equations, the continuity

equation, the equation of motion, the Lorentz force equation etc.), describing the

fields by interpolation between a spatially discretised mesh and the particles in

merged ‘super particles’ instead of a very precise solution of a specialised simplified

equation which is based on physical approximations. In addition to their predictive

capability, multi-dimensional computer simulations may also (once benchmarked

against the experiment) provide insight into difficult to measure quantities and

parameters. The analytical Maple code was used to work out magnetic field

configurations of the solenoids which were then programmed into KARAT along with

the dimensions of the experiment. This non-linear 2D code was then used to predict

the electron optics, operating frequency, non-linear dynamics, and output power of the

experiment as well as illustrating the phase space evolution of the beam. Maple was

also used to write a script describing the spatial and temporal growth of beam wave

interactions, allowing plots of the complex roots of the wavevector to be obtained.

4.2   Linear Theory of the Cyclotron Instability

Maple is an analytic and numerical computation system that performs mathematical

computations and manipulations in order to solve in principle arbitrary problems. For

the purpose of this research a Maple script was written, [Chu 2004, Chu & Lin 1988,

Sprangle et al 1977] to demonstrate the coupling strength, gain and growth rate of a

cyclotron instability as well as indicating whether the instability will be absolute, or



110

convective, as a function of the waveguide dimensions, modal numbers and beam

parameters allowing the impact of the electron beam configuration on the imaginary

parts of the wavevector/frequency of the experiment to be investigated. It illustrates in

the form of dispersion curves the beam and wave modes plus the composite ‘hot’

eigenwave of the coupled system, for both the unbounded and bounded cases. The

codes for these two cases, (bounded and unbounded) can be seen in full in

Appendices 1 and 2 respectively.

This code facilitates the analysis of different resonance conditions by simply

changing magnetic field, beam current or electron beam pitch angle. The dispersion

plots in Figures 4.1A to 4.6A use a method which finds only entirely real solutions of

the system. Growth of wave intensity actually occurs due to the imaginary parts to the

solution which occur in the ‘gap’ in the coupled solution shown in black in the

figures. The real and imaginary parts of the complex roots of kz are presented in

Figures 4.1B and 4.2B for the unbounded case and 4.3B to 4.6B for the bounded case.

          4.2.1 Unbounded Geometry
The coupled dispersion equation can be solved for discretely chosen real values of

either kz or ω to find the complex roots for the other parameter. This allows the

growth rate of the instability in time or space to be understood. Figures 4.1A to 4.2A

show the unbounded dispersion diagrams with varying degrees of pitch factor α=0.5

and 1.5. Geophysically reasonable parameters are used of B=12μT and I=20μA/m2

and an accelerating voltage of 10kV. Figures 4.1B and 4.2B, show the real and

imaginary parts of the complex roots of kz over a range of real values for ω near

resonance, for the case where there are no boundary conditions, i.e. no waveguide

walls. It is seen from these plots how a change in the value of the pitch factor can

affect the shape of the dispersion. The dispersion expression for the unbounded, free

space, case is shown in Equation 4.2.1.
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                                                     Equation 4.2.1

Equation 4.2.1 is a fourth order dispersion equation, meaning that at all times, there

must be four roots accounted for.

Figure 4.1A shows the resonant coupling to an electron beam of 20μA/m2 under

magnetospheric parameters, with α=0.5. The blue trace represents the electron beam,

the green trace is the speed of light and the black trace represents the coupled

dispersion relation, Equation 4.2.1. At the points circled in pink in Figure 4.1A the

beam is in resonance with the free space wave, however, in these dispersion diagrams

it is only the real values that are shown, so it is not until the complex roots are solved

that detail can be seen. The complex roots are shown in Figure 4.1B clarifying that the

upper resonance is entirely real (i.e. stable), and the lower resonance is complex,

points (i) and (ii) respectively. 
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It is noticed in Figure 4.1B, at point (i), the similar shape to the dispersion in the plot

4.1A, and corresponds to entirely real roots of kz for the resonant beam-wave system.

(It should be noted here that the imaginary parts of the complex roots have had a x10

Figure 4.1: Dispersion plot for free space with current of 20μA/m2, α=0.5, V=10kV

ω

ω

(i)

(ii)
(iii) (iv)
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multiplier applied to them to make it more clear in the figure). At point (ii) where the

resonance is in the negative kz region, the real parts of the real and complex roots can

be seen. At this point the fast cyclotron mode couples to the free space wave and has

real and imaginary solutions. The real parts of the complex roots are at (ii) and the

imaginary parts are at points (iii) and (iv). Due to the coupling with the fast cyclotron

mode, the beam gives energy to the wave and its decay rate is shown at point (iii). The

wave, therefore, gains energy and its growth rate is shown at point (iv). The points at

which the imaginary roots of kz go to zero are stable regimes. 

As can be seen from Figure 4.2A, increasing the pitch angle to 1.5, decreases the

gradient of the beam line, which is the only noticeable affect in this plot, however,

referring to Figure 4.2B, there is a bigger effect occurring in relation to the complex

roots.
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Figure 4.2B shows that the imaginary parts of the complex roots (which have had a

x10 multiplier applied to them for clarity) have increased in value. At points (ii) and

(iii) the resonance point can be seen, again with the kink in the wave trace. At point

(iv) and on the opposite side to point (v), there is a stable condition where no growth

Figure 4.2: Dispersion plot for free space with current of 20μA/m2, α=1.5, V=10kV
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takes place, shown by the 'pinches' in towards the y-axis of the imaginary parts of the

solution. Similarly referring again to point (i), there is an unstable condition where the

instability is growing, shown by the bulges out to the side.

          4.2.2 Bounded Geometry
Figures 4.3A to 4.6A show the dispersion plots for the case where cylindrical

radiation boundaries are present. It is clear to see that increasing the pitch factor of the

electrons, decreases the gradient of the electron beam line. Figures 4.3B to 4.6B show

the plots of the real and imaginary parts of the complex roots in kz, again with a

cylindrical waveguide in place, giving a bounded condition, the dispersion for which

is shown in Equation 4.2.2.

                                                     Equation 4.2.2

The basic structure of Equation 4.2.2 is clearly comparable with Equation 4.2.1,

however additional terms are required to express the strength of the coupling to the

new non-uniform non-planar wave. The term in the red box denotes the stabilising

term. The term in the blue box denotes the destabilising term which gives rise to

energy exchange. Close to resonance and/or in cases of high perpendicular velocity,

the destabilising term will dominate. The system becomes unstable when the

destabilising term becomes big enough. It is assumed that if the beam plasma

frequency is substantially less than that of the wave then the field structure of the

waveguide is not strongly perturbed. Tsm, Hsm and Usm are transverse coupling

strength terms relating the transverse properties of the electric field and the electron

beam. See Appendix 2 for expressions for Tsm, Hsm and Usm.
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Figure 4.3A shows the resonant coupling of a beam of 12A with a TE01 mode in a

waveguide of radius 4.14cm. The waveguide mode is represented by the green trace,

the beam line by the red trace, the speed of light line by the pink trace and the coupled

Figure 4.3: Dispersion plot for the TE01 mode with I=12A, α=0.5, within the boundary of a 
cylindrical waveguide of radius 4.14cm
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dispersion by the black trace. The magnetic field in this case is 0.18T suitable for near

cut-off resonance with the TE01 mode. As is seen in this first case, with a pitch factor

of 0.5, the resonance condition means the beam crosses the waveguide mode. It can

be seen from Figures 4.4A and 4.5A that an increase in the pitch factor allows for a

grazing resonance condition which is more beneficial for energy transfer.

In Figure 4.3B, it can be seen at point (i) that at the point of resonance there are three

lines that can be distinguished, the left most line is the real forward waveguide mode,

next to this is the fast cyclotron mode and beside this the slow cyclotron mode. In

these cases it is the fast cyclotron mode that couples to the waveguide mode, the slow

cyclotron mode stays real and does not couple. The real backward waveguide mode is

seen at (ii). The imaginary part of kz of the coupled mode may be seen from (iii) to

(iv) and the second resonant point is seen at the base of the waveguide mode. The

imaginary part in negative kz, opposite point (iv) denotes the growth of the wave

energy, whereas the imaginary part of kz on the positive side, at (iv), shows decay of

the beam energy. The imaginary parts can be seen to extend out to the left and right

away from the ω axis, and down towards zero, indicated by points (v) and (vi). This

describes evanescent decay of the wave below cut-off.
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Figure 4.4 show the dispersion and complex roots plots with a pitch angle of 1.5. As

can be seen, with a higher pitch factor of 1.5, the upper resonance reduces in

Figure 4.4: Dispersion plot for the TE01 mode with current of 12A, α=1.5, within the boundary of 
the cylindrical waveguide
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frequency, (i), and it is clearer to see the coupling between the fast cyclotron mode of

the beam and waveguide mode. There is a noteworthy effect at the lower coupling

point, (ii), where there is a ‘gap’ in the plot. At this point the interaction is unstable,

with no real solutions of either ω or kz, so oscillations will occur due to an absolute

instability. This may also occur at lower pitch angle of 0.5, but from the graph it is not

clear to see. At point (iii) the imaginary part of the complex root has increased

corresponding to a larger growth in the wave energy as it accepts the energy given up

by the beam, due to resonance between the wave and the fast cyclotron beam mode.

This ties in with Equation 4.2.2 whereby if the pitch angle increases then so too does

v⊥ and hence β⊥. As β⊥ appears in the ‘destabilising’ term of the dispersion equation

as a squared number, this term will increase more rapidly and hence give rise to more

beneficial parameters for energy transfer.
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Figure 4.5A shows the dispersion plot obtained with a pitch factor of 2.5 It is much

easier to see in this plot of Figure 4.5B that it is the fast cyclotron beam mode that

Figure 4.5: Dispersion plot for the TE01 mode with current of 12A, α=2.5, within the boundary of 
the cylindrical waveguide
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ω
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couples to the wave. The imaginary parts of kz have now increased even more in

value, suggesting an even more substantial growth in wave energy.

Figure 4.6A shows an example of an increased current from 12A to 34A, using α=1.5,

which shows more or less an identical plot to that in Figure 4.4A except that the

imaginary part of kz has again grown larger. An important thing to note about these

graphs when α or I is varied, is the effect that it has on the feature in the plot in Figure

4.4 B (iii), and at the same section in Figure 4.5 and 4.6. As can be seen, increasing

the value of α from 1.5 to 2.5, increases the magnitude of the imaginary component of

the wave vector and hence increases the spatial growth rate. Similarly increasing the

value of the beam current from 12A to 34A has a similar impact.
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The values obtained for the imaginary parts of kz can be used in the following

mathematical steps to obtain a prediction for the spatial growth profile of the system,

by first considering the wave function:

                                                     Equation 4.2.3

But,

Figure 4.6: Dispersion plot for the TE01 mode with current of 34A, α=1.5, within the boundary of 
the cylindrical waveguide
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                                                     Equation 4.2.4

Therefore;

                                                     Equation 4.2.5

So now, if z=L and EA is measured at the origin, 0, one obtains:

                                                     Equation 4.2.6

Then the amplitude has grown compared to the initial value and one can write the

amplitude growth as:

                                                     Equation 4.2.7

Using Equations 4.2.6 and 4.2.7, the gain can be determined by substitution:

                                                     Equation 4.2.8

So the gain is given by the following expression;

                                                     Equation 4.2.9

If the answer to this expression turns out to be negative, then there is attenuation, a

positive answer implies gain. 

The following plots, Figures 4.7 to 4.9, show 3D images of the dependence of the

coupling coefficient, Hsm, for the TE01 mode on normalised control parameters p and

q, and the impact of changing the harmonic number, S. Where  and

, with k⊥ the perpendicular component of the k-vector, rc the guiding centre

radius, and rL the Larmor radius.
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Figure 4.7: Hsm dependence on guide and Larmor radii at cyclotron harmonic, S=1

Figure 4.8: Hsm dependence on guide and Larmor radii at S=2
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It is clear to see that as the harmonic number is increased, the maximum amplitude of

the coupling coefficient decreases, (about an order of magnitude from S=1 to S=3),

making the instability more difficult to excite.

4.3   Non-Linear 2D Simulations

The KARAT programme is a time dependant, fully electromagnetic, Finite Difference

PiC code and was used to simulate the electron beam formation and the RF

interaction. It works by solving Maxwell’s equations on a grid whose dimensions are

chosen to ensure that there is no dramatic variation in the fields between any two

nodes, one can then determine the field experienced by any particle at any point in

space by interpolation. Due to memory and time constraints, not every particle in the

experiment can be simulated, therefore a merging factor is defined which collects a

group of particles together into one PiC particle (by default one PiC particle contains

3x109 real particles). The code then uses the Lorentz force equation, Newton’s second

law and the relativistic equations of motion in order to work out the trajectories of the

particles. It was necessary to use this program to simulate the formation of the

Figure 4.9: Hsm dependence on guide and Larmor radii at S=3
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velocity profile in the electron beam because in the laboratory it was impossible to

reach large degrees of magnetic compressions whilst keeping the completely

adiabatic conditions required for the theoretical analysis. The program was used to

model a realistic compression regime and calculates the static magnetic and electric

field when given appropriate information on electrode geometry, potentials and

solenoid configuration. A Maple script calculates the coil configurations required for

the desired experimental field profile. The rest of the experimental parameters are

then programmed into the KARAT code. 

          4.3.1 Magnetic Field Profile Script
Before starting any simulations in the KARAT programme, one needs to be able to

input the correct experimental magnetic field configurations by defining the solenoid

geometry and currents. This was facilitated using a further Maple script. The Maple

code does two things; It allows for the design of the solenoids and, once it has been

verified against the experimental measurements of B, it allows magnetic fields to be

set by predicting the current which needs to be applied to each coil. The verification

of the Maple script was shown in Chapter 3 when the Hall Probe measurements were

carried out, Figures 3.11 to 3.14. The script was used to set each PSU current to obtain

plateau magnetic fields of B=0.18T or B=0.21T required for the two experimental

configurations.

To configure the magnetic field with the Maple script, one first finds the cut-off

frequency, fc, using Equation 2.3.27, for example with an 8.28cm diameter

waveguide, the cut-off frequency of the TE01 mode is;

TE01: fc = 4.4194GHz

This gave a corresponding magnetic field strength when using a rearranged version of

Equation 2.2.1 to yield close to cyclotron resonance for an electron beam of energy

75kV;

TE01: B01=0.1824 T

The B-field and fce for a detuning of 1%, 2% and 3% are also required to study the

strength of the RF instability. These are as follows:
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1% detuning: fce = 4.375 GHz B = 0.1806 T

2% detuning: fce= 4.331 GHz B = 0.1788 T

3% detuning: fce= 4.287 GHz B = 0.1769 T

Where B here was the maximum magnetic field value over a 20cm long plateau which

covered the extent of the interaction region.

With the plateau magnetic field value defined, coil parameters such as the number of

turns and layers per coil, the lengths of each solenoid, currents and relative axial

positions, were input into the script. A plot of the magnetic field profile, shown in

Section 3.5.2, was obtained and could be fine tuned by altering the currents on each of

the five coils. It was particularly important that the script allowed solenoid 4 to be

altered to balance the impact of solenoid 2’s fringe field in the plateau region. From

these plots one obtains the mirror ratio values, taken at the cathode position, for

example Figure 3.10(i) and the maximum point on the plateau, Bz/Bz0, Figure

3.10(ii). A detuning of 2.4% proved to work best experimentally for different values

of the cathode coil and for resonance with the TE01 mode, where;

Solenoid 1 = 30A, 60A corresponding to cathode B-fields of 0.01T

and 0.02T

Solenoid 2 = 40A

Solenoid 3 = 101.83A - plateau field of 0.18T

Solenoid 4 = 70.3A

Solenoid 5 = Solenoid 3

Solenoid 6 = 0A

Once the plot had the correct flat plateau form with the appropriate peak magnetic

field, the coil configurations were written into a separate file. The file was written in a

format that KARAT would be able to read and contained the parameter description of

the coils. This enabled KARAT to run detailed simulations of the experiment (once

the geometry of the electrodes and other characteristics had been programmed) with

accurate, experimentally consistent, magnetic field profiles.
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          4.3.2 Electrode Configuration
Figure 4.10 shows the geometry programmed into KARAT. The dimension of the

anode can was set for a radius of ~8cm as can be seen by the outer light blue line on

the left of the picture. The radial decrease to the interaction waveguide of radius

4.14cm can be seen. 

The solenoids are shown at the top of the picture, solenoid one situated around the

electron gun region, solenoid 2 at the entrance to the interaction waveguide and

solenoids three, four and five over the interaction waveguide section where the beam-

wave resonance takes place. Solenoid three is the one that most critically controls the

plateau of the magnetic field for that region, setting a maximum field value whilst

solenoids 4 and 5 hold it steady for the 20cm of the interaction space, which is

illustrated by the dark blue field lines. The electrodes were programmed to be

consistent with the experiment. The cathode, visible on the left, has been given a

conical shape to replicate the experimental nose cone as described in Section 3.3 and

shown in Figure 3.2. However, due to the extreme foreshortening of the KARAT

Figure 4.10: KARAT representation of simulation geometry
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graphics along the z axis, this cannot be seen in Figure 4.10. An area just at the base

of the nose cone has been specified as the electron injection point to simulate the

velvet emission region, this yields a hollow beam with a mean guiding centre radius

~1cm once magnetically compressed in the interaction region. A potential was set on

the cathode of -75kV, with the beam current defined as a control parameter.

The anode mesh situated directly in front of the cathode face is programmed in as a

foil. This allowed the user to define an equipotential surface which would appear

transparent to the electrons and not hinder their motion, thus allowing an idealised

representation of the experimental anode mesh. In order that the radiation emitted

during the simulation was absorbed within the confines of the simulation boundaries,

a ‘numerical’ absorber was placed to the far right of the interaction waveguide,

effectively in the place of the output window of the experiment. Its absorbance was

defined to increase progressively towards the far right of the simulated geometry.

The resolution in the simulation can be manually altered and is important as it

determines the wavelength of radiation that can be simulated. It is based on an

approximation of the Nyquist limit which states that there should be at least 3

resolution nodes per wavelength to be able to properly distinguish characteristics of

the plots. Too few nodes can lead to numerical inaccuracy but on the other hand, if the

number of nodes is too large then it can cause the simulation to run very slowly and

increase the growth rate of numerical errors. In the case of these simulations it is set to

be a minimum of ten nodes per wavelength. In actual fact the values most commonly

used in this project were 81 nodes in the R (radial) direction and 1001 nodes in the Z

(axial) direction. This gave quite a fine resolution, particularly in the radial direction,

but was necessary to give a reasonable simulation of the electron gun properties. For

the ~6.7cm wavelength of the radiation in this set-up, this gave ~68 nodes/wavelength

in the radial direction and ~25 nodes/wavelength in the axial direction.

With the set-up and programming of the KARAT configuration script complete,

simulations were undertaken investigating the impact of variables such as the injected

electron current and magnetic field configuration on the power output and the
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horseshoe distribution formation and evolution. The predictions from the code could

be compared to experimental measurement but also gave an insight into some of the

internal dynamics that could not be directly measured, i.e., the detailed evolution of

the horseshoe distribution function. Evidence that it has formed can be gathered

experimentally through measurements of the beam current as a function of mirror

ratio. But with the 2D non-linear code, plots can be generated which clearly show the

formation of the horseshoe distribution as the electron beam is travelling through the

magnet system, and shows how the axial velocity component of the radiation/beam is

sacrificed for increasing transverse velocity. Values of v⊥, vz and EK of the electron

within the distribution can be obtained at different stages of their passage through the

apparatus. The computation also predicted the decay of the horseshoe distribution due

to the beam-wave interaction which was something that could not be measured

directly.

Other diagnostics included the measurement of Ib within the resonant cavity and

measurements of Eφ the electrical field of the wave, the Fourier transform of Eφ for

the spectrum of radiation, and the power in the output waveguide. By taking note of

the value of Ib within the resonant cavity, the current lost through scraping or

mirroring can be obtained as a reduction from the initial input current. These

diagnostics played a vital role in the calculations of the electron distribution where a

comparison was made between the numerical and experimental velocity distributions,

see Sections 5.3 and 6.2.

4.4   Simulations of Resonance with TE01 Mode

The initial task for KARAT was to be able to simulate the experimental proposal

before any measurements were physically taken in the laboratory. This was to aid in

the prediction of results and give reassurance of the basic validity of the proposed

method. The geometry was defined for the cylindrical cavity described earlier,

appropriate for generation of radiation in the TE01 modes at 4.42GHz, and the

currents on the coils defined to give a maximum magnetic field plateau of 0.18T. The

resolution was initially set at quite a coarse setting, 41(R) and 501(Z) while
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parameters were optimised as this decreased the run time of the simulations. Once the

simulation was giving persuasive results which compared reasonably with

astrophysical expectations, the resolution was changed to give a finer grid mesh at

81(R) and 1001(Z). The ultimate choice of the mesh was driven by a desire to

improve accuracy of the gun calculation rather than the EM dynamics since the mesh

cathode spacing is only 2cm across. This meant that for the coarse mesh there was

only 12 nodes across the spacing as opposed to 25 nodes for the fine mesh. The

cathode current was varied between ~10-150A with plots of beam current (in the

cavity) Vs mirror ratio being compiled. This process was carried out for each of three

detuning settings of 0.6%, 1.5% and 2.5% below the resonant cyclotron frequency.

The code was able to predict the mode structure, power and frequency of the emitted

RF radiation.

          4.4.1 Comparison of Numerical and Experimental Velocity  
Distributions

Measurements of the cavity beam current as a function of peak magnetic plateau

allow the quantitative study of the electron distribution in velocity space. This was

achieved by increasing the mirror ratio causing progressive mirroring to be obtained.

These results can be compared between the experimental data and numerical

predictions allowing the modification of the numerical simulation of the electron gun

to achieve a comparable electron distribution function. Variations of the cathode nose

cone geometry, changing the angle of the cone to regulate the simulation pitch factor,

was used quasi-empirically to converge on a simulation electron beam that replicated

the experimental measurements, see Section 5.3. This allowed reasonable

comparisons to be drawn between the measurements of the RF instability and the

numerical predictions.

          4.4.2 RF Calculations
Having configured the geometry and succeeded in the generation of an

experimentally consistent electron beam, the output radiation of the beam-wave

resonant interaction could be computed. The predictions of the time evolution of the
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electric field yielded the radiation spectrum and the spatial distribution yielded the

excited mode. The phase space plots which were recorded by KARAT at discrete

points along the axis of the system illustrated the formation of the horseshoe

distribution as well as the process of electron bunching. 

The output RF power predicted for each configuration of beam power, magnetic

compression and detuning could be analysed and the values compared to the

predictions of the linear theory.

          4.4.3 Addition of Background Plasma
The KARAT code was altered to numerically include a Penning type trap geometry

within the interaction region of the waveguide. Due to the decrease in diameter of the

new interaction region, the cut-off frequency within the Penning trap differed to that

of the original cylindrical waveguide. This in turn affected the resonance condition

requiring an increased magnetic field plateau value;

Inside diameter of Penning trap=70.2mm

fco=5.21GHz

B=0.214T

To be able to reasonably simulate the addition of a background plasma, details such as

Debye length, plasma parameter and therefore the merging factor had to all be

carefully considered, see Table 4.1. It is ideal to have as high a merging factor as

possible as this allows the computer code to run faster and use less memory. However,

increasing the value of the merging factor, increases the value of gp, the plasma

parameter. From Equation 2.6.8, it is seen that the value of gp must be significantly

lower than 1 if the plasma regime of the simulation is to be compared to the

experiment (i.e. be in the weakly coupled regime). For the PiC code, a number density

~1.12x1013m-3 was used corresponding to a plasma frequency of ~30MHz. This is

scaled from the 9kHz plasma frequency in the auroral density cavity. The merging

factor was set to 30 which gave values of gp for the experiment and the simulation of

4.72x10-7 and 2.33x10-3 respectively, assuming the electron temperature of 10eV. It
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was not possible to have a plasma frequency greater than 30MHz due to the

limitations of the code, i.e. the maximum number of allowed PiC particles. The code

then predicted the interactions between the ions and electrons present within the

plasma and the electron beam.

Table 4.1  Comparison of PiC Code and Real Plasma Parameters

PiC values ‘Real’ Values

Merging Factor = 30

Plasma Frequency = 30MHz

n (m-3) 3.7x1011 1.12x1013

λD (mm) 1.1 5.7

gp 2.33x10-3 4.46x10-7
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Chapter 5 : Numerical Results
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Chapter 5  :  Numerical Results

5.1   Introduction

Conducting numerical simulations prior to a laboratory experiment offers many

advantages. Not only can it aid in the design of critical experimental components, but

it also provides a database of predictions for comparison to the experimental

measurements and, in this case, to magnetospheric data. The simulation code used for

this study was KARAT which was configured to simulate the experimental geometry

as seen earlier in Figure 3.9. It allowed predictions of the radiation frequency, the

electron phase space distributions, the radiation output power and the mode pattern

showing the expected resonant TE01 mode. This chapter will discuss the numerical

predictions for beam formation, transport and mirroring Section 5.2, the analysis of

the electron velocity distribution Section 5.3, the predictions of the microwave output

power Section 5.4 and the simulations of the effect of the plasma on the instability

Section 5.5. 

5.2   Beam Transport & Mirroring Results

In this thesis the focus of numerical and experimental study was based on

configurations designed to excite the TE01 mode within two different waveguides; the

initial cylindrical waveguide with diameter 8.28cm, and the Penning interaction

waveguide with diameter 7.02cm. The resonant magnetic fields for these dimensions

were 0.18T and 0.21T respectively. Since the apparatus was able to obtain peak

magnetic fields in excess of 0.7T, the choice of these low magnetic field regimes with

low frequency resonances provided the scope to analyse the electron distribution

function by the ‘mirroring’ process.

For the initial beam transport simulations the waveguide dimension was a cylindrical

waveguide with a radius of 4.14cm. This would allow a beam-wave resonance at

4.42GHz to take place, near cut-off with a relatively low order TE01 mode. At this

frequency a magnetic field of ~0.18T was necessary giving a substantial reserve
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capacity of magnetic field with which the resonant electron distribution function was

measured.

For reference within this chapter to multiple diagnostic points distributed along the z-

axis, Figure 3.9 is repeated below in Figure 5.1. KARAT computes the magnetic field

lines (shown in blue) based on the magnet coil configuration and shows a plateau

region centred close to the middle of the main coil, solenoid 3. The red crosses

indicate diagnostic points at which KARAT makes detailed predictions of certain

physical parameters within the simulation. The cathode/electron gun is shown in dark

yellow on the left hand side whilst the boundary of the anode is shown in light blue.

The magnet coils are represented by the blue crossed boxes along the top of the plot

surrounding the anode. As can be seen from Figure 5.1, the lengths are extremely

foreshortened in the axial (z) direction compared to the radial (r) direction, meaning

that although the simulation can resolve the gap between the cathode and anode mesh,

this is not clearly shown on the plot.

Figure 5.1: KARAT representation of the apparatus showing the magnetic field 
lines and the cross points along the z-axis
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Figure 5.2 shows the electron beam trajectory as it passes through the system from the

cathode, and into the interaction region along a region of increasing magnetic field.

At point (i) in Figure 5.2 the electrons are injected into the converging magnetic field

in the anode can region from the electron gun. Solenoid one controls the field in the

cathode region as can be seen in Figure 3.10. This corresponds to Figure 5.3(i) where

there is very little v⊥ but high vz as the formation of the horseshoe is in its early stages

with a low pitch factor. At point 5.2(ii) the beam’s guide and Larmor radius are

decreased due to the magnetic compression taking place. The trajectory at this point is

affected by solenoid two which controls the rate of magnetic compression. The

magnetic compression means that there is an increase in v⊥ at the cost of vz as seen in

Figure 5.3(ii). At point (iii) in Figure 5.2, where the magnetic field is at its highest

point for a plateau of ~20cm, some of the higher pitch electrons are mirrored i.e. they

have v⊥=vtot and so acquire a negative vz component and drift backwards towards the

cathode. This can be seen in Figure 5.3(iii), and more evidently in (iv), where the tip

of the horseshoe has been cut off at the axis of vz=0. Figure 5.2(iv) shows the beam

Figure 5.2: Trajectory of electron beam with magnetic compression

(i)

(ii)

(iii)
(iv)
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expanding out after the plateau as the magnetic compression falls off. The electrons

are dumped onto the waveguide side walls.

As the axial velocity component decreases with increasing transverse velocity a

horseshoe shaped electron distribution function can be seen to evolve. This is linked

to the decrease in mean axial velocity with increasing mirror ratio, which in cases

5.3(iii) and (iv) leads to decreases in beam current due to mirroring. Figure 5.4 shows

predicted phase space plots from a simulation by KARAT of the horseshoe

distribution formation. It is similar to that shown in Figure 5.3(iii) and (iv) in that it

shows the mirrored components of vz<0. In this case where z=120cm, the mirrored

component is that which has been reflected back from the interaction waveguide (at

the point where Bz is at its maximum) and into the anode can region. The population

density is seen to decrease with increasing pitch factor. Figure 5.4 corresponds to a

cathode flux density of 0.01T and shows the horseshoe distribution predicted by

KARAT. The point at z=120cm, which this plot refers to, is upstream from the

interaction region and shows the injected electrons from the cathode at (i) with their

reflected components at point (ii). Figure 5.5 shows a comparative distribution for

cathode flux density of 0.02T. This figure shows a higher density of electrons at lower

pitch factors (high vz) and a greater spread in the mirrored component, due to the

doubling in the beam current from 18A in Figure 5.4 to 35A.

Figure 5.3: Evolution of horseshoe as magnetic flux increases, showing decreasing vz as v⊥ 
increases

(i) (ii) (iii) (iv)
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Figure 5.4: Initial trajectory of horseshoe formation, 1.5% detuning, 0.01T on the cathode, 
Ibeam=18A, 120cm on z-axis

Figure 5.5: Initial trajectory of horseshoe formation, 1.5% detuning, 0.02T on the cathode, 
Ibeam=35A, 120cm on z-axis

(i)(ii)
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5.3   Analysis of Electron Distribution

When the beam transport experiments started in the laboratory it soon became evident

that the electrons had a much higher value of perpendicular momentum than the code

had predicted for the same settings of cathode and cavity magnetic fields. This meant

that comparisons of the predicted RF efficiency to experimental RF efficiency were

substantially different. An explanation of these differences was to look at the

simulation resolution settings and simulated design of the cathode. The memory

constraints of the KARAT programme on the calculation was one of the limiting

factors where the resolution was concerned along with the difficulties associated with

simulating the entire 3D gun region in a 2D modelling code, meant that it was not

possible to fully self consistently simulate the gun geometry.

It was found that by analysing the electron beam line density distribution

experimentally, that the simulations could then be improved by adjusting the

simulation to match the new experimental findings. This was achieved by modifying

the simulated electron gun thus varying the trajectory of the electron beam. This was

possible as theories [Vorgul et al 2004, 2005, Bingham & Cairns 2000, 2002] have

indicated that the critical parameter of the beam is the distribution of the electrons

with high v⊥. This meant that the properties of the electron gun could be varied until a

close match between experimental and numerical beam configuration was achieved.

Figures 5.6 and 5.7 show how varying the plateau field strength has an effect on the

beam current measured in the plateau region for each of the cathode field strengths.

As can be seen, for both cases, as the plateau field is increased the cavity current

decreases. The data from these and similar plots could then be graphed to indicate

progressive mirroring with increasing plateau field (and hence mirror ratio), Figure

5.8, signified by the continually decreasing beam current.
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Figure 5.6: Cathode field of 0.01T showing variation in current as plateau field is altered

Figure 5.7: Cathode field of 0.02T showing variation in current as plateau field is altered
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Analysing the variation of the beam current with mirror ratio, Figure 5.8, as the

plateau magnetic field, Bz, is increased from the resonant value, B0, and relating this

back to the critical value of vz (where electrons with vz less than vzcrit will mirror),

yielded the plot depicted in Figure 5.9 showing analysis of the electron distribution in

velocity space as a function of the pitch angle. In Chapter 6 the experimental

magnetic mirroring measurements are discussed and analysed in terms of the density

of particles at certain points in the distribution. Drawing from that information in this

present chapter, the details of the simulation geometry and emissivity of the electron

gun were altered in a systematic process to yield a variation of electron current in the

cavity with the magnetic field strength which matched experimental measurements.

This enabled a much closer comparison between the predictions of the RF generation

process and the laboratory measurements.

Figure 5.8: Simulated beam current in cavity Vs mirror ratio for cathode flux densities of 0.01T & 
0.02T, input currents of 18A & 35A

B0/Bcathode=17

B0/Bcathode=9
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The electron distribution in velocity space of the electron beam formed at cathode

flux densities of 0.01T and 0.02T and plateau flux density of 0.18T can be seen as a

function of pitch angle in Figure 5.9, comparing the experimental data with the

numerical calculations from KARAT.

5.4   RF Calculation Results

A wide range of parameters were investigated with a plateau magnetic field setting of

~0.18T, testing the impact of different detunings. The strongest resonance was

numerically predicted with a detuning setting of ~1.5%. Figure 5.10 shows the

expected operating frequency to be ~4.42GHz, the desired, close to cut-off, frequency

value for resonance with the TE01 mode for a cathode flux setting of 0.01T at a

detuning of 1.5% and 2.5%. In Figure 5.11 the same expected operating frequency is

observed only in this case the cathode flux density is 0.02T and more prominent signs

of the second harmonic are visible. 

Figure 5.9: Numerically analysed electron distribution in velocity space versus pitch angle 
compared to experimental measurements
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Figure 5.10: Predicted frequency of radiation with 1.5% and 2.5% detuning with 0.01T on the cathode

Figure 5.11: Predicted frequency of radiation with 1.5% and 2.5% detuning with 0.02T on the 
cathode
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Figures 5.12 and 5.13 illustrate the formation and evolution of rotational electron

bunching within the beam in velocity space for three different diagnostic points along

the z-axis of the waveguide. These are depicted for both 0.01T and 0.02T cathode flux

densities at position of z =130cm, 140cm and 190cm corresponding to electrons

entering the cavity, the centre of the cavity and at the collection point respectively.

Figure 5.12 shows the case for the cathode flux density of 0.01T, with 1.5% detuning.

As can be seen, for the z axis positions of 130cm the electrons are formed in a circular

pattern. At z=140cm although the electrons are still following broadly circular tracks

in v⊥ space the electron distribution around the path is now non-uniform which

implies bunch formation. At z=190cm the size of the circular pattern has evidently

reduced. This corresponds to the electrons having given up almost all of their

rotational velocity as the pitch of the electrons at this point tends to zero due to

‘magnetic decompression’.

Figure 5.12: Electron bunching at z=130cm, 140cm and 190cm at 200ns into the simulation, 1.5% 
detuning, 0.01T on the cathode
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Below in Figure 5.13, electron bunching for a cathode flux of 0.02T is predicted. In

this case it is clear to see that at z=130cm i.e. at the maximum plateau magnetic field,

there is strong bunching taking place. The red dots for this case clearly show the

characteristic comma shape associated with CRM instability bunching mechanism.

Looking now at Figure 5.14, illustrating the horseshoe formation there is a clear line

of monoenergetic electrons sitting on a sector of a circle, as was anticipated from the

cathode designed for the experiment, for the initial diagnostic point at z=130cm.

Moving through the system this line of electrons spreads out into a wider band in

velocity phase space. The width of the band is an indication of how much energy

modulation of the electrons has occurred. The electrons smear out in v⊥ space and it is

the excess of the electrons that move down in v⊥ due to energy loss compared with

those that move up in v⊥ with energy gain that gives the RF output energy. Both the

electron bunching and the smearing out of the horseshoe distribution are signs of the

presence of a cyclotron maser instability. At z=190cm the horseshoe has lost the

Figure 5.13: Electron bunching at z=130cm, 140cm and 190cm at 200ns into the simulation, 1.5% 
detuning, 0.02T on the cathode
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majority of its rotational component, v⊥ and has recovered some of its axial velocity,

vz, due to ‘magnetic decompression’.

Figure 5.14: Evolution of horseshoe distribution, 1.5% detuning, 0.01T on the cathode, 130, 140 and 
190cm on z-axis
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The plot shown in Figure 5.15 illustrates the difference that is observed when the gun

coil current is increased to 0.02T. At z=130cm the horseshoe is already more smeared

out than at this stage for a cathode flux of 0.01T. This shows that with double the

beam current, 35A in this case, the energy modulation of the electrons is greatly

increased, leading to a higher RF output power.

The waveguide modes which give closest representation to the X-mode are the near

cut-off TE modes (see discussion in Section 2.3.4). Here there is a resonance with the

near cut-off TE01 mode, predicted in Figure 5.16 for these configurations of magnetic

field, the same is also predicted in Figure 5.17 for the higher cathode flux density of

0.02T.

Figure 5.15: Evolution of horseshoe distribution, 1.5% detuning, 0.02T on the cathode, 130, 140 and 
190cm on z-axis
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Figure 5.16: KARAT prediction of TE01 mode at each diagnostic point, for cathode flux 0.01T, 
cyclotron detuning of 1.5%

Figure 5.17: KARAT prediction of TE01 mode at each diagnostic point, for cathode flux 0.02T, 
cyclotron detuning of 1.5%
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Varying the flux density of the cathode and the detuning in the cavity, plots of the

Poynting flux integrated over the end of the waveguide allowed the output power of

the radiation to be determined. The plots shown are displaying the 0.6%, 1.5% and

2.5% detuning, for 0.01T and 0.02T cathode flux densities. These plots are shown in

Figures 5.18 and 5.19 respectively. Originally in Figure 5.18, the maximum power

output of the system is ~25-30kW, with the 1.5% detuning setting giving the most

stable trace. As the detuning is increased it takes longer for the power to start

growing, shown clearly by the yellow trace, which does not start properly until around

120ns. This relates to the growth rate becoming weaker as the coupling becomes

weaker at higher detuning settings which is consistent with Section 4.2 discussing the

linear theory.

Figure 5.18: Power generated with a 0.01T cathode flux density with various detuning’s
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In Figure 5.19 an increase to 0.02T on the gun coil increases the power radiated due to

the higher beam current. The graph appears more unstable in general now but, of the

three, the 1.5% setting seems most stable and gives a maximum power of say ~50kW.

In this plot the start-up times are less significantly affected by the detuning setting

though it is interesting to note the speed at which the values of saturation are reached.

Comparing the two plots where the current has been increased from 18A in Figure

5.18 to 35A in Figure 5.19, a stronger coupling regime has been achieved and so this

leads to faster growth rate and ultimately faster saturation times. This can be seen by

referring back to the plots in Section 4.2.2 relating to the complex roots of kz.

5.5   Plasma Simulations

The dimensions of the Penning trap were input into KARAT to give a numerical

representation of the experimental setup as shown in Figure 5.20. In these simulations

the gun region and emission process of the electron beam is no longer simulated but

instead an electron beam is injected with a predefined distribution. This was done to

cut down the operation time of the code and because investigating the properties of

Figure 5.19: Power generated with a 0.02T cathode flux density with various detuning’s
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the gun dynamics was no longer the focus of the numerical calculations. To enable

simulation of the plasma, a VOLUME was set-up in KARAT to cover the region

within the Penning trap as shown in Figure 5.20 by the pink shaded rectangle.

Number densities and initial temperatures are set up for the ‘red’ plasma ions and the

‘green’ plasma electrons within this volume. The merging factor of the particles is

also set here, where one PiC particle contains 30 real particles (see Section 4.3).

It can be seen from this Figure 5.20 that the Penning trap has been configured with

one cathode end and one open end as opposed to the two cathode trap in the

laboratory setup. Simulations were then started with varying input beam currents,

plasma temperature and trap geometry. For the inner dimension of the trap the new

cyclotron frequency for the cut-off TE01 mode was 5.21GHz. Changing the

temperature of the plasma electrons controlled the random motion of the plasma

within the Penning region. Figure 5.21 shows the position of the plasma with an input

beam current of 10A at a time of 20ns into the simulation, compared to Figure 5.22

Figure 5.20: Geometry of Penning trap showing the anode outer radius representing the tapered 
cathode mesh support
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which shows the same simulation but moved forward to 80ns. It can be seen that the

plasma electrons have drifted away from the Penning cathode over time.

The question arises here when viewing these plots as to why the plasma electrons

appear to drift away from the injection point in the Penning trap. One speculation is

that as the electron beam traverses through the trap, the sudden shock wave of the

incoming electrons in the beam repels the electrons in the plasma thus pushing them

away from the cathode in the positive z direction. It was seen in the simulations that

when looking at the plasma ions, they appeared to drift inwards towards the electron

beam trajectory as if being attracted to the beam electrons.

Figure 5.21: Initial position of the plasma electrons with current 10A, 20ns into the simulation time

DielectricPlasma Electrons

Tapered 
anode
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Figure 5.22: Shift in position of the plasma electrons after 80ns has passed. Notice how they are 
moving towards the end of the Penning region, 10A injection current.

Figure 5.23: With an increase in current to 30A, the electrons have drifted at a faster rate for the 
same time interval of 80ns as in Figure 5.22
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As the beam current increased from 10A to 30A, Figure 5.23, the rate of electron

displacement increases. This would tie in with the speculation above, where having a

larger current would give a larger shock wave of beam electrons entering the Penning

trap and so causing the drift rate of the plasma ions and electrons to increase.

Drastically increasing the magnetic field settings did not seem to have an effect on the

movement of the plasma electrons within the Penning trap, implying that the motion

is primarily longitudinal. The code predicted power outputs of ~20W at a very low

efficiency, with an operating frequency of ~5.21GHz whilst at a plasma frequency of

30MHz. One thing to be aware of for comparison purposes later on is that the code

does not simulate ‘real’ electrostatic confinement or real-time charged particle

production.
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Chapter 6 : Experimental Results
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Chapter 6  :  Experimental Results

6.1   Introduction

In conjunction with the numerical research and exploiting preliminary results from

the simulations, experiments were carried out to test the predictions and allow further

numerical study to take place on a more informed basis. This allowed confidence in

applying the code and theory to magnetospheric situations to be improved. Section

6.2 covers the beam transport and mirroring measurements obtained by keeping the

cathode magnetic flux density constant as the maximum plateau magnetic field was

increased. This demonstrated the formation of the horseshoe distribution as

progressive magnetic mirroring was achieved. Section 6.2 also illustrates the

measurements of the diode current, voltage and beam current. In Section 6.3 an

analysis of the mirroring results is presented leading to an improved understanding of

the electron distribution in velocity space. The output radiation efficiency was

measured as a function of the magnetic detuning, that is the percentage by which the

cyclotron frequency was less than the wave frequency, discussed in Section 6.4 which

also presents measurement of the operating frequency, the antenna pattern and output

power, which in turn allows the efficiency of radiation to be calculated. Finally, in

Section 6.5, the impact of introducing a background plasma shall be presented.

6.2   Beam Transport & Mirroring Measurements

The aim of these experiments was to study the distribution of the electron beam in

velocity space thus being able to verify that the horseshoe distribution observed in the

magnetosphere could be formed in the laboratory and that the energy extraction that

took place could be linked to the cyclotron maser instability. Measurements of the

diode voltage and current were carried out using the Rogowski coils and matching

ionic shunt resistors. Figures 6.1 to 6.3 show the plots obtained from the oscilloscope

relating to these measurements. Figure 6.1 shows the unprocessed measurements of

the current and voltage, calibration of the electron beam diagnostics have been taken

into account at this point but the diode capacitive displacement current has not. By

taking measurements of the displacement current when no beam was emitted, Figure
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6.2, a normalisation curve was obtained which when subtracted from Figure 6.1,

allowed a fully processed plot of current and voltage to be obtained which showed

true values of these measurements, Figure 6.3.

Figure 6.1: Unprocessed diode current and voltage, raw measurements obtained using the 
Rogowski coils and matching ionic resistor

Figure 6.2: Null diode current and voltage i.e. purely displacement signal
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Prior to point (i) on Figure 6.3, the Blumlein is fully charged. At point (i) the spark

gap switches and the Blumlein discharged in series to the cathode. By point (ii) the

cathode ignites under explosive electron emission and the voltage sharply decreases

until the cathode reaches a steady emission state at 75keV, shown by point (iii). The

apparent plummet in diode current is not a ‘real’ representation of the emission

current. It decreases here as the decreasing cathode voltage requires a capacitive

increase of electron density at the anode. However, in reality the current would follow

the trend of the dotted line, comparable in shape to the beam current graph in Figure

6.4. After 100ns the Blumlein is low on energy as it has almost fully discharged,

therefore the voltage and current measurements fall to zero, point (iv).

Using the Faraday cup, Section 3.6.2, inserted into the interaction region of the

cylindrical waveguide, the beam current at this point could be measured to determine

whether magnetic mirroring of the electrons had taken place. By comparing the time

Figure 6.3: Processed diode current and voltage i.e. raw measurement of diode current/voltage 
minus the purely displacement effects

(i)

(ii)

(iii) (iv)
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evolution of the beam current, Figure 6.4, one can see the influence of the magnetic

field configuration at the electron gun. Figure 6.4 shows how the beam current is

affected by an increasing value of cathode flux density, from 0.01T to 0.05T. As can

be seen on the graph, an increase in this value led to a increase in the beam current

collected by the cup. This noticeable increase in beam current is partly associated

with improved gun performance with increasing magnetic field, i.e. increasing the

cathode flux density would reduce the Larmor radii thereby achieving less

‘skimming’ of the outermost electrons in the trajectory, but also with reduced

mirroring, as the magnetic compression at the plateau reduces. 

The measurements of the electron beam current in the cavity were normalised to the

diode current, Ibeam/Idiode, which can be plotted against the mirror ratio, Bz/Bzcathode,

Figure 6.5. By having a set value of cathode flux density, Bzcathode, it was possible to

study the influence that the plateau magnetic field, Bz, had on the cavity beam current.

Continual reduction of the cavity current with increasing mirror ratio would be

associated with vz being sacrificed for an increase in v⊥ since particles that have

v⊥=vtot will have vz=0 and so will mirror, thus providing evidence of the horseshoe

Figure 6.4: Influence of cathode magnetic flux density on electron beam current measured in the 
cavity for a plateau flux density of 0.4T
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distribution evolution. Figure 6.5 shows the values obtained from these measurements

and, as can be seen, magnetic mirroring has taken place at each cathode flux setting,

determined by the progressive loss of current with increasing mirror ratio. Four

different cathode flux densities were investigated 0.01T, 0.013T, 0.02T and 0.03T

with focus being placed on analysis of the 0.01T and 0.02T scenarios. The leftmost

point on each of these data sets is the resonant plateau flux density of Bz~0.18T.

.

The values for the gun and plateau magnetic fields were calculated using the Maple

code, see Appendix 3.

6.3   Analysis of Beam Distribution in Velocity Space

The aim of this analysis of the electron distribution in velocity space was to process

the mirroring measurements to improve the understanding of how the solenoid

configuration would effect the RF generation process. Analysis of Figure 6.5, as the

plateau magnetic field was increased from the resonant value, and relating this back to

Figure 6.5: Variation of electron beam transport from accelerator to interaction space as a function 
of magnetic mirror ratio for four cathode magnetic flux densities
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the critical value of vz (where electrons with vz less than vzcrit would mirror with the

appropriate magnetic field) yielded the line density of the electron beam as a function

of the pitch angle. This is presented in Figure 6.6 shown for cathode flux densities of

0.01T and 0.02T and a plateau flux density of 0.18T.

Analysis of Figures 6.5 and 6.6 demonstrates that for the lower cathode flux density

of 0.01T, the electron beam had half the population at high pitch angles compared to

the flux density of 0.02T. For the 0.01T case however, 2/3 of the current was

associated with electrons having pitch angles greater than 37°. By studying the graph

one can speculate that the higher cathode flux regime will generate more power than

the lower field regime due to the doubling in electron population at high pitch angles,

i.e. >37°. One may anticipate however that due to the majority of current being at low

pitch angles for the higher cathode flux regime, it will have a lower efficiency of

radiated power than the 0.01T regime, where most of the current lies at high pitch

angles. Electrons having a pitch <37° were not measured due to apparatus limitations

Figure 6.6: Electron distribution in velocity space for experimental values of cathode magnetic 
flux density
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as discussed in Section 3.7.1. This speculation is based on the discussion and analysis

in Section 4.2.2 and Section 5.3.

6.4   Microwave Output from the Experiment

Having established that a resonance condition was satisfied and the beam-wave

interaction was operating effectively, it was necessary to analyse the radiation

emitted. If the frequency of the radiation could be measured, and its mode pattern

established, this would allow comparisons with the radiation mode observed in the

magnetosphere. The experimental microwave measurements investigated detuning

settings of 1.5%, 2.5% and 3.5% with the 2.5% regime giving the highest value of

radiation power. It is therefore the regime of results that will be presented in the

remainder of this section.

          6.4.1 Radiation Spectral Measurement
A receiving antenna was placed at the output window of the experimental apparatus

allowing the radiation emitted to be collected and sent, via a single mode coaxial

cable, to a 12GHz, real time, deep memory, digital oscilloscope. The AC waveform

that was picked up at the receiver is shown in Figure 6.7 for a cathode flux density of

0.02T. A decrease in cathode flux density to 0.01T gave a similar AC waveform.
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Figure 6.7: AC microwave signal for cathode flux density 0.02T

Figure 6.8: Fourier transform of the AC signal showing a comparison as cathode flux density is 
increased from 0.01T to 0.02T
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The oscilloscope was then used to take the Fourier transform of the entire microwave

pulse and allowed the spectrum of the radiation to be measured. This is shown in

Figure 6.8 where the predicted operating frequency of 4.42GHz was measured for

both cathode flux densities. In the case of the higher cathode flux regime, one can see

signs of a second harmonic at ~9GHz.

          6.4.2 Mode Pattern Measurements
The purpose of these experiments was to determine the output power and efficiency

of the generated radiation. Referring to Figure 3.21, emitted radiation was collected at

different angles around the output antenna of the experiment for each of the two

cathode flux configurations. The orientation of the receiving scanning waveguide

determined whether the radiation collected was in the azimuthal (antenna polarised

perpendicular to the scanning plane) or radial (antenna polarised parallel to scanning

plane) polarisation. Analysis of the measurements was carried out using the rectifier

calibration equations obtained from Figures 3.26 and 3.27 to establish the power that

enters the receiver aperture in mW. These values are then averaged over several

pulses, to reduce and quantify the random effects, before being divided by the antenna

effective cross-sectional area. This provides an estimate of the Poyntings flux as a

function of the scanned angle θ, in both the radial and azimuthal polarisations. The

azimuthal polarisation mode pattern is shown in Figure 6.9. In correlation with the

numerical predictions, the azimuthal polarisation measurements showed a strong

single peaked lobe in intensity at ~37° whilst the radial polarisation measurements

showed very low intensity, therefore consistent with the expectation of the TE01 mode

of the measured frequency radiating from an aperture of 8.28cm diameter. This

provides experimental confirmation that the mode is the TE01 and also that the

radiation polarisation and propagation direction are perpendicular to the static

magnetic field. This is highly comparable to the X mode radiation observed in the

magnetospheric case.
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Integration of each of the individual mode plots, in Figure 6.9, allowed the RF power

of the system to be obtained. For the 0.01T regime 19kW was obtained by integrating

the normalised theoretical pattern and 14kW by direct integration of the experimental

data. For the 0.02T case the results were 34kW and 25kW respectively. Integration of

the experimental antenna patterns gave lower values of power, due to interference

from the vacuum flange walls meaning the maximum angle that could be

experimentally measured was 0-55° as opposed to 0-90°. Integrating the normalised

theoretical patterns therefore provided a more accurate estimate of output power to be

obtained.

The efficiency of the system could then be estimated by taking the ratio of the RF

power, stated above, to the beam power, using Equation 6.4.1:

                                                     Equation 6.4.1

Figure 6.9: Comparison of experimentally measured and theoretically predicted mode scans for 
0.01T and 0.02T cathode flux densities

power RF( )
power beam( )
--------------------------------- η∼
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This means that for a beam power of ~868kW (75kV, 11.6A) for the 0.01T cathode

flux regime, the efficiency is between 2% and 1.5% depending on which estimate for

the RF power one uses. For the higher cathode flux regime, beam power ~2.5MW

(75kV, 33.9A), the efficiency has decreased to between ~1.4% and ~1%. Referring

back to Figure 6.6 it can be seen how these measurements of power and values of

efficiency are consistent with the speculations that were made based on the electron

distribution in velocity space, with the 0.02T regime giving higher values of power

associated with the greater number of high pitch electrons but at lower efficiency, due

to the much larger fraction of the beam current at low pitch angles.

6.5   Measurements of Plasma Generation Apparatus

          6.5.1 Penning Trap Current-Voltage Characteristics
The Penning trap, Figure 3.32, was inserted into the interaction region of the

experiment where the magnetic field would be at its maximum plateau value. A

specially designed vacuum feedthrough delivered a high voltage (up to +5kV) DC

signal to the anode. With the plateau magnetic field set at 0.21T for the TE01

resonance in the new dimensions of the interaction region, a voltage was then applied

to the trap and the anode current and voltage measured. The plateau magnetic field

was altered to investigate the effect this had upon the ignition, optical intensity,

stability and sustained current and voltage of the discharge. The pressure dependence

was also studied as was the nature of the gaseous medium, by bleeding in a range of

gasses including Nitrogen, Argon and Helium. Measurements with these gases

showed that Nitrogen gave very unstable results. It showed extreme bimodal

behaviour where it switched between two states, either low voltage with high current

or low current with high voltage, in quick succession, regardless of B-field and

pressure settings. For this reason focus was placed on Argon and Helium

measurements and the results are presented in the remainder of this chapter.

The initial measurements of the Penning trap I-V curves were obtained with digital

voltmeters monitoring the current and voltage diagnostics and were to check that the

discharge would ignite. Figure 6.10 shows data from these experiments operating
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with a pressure of 10-5mBar with no ‘foreign’ gas introduced. These preliminary

results allowed one to study the ignition voltage as a function of magnetic field,

pressure and gas.

As the drive power applied to the trap was increased, the voltage measured on the

output of the trap decreased as the measured current increased. The exception to this

was for the cavity flux density of 0.36T where in fact the voltage measured increased

with increasing current as the drive power onto the trap was increased. Study of the

graph shows that in general, as the magnetic flux was increased the voltage measured

across the trap also increased. To better understand the graph in Figure 6.10, one

should compare it to Figure 2.14 which illustrates the regimes of gas discharge. It can

be seen that in particular, the curve corresponding to B=0.04T, from Figure 6.10,

correlates well with the lower part of Figure 2.14 at the point where it moves from

Townsend Discharge to Normal Glow. With voltage between 1.5-2kV on the trap the

discharge became self sustaining corresponding to the Townsend breakdown

criterion. As is clear from Figure 6.10, once the discharge had ignited, the voltage

Figure 6.10: Initial Penning I-V measurements as a function of magnetic field and increasing drive 
power for Air at P=10-5mBar
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required to sustain the discharge fell off very sharply and then showed characteristics

of two regimes. Either it showed normal resistive behaviour at high fields whereby

the voltage increased with current as in the abnormal glow regime, or it showed

negative dynamic resistive behaviour at low fields whereby the voltage dropped off

with increasing current, like the normal glow regime.

In Figure 6.11, the pressure has been decreased from 10-5mBar to 10-6mBar.

Comparing this graph to the same cavity flux density measurement in Figure 6.10, not

much has been affected, the voltage measured still reached ~2kV before the discharge

lit and still climbed to a maximum current of ~2mA. It is interesting to note here the

hysteresis effect whereby it is clear that it requires a lot less voltage to sustain the

discharge on the increasing stage of the cycle (black trace) than for the extinguishing

stage.

          6.5.2 Investigation of Discharge Parameter Space
The initial Penning trap experiments were very much trial and error with regards to

the geometry of the trap and which gasses would yield a stable discharge when a

Figure 6.11: Penning trap I-V characteristic for Air at P=10-6mBar, illustrating the hysteresis effect
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suitable magnetic field was applied. An oscilloscope was introduced to replace the

digital voltmeters enabling detailed and high speed measurement of the variation of

voltage and current to be obtained as the input drive power of the 5kV power supply

was adjusted. A digital video camera was also set up, downstream from the electron

gun, facing into the interaction region through the mylar window. This enabled

observations of the discharge ignition to be recorded and viewed.

Initially, the Penning trap was constructed with two solid cathodes, one at each end of

the trap, each with a 20mm hole in the centre to allow for the electron beam. This

configuration was suitable for initial plasma ignition study, but further analysis

investigating the impact of the plasma on radiation generation processes would have

been impossible as the downstream cathode would inhibit passage of the radiation.

The solution to this problem was the addition of a cathode mesh at the far end of the

trap thus allowing the plasma to be suitably electrostatically confined in the region of

maximum plateau magnetic field whilst allowing for TE0,n mode radiation to pass

through and out of the mylar exit window due to the radial spokes of the mesh being

perpendicular to the E field of the mode. Experiments confirmed that the discharge

ignited using this design of cathode. Although these preliminary tests did not include

an electron beam it was essential that the aperture of the upstream cathode was large

enough to allow for the case when an electron beam would be present. The initial

aperture of 20mm was therefore increased to 40mm which, after testing, was found to

have no significant impact on the ignition of the discharge. Therefore extensive

experiments were conducted using this inlet aperture of 40mm and with the cathode

mesh for the downstream cathode.

6.6   Analysis of Discharge Current and Voltage

          6.6.1 Summary of Test Results
For the bleed gases Helium and Argon it was seen that in general the higher the

pressure, the less voltage was needed to ignite and sustain the discharge. It was found
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by comparing the two, Helium gave lower lighting voltages and cleaner

measurements at the lower pressure of P=1x10-5mBar whereas Argon gave its best

results at a slightly higher pressure of P=1x10-4mBar. The values obtained from the

experiments for Air, Helium and Argon are presented in Tables 6.1 to 6.3 respectively,

showing the pressure, cavity flux and discharge voltage and current. Figures 6.12 to

6.14 (and 6.17 to 6.19) show graphs of the voltage (blue trace) and current (green

trace) measured against time and show which magnetic field setting provided the

most stable results at a given pressure.

As can be seen in Table 6.1, the voltage required to ignite the discharge when there

was no bleed gas present, hence a maximum vacuum state, increased steadily with

increasing magnetic flux whilst the associated current decreased, as can be seen

looking at the graphs in Figure 6.12. The graph corresponding to 0.16T illustrates the

most stable configuration which as the cavity flux increased, fluctuated between

states of high V, low I and high I, low V. The bottom right graph in Figure 6.12 shows

this more clearly where the image is a zoom of the ‘black boxed’ section of the 0.21T

plot. This type of behaviour was also observed in the Nitrogen measurements but in

that case, for all settings of magnetic flux and pressure. Notice in each of the graphs,

that as the discharge ignites, there is a very sudden drop in the voltage and a sharp

increase in the current.

Table 6.1  Discharge Behaviour with Air

B (T) P (mB)
Discharge

V (kV) I (mA)

0.16
5x10-6

1.6 1.5

0.21 1.8 1.25

0.27 2.1 1
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Figure 6.12: Voltage and current measurements against time for discharge ignition, P=5x10-6mBar, 
no bleed gas present, i.e. only air as background gas

Table 6.2  Discharge Behaviour with Helium

B (T) P (mB)
Discharge

V (kV) I (mA)

0.16
1x10-5

1.8 1.5

0.21 2 1.25

0.27 2.4 1.1

0.16
1x10-4

1.3 1.8

0.21 1.1 1.8

0.27 1.3 1.6

0.16
5.3x10-4

0.4 2.2

0.21 0.5 2.2

0.27 0.6 2.1

0.16T

0.21T

0.27T
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Table 6.2 shows results of measurements with Helium as the bleed gas. Graphs of the

high-lighted section are shown in Figure 6.13. It was evident that the higher the

pressure became, the less voltage was required to ignite and sustain the discharge.

Focusing on the lowest pressure of 1x10-5mBar, it is seen that the voltage required for

ignition increased with increasing cavity flux. This had a positive effect on the

stability of the results, as can be seen in Figure 6.13. A magnetic flux of B=0.16T

produced a very noisy unstable measurement compared with the relatively clean

measurement shown for B=0.27T. Again, in the bottom right plot, a snapshot of the

black box section for B=0.21T is shown. This highlights the improvement regarding

the stability of the results compared with that in Figure 6.12. The red box highlights

one of many spikes in the 0.21T plot and shows that these are regimes of bimodal

behaviour. 

Figure 6.13: Voltage and current measurements against time for discharge ignition, P=1x10-5mBar, 
using Helium as bleed gas

0.16T

0.21T

0.27T



174

Table 6.3 shows the results when Argon was studied as the ‘foreign’ gas, graphs of the

high-lighted section are shown in Figure 6.14. It was evident that at a pressure of

1x10-4mBar, Argon required less voltage to sustain the discharge than Helium and, as

shown in Figure 6.14, gave the most stable measurements of voltage and current with

respect to time. The three plots for each magnetic flux setting show more or less the

same shape of curve with steady plateau of current and voltage. It can be seen though

for B=0.16T, the voltage required to ignite the discharge was ~2.8kV whereas for

B=0.21T and 0.27T the voltage required was ~3.5-4kV. Another point to discuss is

that marked by the black box in the 0.21T plot. These are sections that show the

ignition and end point of the discharge. These appear to be most stable at the

operating condition of B=0.21T and least stable at B=0.16T, shown by the wide ‘ears’

in the plot, shown by the red boxes. At B=0.27T it has improved but there are signs of

random unsteady spikes, again shown in the red box. The bottom right graph shows

an enhanced image of the unstable ‘ear’ region of the 0.21T plot. These regions are

due to switching between lit and extinguished states at the critical threshold of the self

sustained discharge. Figure 6.14 exhibits the same characteristics as Figure 6.12 and

6.13 of a sudden voltage drop and current increase at the ignition point.

Table 6.3  Discharge Behaviour with Argon

B (T) P (mB)
Discharge

V (kV) I (mA)

0.16
1x10-5

1.7 1.5

0.21 2.1 1.1

0.27 2.5 1

0.16
1x10-4

0.7 2

0.21 0.9 1.8

0.27 1 1.7

0.16
5.3x10-4

0.3 2.3

0.21 0.3 2.2

0.27 0.35 2.1
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Further analysis for the Argon measurements at P=1x10-4mBar, Figure 6.15 shows

the relation of the Penning voltage and current as a function of each other. This is

shown for the same three magnetic flux values. Focus is placed on the B=0.21T plot,

corresponding to the operating cavity flux. This plot shows that initially as the voltage

applied to the Penning trap was increased, the current was initially more or less zero,

point (i). At the point of ignition, ~3.5kV in this case, shown at point (ii), the voltage

dropped to ~0.9kV necessary to sustain the discharge and the current increased to

~1.8mA, point (iii). Point (iv) corresponds to the ‘ears’ of the plot in Figure 6.14,

where the discharge ignites, goes out, and ignites again before either igniting and

being sustained at the measured 0.9kV, or going out completely as the applied voltage

to the trap is turned to zero.

Figure 6.14: Voltage and current measurements against time for discharge ignition, P=1x10-4mBar, 
using Argon as bleed gas

0.16T 0.21T

0.27T
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The photographs in Figure 6.16 are snapshots taken from real time videos, recording

the discharge ignition. The video camera in the experiment bay is connected to a

television screen at the oscilloscope allowing the luminosity of the discharge to be

monitored whilst measuring the voltage and current on the trap. This provided an

insight into the spatial structure and temporal stability of the luminosity of the plasma

throughout the voltage sweep. Figure 6.16a) shows an extremely low intensity picture

taken for Argon at 1x10-4mBar with B=0.02T. Decreasing the pressure to 1x10-5mBar

and increasing the cavity flux to 0.27T yielded the photo in b) which is noticeably

brighter. In c), the pressure has increased yet again to 5x10-4mBar this time with

B=0.16T. This photo is the most luminous of the three and was significantly more

stable for the duration of the discharge ignition process.

Figure 6.15: I-V characteristics of the Penning trap for Argon

(i) (ii)

(iii) (iv)

0.16T
0.21T

0.27T
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          6.6.2 Plasma Probe Configuration
Having established that a plasma could be ignited and sustained within the Penning

trap, the next step was to find a way to measure the plasma characteristics. This was

done by insertion of a co-axial type probe into the magnetic field region within the

Penning trap. The probe was oriented parallel to the magnetic field of the experiment

meaning in addition to collecting current under DC bias that it would also couple to

the O-mode, which should show a resonance at the plasma frequency yielding the

plasma density. The probe was inserted into the centre of the Penning trap magnetic

field plateau and at a radial position half way out from the centre. However, when the

experiments that were carried out prior to insertion of the probe were re-run with the

probe in place, there were noticeable differences in the results obtained, irrespective

of the gas in use. It required very much higher voltages to sustain the discharge, the

discharge currents were much lower, and at the lower magnetic field settings the

discharge either had very weak luminosity or the discharge would fail to ignite at all.

Figure 6.16: Three discharge ignition photos showing varying degrees of luminosity

a) b)

c)
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It was noted that as the current in the Penning trap increased the corresponding probe

floating voltage decreased. The difference in the I-V characteristics induced by the

addition of the probe gave sufficient evidence that the probe could not give

dependable data on the required plasma parameters.

The impact of the electrostatic fields induced by the probe were investigated by

modifying the voltage divider which linked the probe to the oscilloscope. Studies

were based on two specific parameters, the probe load impedance and the shield

potential. Four different regimes of operation were investigated and are listed below;

Regime 1) probe load impedance 1GΩ, shield potential grounded

Regime 2) probe load impedance 1GΩ, shield potential floating

Regime 3) probe load impedance 10MΩ, shield potential grounded

Regime 4) probe load impedance 10MΩ, shield potential floating

The impact on the discharge behaviour was noted in terms of the current and voltage

of the discharge, the optical emissions from the discharge and the voltage and current

on the probe tip. It was found that when the sheath was grounded the discharge ignited

at a low voltage but had a much higher impedance compared to when the probe was

not inserted. When the probe had a floating shield there was a lot of arcing occurring

in the discharge and a lower luminosity than when the probe was not inserted. The

main conclusions to be drawn from these four regimes of study with the ‘long’ probe

was that;

1/ the discharge luminosity was always weak

2/ the discharge, when ignited, was generally always at low current and high voltage

3/ there was a lot of arcing and disruptions in the plasma

4/ the probe voltage tended to follow the anode voltage

All of these points mentioned are undesirable and all ceased to occur when the ‘long’

probe was removed. The following section presents results and analysis of these four

regimes that were studied.
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          6.6.3 Analysis of Discharge Disruption Caused by ‘Long’ Probe
Tables 6.4 to 6.6 show voltage and current characteristics for Air, Helium and Argon,

for the discharge ignition process but also include the plasma probe measurements.

Each of the four test regimes are shown in the tables and the effect of each discussed.

Table 6.4 presents the results of measurements carried out with no bleed gas present

i.e. P=5x10-6mBar. In this case, as in Table 6.5 and 6.6, only the operating magnetic

flux is shown, B=0.21T. As seen from Table 6.4, the voltage needed to ignite the

discharge, Figure 6.17, was lower than before the probe insertion but the voltage

needed to sustain a given discharge current was a lot higher, see Table 6.1 and Figure

6.12 for reference. 

Looking at the four regimes in Table 6.1, the sustain voltage is higher when the sheath

was floating than when it was grounded, shown in green. It was also higher when the

probe impedance was at 10MΩ as opposed to 1GΩ , shown in blue, possibly

associated with a large drain of current from the probe. This latter observation holds

for Helium and Argon also.

With regards to the probe voltage, this is seen to decrease moving from Regime 1 to

Regime 2, and increases when moving from Regime 3 to Regime 4. This held true

regardless of gas or pressure. 

Table 6.4  Discharge Behaviour of Air with ‘Long’ Probe

Regime P (mB) B (T)
Discharge Probe 

V (kV) I (mA) V (kV) I (μA)

1

5x10-6 0.21

3.6 0.6 2.58 2.58

2 4.7 0.25 1.54 77

3 4.2 0.4 0.38 38

4 4.8 0.2 0.47 47
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Looking now at Figure 6.17, it is immediately apparent by referring to Figure 6.12,

that addition of the plasma probe has had an adverse effect on the characteristics and

performance of the discharge chamber. Before, when the discharge ignited, evident

from a sudden rise in current, the voltage would simultaneously drop very sharply.

However now, regardless of the Regime, when the discharge ignites, the voltage

keeps climbing. In Regime 1 there was a second critical value where the voltage

suddenly dropped slightly. The graph for Regime 1 provides the closest comparison to

those in Figure 6.12 with the characteristic ‘ears’ at the ignition and final stage of

operation, marked in red. However, Regimes 2 to 4 show no similarities at all. All

four cases showed signs of unstable spikes due to arcing within the cavity. The red

box in the plot for Regime 4 shows a point where the applied power was decreased

and increased mid sweep to show that the discharge was reproducible.

Figure 6.17: Plot corresponding to four regime measurements of Table 6.4

Regime 1
Regime 2

Regime 3
Regime 4
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Table 6.5 presents results for experiments with Helium at three different pressures.

For the shaded section, refer to Table 6.2 and the top right hand graph in Figure 6.13

for comparison. As can be seen the voltage required to sustain the discharge at any

given current was higher overall. Figure 6.18 shows that Regimes 1 and 3 required

less voltage to ignite the discharge than prior to probe insertion, but Regimes 2 and 4

required more voltage. For P=1x10-4mBar, Regimes 2 and 4 refused to ignite at all,

both of these Regimes had the sheath floating. For P=5.8x10-4mBar, Regimes 2 and 4,

the voltage experienced by the probe exceeded 1kV and could not be measured using

the installed apparatus. The closeness in the potential measured on the trap anode and

the probe provide serious cause for concern. Figure 6.18 makes it clear that when the

sheath is grounded, little or no arcing occurs in the trap, but as in Regimes 2 and 4,

when the sheath is floating, there are unstable regions of operation with low and

variable current measured.

Table 6.5  Discharge Behaviour of Helium with ‘Long’ Probe

Regime P (mB) B (T)
Discharge Probe 

V (kV) I (mA) V (kV) I (μA)

1

1x10-5 0.21

3.5 0.65 2.6 2.6

2 4.9 0.2 1.49 74.6

3 4.1 0.4 0.34 34

4 4.6 0.2 0.51 51

1

1x10-4 0.21

3.1 0.7 2.06 2.06

2 Discharge did not ignite

3 3.1 0.75 0.5 50

4 Discharge did not ignite

1

5.8x10-4 0.21

2.1 1.2 1.64 1.64

2 3.3 0.4 >1 >50

3 2.4 1.1 0.59 59

4 2.9 0.4 >1 >100
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Figure 6.18: I and V against time for P=1x10-5mBar corresponding to shaded area of Table 6.5

Table 6.6  Discharge Behaviour of Argon with ‘Long’ Probe

Regime P (mB) B (T)
Discharge Probe 

V (kV) I (mA) V (kV) I (μA)

1

1x10-5 0.21

3.9 0.55 2 2

2 4.9 0.2 1.6 79.8

3 4.3 0.4 0.31 30.5

4 4.8 0.2 0.63 63

1

1x10-4 0.21

3.2 0.75 2 2

2 4.7 0.2 1.76 88

3 3.6 0.6 0.37 37

4 4.8 0.15 0.80 80

Regime 1

Regime 2

Regime 3 Regime 4
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The measurements given in Table 6.6 are for Argon. The time evolution of the

discharge voltage and current for the shaded section with P=1x10-4mBar is shown in

Figure 6.19. In this case, referring to Table 6.3 and Figure 6.14 at B=0.21T, the

voltage needed to ignite the discharge stayed around the same value of ~3.5kV

regardless of regime and probe presence. Even so, the voltage needed to sustain the

discharge was still far higher in Table 6.6 than Table 6.3, with poorer temporal

stability of the current curves compared to the conditions prior to probe insertion.

Comparing Table 6.5 to Table 6.6 for P=1x10-4mBar, there was no signs of ignition

problems using Argon as when using Helium. However, at 5.8x10-4mBar the probe

voltage again exceeded 1kV in Regimes 2 and 4 and could not be measured.

1

5.8x10-4 0.21

2.3 0.75 1.74 1.74

2 4.2 0.25 >1 >50

3 3 0.8 0.62 62

4 3.8 0.25 >1 >100

Table 6.6  Discharge Behaviour of Argon with ‘Long’ Probe

Regime P (mB) B (T)
Discharge Probe 

V (kV) I (mA) V (kV) I (μA)
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          6.6.4 Analysis of Discharge with Short Probe
The probe was removed to confirm that measurements under the original

configurations could be replicated. It was postulated that the long section of the probe

(10cm reaching the centre of the trap) was excessively disrupting the electrostatics

during the initial phase of discharge ignition. 

The probe was shortened such that its 1cm tip just protruded past the face of the mesh

cathode and further measurements taken. It was now possible to ignite the discharge

with the probe inserted and for it to operate in a comparable mode providing the

background gas pressure exceeded ~3x10-4mBar. This confirmed that the previous

probe length of 10cm had been having an adverse effect on the measurements. Figure

6.20 shows a photo taken of the discharge ignition with the probe inserted. The

cathode mesh spokes can be seen as well as the nylon holder which supported the

probe in position. The coaxial cable which connects the probe to the diagnostic

apparatus is also visible.

Figure 6.19: Plots of measurements from the shaded section of Table 6.6, with P=1x10-4mBar

Regime 1
Regime 2

Regime 3
Regime 4
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Satisfied that the probe was no longer severely disrupting the plasma, it could be used

to characterise the plasma. The key results of interest were the electron temperature

within the plasma, the plasma density and the plasma oscillation frequency.

Measurements of plasma density will allow scaled comparisons to be made to the

magnetospheric observations where . Experiments were carried out to

investigate the effect that the probe voltage had on the probe current as the current in

to the Penning trap was altered. The results are reported in Table 6.7 with Figure 6.21

showing the linear trend that occurs. These results are for the probe being driven

positive.

Figure 6.20: Photo of discharge ignition with probe inserted for plasma diagnostics

Nylon Support
Mesh Spokes

Plasma Probe Coax-cable 

ωce
ωpe
-------- 30∼
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The voltage to the trap was applied until the discharge was fully ignited, this gave a

sustained voltage of ~0.46kV and a maximum discharge current of ~2.2mA. This

behaviour was very similar to the case when the probe was not installed. At this value

the current on the probe tip was at its maximum. The current applied to the discharge

could then be lowered with reasonable accuracy in steps of 0.5mA allowing

corresponding values of probe current to be measured, Figure 6.21. As can be seen

from the table, the probe current increased with both the probe tip voltage (from 0 to

Table 6.7  Discharge behaviour of Helium with 1cm probe tip

B(T) P(mB)
Discharge Probe tip

V(kV) I(mA) V(V) I(μA)

0.21 5x10-4 0.46

2.18

0

28.8

2 27.7

0.5 14.5

2.18

10

31.8

2 30.8

0.5 16

2.18

20

34

2 33

0.5 18.1

2.18

30

36.4

2 35.5

0.5 19.4

2.18

40

38.4

2 37.4

0.5 22

2.18

50

41.2

2 39.5

0.5 22.7
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50V) and the discharge current. Figure 6.21 shows the results graphically and as can

be seen, for each increase in probe voltage from 0 to 50V the probe current increased.

A concern that arose during these measurements was that it was not clear if the

current was being collected over the entire surface area of the waist of the 1cm

cylindrical probe tip, or just on its circular end face. The difference in collection area

impacts on the current density and therefore on the value of the electron density

calculated. This was important since current flowing onto the face of the probe is

parallel to the magnetic field whereas the current onto the waist of the probe would

have to be across the magnetic field. Therefore, as well as carrying out experiments

with the 2cm cylindrical probe length, of which 1cm was the exposed copper core,

measurements were also carried out with the probe tip fully sheathed with its nylon

insulator, except for the end where the probe surface is perpendicular to the magnetic

field.

Figure 6.21: Variation of probe tip current with increasing Penning trap current for different probe 
potentials
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Figure 6.22 shows plots of current against voltage for both the ‘barrel’ and planar

probe at the same operating conditions i.e. full discharge current (2.2mA) and a

background helium gas pressure of 5x10-4mBar.

As can be seen from the plot above, as the voltage is increased from -400V to +400V

(due to a more powerful voltage supply available to drive the potential on the probe),

far more current was collected when the barrel probe was inserted into the trap. This

meant that the whole surface area was collecting current and not just the end face

perpendicular to the magnetic field. This in turn meant that it was not just the

longitudinal current being collected as was preferred, but also transverse current.

When the probe tip was modified so that it was fully sheathed around its

circumference it could be expected that the vast majority of current collected came

solely from the longitudinal direction, with much less being collected across the field

lines. By sheathing the probe surface, apart from the face perpendicular to the

magnetic field, the collection area was reduced by a factor of ~40. But, as can be seen

in Figure 6.22, the current was only reduced by a factor of ~3. This implies that the

charge motion across the field lines in the probe sheath was strongly inhibited and the

Figure 6.22:  I-V characteristic plot for both the planar and cylindrical ‘barrel’ probe configuration
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results obtained using the barrel probe questionable. Therefore the rest of the

experiment was carried out with only the planar probe for more dependable results.

Figure 6.23 shows the probe current density versus voltage, for different gas pressures

and discharge current, now using solely the planar probe with a planar face surface

area of 6.2x10-7m2. Taking the logarithm of this plot, shown in Figure 6.24, allowed

the temperature of the plasma electrons to be obtained using the value of the gradient

and Equation 2.13.4.

Each of the traces shown in Figures 6.23 and 6.24 were stable except that for

operating at 1x10-3mBar. At this pressure the discharge became more unstable with

fluctuations in the probe current density, circled in black. The area circled in green in

Figure 6.24 denotes the range of points that the gradient is taken over. The maximum

point on the gradient of the LogJ versus V curve in Figure 6.24 gives an estimate for

Vs which can be used in Equation 2.13.7 as an alternative method to calculate the

electron temperature.

Figure 6.23: Current density versus voltage for the planar probe at different background pressures

Vf
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Using this estimate of electron plasma temperature, one may estimate the electron

number density and plasma frequency using Figure 6.23. Estimates for J are read at

the saturation point and along with Equations 2.13.5 and 2.13.6, allowed the

calculation of the electron number density for each of the temperatures previously

measured. The plasma frequency can then be calculated using Equation 2.6.1. These

results are presented in Table 6.8 below.

Figure 6.24: Logarithm plot of the current density allowing plasma characteristics to be obtained 
from equations given in Section 2.13.2

Table 6.8  Plasma characteristic using planar probe

Operating
condition

Electron 
Temperature

(K)

Number
Density
(m-3)

Plasma
Frequency

(MHz)

1.18mA : 5x10-4mBar 3.8x104 3.2x1014 161

2.4mA : 5x10-4mBar 5.2x104 3.8x1014 174

2.4mA : 7.4x10-4mBar 1.1x105 1.9x1014 123

2.4mA : 1x10-3mBar 1.3x105 1.9x1014 124

Vs
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As can be seen from Table 6.8, as the background pressure increased, so too did the

electron temperature. Therefore, as is clear from Equation 2.13.6, an increase in Te

means that the value of vth increases and the measurement of ne decreases. As a check

to see that these values were accurate given the limitations of probe theory in a strong

magnetic field, the probe was configured in another way using a spectrum analyser,

and is discussed below.

          6.6.5 Spectrum Analyser Measurements
Connecting the probe as a floating pick-up antenna feeding an RF spectrum analyser

yielded the graphs shown in Figures 6.25 and 6.26 showing sharp resonances (circled

in blue) tuneable by the discharge current. The graph in Figure 6.25 shows

measurements when at a background pressure of 7x10-4mB using helium as the

‘foreign’ gas. With a discharge current in the Penning trap of 0.8mA, the plasma

frequency detected was ~190MHz. This corresponded to an electron number density

of ne~4.49x1014m-3. Increasing the current on the trap to 1.18mA pushed the plasma

frequency up to ~240MHz corresponding to an increased electron number density of

ne~7.16x1014m-3. As the current is increased the plasma frequency increases but at

the cost of the signal strength. On reaching 2.4mA at this background pressure the

signal strength was very low with a plasma frequency of ~290MHz just visible before

dropping to noise.
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A decrease in the background pressure to 5x10-4mB was seen to improve the signal

strength of the measurements, see Figure 6.26. At this pressure, for 0.8mA on the trap

a plasma frequency of ~210MHz was recorded, implying an electron number density

of ne~5.5x1014m-3. For 1.18mA the plasma frequency increased slightly to ~230MHz

with ne~6.6x1014m-3. The decreased background pressure enhanced the signal

strength and allowed a clearer measurement of the plasma frequency at the highest

current setting of 2.4mA. The value of plasma frequency measured in this instance

was ~300MHz corresponding to an electron number density of ne~1.1x1015m-3.

Figure 6.25: Measurements of plasma frequency using Helium at 7x10-4mB
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These values obtained using the spectrum analyser compare, within a factor of two,

with those obtained at the end of Section 6.6.2 using the probe IV characteristic

technique and thus helping to support the measurements taking into consideration the

presence of a magnetic field. Comparing these plasma frequencies to the cyclotron

frequency within the Penning trap of 5.21GHz, it is seen that the ratio ωce/ωpe~20.

          6.6.6 Bohm Criterion Analysis of Discharge Current
Using Bohm sheath theory provides another method of estimating the number density

of the electrons within the plasma. Using the probe estimate of Te for the case where

the discharge current is 2.4mA and the background pressure with helium is

5x10-4mBar, one has an electron temperature of 5.2x104K. This can be inserted into

Equation 2.13.8 which gives a value of the ion sheath velocity, vsh=10.4x103ms-1.

This is then substituted into Equation 2.13.9, where the area of the cathode surface

face is ~0.0016m2 and the value used for Ic is 2.4mA. This gives a value for the ion

number density of, ni=9.02x1014m-3. As can be seen looking back to Table 6.8, this

result is broadly comparable to that calculated for the electron number density,

Figure 6.26: Measurements of plasma frequency using Helium at 5x10-4mB
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ne=3.8x1014m-3, obtained from probe theory and very close to the estimate of

ne=1.1x1015m-3 from the spectrum analyser measurements. This was the third and

final method of estimating the plasma density. The results are within a factor of three

of each other giving confidence in the plasma frequency to within a factor of 1.7.

Critically the plasma frequency can be set to be ~fce/20, comparable to the

magnetospheric ratio.

It should be noted that there is a possible downside uncertainty of ~20% to be

associated with these estimates of plasma frequency obtained using Bohm theory at a

Penning potential of ~500V. This is due to the fact that the ion current estimated for

use in the plasma frequency calculation may be an overestimate due to secondary

emission of electrons. Typical secondary emission coefficients (second Townsend

coefficients) for discharges of comparable voltage are up to 0.5, suggesting the ion

current is on the order of 0.67 lower than the cathode current [von Engel 1994,

Huddlestone & Leonard 1965, Healea & Houtermans 1940, Rostagni 1937, Hill et al

1939, Bohm & Perrin 1992]. Unfortunately these sources do not specifically quote

data for helium ions on a copper cathode.

6.7   Microwave Generation with Background Plasma

          6.7.1 Beam Current Measurements
As a precursor to the microwave resonance measurements it was necessary to carry

out beam current measurements with the Penning trap installed in the experiment.

This would ensure that the beam transport was not affected by the modified system.

The Faraday cup was therefore placed into the interaction waveguide, replacing the

cathode mesh of the trap. Different Blumlein charging voltages and cathode-anode

gap spacings were iteratively used to find the optimum operating regime. Initially the

anode-cathode gap spacing was set to 1cm. This was half the spacing that was used in

the original AKR setup and allowed a lower charging voltage to be applied.

Figure 6.27 shows the independence of the beam current from the gas pressure

demonstrating that the system remains collisionless. Any changes in the microwave
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measurements would therefore be solely due to the electromagnetic coupling to the

plasma and not scattering of the beam on the gas. As well as determining that the

beam properties were not affected by the change in pressure, this experiment also

determined that the electron gun was able to hold a high enough accelerating voltage

without arcing in these conditions.

Tuning the charging voltage, gun magnetic field and anode-cathode gap showed that a

charging voltage of 50kV with a cathode-anode gap spacing of 1.5cm, gave a good

overall operating regime for the electron gun. The rest of the experimental results

presented use these parameters. The diode current and voltage pulses for 50kV

charging potential were very reproducible from pulse to pulse and can be seen in

Figure 6.28. As shown the diode current was ~190A with a diode voltage ~75kV. The

beam current pulse measured by the oscilloscope is shown in Figure 6.29 and as can

be seen is ~60A. The variation of beam current with magnetic field for this regime is

presented in Figure 6.30 and shows progressive mirroring as the magnetic field was

increased, thus still demonstrating a horseshoe shape distribution of the electrons,

even with the added geometry of the Penning trap.

Figure 6.27: Differences in Ibeam as pressure increases from 10-6mBar to 10-4mBar, Vch=21.2kV
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Figure 6.28: For 50kV charging potential there was, at optimum condition, ~75kV diode voltage and 
~190A diode current

Figure 6.29: Beam current of ~60A for 50kV charging potential
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This optimised operating regime and the demonstration of progressive mirroring in

the beam current (implying the formation of a horseshoe velocity distribution)

provided a basis for RF generation experiments.

          6.7.2 Microwave Measurements
As mentioned in Chapter 3, the cut-off frequency of the Penning trap is 5.21GHz.

This meant that the detection apparatus was based on waveguide 14 components. The

calibration of the components is discussed in Sections 3.7.3 and 3.7.4 with Figure

3.23 showing the inside of the receiver box with the variable attenuator in place. 

It was necessary to tune to locate the optimum settings for microwave generation by

means of a magnetic field sweep presented in Figure 6.31 comparing microwave

power coupled into the detection waveguide at each magnetic field setting. 

Figure 6.30: Beam current measured at P=5x10-4mBar, for B-fields increasing from 0.21T, with a 
charging voltage of 50kV
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The graph shows that the strongest microwaves pulse signals were measured at

magnetic fields in the range of 0.217T to 0.221T. The tuning was carried out to

maximise the pulse amplitude and width therefore leading to optimum pulse energy.

Figures 6.32 and 6.33 show how critical the tuning is showing a short, low energy

pulse at a slightly non-optimal magnetic field, ~0.217T, compared to a wide, high

energy pulse, at magnetic field of 0.22T.

Figure 6.31: Magnetic field sweep illustrating the effect of detuning on the power received into the 
waveguide, optimised at 0.222T
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Figure 6.32: Microwave pulse sitting to the edge of the diode voltage pulse and of short duration

Figure 6.33: Optimum microwave pulse shape, showing the optimised pulse duration across the 
width of the diode voltage pulse
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From this analysis it was decided to operate the experiment working at one magnetic

field setting of 0.222T. It was noticed that on occasion, no microwave pulse was

observed on firing the electron gun. Table 6.9 shows the statistics of this effect and the

power detected as a function of the plasma frequency.

This data shows that increasing the plasma density reduces sharply the fraction of

electron beam pulses that yielded microwave output signals and the radiation

production efficiency. With a plasma frequency of 300MHz the microwave signals are

generated only three pulses in ten. The radiated power has decreased by a factor of 15,

from 12.2W to 0.8W.

Figure 6.34 shows three microwave pulses that were detected at a distance of 1m from

the output of the experiment. In this case the magnetic field has been altered slightly

(0.229T) to show the impact it has on the microwave power and generation statistics.

The results for this are presented in Table 6.10 with a plot in Figure 6.34 for

illustration.

Table 6.9  Average Power Detected at B=0.222T

Plasma Frequency
(MHz)

Average Power 
Detected

(W)

Statistical Occurrence of 
Microwaves (%)

0 12.2 95

240 3.3 10

300 0.8 3
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As can clearly be seen from Table 6.10, the average power detected from the

experiment at these settings reduces, from a maximum of 7.6W to around 1.8W, as the

plasma frequency increases from 0-300MHz. The probability of generating a

microwave signal has improved significantly for the 300MHz plasma frequency

setting than when operating with B=0.222T. The overall decrease in average

microwave power is now about a factor of 4, so the effect of the plasma has not been

as drastic in this case, where ωce has been increased by ~3%.

Figure 6.34 shows the microwave power obtained in a single shot for the three

different plasma frequencies, at B=0.229T. This is to illustrate the time evolution of

the microwave pulse and the effect the plasma had on its amplitude. As is shown, the

power decreased from ~7.2W to 1.8W as the plasma frequency increased.

Table 6.10  Average Power Detected at B=0.229T

Plasma Frequency
(MHz)

Average Power 
Detected

(W)

Statistical Occurrence of 
Microwaves (%)

0 7.6 100

240 4.8 50

300 1.8 70
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The frequency of the emission was determined by use of a real time 12GHz

oscilloscope. This captured the AC waveform on which the oscilloscope performed

an FFT, giving the results plotted in Figure 6.35. The graph shows that there was little

change in the value of the emission frequency, which sits at ~5.4GHz, with the

addition of the plasma.

Figure 6.34: Microwave pulse power into waveguide with B=0.229T, corresponding to Table 6.10
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The final part of the experiment was to obtain the mode pattern to determine the

modes that were excited and hence the radiation polarisations and propagation angles.

Integration of the mode pattern would determine the power of the emitted radiation.

The antenna pattern was measured by taking measurements at 5° intervals, from 0°

directly in from of the output window to ~55° out to the side.

Figure 6.35: Microwave pulse spectra measurements with and without background plasma
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As can be seen from Figure 6.36, the mode patterns obtained do not match the TE01

mode as clearly as previously measured in the original apparatus. However with the

design of the Penning cathode mesh, and the dimensions of the Penning trap, it can

only be the TE01 mode that is generated and emitted at the frequency measured. The

peak microwave power measurements were obtained at 0° with the receiving

waveguide in the radial polarisation and 10° when in the azimuthal polarisation.

Integrating the power density over the area that the scanning detector mapped resulted

in a maximum total RF power output of 62.6kW. With a beam power ~4.2MW this

gave an efficiency of emission ~1.5%.

Figure 6.36: Mode patterns from having the receiving waveguide positioned azimuthally and 
radially with respect to the scanning plane
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Chapter 7 : Discussion and 

Conclusions
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Chapter 7  :  Discussion, Conclusions & Future Work

7.1   Overview

The aim of this project was to provide experimental measurements to support the

development of the theoretical understanding of the production of Auroral Kilometric

Radiation (AKR), providing a reference point for validation of numerical simulations

which can then be used to study the magnetospheric dynamics. Two key objectives of

this investigation were to 1) Investigate whether there was sufficient free energy in the

electron distribution available to produce radiation with an efficiency of emission ~1-

2% as is measured in the magnetosphere and 2) Study the effect that a background

plasma would have on cyclotron radiation emission processes. 

A scaled laboratory experiment was constructed to replicate major aspects of the

configuration of the auroral density cavity found at the Earth’s polar magnetosphere

where (AKR) emission is observed. A system of magnet solenoids was built to

encapsulate an evacuated waveguide in order to magnetically compress an electron

beam as it leaves the cathode and traverses through the apparatus. This replicated the

region of increasing magnetic field that the electron beam experiences as it descends

towards the Earth’s ionosphere. Cyclotron frequencies of 4.42GHz and 5.21GHz were

used, close to cut-off for the TE01 mode of the interaction waveguides of diameter

8.28cm and 7.02cm respectively, with an interaction region ~20cm in length. These

were scaled from the 300kHz magnetospheric cyclotron frequency, by increasing the

magnetic field, and the auroral density cavity dimension of ~9500km. The energy of

the electron beam was measured as were its current (in the interaction waveguide) and

its electron distribution in velocity space demonstrating the formation of the

horseshoe distribution function. It is thought that the horseshoe distribution observed

by satellites in the magnetosphere is unstable to the cyclotron resonance maser

(CRM) instability and that this mechanism is the cause of the radio-wave emission.

The experimental and numerical studies undertaken in this work corroborate this

postulation. Addition of a thermal background plasma into the experimental apparatus

by means of a Penning trap allowed the experiment to more closely reproduce the
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environment found by satellites in the magnetosphere. Values of discharge voltage

and current for varying degrees of pressure, magnetic field and bleed gas were

investigated. To diagnose the plasma properties a plasma probe was designed and

inserted into the Penning trap. This allowed the plasma parameters to be studied as a

function of gas type and background gas pressure. The effect of the presence of the

tenuous plasma on the strength and spectra of the emitted radiation was studied. In the

magnetosphere, the electron density within the auroral density cavity is ~1cm-3 with

estimates of the plasma frequency, fp~9kHz, a factor of 30 less than the cyclotron

frequency. In the experiment fc=5.21GHz and fpe~160-300MHz.

Conclusions from the numerical and experimental measurements are summarised in

the following sections, 7.2 and 7.3. Comparisons are made between the numerical

predictions (Chapter 4 and 5) and experimental measurements (Chapter 6) in Section

7.4.1. Final comparisons can then be made to magnetospheric data, Section 7.4.2.

Finally, ideas and directions for future work will be outlined.

7.2   Review of Numerical Predictions

The numerical simulations aided the design of the apparatus whilst providing

predictions of the experimental performance and insight into certain parameters

which could not be directly experimentally measured. KARAT allowed predictions to

be made of the electron beam transport and distribution characteristics in velocity

space. The simulated electron trajectory, as it leaves the cathode and is magnetically

compressed, can be seen in Figure 5.2, allowing the experimental geometry to be

designed and optimised. Predictions of electron beam current in the cavity showed

that it decreased with increasing plateau flux density, Figures 5.6 and 5.7. The

predictions of the transverse velocity distribution showed that electron bunching

occurred, Figures 5.12 and 5.13, and showed the loss of rotational velocity as

radiation was emitted showing presence of the CRM instability. Stronger bunching

was evident at cathode flux densities of 0.02T than 0.01T. The horseshoe distribution

plots, Figures 5.14 and 5.15, showed that the electron distribution in velocity space
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was, as predicted by theory, unstable to an electron cyclotron resonance maser type of

instability evident from the smearing of the horseshoe distribution in v⊥/vz space, as

radiation was emitted, Figure 5.15. RF emission predictions were also obtained using

this code. The simulation predicted the operating frequency to be 4.42GHz, Figures

5.10 and 5.11, consistent with the dimensions (and cut-off frequency) of the

interaction waveguide and the scaling of the magnetospheric cyclotron frequency to

dimensions that the laboratory could accommodate. The waveguide mode of

operation with which the beam was at resonance was the near cut-off TE01 mode. The

simulations confirmed the excitation of this mode, Figures 5.16 and 5.17. Maximum

radiation power predicted by KARAT was ~20kW for a cathode flux density of 0.01T

and ~50kW for 0.02T, corresponding to efficiencies of emission ~2%. The electron

distribution in velocity space, Figure 5.9, was matched to experimental data,

discussed in Section 7.4, to allow comparison between numerical predictions and

experimental measurements of the radiation generation.

A linear theory analysis describing the growth and decay properties of the beam-wave

resonance was undertaken. This allowed growth rate and stability to be assessed by

plotting the real and imaginary parts of the complex roots of kz. Resonance between

the waveguide mode and the fast cyclotron mode of the beam was shown to exhibit

stronger growth as the current and the pitch angle increased hence one may compare

Figures 5.18 and 5.19. Doubling the cathode flux density from 0.01T to 0.02T

doubled the number of electrons at high pitch angles (>35°). This leads to a higher

growth rate and a higher output power as predicted by the simulations.

KARAT was used to simulate the Penning trap numerically allowing predictions of

the effect of the plasma on the electron beam as it passed through the interaction

cavity, and vice versa. Preliminary simulations show that when the electron beam

enters the Penning trap the plasma electrons are displaced from the gun end of the

trap. With an increase in the electron beam current, the plasma electrons were

displaced at a faster rate. The ions on the other hand, drift radially inwards towards

the electron beam. This is seen in Figures 5.21 to 5.23. The KARAT calculations

predicted very little power output with a very noisy spectrum (close to the cyclotron
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frequency of 5.21GHz) at a plasma frequency ~30MHz. This appeared to be

incoherent emission from the electron beam.

7.3   Review of Experimental Measurements

Chapter 6 described experimental results obtained from the scaled AKR apparatus.

The first set of experiments yielded the beam transport measurements demonstrating

the beam current could be controlled as a function of magnetic compression for

different cathode flux densities. It was found that mirroring occurred since the

collected beam current decreased with increasing magnetic compression. This

suggested that the horseshoe distribution was evolving with increasing mirror ratio (as

predicted numerically), illustrated by Figures 6.5 and 6.6. Figure 6.6 illustrates the

electron distribution in velocity space and showed that there were more electrons at

high pitch angles with a cathode flux density of 0.02T than at 0.01T, thus one would

expect higher RF power output at the higher magnetic field. However, doubling the

cathode flux density much more than doubles the total current and therefore there are

many more electrons at low pitch angles <35°. This could reduce the wave production

efficiency.

Microwave radiation measurements were carried out allowing operating frequency,

spectral content and power of the emitted radiation to be determined.

Magnetospherically the radiation has been observed to be polarised in the X mode

which shares similar properties to TE01 modes close to cut-off, both propagating and

polarised perpendicular to the magnetic field. Fourier transform of the output wave

signal showed a frequency peak at 4.42GHz, close to cut-off for the TE01 mode,

which was confirmed as the mode of resonance, Figure 6.9, by the antenna scan

measurements in the far field of the experimental output window. Integration of these

plots led to values of the radiated power being obtained with maximum power

achieved experimentally at ~19kW for a cathode flux density of 0.01T and ~35kW for

0.02T. These powers corresponded to efficiencies of emission of ~2% and 1.4%

respectively. This was consistent with expectations based on the measurements of the
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electron beam distribution and showed that there was sufficient free energy available

to obtain these efficiencies of emission as in the magnetospheric case.

A Penning type trap was designed and inserted into the interaction waveguide and a

gas discharge formed to represent the low temperature magnetospheric background

plasma. The reduced dimensions of the trap mean an operating frequency of

5.21GHz, close to cut-off for the TE01 mode. Experiments showed that the discharge

could be ignited at varying gas pressures, magnetic fields and using different bleed

gases. Voltage and current measurements of the trap were recorded for Argon and

Helium as the ‘foreign’ gas. Nitrogen was not investigated in detail as it gave very

unstable results. It was found that Helium discharges were most stable at a pressure of

1x10-5mBar, whereas Argon yielded the most stable discharge at 1x10-4mBar. With

Helium, of the three magnetic fields studied, it was clear that as the magnetic field

increased, the stability of the discharge improved, see Figure 6.13.

A probe was inserted into the plasma region to allow measurement of the plasma

frequency, temperature and electron density. Although the most stable discharge

results were obtained with Argon at 1x10-4mBar, as soon as the probe was inserted

into the Penning trap, the discharge dynamics changed drastically. This was due to the

probe disrupting the electrostatics during the discharge ignition and so the initial

10cm long probe was reduced to a 1cm cylindrical ‘barrel’ probe. The operating

conditions with the probe in place also needed to change as it was only when using

Helium at >1x10-4mBar that the external IV characteristics were independent of the

probe. Therefore these conditions with the short probe were adopted for the

experiments investigating the impact of the background plasma on the wave

production. The idea of inserting the probe in the manner shown in Figure 3.32, i.e.

parallel to the static magnetic field, was to facilitate measurements of O-mode

oscillations and to pick up longitudinal currents (aligned with the magnetic field).

With the cylindrical probe it became obvious that it was picking up substantial current

drawn across the magnetic field lines which is not consistent with the assumptions of

conventional probe theory. The probe tip was modified to be sheathed entirely in

Nylon except for the end tip which is perpendicular to the magnetic field. Figure 6.22
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shows the obvious difference in current collection between the two probe geometries.

With this more analytically appropriate probe geometry and suitable operating

conditions, probe IV characteristics were measured as a function of discharge current

and background gas pressures, values of Te, ne and fp were obtained, Table 6.8.

The IV measurements from the probe allowed values of electron temperature to be

obtained ~104K relating to a plasma frequency of ~161-174MHz, whilst using

Helium as the bleed gas at a pressure of 5x10-4mBar. It was seen that the plasma

frequency could be controlled by variation of the discharge current. As this

experiment has a very strong magnetic field, probe theory may be inaccurate and so

the Bohm sheath model was used as an alternative method to calculate the plasma

frequency based on the ion current on the cathode of the discharge chamber. This gave

fp~245MHz but one should remember as can be seen from Equation 2.13.8, that this

model still relies on the value of electron temperature which was obtained through the

Langmuir probe theory method, Figures 6.23 and 6.24. Even so, comparison of the

plasma frequencies obtained using these two methods are consistent to within a factor

of two. A third method implemented was to use the probe as a direct AC pick-up

antenna thereby picking up signals from within the plasma and therefore not relying

on probe or Bohm theory. This showed values of fp~200-300MHz which is very

comparable to the DC measurements. Hence, a plasma could be experimentally

generated and measured to have a plasma frequency ~ cyclotron frequency.

With the plasma characterised, microwave measurements were then carried out to

determine what effects the plasma might have on the RF generation process. Magnetic

field sweeps allowed the sensitivity of the instability to the magnetic detuning to be

measured, adding to the plasma characteristics for comparison to magnetospheric

results. Figure 6.31 showed that the optimum power into the waveguide was obtained

using a magnetic field setting of 0.22T. Using this magnetic field, the effect of varying

the plasma density was investigated. Table 6.9 showed that as the plasma density was

increased from 0-300MHz, the generation of microwave signals became increasingly

more sporadic. Furthermore the efficiency of the wave production decreased by a

factor of 18, from around 1.5% to 0.08%, as the plasma frequency increased to

1
20
------
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300MHz. Table 6.10 shows data for average power when at a magnetic field of

0.229T, with Figure 6.34 showing the temporal evolution of individual microwave

pulses.

7.4   Discussion

          7.4.1 Comparisons between Numerical Predictions and 
Experimental Measurements

The numerical computations and the experiment both showed formation of the

horseshoe distribution of the electrons. This was shown in the velocity space plots in

Section 5.4 and by experimental measurement of beam current with increasing

magnetic mirror ratio, Section 6.2. 

Using a set of experimental results investigating the electron velocity space

distribution in the cavity, the simulations were revised to achieve a similar electron

distribution. The numerically simulated gun geometry was fine tuned to change the

pitch of the electrons as they are emitted from the cathode. This enabled a match to

the experimentally measured electron distribution, allowing for meaningful

comparisons of the non-linear dynamics. The values in Table 7.1 gives a summary of

the predictions from the code and are results taken from analysis of Figures 5.8 and

5.9. They are compared to experimental results with matching number density of high

pitch electrons (Figure 5.9). The table shows that for the lower cathode flux density of

0.01T a beam current of 16A gave microwave output power of 20kW, whilst at the

higher cathode flux density 0.02T a power of 50kW was predicted at a beam current

of 34A. The predicted power output plots can be seen in Figures 5.18 and 5.19. This

doubling in predicted output power can be linked, in Figure 5.9, to the fact that there

are double the number of high pitch electrons present for the higher cathode flux

density of 0.02T than there was for 0.01T. However, at B=0.02T, the majority of the

experimental electron beam current was associated with the low pitch (<35°)

electrons which were not involved with the energy transfer process. This meant that

the experimental measurement of the efficiency of radiated power was lower than

with B=0.01T where the majority of current lies at high pitch angles, (>35°).
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To represent the Penning trap in the simulation, the geometry of the interaction

waveguide was altered and the KARAT program reconfigured to allow for a PiC

plasma to be present in the main ‘volume’. An electron beam was then injected in and

through the plasma containing region and the effects noted and analysed. It was seen

(Figures 5.21 to 5.23) that as time evolved, the plasma electrons drifted away from the

cathode face, at the insertion end of the Penning trap, towards the tapered cathode at

the exit of the trap. The plasma ions, in red, drifted radially inwards towards the

electron beam as time progressed, showing possible charge attraction. KARAT

predicted very little output power with very low efficiencies working with a plasma

frequency of 30MHz. In contrast, the experimental measurements of the wave

production efficiency dropped from ~1% to ~0.1% at a plasma frequency of 300MHz.

          7.4.2 Comparisons of Measured Data and Simulations to 
Magnetospheric Observations

The fact that the close to cut-off TE01 mode was generated at the cyclotron frequency

in conjunction with progressive magnetic mirroring, implied the operation of the

CRM instability in an electron beam with a horseshoe distribution in velocity space.

The near cut-off TE01 mode predicted numerically and measured experimentally was

polarised and propagating perpendicular to the z-axis magnetic field direction. This

was therefore comparable to the radiation measured in the magnetosphere which was

found to be polarised in the extraordinary (X) mode, and has the same propagation

and polarisation characteristics, oriented and travelling perpendicular to the static

Table 7.1  Comparisons of the peak RF generation efficiencies for varying 
cathode flux density

Experimental Numerical

Magnetic Flux 0.01T 0.02T 0.01T 0.02T

Icavity (A) 11.6 33.9 16 34

Pout (kW) 19 35 20 50

η (% ) ~2 ~1.4 ~2 ~2
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magnetic field. This strongly supports the postulated theory that the radiation

observed by satellites is produced from a horseshoe distribution function which is

unstable to the CRM instability process.

The power of emitted radiation in the experiment and in the code ranged from ~19-

50kW corresponding to efficiencies of 1-2%. The radiation spectrum was centred at

4.42GHz. This corresponds well with the electron cyclotron frequency. Taking into

consideration the scaling associated with the laboratory dimensions, these are

comparable to the GW powers that have been recorded in the magnetosphere, also

with radiation efficiencies ~1% and with spectra regulated by the cyclotron frequency

(~300kHz).

To further enhance the comparisons between the experimental measurements and the

magnetospheric observations, a background plasma was introduced by means of a

Penning trap installation. Measurements with the Penning trap installed gave

operating frequencies close to cut-off for the TE01 mode of 5.21GHz, and plasma

frequencies on the order of 161-300MHz. This gives a ratio of . In the

auroral density cavity with an electron number density ~1cm-3 and radiation emission

frequencies ~300kHz, this gives a plasma frequency ~9kHz which leads to a ratio of

. It can be seen therefore how comparable the experimental conditions are to

those observed magnetospherically. The impact of the plasma however reduced the

radiation generation efficiency significantly in the laboratory, from ~1.5% to ~0.1%.

7.5   Future Work

When a background plasma was generated in the experiment it was seen that the

statistical nature of the radiation generation was drastically affected. Therefore, to

further complete this study, the most immediate requirement for future work will be to

carry out an investigation on this observation. It may be the case that there are

competing modes during the radiation generation process and identification of this

mode is of interest.

ωce
ωp
-------- 17 32–∼

ωce
ωp
-------- 33∼
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For the future development of this experiment, more in depth plasma characteristics

will be studied by further investigation with plasma probes. Probe behaviour under

magnetised conditions is currently a major field of investigation (Zimmermann et al.)

and scope exists for this project to contribute fundamentally to this work and to

benefit from the research. With the existing AKR magnet coil apparatus and the

Penning trap, there is the potential to study higher plasma densities. The trap may also

be lengthened from its current 20cm length, thus providing a larger plasma generation

region. This may mean reconfiguring the magnet coils so as to allow for a longer

maximum plateau region from the main coil to cover the extent of the trap region.

This may reveal slower growing instabilities and allow operation at lower plasma

density.

At the moment the radiation is generated in the TE0m mode, close to cut-off for the

waveguide dimensions. While this mode is comparable to properties of the X-mode

measured in magnetospheric observations, it would be a step forward to allow direct

egress of the X-mode in the laboratory. Therefore it is proposed that the transverse

radiation boundaries be removed from the experiment.

Separately, with the transverse boundaries still intact, the cathode mesh of the

Penning trap will be removed to allow for R-mode instabilities to be studied. It was

found during the preliminary work on the discharge ignition experiments that the

Penning trap was capable of igniting with only the gun end cathode plate and so

removal of the mesh will be possible. With the cathode mesh removed the plasma will

be more ‘freely’ able to drift out of the trap and therefore out of the maximum plateau

magnetic field region. This would have to be studied closely for adverse affects, i.e.

undesired resonance conditions in the profiled magnetic field. Being able to carry out

this experiment successfully might allow the study of the generation of R-mode

radiation relevant to the Chorus phenomenon which occurs along the magnetic field

lines at the Earth’s equatorial regions.

Significant apparatus modification will later allow for investigation of important

fusion relevant instabilities such as the anomalous Doppler resonance (currently a
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topic of theoretical and numerical investigation with our collaborators at the

University of St. Andrews), the two stream instability and also the filamentation

instability.

The numerical codes must also be improved regarding the modelling of the electron

gun to provide a closer comparison to the electron beam transport measurements

obtained experimentally. Improvements must also be made to the way KARAT

models a plasma in a confined region to provide a comparison to the experimental

measurements obtained with the Penning trap. Given the difficult scaling of the

plasma parameter with particle agglomeration, it is likely that a highly parallel code

should be adopted to cope with the size of the numerical problem. However recent

work I have undertaken involving similar simulations have shown that the merging

factor does not seriously compromise the accuracy of the simulations as had

previously been thought. This makes such simulations more realisable.

3D numerical codes are being developed to investigate second harmonic modes

[Gillespie et al 2008] and coupling to non-azisymmetric radiation modes - these will

be critical to the investigation of the anomalous Doppler instability and the Chorus

effect.
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OO

OO

Sandra McConville - 1st March '07
This script will evaluate gain for our system using equations from Chu [K. R. Chu, 1988, "Gain
and Bandwidth of the Gyro-TWT and CARM Amplifiers", IEEE trans on plas sci, vol 16, no2, 
pp90-104] all variables in SI units.

n in this case is the linear density, so in actual fact nb=n*A=I/Vz
restart;

hot_disp:=(-coupling)*(((((omega-kz*vz)*Tsm)-((kperp*vperp)*
Usm))/((omega-kz*vz)-(s*omegac)))-(((betaperp^2*(omega^2-
kz^2*c^2)*Hsm)/((omega-kz*vz)-(s*omegac))^2)))+(omega^2-c^2*
(kz^2+kperp^2));

This section will deal with the expressions for the Bessel functions, f is the undifferentiated 
Bessel, g is the first dervative, h is the second derivative.

f:=BesselJ(s,q); f1:=BesselJ(s-m,p); f2:=BesselJ(s1,q); 
f3:=BesselJ(s1-m,p); f4:=BesselJ(s2,q); f5:=BesselJ(s2-m,p)
;
g:=diff(f,q); g1:=diff(f1,p); 
h:=diff(g,q); h1:=diff(g1,p); 

Hsm:=((f1)^2)*g^2;
Tsm:=2*Hsm+(q*g)*((2*(f1^2)*h)-f*(((1/p)*f1*g1)+g1^2+f1*h1)
);
Usm:=(-0.5*q*g)*(f2*(((f3)^2)-((f1)^2))+(f4*((f5^2)-(f1^2))
));

coupling:=(nb*e^2)/(Pi*r^2*mo*gam*K*epsi0):

K:=((BesselJ(m,mu))^2)*(1-m^2/mu^2):

The following section will define variable needed for the equations. To get Hsm and Tsm and 
Usm for the equation we need to define and evaluate the Bessel functions as above.

freq:=4.42e9; c:=3e8; r:=.0414; m:=0; mu:=3.832; mo:=
9.11e-31; e:=1.602e-19; beamvolt:=75e3; B:=0.18; curr:=34; 
alpha:=1.5; epsi0:=8.854e-12; rc:=0.01; 
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The following bits of code define expressions for further variables using those defined above.

nb:=curr/(e*vz); omegap:=((nb*e^2)/(mo*epsi0))^0.5; gam:= 1+(
(e*beamvolt)/(mo*c^2)); v:=c*(1-1/gam^2)^0.5; vz:=v/(
(alpha^2+1)^0.5); vperp:=alpha*vz; kperp:=mu/r; omegac:=(e*B)
/(gam*mo); betaperp:=vperp/c; rL:=(gam*mo*vperp)/(e*B); s:=1;
s1:=s-1; s2:=s+1; p:=kperp*rc; q:=kperp*rL; 

The next line of code is to try and plot kz against omega.

free_disp:=omega-c*kz;
cold_disp:=omega-c*(kperp^2+kz^2)^0.5;
beam_disp:=omega-s*omegac-kz*vz;

Tsm;
coupling;
evalf(coupling);
K;

with(plots):
implicitplot([hot_disp, cold_disp, beam_disp, free_disp], kz=
-150..150, omega=2.1e10..3.8e10, title="Dispersion for Gain",
color=[black, green, red, magenta], labels=[kz,'omega'], 
legend=["hot_disp", "cold_disp", "beam_disp", "free_disp"], 
numpoints=200000,titlefont=[TIMES, BOLD, 12], font=[TIMES, 
BOLD, 10], labelfont=[TIMES, BOLD, 12]);

omegamin:=2.1e10; omegamax:=3.9e10; resomega:=1200;
kzmin:=-1500; kzmax:=1500; reskz:=120;

stepomega:=(omegamax-omegamin)/(resomega);
stepkz:=(kzmax-kzmin)/(reskz-1);

dispomega:=Array(1..resomega, 1..5);
dispkz:=Array(1..reskz, 1..5);

curve:=(hot_disp)*((omega-kz*vz)-(s*omegac))^2;
curve2:=simplify(curve):
simplify(curve):

The next expression is the equation from Chu, using the values and expressions coded above.

counter:=1;
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for omega from omegamin by stepomega to omegamax do
'omega'=omega;
fsolve(curve2,kz,complex);
answer:=%:
dispomega[counter,1]:=answer[1]; dispomega[counter,2]:=answer
[2]; dispomega[counter,3]:=answer[3]; dispomega[counter,4]:=
answer[4]; dispomega[counter,5]:=omega:
counter:=counter+1;
end do:

with(plots):

pointsRe:=seq([Re(dispomega[counters,1]),dispomega[counters,
5]],counters=1..resomega), seq([Re(dispomega[counters,2]),
dispomega[counters,5]],counters=1..resomega), seq([Re
(dispomega[counters,3]),dispomega[counters,5]],counters=1..
resomega), seq([Re(dispomega[counters,4]),dispomega[counters,
5]],counters=1..resomega):

pointsIm:=seq([1*Im(dispomega[counters,1]),dispomega
[counters,5]],counters=1..resomega), seq([1*Im(dispomega
[counters,2]),dispomega[counters,5]],counters=1..resomega),
seq([1*Im(dispomega[counters,3]),dispomega[counters,5]],
counters=1..resomega), seq([1*Im(dispomega[counters,4]),
dispomega[counters,5]],counters=1..resomega):

points:={pointsRe, pointsIm}:

pointplot(points, color=red, symbol=point, labels=[kz,
'omega'], title="Real and Imaginary roots of kz" ,titlefont=
[TIMES, BOLD, 12], font=[TIMES, BOLD, 10], labelfont=[TIMES, 
BOLD, 12]);

unassign('omega');

counters:=1;

for kz from kzmin by stepkz to kzmax do
'kz'=kz;
fsolve(curve2,omega,complex);
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answer:=%:
dispkz[counters,1]:=answer[1]: dispkz[counters,2]:=answer[2]:
dispkz[counters,3]:=answer[3]: dispkz[counters,4]:=answer[4]:
dispkz[counters,5]:=kz:
counters:=counters+1;
end do:

with(plots):

pointsRe:=seq([dispkz[counters,5], Re(dispkz[counters,1])],
counters=1..reskz), seq([dispkz[counters,5], Re(dispkz
[counters,2])],counters=1..reskz), seq([dispkz[counters,5], 
Re(dispkz[counters,3])],counters=1..reskz), seq([dispkz
[counters,5], Re(dispkz[counters,4])],counters=1..reskz):

pointsIm:=seq([dispkz[counters,5], Im(dispkz[counters,1])],
counters=1..reskz), seq([dispkz[counters,5], Im(dispkz
[counters,2])],counters=1..reskz), seq([dispkz[counters,5], 
Im(dispkz[counters,3])],counters=1..reskz), seq([dispkz
[counters,5], Im(dispkz[counters,4])],counters=1..reskz):

points:={pointsRe, pointsIm}:

pointplot(points, color=red, symbol=point, labels=['kz', 
omega], title="Real and Complex roots of omega", titlefont=
[TIMES, BOLD, 12], font=[TIMES, BOLD, 10], labelfont=[TIMES, 
BOLD, 12]);

unassign('p'); unassign('q'); unassign('s'); unassign('m');
s:=1;
m:=0;
plot3d(Hsm,p=0..10,q=0..1);

unassign('p'); unassign('q');unassign('s');
s:=2;
plot3d(Hsm,p=0..12,q=0..2);

unassign('p'); unassign('q');unassign('s');
s:=3;
plot3d(Hsm,p=0..12,q=0..3);

unassign('p'); unassign('q');unassign('s');
s:=4;
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Appendix 2 - Unbounded Script
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Sandra McConville - 1st March '07
This code is to plot the free dispersion of a waveguide, using an example from the Sprangle & 
Drobot paper.

restart;

The free dispersion expression will be given below before any variables are introduced to make sure 
that it is written correctly.

hot_disp:=(omegap^2/gam)*(((omega-kz*vz)/((omega-kz*vz)-(s*
omegac)))+(((kz^2*vperp^2*(1-omega^2/(kz^2*c^2)))/(2*((omega-
kz*vz)-(s*omegac))^2))))-omega^2+kz^2*c^2;
free_disp:=omega^2-c^2*kz^2;
beam_disp:=omega-s*omegac-kz*vz;

The follwing section defines the set variables needed to compute the above expression.
c:=3e8; e:=1.602e-19; mo:=9.11e-31; epsi0:=8.854e-12; r:=
.0115;

This section deals with variables which may, throughout the experiment, be varied.
beamvolt:=10e3; B:=12e-6; curr:=20e-6; alpha:=0.5; mu:=3.832;
s:=1;

This setion deals with smaller expressions needed to obtain more variables required to get the free 
dispersion.

gam:= 1+((e*beamvolt)/(mo*c^2)); v:=c*(1-1/gam^2)^0.5; vz:=v/
((alpha^2+1)^0.5); vperp:=alpha*vz; omegac:=(e*B)/(gam*mo); 
betaperp:=vperp/c; nb:=curr/(e*vz); omegap:=((nb*e^2)/(mo*
epsi0))^0.5;

Now to plot the free space coupled mode dispersion
free_disp;hot_disp;beam_disp;

with(plots):
implicitplot([hot_disp, free_disp, beam_disp], kz=-0.01.
.0.01, omega=1.5e6..2.8e6, color=[black, green, blue], 
numpoints=2000000);

Now to get the Re and Im roots of this dispersion
omegamin:=1.4e6; omegamax:=2.4e6; resomega:=240;
kzmin:=-300; kzmax:=300; reskz:=120;

stepomega:=(omegamax-omegamin)/(resomega);
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stepkz:=(kzmax-kzmin)/(reskz);

dispomega:=Array(1..resomega, 1..5);
dispkz:=Array(1..reskz, 1..5);

curve:=(hot_disp)*((omega-kz*vz)-(s*omegac))^2;
curve2:=simplify(curve):
simplify(curve):

counter:=1;

for omega from omegamin by stepomega to omegamax do
'omega'=omega;
fsolve(curve2,kz,complex);
answer:=%:
for counter2 from 1 by 1 to 4 do
dispomega[counter, counter2]:=answer[counter2]
end do;
dispomega[counter,5]:=omega:
counter:=counter+1;
end do:

with(plots):

pointsRe:=seq([Re(dispomega[counters,1]),dispomega[counters,
5]],counters=1..resomega), seq([Re(dispomega[counters,2]),
dispomega[counters,5]],counters=1..resomega), seq([Re
(dispomega[counters,3]),dispomega[counters,5]],counters=1..
resomega), seq([Re(dispomega[counters,4]),dispomega[counters,
5]],counters=1..resomega):

pointsIm:=seq([10*Im(dispomega[counters,1]),dispomega
[counters,5]],counters=1..resomega), seq([10*Im(dispomega
[counters,2]),dispomega[counters,5]],counters=1..resomega),
seq([10*Im(dispomega[counters,3]),dispomega[counters,5]],
counters=1..resomega), seq([10*Im(dispomega[counters,4]),
dispomega[counters,5]],counters=1..resomega):

points:={pointsRe, pointsIm}:

pointplot(points, color=red, symbol=point, labels=[kz,
'omega'], title="Real and Imaginary roots of kz" ,titlefont=
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[TIMES, BOLD, 12], font=[TIMES, BOLD, 10], labelfont=[TIMES, 
BOLD, 12]);

unassign('omega');

counters:=1;

for kz from kzmin by stepkz to kzmax do
'kz'=kz;
fsolve(curve2,omega,complex);
answer:=%:
dispkz[counters,1]:=answer[1]: dispkz[counters,2]:=answer[2]:
dispkz[counters,3]:=answer[3]: dispkz[counters,4]:=answer[4]:
dispkz[counters,5]:=kz:
counters:=counters+1;
end do:

with(plots):

pointsRe:=seq([dispkz[counters,5], Re(dispkz[counters,1])],
counters=1..reskz), seq([dispkz[counters,5], Re(dispkz
[counters,2])],counters=1..reskz), seq([dispkz[counters,5], 
Re(dispkz[counters,3])],counters=1..reskz), seq([dispkz
[counters,5], Re(dispkz[counters,4])],counters=1..reskz):

pointsIm:=seq([dispkz[counters,5], Im(dispkz[counters,1])],
counters=1..reskz), seq([dispkz[counters,5], Im(dispkz
[counters,2])],counters=1..reskz), seq([dispkz[counters,5], 
Im(dispkz[counters,3])],counters=1..reskz), seq([dispkz
[counters,5], Im(dispkz[counters,4])],counters=1..reskz):

points:={pointsRe, pointsIm}:

pointplot(points, color=red, symbol=point, labels=['kz', 
omega], title="Real and Complex roots of omega", titlefont=
[TIMES, BOLD, 12], font=[TIMES, BOLD, 10], labelfont=[TIMES, 
BOLD, 12]);
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Appendix 3 - Magnetic Field 

Configuration Script
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Sandra McConville - 26-9-9

This script is used to calculate and plot the resultant axial magnetic field due to a set of finite coils. The 
coils are unlimited in number and are specified in terms of their geometries, currents and relative axial 
positions. The script is very useful for the purpose of tuning for a specific magnetic field profile in 
experiment. * It can also generate a space delimited data file of the axial magnetic field profile for 
importation into PIC code modelling packages such as KARAT or Magic -----------------------*In the 
process of being added*
First the script parameters are cleared / initialised :-

restart;
The properties and positions of each individual solenoid are now consecutively specified. A unique 
numerical index is used to identify parameters associated with a specific solenoid. Solenoid 1 is set 

Solenoid 1

A1:=40;N1:=143;M1:=N1;L1:=0.5;dz1:=1;LA1:=4;Ri1:=0.105;Ro1:=
(Ri1+LA1/M1);R1:=(Ri1+Ro1)/2;

Solenoid 2
A2:=30;N2:=143;M2:=N2;L2:=0.45;dz2:=dz1-L1/2-L2/2;LA2:=2;Ri2:=
0.105;Ro2:=(Ri2+LA2/M2);R2:=(Ri2+Ro2)/2;

Solenoid 3
A3:=210;N3:=143;M3:=N3;L3:=0.5;dz3:=dz1+L1/2+L3/2;LA3:=10;Ri3:=
0.05;Ro3:=(Ri3+LA3/M3);R3:=(Ri3+Ro3)/2;

Solenoids 4 and 5, shimming solenoids to extend the flat central field portion of the main solenoid 3, 
Solenoid 6, mirroring solnoid for diagnostics,

A4:=160;N4:=143;M4:=N4;L4:=0.11;dz4:=dz1+L1/2+L4/2;LA4:=2;Ri4:=
Ro3;Ro4:=(Ri4+LA4/M4);R4:=(Ri4+Ro4)/2;A5:=A3;N5:=N4;M5:=N5;L5:=
L4;dz5:=dz1+L1/2+L3-L5/2;LA5:=2;Ri5:=Ro3;Ro5:=(Ri5+LA5/M5);R5:=
(Ri5+Ro5)/2;A6:=0;N6:=N4;M6:=N5;L6:=0.25;dz6:=dz3;LA6:=4;Ri6:=
Ro3;Ro6:=(Ri6+LA6/M6);R6:=(Ri6+Ro6)/2;

b:=(mu*A*N/2)*(((L/2-(l-dz))/sqrt(R^2+(L/2-(l-dz))^2))-((-L/2-
(l-dz))/sqrt(R^2+(-L/2-(l-dz))^2)));

B:=M*integrate(b,R=Ri..Ro);

mu:=Pi*4E-7;
B1:=eval(B,[A=A1,N=N1,M=M1,L=L1,dz=dz1,LA=LA1,Ri=Ri1,Ro=Ro1,R=
R1]);

lim1:=-L1/2+dz1;lim2:=L1/2+dz1;
plot(B1,l=lim1..lim2);

B2:=eval(B,[A=A2,N=N2,M=M2,L=L2,dz=dz2,LA=LA2,Ri=Ri2,Ro=Ro2,R=
R2]);

lim3:=-L2/2+dz2;lim4:=L2/2+dz2;
plot(B2,l=lim3..lim4);
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B3:=eval(B,[A=A3,N=N3,M=M3,L=L3,dz=dz3,LA=LA3,Ri=Ri3,Ro=Ro3,R=
R3]);

B4:=eval(B,[A=A4,N=N4,M=M4,L=L4,dz=dz4,LA=LA4,Ri=Ri4,Ro=Ro4,R=
R4]);

B5:=eval(B,[A=A5,N=N5,M=M5,L=L5,dz=dz5,LA=LA5,Ri=Ri5,Ro=Ro5,R=
R5]);

B6:=eval(B,[A=A6,N=N6,M=M6,L=L6,dz=dz6,LA=LA6,Ri=Ri6,Ro=Ro6,R=
R6]);

lim5:=-L3/2+dz3;lim6:=L3/2+dz3;
plot(B3+B4+B5,l=lim5..lim6);

lim5:=-L3/2+dz3;lim6:=L3/2+dz3;
plot(B3+B4+B5+B6,l=lim5..lim6);

Btot:=B1+B2+B3+B4+B5+B6;

plot(Btot,l=0..lim6);fieldmax:=eval(Btot,l=1.5);evalf(fieldmax);
gunfield:=eval(Btot, l=0.43);evalf(gunfield);evalf
(fieldmax/gunfield);

Work out limiting Larmor step and radius as a function of z from Btot and the electron energy (V), 
assume alpha is zero for Larmor step and infintie for Larmor radius

ce:=1.6E-19;me:=9.11E-31;cl:=3E8;V:=100000;gmma:=1+ce*V/(me*
cl^2);ve:=cl*sqrt((1-1/gmma^2));freq:=ce*Btot/(2*3.1416*gmma*me)
;Lz:=ve/freq;Lr:=ve/(2*3.1416*freq);plot([Lz,Lr],l=lim3..lim6,
color=[red,green]);plot((diff(Btot,l))*(Lz/Btot),l=lim3..lim6);

Write out the data for Bz on axis to a file called Bz for Karat and or Magic, file format is [axial 
location/cm,field/G]

stepno:=1;steps:=87;minz:=0;maxz:=2.8;stepsize:=(maxz-minz)
/steps;
fopen("C:/Documents and Settings/Sandra 
McConville/Desktop/maple/BWO and KARAT/Bz",WRITE,TEXT);
printlevel:=0;
for step from minz by stepsize to maxz do 
fprintf("C:/Documents and Settings/Sandra 
McConville/Desktop/maple/BWO and KARAT/Bz","%d\t%f\t%f\n",
stepno,evalf(step*100),eval(10000*Btot,l=step));
stepno:=stepno+1;
end do;
fprintf("C:/Documents and Settings/Sandra 
McConville/Desktop/maple/BWO and KARAT/Bz","%d\t%d\t%f\n",
stepno,-999,0);fclose("C:/Documents and Settings/Sandra 
McConville/Desktop/maple/BWO and KARAT/Bz");printlevel:=1;

Solenoid 1
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R:=R1*100;Z:=dz1*100;dR:=LA1*0.007*100;dZ:=L1*100;N:=L1/0.007;
A:=LA1*A1;

Solenoid 2
R:=R2*100;Z:=dz2*100;dR:=LA2*0.007*100;dZ:=L2*100;N:=L2/0.007;
A:=LA2*A2;

Solenoid 3
R:=R3*100;Z:=dz3*100;dR:=LA3*0.007*100;dZ:=L3*100;N:=L3/0.007;
A:=LA3*A3;

Solenoid 4
R:=R4*100;Z:=dz4*100;dR:=LA4*0.007*100;dZ:=L4*100;N:=L4/0.007;
A:=LA4*A4;

Solenoid 5
R:=R5*100;Z:=dz5*100;dR:=LA5*0.007*100;dZ:=L5*100;N:=L5/0.007;
A:=LA5*A5;

Solenoid 6
R:=R6*100;Z:=dz6*100;dR:=LA6*0.007*100;dZ:=L6*100;N:=L6/0.007;
A:=LA6*A6;

Solenoid1- Solenoid6
counter1:=1;
print (solenoid, counter1);
R:=R1*100;Z:=dz1*100;dR:=LA1*0.007*100;dZ:=L1;N:=L1/0.007;A:=
LA1*A1;
counter1:=counter1+1;
print (solenoid, counter1);R:=R2*100;Z:=dz2*100;dR:=LA2*0.007*
100;dZ:=L2;N:=L2/0.007;A:=LA2*A2;
counter1:=counter1+1;
print (solenoid, counter1);R:=R3*100;Z:=dz3*100;dR:=LA3*0.007*
100;dZ:=L3;N:=L3/0.007;A:=LA3*A3;
counter1:=counter1+1;
print (solenoid, counter1);R:=R4*100;Z:=dz4*100;dR:=LA4*0.007*
100;dZ:=L4;N:=L4/0.007;A:=LA4*A4;
counter1:=counter1+1;
print (solenoid, counter1);R:=R5*100;Z:=dz5*100;dR:=LA5*0.007*
100;dZ:=L5;N:=L5/0.007;A:=LA5*A5;
counter1:=counter1+1;
print (solenoid, counter1);R:=R6*100;Z:=dz6*100;dR:=LA6*0.007*
100;dZ:=L6;N:=L6/0.007;A:=LA6*A6;

stepno:=1;steps:=6;minz:=1;maxz:=6;stepsize:=(maxz-minz)/steps;
fopen("C:/Documents and Settings/Sandra 
McConville/Desktop/maple/BWO and KARAT/Solenoid",WRITE,TEXT);
printlevel:=0;
counter1:=1;
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print (solenoid, counter1);
R:=R1*100;Z:=dz1*100;dR:=LA1*0.007*100;dZ:=L1*100;N:=trunc
(L1/0.007);A:=LA1*A1;
fprintf("C:/Documents and Settings/Sandra 
McConville/Desktop/maple/BWO and KARAT/Solenoid",
"%d\t%f\t%f\t%f\t%f\t%f\t%f\n",stepno, R, Z, dR, dZ, N, A, l=
step);
stepno:=stepno+1;
counter1:=counter1+1;
print (solenoid, counter1);R:=R2*100;Z:=dz2*100;dR:=LA2*0.007*
100;dZ:=L2*100;N:=trunc(L2/0.007);A:=LA2*A2;
fprintf("C:/Documents and Settings/Sandra 
McConville/Desktop/maple/BWO and KARAT/Solenoid",
"%d\t%f\t%f\t%f\t%f\t%f\t%f\n",stepno, R, Z, dR, dZ, N, A, l=
step);
stepno:=stepno+1;
counter1:=counter1+1;
print (solenoid, counter1);R:=R3*100;Z:=dz3*100;dR:=LA3*0.007*
100;dZ:=L3*100;N:=trunc(L3/0.007);A:=LA3*A3;
fprintf("C:/Documents and Settings/Sandra 
McConville/Desktop/maple/BWO and KARAT/Solenoid",
"%d\t%f\t%f\t%f\t%f\t%f\t%f\n",stepno, R, Z, dR, dZ, N, A, l=
step);
stepno:=stepno+1;
counter1:=counter1+1;
print (solenoid, counter1);R:=R4*100;Z:=dz4*100;dR:=LA4*0.007*
100;dZ:=L4*100;N:=trunc(L4/0.007);A:=LA4*A4;
fprintf("C:/Documents and Settings/Sandra 
McConville/Desktop/maple/BWO and KARAT/Solenoid",
"%d\t%f\t%f\t%f\t%f\t%f\t%f\n",stepno, R, Z, dR, dZ, N, A, l=
step);
stepno:=stepno+1;
counter1:=counter1+1;
print (solenoid, counter1);R:=R5*100;Z:=dz5*100;dR:=LA5*0.007*
100;dZ:=L5*100;N:=trunc(L5/0.007);A:=LA5*A5;
fprintf("C:/Documents and Settings/Sandra 
McConville/Desktop/maple/BWO and KARAT/Solenoid",
"%d\t%f\t%f\t%f\t%f\t%f\t%f\n",stepno, R, Z, dR, dZ, N, A, l=
step);
stepno:=stepno+1;
counter1:=counter1+1;
print (solenoid, counter1);R:=R6*100;Z:=dz6*100;dR:=LA6*0.007*
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100;dZ:=L6*100;N:=trunc(L6/0.007);A:=LA6*A6;
fprintf("C:/Documents and Settings/Sandra 
McConville/Desktop/maple/BWO and KARAT/Solenoid",
"%d\t%f\t%f\t%f\t%f\t%f\t%f\n",stepno, R, Z, dR, dZ, N, A, l=
step);
stepno:=stepno+1;
fprintf("C:/Documents and Settings/Sandra 
McConville/Desktop/maple/BWO and KARAT/Solenoid","%d\t%d\t%f\n",
stepno,-999,0);fclose("C:/Documents and Settings/Sandra 
McConville/Desktop/maple/BWO and KARAT/Solenoid");printlevel:=1;

Solenoid 2
totallength2:=0;
for counter2 from 1 by 1 to LA2 do
print (layer_sol2,counter2);
wirelength2:=L2*N2*(2*Pi*(Ri2+((counter2-1)*(1/M2))+(1/(2*M2))))
;
numwires2:=wirelength2/25;
print (number_of_wires, evalf(numwires2));
totallength2:=totallength2+wirelength2;
end do;

Solenoid 3
totallength3:=0;
for counter3 from 1 by 1 to LA3 do
print (layer_sol3,counter3);
wirelength3:=L3*N3*(2*Pi*(Ri3+((counter3-1)*(1/M3))+(1/(2*M3))))
;
numwires3:=wirelength3/27;
print (number_of_wires, evalf(numwires3));
totallength3:=totallength3+wirelength3;
end do;

Solenoid 4
totallength4:=0;
for counter4 from 1 by 1 to LA4 do
print (layer_sol4,counter4);
wirelength4:=L4*N4*(2*Pi*(Ri4+((counter4-1)*(1/M4))+(1/(2*M4))))
;
numwires4:=wirelength4/27;
print (number_of_wires, evalf(numwires4));
totallength4:=totallength4+wirelength4;
end do;

Solenoid 5
totallength5:=0;
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for counter5 from 1 by 1 to LA5 do
print (layer_sol5,counter5);
wirelength5:=L5*N5*(2*Pi*(Ri5+((counter5-1)*(1/M5))+(1/(2*M5))))
;
numwires5:=wirelength5/27;
print (number_of_wires, evalf(numwires5));
totallength5:=totallength5+wirelength5;
end do;

Solenoid 6
totallength6:=0;
for counter1 from 1 by 1 to LA1 do
print (layer_sol6,counter1);
wirelength1:=L6*N6*(2*Pi*(Ri6+((counter1-1)*(1/M6))+(1/(2*M6))))
;
numwires1:=wirelength1/10;
print (number_of_wires, evalf(numwires1));
totallength6:=totallength6+wirelength1;
end do;

Net small-bore conductor length required
multisolenoid_conductor_length:=totallength1+totallength2+
totallength3+totallength4+totallength5+totallength6;

Power dissipation

Common Parameters

Rwi:=0.00125;Rwo:=0.0026;
Solenoid 1

totalresistanceA1:=evalf(totallength1*0.0313/28.6);
totalresistanceA1HOT:=evalf(totallength1*0.0363/28.6);
totalresistanceB1:=(1.724E-8)*totallength1/(Pi*(Rwo^2-Rwi^2));
totalresistanceB1HOT:=(1.16*1.724E-8)*totallength1/(Pi*(Rwo^2-
Rwi^2));drivevoltageA1:=evalf(totalresistanceA1*A1);
drivevoltageA1HOT:=evalf(totalresistanceA1HOT*A1);
drivevoltageB1:=evalf(totalresistanceB1*A1);drivevoltageB1HOT:=
evalf(totalresistanceB1HOT*A1);totalpowerA1:=drivevoltageA1*A1;
totalpowerA1HOT:=drivevoltageA1HOT*A1;totalpowerB1:=
drivevoltageB1*A1;totalpowerB1HOT:=drivevoltageB1HOT*A1;
Vol_sol1:=totallength1*Pi*(Rwo^2-Rwi^2);totalweight_sol1:=evalf
(8.89E3*evalf(Vol_sol1));

Solenoid 2
totalresistanceA2:=evalf(totallength2*0.0313/28.6);
totalresistanceA2HOT:=evalf(totallength2*0.0363/28.6);
totalresistanceB2:=(1.724E-8)*totallength2/(Pi*(Rwo^2-Rwi^2));
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totalresistanceB2HOT:=(1.16*1.724E-8)*totallength2/(Pi*(Rwo^2-
Rwi^2));drivevoltageA2:=evalf(totalresistanceA2*A2);
drivevoltageA2HOT:=evalf(totalresistanceA2HOT*A2);
drivevoltageB2:=evalf(totalresistanceB2*A2);drivevoltageB2HOT:=
evalf(totalresistanceB2HOT*A2);totalpowerA2:=drivevoltageA2*A2;
totalpowerA2HOT:=drivevoltageA2HOT*A2;totalpowerB2:=
drivevoltageB2*A2;totalpowerB2HOT:=drivevoltageB2HOT*A2;
Vol_sol2:=totallength2*Pi*(Rwo^2-Rwi^2);totalweight_sol2:=evalf
(8.89E3*evalf(Vol_sol2));

Solenoid 3
totalresistanceA3:=evalf(totallength3*0.0313/28.6);
totalresistanceA3HOT:=evalf(totallength3*0.0363/28.6);
totalresistanceB3:=(1.724E-8)*totallength3/(Pi*(Rwo^2-Rwi^2));
totalresistanceB3HOT:=(1.16*1.724E-8)*totallength3/(Pi*(Rwo^2-
Rwi^2));drivevoltageA3:=evalf(totalresistanceA3*A3);
drivevoltageA3HOT:=evalf(totalresistanceA3HOT*A3);
drivevoltageB3:=evalf(totalresistanceB3*A3);drivevoltageB3HOT:=
evalf(totalresistanceB3HOT*A3);totalpowerA3:=drivevoltageA3*A3;
totalpowerA3HOT:=drivevoltageA3HOT*A3;totalpowerB3:=
drivevoltageB3*A3;totalpowerB3HOT:=drivevoltageB3HOT*A3;
Vol_sol3:=totallength3*Pi*(Rwo^2-Rwi^2);totalweight_sol3:=evalf
(8.89E3*evalf(Vol_sol3));

Solenoid 4
totalresistanceA4:=evalf(totallength4*0.0313/28.6);
totalresistanceA4HOT:=evalf(totallength4*0.0363/28.6);
totalresistanceB4:=(1.724E-8)*totallength4/(Pi*(Rwo^2-Rwi^2));
totalresistanceB4HOT:=(1.16*1.724E-8)*totallength4/(Pi*(Rwo^2-
Rwi^2));drivevoltageA4:=evalf(totalresistanceA4*A4);
drivevoltageA4HOT:=evalf(totalresistanceA4HOT*A4);
drivevoltageB4:=evalf(totalresistanceB4*A4);drivevoltageB4HOT:=
evalf(totalresistanceB4HOT*A4);totalpowerA4:=drivevoltageA4*A4;
totalpowerA4HOT:=drivevoltageA4HOT*A4;totalpowerB4:=
drivevoltageB4*A4;totalpowerB4HOT:=drivevoltageB4HOT*A4;
Vol_sol4:=totallength4*Pi*(Rwo^2-Rwi^2);totalweight_sol4:=evalf
(8.89E3*evalf(Vol_sol4));

Solenoid 5
totalresistanceA5:=evalf(totallength5*0.0313/28.6);
totalresistanceA5HOT:=evalf(totallength5*0.0363/28.6);
totalresistanceB5:=(1.724E-8)*totallength5/(Pi*(Rwo^2-Rwi^2));
totalresistanceB5HOT:=(1.16*1.724E-8)*totallength5/(Pi*(Rwo^2-
Rwi^2));drivevoltageA5:=evalf(totalresistanceA5*A5);
drivevoltageA5HOT:=evalf(totalresistanceA5HOT*A5);
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drivevoltageB5:=evalf(totalresistanceB5*A5);drivevoltageB5HOT:=
evalf(totalresistanceB5HOT*A5);totalpowerA5:=drivevoltageA5*A5;
totalpowerA5HOT:=drivevoltageA5HOT*A5;totalpowerB5:=
drivevoltageB5*A5;totalpowerB5HOT:=drivevoltageB5HOT*A5;
Vol_sol5:=totallength5*Pi*(Rwo^2-Rwi^2);totalweight_sol5:=evalf
(8.89E3*evalf(Vol_sol5));

Solenoid 6
totalresistanceA6:=evalf(totallength6*0.0313/28.6);
totalresistanceA6HOT:=evalf(totallength6*0.0363/28.6);
totalresistanceB6:=(1.724E-8)*totallength6/(Pi*(Rwo^2-Rwi^2));
totalresistanceB6HOT:=(1.16*1.724E-8)*totallength6/(Pi*(Rwo^2-
Rwi^2));drivevoltageA6:=evalf(totalresistanceA6*A6);
drivevoltageA6HOT:=evalf(totalresistanceA6HOT*A6);
drivevoltageB6:=evalf(totalresistanceB6*A6);drivevoltageB6HOT:=
evalf(totalresistanceB6HOT*A6);totalpowerA6:=drivevoltageA6*A6;
totalpowerA6HOT:=drivevoltageA6HOT*A6;totalpowerB6:=
drivevoltageB6*A6;totalpowerB6HOT:=drivevoltageB6HOT*A6;
Vol_sol6:=totallength6*Pi*(Rwo^2-Rwi^2);totalweight_sol6:=evalf
(8.89E3*evalf(Vol_sol6));

Net Power dissipation in solenoid configuration

Using Experimentally measured resistance:-

Net_powerA:=totalpowerA1+totalpowerA2+totalpowerA3+totalpowerA4+
totalpowerA5+totalpowerA6;
Net_powerA_HOT:=totalpowerA1HOT+totalpowerA2HOT+totalpowerA3HOT+
totalpowerA4HOT+totalpowerA5HOT+totalpowerA6HOT;

Using standard commercial OFC resistance:-
Net_powerB:=totalpowerB1+totalpowerB2+totalpowerB3+totalpowerB4+
totalpowerB5+totalpowerA6;
Net_powerB_HOT:=totalpowerB1HOT+totalpowerB2HOT+totalpowerB3HOT+
totalpowerB4HOT+totalpowerB5HOT+totalpowerA6HOT;

Net mass of copper in solenoid system
Totalweight_allsol:=totalweight_sol1+totalweight_sol2+
totalweight_sol3+totalweight_sol4+totalweight_sol5+
totalweight_sol6;
totallength:=totallength1+totallength2+totallength3+
totallength4+totallength5+totallength6;
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Abstract
Auroral kilometric radiation occurs in regions of depleted plasma density in
the polar magnetosphere. These emissions are close to the electron cyclotron
frequency and appear to be connected to the formation of high pitch angle
electron populations due to the conservation of the magnetic moment. This
results in a horseshoe type distribution function being formed in velocity space
where electrons are magnetically compressed as they descend towards the
Earth’s atmosphere. Satellites have observed that radio emissions occur in
conjunction with the formation of this distribution and show the radiation to
have propagation and polarization characteristics of the extraordinary (X-mode)
plasma mode with emission efficiency observed at ∼1–2%. To investigate this
phenomenon a laboratory experiment, scaled to microwave frequencies and lab
dimensions by increasing the cyclotron frequency, was constructed whereby
an electron beam propagated through a region of increasing magnetic field
created by five independently variable solenoids. Results are presented for two
experimental regimes of resonant coupling, 11.7 and 4.42 GHz, achieved by
varying the peak magnetic field. Measurements of the experimental radiation
frequency, power and efficiency were undertaken as a function of the magnetic
compression. Results showed the radiation to be polarized in the near cut-off
transverse electric radiation modes, with efficiency of emission ∼1–2%, peak
power outputs of ∼19–30 kW and frequency close to the cyclotron frequency.
This represented close correlation between the laboratory radiation efficiency,
spectra, polarization and propagation with that of numerical predictions and the
magnetospheric observations.

(Some figures in this article are in colour only in the electronic version)

0741-3335/08/074010+13$30.00 © 2008 IOP Publishing Ltd Printed in the UK 1
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1. Introduction

In the auroral region of the Earth’s magnetic dipole, satellites have observed horseshoe type
distributions in electron velocity space as a result of conservation of the magnetic moment,
μ (equation (1)), by particles subject to magnetic compression as they descend towards the
atmosphere. As the magnetic flux density increases, v⊥ increases to keep μ constant, and so
v‖ decreases.

μ = mv2
⊥

2B0
, (1)

where m is the electron mass, v⊥ is the transverse velocity component and B0 is the magnetic
flux density.

Auroral kilometric radiation (AKR) (Benediktov et al 1965, Gurnett et al 1974), first
observed in 1965 by the satellite ‘Electron-2’, is the most intense non-thermal natural emission
from the Earth, occurring close to the electron cyclotron frequency, � (equation (2)). Similar
types of radiation have been observed from the solar system’s other magnetized planets Jupiter,
Saturn and Uranus (Zarka et al 2001). Recent satellites, including Viking and FAST (Roux et al
1993, Delory et al 1998), have also observed the production of AKR. FAST experimentally
measured the horseshoe distribution function with (∂f /∂v⊥) > 0 in the source region where
f is the electron distribution function in velocity space:

� = eB

m
, (2)

where e is the magnitude of the electron charge and � is the non-relativistic cyclotron frequency.
In 1979, Wu and Lee proposed a mechanism comprising a cyclotron maser instability

driven by a positive gradient in the transverse velocity profile of the magnetically mirrored
auroral electrons—called the loss cone model (Wu and Lee 1979). In 2000, Bingham and
Cairns applied kinetic theory to describe the X-mode dispersion (Bingham and Cairns 2000)
and growth due to a cyclotron maser instability driven by a positive gradient in the transverse
velocity profile of a horseshoe distribution. This theory accounted for the observed frequencies
down to ωce and predicts near perpendicular emission in the X-mode (Benson 1985). New
research has considered the spatial variation in the magnetic field as an explanation for the
spectral content and temporal stability of AKR emissions (Savilov et al 2007). Equation (3)
shows the dispersion relation for a relativistic cyclotron beam. Clearly k‖ should be as close to
0 as possible for a strong resonance if v‖ is not well defined (Bratman et al 2000, Chu 2004),
consistent with the X-mode. When k‖ is zero and there is a maximum of k⊥ for a given
radiation frequency the contours of the resonance are circular in electron velocity space and
lie on the inside edge of the horseshoe distribution function. This yields optimal brightness of
AKR emission since the radiation can be excited by all components of the electron population
(Pritchett and Winglee 1989). As k‖ increases, the contours of resonance become elliptical in
shape and cut across the distribution function. This means the resonance condition is weaker
(Vorgul et al 2005).

ω = S
�

γ
+ k‖v‖, (3)

where k‖ is the parallel component of k vector, v‖ is the parallel component of velocity, S is
the cyclotron harmonic number and γ is the Lorentz factor.

The horseshoe distributions were shown by kinetic analysis (Bingham and Cairns 2000,
Vorgul et al 2005) to be unstable to an electron cyclotron resonance maser type of instability
(Twiss et al 1958, Sprangle and Drobot 1977), and are now proposed as the source of free

2
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Figure 1. Comparative geometry of the auroral zone and the laboratory experiment.

energy responsible for the production of AKR (Bingham and Cairns 2002, Bingham et al
2004) and other astrophysical radio emissions (Bingham et al 2003, Kellett et al 2002). The
electron population in the horseshoe distribution formed through magnetic compression has
a high fraction of gyrational momentum allowing energy extraction to be feasible. Figure 1
depicts the auroral zone where the electrons transit the auroral density cavity, a region of
plasma depletion. In this region, due to the absence of background plasma, electrons have
ωp < ωw, where ωp is the electron plasma frequency and ωw ∼= �/γ is the frequency of the
wave. Towards the edges of this region ωp increases markedly thus creating a boundary effect
(Burinskaya and Rauch 2007). Satellites that investigated these auroral regions have observed
that the radiation is emitted in the extraordinary (X) plasma mode (Ergun et al 1998, Ergun
et al 2000), polarized and propagating perpendicular to the static magnetic field. More distant
observations indicate some small fraction is also polarized in the ordinary (O) mode (Hanasz
et al 2003). In the magnetosphere a parallel electric field, E‖, is necessary to constantly
accelerate the electrons into the converging magnetic field to obtain the AKR distribution (Wu
and Lee 1979, Pritchett and Winglee 1989) and reduce the plasma density.

To reproduce major features of this auroral situation, a laboratory experiment was
constructed, scaled from lengths∼9000 km, the extent of the density cavity, down to∼2 m and
from frequencies of∼300 kHz to between 4 and 12 GHz. As this experiment intended to study
the generation efficiency from directly within the source region the authors have concentrated
on resonances with X-like modes. The role of the parallel electric field was provided by
an electron gun which injected an electron beam with an initial velocity spread into a set of
electromagnets where it was subject to magnetic compression. This gave the effect of the
auroral density cavity with the waveguide walls acting as the boundary, whilst the solenoids
provided the ‘bottleneck’ of increasing magnetic field. Measurements were undertaken of the
electron beam’s current and energy. The results showed the formation of the desired horseshoe
shape in the electron beams velocity distribution, reproducing the magnetospheric situation.
Measurements of the output power, emission efficiency, operating frequency, emitted wave

3
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Figure 2. The solenoids of the magnetic field system during assembly in the laboratory.

Figure 3. Magnetic field profile through the centre of the solenoids. The locations of the cathode and
interaction region are marked. This profile was calculated by computer and checked experimentally
by Hall sensor.

polarization and propagation were taken as a function of detuning between the radiation and
beam frequencies and degree of magnetic compression. These were compared with numerical
and theoretical predictions (Cairns et al 2005, Speirs et al 2005, Vorgul et al 2005 and Speirs
et al 2008) and the magnetospheric observations.

2. Experimental apparatus

A system of solenoids was created as shown in figure 2, to encompass the electron beam
as it traversed through the experiment from the cathode through the interaction space to the
anode. Each of the five solenoids was constructed by winding OFHC copper tubing around
non-magnetic formers. The individual copper tubes were around 20 m in length with an ID of
2.5 mm and OD of 7 mm, coated in dielectric insulation. A high pressure water cooling system,
delivering a coolant inlet pressure of ∼22 bar to the tubing core, allowed the solenoids to be
run up to a power of 120 kW with up to 300 A on each individual wire. Independent adjustment
of each of the coils allowed fine control of the magnetic field compression profile, figure 3.
The electron injector was placed in the low, fringing, magnetic field generated by solenoid 1
which ensured that the electrons had an initial spread in their pitch angles. The electrons
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Figure 4. Electron beam trajectory through the apparatus as predicted by the PiC code KARAT.

were subject to magnetic compression as they passed into solenoid 2 and reached a maximum
magnetic field in the plateau in the centre of solenoid 3. The shimming solenoids 4 and 5
were used to balance the profile of the magnetic field plateau. Two different plateau magnetic
fields were used. For the low frequency resonance experiment at 4.42 GHz the flux density
of the plateau was 0.18 T. For the higher frequency resonance of 11.7 GHz the flux density
was 0.49 T (Speirs et al 2005). The solenoids determined the size of the evacuated anode
vacuum vessel/beam tunnel and interaction space 16 cm and 8.28 cm in diameter, respectively,
illustrated in figure 4, which also shows the computed electron trajectories as the beam travels
through the system. The beam tunnel is the area between the mesh and the entrance to the
interaction region. At the walls where the beam tunnel leads into the interaction region there
is a slope in their shape; this is to allow as much of the beam as possible into the 8.28 cm
diameter waveguide. It was essential that the system be kept under vacuum, ∼10−6 mbar, so
that there were no unnecessary collisions between the electrons and any other particles in the
residual gas.

The electron gun used in the system had a vacuum spark cathode; these types of devices
are pulsed cathodes used to generate a high voltage, short duration electron beam. The cathode
used in the present experiment is energized by 100 ns pulses from a Blumlein power supply
(Somerville et al 1990) capable of reaching up to 200 kV. The output of the quad cable Blumlein
system, figure 5(a), was matched by an ionic resistor connecting its high voltage terminal to
an earth connection. The Blumlein cables were charged in parallel and discharged in series
when a triggered mid-plane spark gap reached breakdown to give an amplified output signal
(up to 3.5 Vch) whilst maintaining a rectangular output pulse. The ionic resistor that is
connected to the high voltage end of the Blumlein is made up of a saturated copper sulphate
(CuSO4) solution, which has the advantage of being able to withstand high peak powers
without damage. The role of the matching resistor, ∼230 �, was to match the impedance of
the Blumlein, 200 �, so that the signal did not reflect back to the supply when the experiment
was energized. If the matching resistor were not present, the power from the initial pulse
would reflect back into the supply and cause undesirable amplitude modulation.

The length of the cathode stalk and the placement of the anode mesh were adjusted to set
a diode gap of 2 cm. From figure 5(b), the face of the cathode can be seen with the velvet ring
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(a) (b)

(c)

Figure 5. (a) Blumlein pulsed power supply, (b) cathode face with velvet ring, (c) anode mesh.

surrounding the dome-shaped cathode surface. When the output pulse from the power supply
energized the cathode, electrons were emitted due to field emission from the velvet fibres. As
the temperature at the fibre tips increased, the field emission led to the formation of a plasma
cloud and ultimately resulted in explosive electron emission. The rate at which the plasma
travelled across the cathode–mesh gap was determined by the material used (Mesyats and
Proskurovsky 1989, Ronald et al 1998, Mesyats 2005): for velvet the expansion velocity is of
the order 2 cm μs−1. An expansion of a few centimetres per microseconds limits the minimum
gap spacing to a couple of centimetres for pulses of 100 ns. The shape of the cathode face
was designed to make those electrons on the inner circumference of the velvet emission ring
have more transverse momentum than those on the outer circumference to induce a moderate
spread in the velocity of the electron beam. The anode mesh, figure 5(c), had a sparse grid and
was used to set the anode–cathode gap to provide a sufficiently high field∼50 kV cm−1 on the
cathode to cause ignition of the plasma flare. A sparse mesh was used to avoid excessive loss
of high pitch factor electrons which would arise if small aperture holes were employed. The
electrons were brought to cyclotron resonance in the 8.28 cm diameter tube with near cut-off
transverse electric (TE) modes as these share similar polarization and propagation properties
(ac electric field and the wave vector are both perpendicular to the static magnetic field) with
the X-mode observed in the magnetosphere. In particular resonances with TE(0,n) modes
were studied as these could be modelled in 2D PiC code simulations due to their azimuthal
symmetry (Speirs et al 2008). Equation (3) must be satisfied for resonant interaction and
energy exchange to occur. To excite the near cut-off TE01 mode at a frequency of 4.42 GHz,
the plateau magnetic flux density was set at 0.18 T, the low frequency resonance regime. The
same analysis determined the higher frequency resonance regime of 11.7 GHz for the TE03

mode requiring a plateau flux density of 0.49 T (Ronald et al 2008).

3. Diagnostics

Accelerating potential was measured by sensing the current through the matching ionic resistor
by a Rogowski belt and recorded by a deep memory oscilloscope. Diode current was obtained
with a Rogowski belt diagnostic placed in the ground current return connection of the anode.
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The beam current was measured by placing a Faraday cup beam interceptor into the interaction
space. The Faraday cup was conical in shape to inhibit the escape of any secondary electrons
that were produced.

Pairs of waveguide 12 and waveguide 18 stub receiver systems were created. These devices
were built using single mode linearly polarized rectangular waveguide components with simple
open ended waveguide apertures for 4.42 GHz and 11.7 GHz radiation, respectively. These
were fitted with calibrated attenuators, placed in the far field of the experiment output antenna
and fed signals to calibrated rectifying diodes. The rectified microwave radiation pulses were
recorded using a 1.5 GHz deep memory digital oscilloscope. To measure the microwave spectra
a deep memory 12 GHz digital oscilloscope was used to capture the radiation ac waveforms.
Fourier transform of these allowed the radiation frequency to be measured. At the higher
resonance regime, it was necessary to use cut-off filters to confirm the spectrum since the
frequency was close to the oscilloscope’s bandwidth limit. The pairs of waveguide stub
antennae were used to measure the radiation antenna pattern emitted by the experiment in
radial and azimuthal polarizations as a function of the azimuthal angle. One antenna was used
to scan in the azimuthal direction and one provided a control reference. These readings were
then analysed to give the power output of the system (Ronald et al 2008). Measurements
were taken of azimuthal angles of up to 55◦, angles greater than 55◦ could not be measured
due to the walls of the output flange obstructing the radiation emission. Two regimes of
resonant interaction were investigated, one at 4.42 GHz and the second at 11.7 GHz. For
the lower frequency, a maximum magnetic flux density plateau of 0.18 T was set in the
interaction region of solenoid 3. This gave resonance near cut-off with a relatively low order
mode, TE01, whilst retaining a substantial reserve capacity of magnetic field with which the
resonant electron distribution function was measured. The higher frequency was investigated
to more closely replicate the magnetospheric situation with λ � dimensions of the resonant
cavity (Burinskaya and Rauch 2007). This frequency required a maximum plateau magnetic
field of 0.49 T.

4. Experimental results

The beam energy, current and transport through the apparatus were investigated as a function of
the configuration of the magnetic field. Examples of the beam current and diode voltage traces
observed on the oscilloscope are presented in figure 6(a). At (i) on the diagram the output pulse
from the Blumlein reached its maximum amplitude. When the cathode was energized by this
pulse it released electrons due to field emission which resulted in explosive electron emission
(Ronald et al 1998, Mesyats 2005) and the onset of a vacuum spark in the electron gun. The
experiment impedance at this point reduced sharply reducing the total load impedance seen
by the Blumlein and the voltage across the diode to 75 kV, (ii) on the diagram. Figure 6(b)
indicates how the beam current pulse varied as a function of the gun magnetic field for a beam
voltage of 85 kV, plateau flux density of 0.52 T, and shows that as the cathode flux density
was increased from 0.013 to 0.05 T, the beam current increased from 12 to 47 A. Figure 6(c)
displays similar information but with a lower beam voltage of 75 kV, plateau flux density of
0.4 T and shows that as the cathode flux density was increased from 0.01 to 0.05 T, the current
of the electron beam increased from 6 to 47 A. Results for the fraction of beam transported into
the interaction region for a given cathode flux density as the maximum plateau magnetic field
was increased, demonstrated the formation of the horseshoe distribution, because progressive
magnetic mirroring was achieved. Analysing the variation of the beam current with mirror
ratio, figure 7(a), as the plateau magnetic field was increased from the resonant value and
relating this back to the critical value of vz yielded the one-dimensional (1D) number density
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Figure 6. (a) Raw diode voltage and beam current plot, (b) beam current at plateau flux 0.52 T,
(c) beam current at plateau flux 0.4 T.

of the electron beam as a function of the pitch angle. The 1D number density of the electron
beam formed at the cathode flux densities of 0.01 and 0.02 T and plateau flux density of 0.18 T
can be seen as a function of pitch angle in figure 7(b).

Analysis of figure 7 demonstrates that for the lower cathode flux density of 0.01 T, the
electron beam had half the number density at high pitch angles compared with the flux density
of 0.02 T. For the 0.01 T case, 2/3 of the current was associated with electrons having pitch
angles greater than 37◦. Electrons having a pitch <37◦ were not measured due to apparatus
limitations. For the 0.02 T case, only 1/3 of the current was associated with electrons having
pitch angles >37◦.

Figure 8(a) shows the radiation ac waveform for the lower resonance regime of 4.42 GHz
from which the Fourier transform was calculated, figure 8(b). The peak spectral component
of the signal was observed at 4.42 GHz close to cut-off for the TE01 mode and the cyclotron
frequency, with a second harmonic observed at ∼8.8 GHz. The maximum efficiency was
achieved at a cyclotron detuning (ωw − ωce)/ωce of ∼2.5%. Figure 9 shows the experimental
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Figure 7. (a) Variation of electron beam transport from accelerator to interaction space as a function
of the magnetic configuration, (b) analysis of the 1D number density distribution at a plateau flux
density of 0.18 T.

and normalized theoretical microwave antenna pattern measurements. The two plots are in
close agreement up to an angle of ∼45◦, confirming the mode to be the TE01 at 4.42 GHz.
Excitation of a near cut-off TE mode was consistent with AKR, which is predominately
generated in the X-mode propagating and polarized perpendicular to the static magnetic field.
The discrepancy above 45◦ was due to scattering of the experimental pattern from part of the
vacuum window. Integration of the normalized theoretical antenna pattern obtained from these
mode scan measurements gave output powers of 19 kW and 35 kW for cathode flux densities
of 0.01 T and 0.02 T, with maximum efficiencies of emission of 2% and 1%, respectively. The
higher power but lower efficiency associated with the 0.02 T regime is consistent with the
distribution of the particles noted in the 1D number density plot, figure 7(b). Figure 10(a)
shows the Fourier transform for the higher resonance regime where a peak signal was observed
at 11.7 GHz, close to the cyclotron frequency and the cut-off for the TE03 mode. As the
resonance in this case was close to the limit of the oscilloscope, cut-off filters were used
in the waveguide to confirm that no significant higher spectral components were present,
figure 10(b). The antenna patterns for the higher resonance regime of 11.7 GHz can be seen in
figure 11. Due to the multimode nature of this resonance condition, the measured mode plot
was more complicated and the energy was split between the azimuthal and radial polarizations.
Components of both the TE03 and TE23 modes were observed, and the experiment appeared to
exhibit mode hopping where the dominant resonant mode changed with time and there were
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Output radiation AC waveform -TE0,1 resonance at 0.18T 
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Figure 8. (a) Ac waveform for 4.42 GHz microwave results, (b) Fourier transform with frequency
peak at 4.42 GHz.

two temporally separated peaks in the output radiation. At a cathode flux density of 0.013 T,
power of up to 9.4 kW was observed and at a cathode flux density of 0.03 T a power of up
to 30 kW was emitted. A maximum efficiency of emission was achieved with a cathode flux
density of 0.03 T, beam current 37 A of ∼1%.

5. Summary

A laboratory experiment was constructed using electromagnets to produce a progressively
increasing magnetic field profile, through which an electron beam was transported to create a
horseshoe distribution function in electron velocity space. Microwave radiation was extracted
by the postulated AKR mechanism. The production of the horseshoe electron distribution
function, at a maximum magnetic field corresponding to a cyclotron frequency of 4.42 GHz
was shown by the beam transport measurements. Microwave measurements confirmed the
instability of the distribution function to cyclotron emissions, whilst frequency measurements
showed the radiation frequency to be just above the relativistic cyclotron frequency. Integration
of the antenna patterns gave a maximum efficiency of up to 2% agreeing with both numerical
predictions and magnetospheric observations. The relationship between the wave and cyclotron
frequencies and the wave polarization and propagation directions were also consistent with the
satellite measurements.
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Radiation antenna pattern for TE0,1 resonance at 0.18T
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Radiation Spectrum for TE0,3 resonance at 0.49T
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Figure 10. (a) Fourier transform with frequency peak at 11.7 GHz, (b) rectifying crystal output
with different cut-off filters.

6. Future work

To enhance the comparability between the laboratory and magnetospheric geometry, the
addition of a background plasma is planned. The proposed scheme will create a Penning gas
discharge in the interaction region to form a low temperature, low density ionized gas. This
geometry will take advantage of the inherent magnetic field present in the apparatus whilst
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Figure 11. Radial and azimuthal antenna patterns for a resonance at 0.49 T plateau flux density
showing components of the TE03 and TE23 modes and temporal mode hopping.

improving discharge ignition in the low pressure regimes. The addition of the background
of ‘cool’ particles will allow investigation of the role of the weak background plasma in the
auroral density cavities, specifically the possibility of upper hybrid resonant absorption.
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Abstract
Efficient (∼1%) electron cyclotron radio emissions are produced in the X-mode from regions
of locally depleted plasma in the Earth’s polar magnetosphere. These emissions are commonly
referred to as auroral kilometric radiation. Two populations of electrons exist with rotational
kinetic energy to contribute to this effect, the downward propagating auroral electron flux
which acquires transverse momentum due to conservation of the magnetic moment as it
experiences an increasing magnetic field and the mirrored component of this flux. This paper
demonstrates the production of an electron beam having a controlled velocity spread for use in
an experiment to investigate the available free energy in the earthbound electron flux. The
experiment was scaled to microwave frequencies and used an electron gun to inject an electron
beam into a controlled region of increasing magnetic field produced by a set of solenoids
reproducing the magnetospheric situation. Results are presented of the measurements of diode
voltage, beam current as a function of magnetic mirror ratio and estimates of the line density
versus electron pitch angle consistent with the formation of a horseshoe velocity distribution
and demonstrating control of the electron distribution in velocity space.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

Auroral kilometric radiation (Gurnett 1974, Melrose et al
1982, Roux et al 1993) has been observed by satellites
over several decades, with the precision of the measurements
increasing as technology developed allowing more complex
observations to be undertaken. The measurements have
revealed that the radiation frequency observed at any given
altitude extends down to the local electron cyclotron frequency
with the peak in the emissions around 300 kHz. The wave
propagation and polarization appears to be in the X-mode
(Benson 1985) with a peak power ∼109 W, corresponding
to an estimated radiation efficiency ∼1% (Pritchett and

∗ This paper was presented as an invited talk at the 28th International
Conference on Phenomena in Ionized Gases (ICPIG XXVIII) held in Prague,
Czech Republic on 15–20 July 2007. See stacks.iop.org/PSST/17/2

Strangeway 1985, Gurnett 1974) of the auroral electron
precipitation energy (Ergun et al 1998, 2000, Delory et al
1998). The availability of accurate data has resulted in
a significant research effort to explain the unusually high
efficiency of this natural process (Burinskaya and Rauch 2007,
Bingham et al 2000, 2002 2004 Vorgul et al 2005). Electrons
precipitating into the Earth’s magnetosphere are subject to
increasing magnetic field with decreasing altitude. In the
absence of collisions and given that the field increases slowly
compared with the electron oscillation period, the adiabatic
conservation of the magnetic moment comes into effect.

μ = πr2iẑ = γmv2
⊥

2B
ẑ, (1)

where μ is the vector magnetic dipole moment of an electron
orbit, B is the magnetic flux, taken here to be orientated in

0963-0252/08/035011+08$30.00 1 © 2008 IOP Publishing Ltd Printed in the UK
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(a) (b) (c)

Figure 1. The velocity space evolution of an electron beam subject to an adiabatically increasing magnetic field.

Figure 2. A comparison between the (a) magnetospheric and (b) experimental geometries, illustrating the plasma depleted auroral density
cavity, showing the comparative geometry of the experiment, schematic of the electromagnets and (c) context of the evolution of the beam
distribution.

the ẑ direction, i is the current associated with the electron
rotational orbit, r is the radius of the electron orbit, m the
electronic rest mass, γ the Lorentz–Fitzgerald factor and v⊥
the rotational electron velocity.

This results in an increase in the pitch angle of individual
electrons as they descend towards the atmosphere. Figure 1
shows in a contour plot the evolution of the velocity space
number density distribution of the electron beam under
conditions of adiabatic compression, showing the incremental
conversion of axial (dv‖) to gyrational (dv⊥) velocity,
producing a horseshoe distribution in the electron velocity of
the earthbound electron flux from an electron beam with a small
initial transverse component of velocity. Figures 2(a) and (c)
illustrate this evolution in the context of the magnetospheric
geometry. Such electron distributions have been measured in
the magnetosphere (Ergun et al 2000, Delory et al 1998).
As the magnetic flux density increases a point is reached
where in order to conserve the magnetic moment, all of a
given electron’s kinetic energy must become associated with
its rotational motion, its descent ceases and the electron is
‘mirrored’, reversing its direction of motion along the magnetic
field lines, figure 1. This leads to the second energetic electron
population in the auroral magnetosphere, the space bound
component. Due to the correlation between the electron
cyclotron frequency and the radio frequency, it has been
postulated for some time that the emissions are due to a
cyclotron instability (Twiss 1958, Gaponov 1959, Chu 2004,
Sprangle and Drobot 1977). The mirrored component of the

electron beam contains only part of the earthbound current,
since part of the beam with low initial transverse momentum
does not satisfy the mirroring condition before absorption
in the upper regions of the ionosphere. This component
which does not mirror prior to encountering the atmosphere
is said to be in the ‘loss cone’. Since low pitch electrons
do not have free energy to drive a cyclotron instability, but
would be capable of absorbing the emitted radiation, initial
focus (Wagner et al 1984, Wu and Lee 1979) was placed
on the space bound flux since the lowest pitch electrons
would be absent. In fact, however, at any significant altitude
above the ionosphere, conservation of the magnetic moment
of the space bound flux reduces the angular width of the
loss cone in any case. This led to the postulate that the
higher current earthbound flux of particles may be the source
for the radiation and a theory of the emission process from
an electron beam having a horseshoe distribution in velocity
spread has supported this concept (Bingham et al 2000, 2002,
2004, Vorgul et al 2005). As the equations describing this
instability scale with the cyclotron frequency, it became clear
that one could test the concept in a laboratory experiment,
facilitating better control of the experimental parameters than
is possible in the magnetospheric observations (Cairns et al
2005, Speirs et al 2005). This paper presents the apparatus
for such an experiment and describes the measurement of
the beam energy, current and distribution function in velocity
space.
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Figure 3. The magnetic solenoids being assembled in the
laboratory, solenoids have been rolled apart to show the transition
between the 16 cm diameter anode can and the 8 cm diameter
interaction waveguide. The variation of the axial magnetic field for
two regimes of operation is illustrated, calculated by analytical
methods and confirmed by Hall probe measurements.

2. Apparatus

The experimental apparatus was based on the use of an
electron gun to inject particles into an increasing magnetic
field produced by a system of electromagnets. The overall
layout of the experiment is illustrated in figure 2(b), along
with a schematic of its relationship to the magnetospheric
situation. The electromagnets were formed in six distinct coils,
illustrated in figure 3, each coil was wound from OFHC copper
tubing coated with a thin plastic sheath for electrical insulation.
The windings were core cooled by water and were able to carry
a current of up to 450 A. The first coil, half a metre in length
and formed of two layers, surrounded the electron accelerator
and defined the magnetic field experienced by the electrons as
they were injected into the 16 cm diameter beam tunnel. Coil 2,
also half a metre in length and formed of four layers, confined
and transported the electrons to the interaction region and
acted as a transition between the low-field electron gun region
and the high-field interaction region. As the electron beam
diameter reduced with increased flux density, it was possible
to reduce the diameter of the interaction region to 8 cm, which
also provided a useful reduction in power consumption of the
apparatus. Solenoids 3–5 provide the maximum plateau flux
density (up to 0.5 T) in the apparatus, and were wound as a 10
layer main coil with a pair of two layer balancing shim coils,
respectively. Precise control of the magnetic flux density in
this ‘interaction’ region allowed the efficiency of the cyclotron
instability to be investigated. The control of the magnetic flux

density at the cathode and in the interaction space provided
control of the initial electron velocity distribution and degree of
magnetic compression and determined the electron distribution
in the plateau region where the resonance condition would
be satisfied with the electromagnetic radiation. The role of
solenoid 6 was to provide a very high (>0.7 T), peaked field
profile to aid in mirroring the electrons, which in conjunction
with downstream electron beam measurement systems allowed
the estimation of the electron velocity distribution. The axial
profile of the magnetic flux density was computed using
analytical integration of the field due to infinitesimal current
loops over the volume of the solenoids. The predictions from
this calculation were confirmed using a commercial Hall effect
sensor to map the axial variation of the flux density, figure 3.

Electron emission into the apparatus was achieved by
placing a cathode electrode covered with an annular region
(3 cm mean radius, 1 cm radial width) of velvet emitter
(Bratman et al 2000, Cooke et al 1996, Denisov et al
1998) within 2 cm of a sparse mesh anode, figure 4. Design
of this injector was undertaken with the aid of the 2D PiC
code KARAT (Speirs et al 2005, 2008), figure 5. Application
of an accelerating potential of 75 kV to the cathode led to
field-enhanced electron emission at the discontinuities of the
dielectric fibres. The field emission current was sustained
by a tunnelling current from the metallic cathode body into
the fibres (which were subject to a strong field along their
length) and was enhanced by an avalanche process with the
valance electrons in the fibres and a surface flashover avalanche
along the outside of the fibres (Noer 1982, Garven 1996,
Latham 1983, Xu and Latham 1992). A high current
density was emitted from each fibre tip leading to explosive
vaporization of the underlying bulk material. This vapour
was ionized by the thermionic emission current from the hot
underlying material resulting in the formation of a cathode
plasma flare (Mesyats 1991, Mesyats and Proskurovsky 1989,
Ronald et al 1998). The uniformity of the velvet fibres
ensured that the cathode was quickly and evenly covered in
plasma which supported the space-charge-limited emission of
electrons into the diode gap forming a vacuum spark discharge.
The plasma expanded away from the cathode (Mesyats 1991,
Mesyats and Proskuorvsky 1989, Ronald et al 1998) at a
velocity of ∼2 cm μs−1, causing a small increase in the diode
current since the acceleration pulse was only 100 ns in duration.
Most of the current passed the anode mesh and entered the
16 cm anode can region of the experiment propagating into the
increasing magnetic field.

The electron gun was placed in the fringing field of
solenoid 1, figure 3. As the emission surface was normal to
the axis of the solenoids this ensured that depending on the
location of their emission point, the electrons would experience
a slightly different magnetic compression. This was not
sufficient to produce a wide horseshoe electron distribution
in the resonant region given the attainable ratio of magnetic
fields. However the central nose of the cathode was designed
to have a distinct conical form making an angle of 12◦ to the
emission surface, figure 4(b). This ensured that the electrons
as they were emitted from the cathode were subject to a radial
force, exaggerating the angle between the accelerating force
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Figure 4. The electron accelerator components, showing (a) the cathode with velvet emission ring, (b) conical ‘nose’ and (c) mesh anode.

Graded

Figure 5. Electron trajectories simulated in the 2D PiC code KARAT (a), illustrating mirroring, compression and the formation of the
horseshoe distribution in electron velocity space as the electron beam experiences the increasing magnetic field at (b) 90 cm, (c) 120 cm, (d)
130 cm and enters the plateau at (e) 140 cm.

and the magnetic field lines. The magnitude of the radial force
varied depending on the proximity of the emission site to the
inner edge of the velvet ring. Unlike the magnetron injection
gun (MIG) (Petelin 1993, Flyagin et al 1984, Cross et al 1993)
in the present geometry the cathode magnetic flux links the
emitter surface and electrons are accelerated over a small range
of angles close to tangential to the magnetic flux lines. In the
region of the electron injector, due to the large Larmor radii and
fringing magnetic fields combined with the accelerator field,
the initial particle motion is not adiabatic.

The power supplies for the magnet system consisted
of a bank of switched mode 300 A, 70 V supplies in series
and/or parallel combinations to match the current and voltage

requirements of each load coil. Coils 3 and 5 were however
set by a 200 V, 310 A linear regulator to ensure an accurate
resonant frequency. Independent control of the current
in solenoids 1–4 ensured flexible control of the magnetic
compression process and mirror ratio, solenoid 5 was always
wired directly in series with solenoid 3. The power supply
for the accelerator consisted of a double cable Blumlein
generator, four cables each of electrical length equivalent to
120 ns were charged in parallel up to 75 kV and switched
to series by a single spark gap to yield a peak amplitude of
3.5 times the charging voltage (into an open circuit, about
twice charging voltage into a matched load) with an output
impedance of 200 � (Somerville et al 1990). The pulse
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Rmatch =212 Ω
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Figure 6. The circuit of the HT pulsed power supply showing the matching resistor, accelerator, diode voltage and anode current diagnostics.

duration was set by the cable lengths and the rise time by the
speed of the spark gap switch and the inductance of the output
circuit (∼20 ns). Explosive electron emission accelerators
have very dynamic impedance, being initially almost open
circuit, then collapsing to a very low impedance. Dynamically
varying load mismatches tend to yield poor pulse shapes
with Blumlein generators, therefore to cap the maximum
impedance presented to the generator, a 212 � ionic resistor
using saturated CuSO4 solution was placed in parallel with
the accelerator. The accelerator diode circuit is illustrated in
figure 6. A single ‘star’ earth point was used for the supply
and all diagnostics, as with fast pulses the inductance of the
earth lines can lead to spurious measurements.

It was not possible to use a ferrite core current transformer
to measure the electron beam current in the interaction space
since the experiment had to work over a large range of magnetic
flux in this vicinity. The use of a dielectric cored transformer
was discounted due to the problem of simultaneously satisfying
the size constraints, sensitivity requirements and bandwidth.
Therefore a Faraday cup beam interception diagnostic was
devised with high bandwidth and minimum noise pick up.
This device is illustrated in figure 7. The conical form of
the interceptor inhibited the escape of secondary electrons
scattered from the surface. A large dielectric support secured
the cup in the centre of the interaction space and the 4 cm
cup diameter was sized to ensure it would intercept the largest
diameter electron guiding centres which would pass into the
8 cm interaction region. To minimize noise pick up and
eliminate inductance in the sensing circuits, a low impedance
sliding contact was provided onto the main anode of the
experiment at this location, this sliding contact formed the star
earth point for the entire apparatus. A 50 � 3 W metal film
resistor electrically connected the cup body to the anode and
was shunted by a 50 � coaxial cable leading to the oscilloscope
(50 � input impedance) used to measure the pulses. The
current shunt therefore presented a 25 � impedance overall to
the electron beam. With beam currents of up to 40 A the signal
returned to the oscilloscope was up to 1 kV. High voltage, high
bandwidth attenuators were used to reduce this down to below
5 V suitable for the instrument.

Since a current shunt technique for the measurement
of the electron beam current was forced on the design by
other important aspects of the experiment, it was necessary
to measure the total current flowing to the anode and the total
accelerating potential by methods which did not require any
additional ground contacts to prevent errors due to differential
grounds and noise due to ground loops being introduced into

Figure 7. The Faraday cup electron beam current diagnostic
showing the mounting into the 8 cm diameter interaction waveguide.
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Figure 8. The accelerating potential and diode current plotted on
the same timescale, cathode flux density 0.013 T.

the system. The anode current was simply measured using a
commercial, magnetically cored Rogowski belt, figure 6. To
measure the acceleration potential a similar belt was used to
monitor the current flowing through the power supply matching
resistor. Knowing the impedance of this resistor yielded the
accelerating potential.

3. Measurements

Figure 8 illustrates the time evolution of the accelerating
potential and the total diode current. The diode current was
found to have a strong displacement current distortion due to
the high capacitance of the vacuum diode. Since this distortion
was a systematic effect it was possible to compensate by
recording a trace where the field intensity was insufficient
to cause the ignition of the vacuum spark and subsequently
subtract this trace from the measurements. The ignition of a
vacuum spark however is a statistical effect, and this process
results in a degraded signal-to-noise ratio for the measurement.
As the accelerating potential increased on the diode, the
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cathode began to field emit at a low level. Ignition of the
vacuum spark was not instantaneous in the experiment as the
field was only slightly above threshold. This resulted in a
slight overshoot in the voltage signal prior to the ignition of
the cathode flare (region (a) in figure 8). Once the cathode
started emitting it quickly reached the space charge limit with
an impedance of ∼750 � (region (b)), the slow subsequent
increase in the diode current was associated with the expansion
of the cathode flare reducing the anode–cathode gap. The
accelerating potential dropped from phase (a) to phase (b)
as the Blumlein matching resistor was now shunted by the
finite impedance of the accelerator, figure 6. The accelerating
potential was typically in the range 75–85 kV depending on
the precise control of the Blumlein charging circuit, with a
maximum current collected on the entire anode (the diode
current) of 120 A.

For a given maximum magnetic flux density in the
interaction region, the beam current in the interaction space
(as collected by the Faraday cup) was found to strongly
increase with the flux density on the cathode as illustrated
in figure 9 and was in all cases lower than the overall diode
current. This implied that a significant amount of magnetic
mirroring was occurring or that the beam was being scraped
on some surface, probably the anode mesh support structure,
in a manner dependent on the cathode magnetic field.

To demonstrate that a horseshoe distribution was being
formed in electron velocity space within the resonant
interaction region it was necessary to adjust the maximum
plateau magnetic field in the interaction space whilst
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Figure 9. The electron beam current pulse as a function of the
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keeping all other parameters stable, placing the Faraday cup
downstream from the maximum of the magnetic field and
monitoring the changes in the beam current as a function of
this field. The results of this measurement are illustrated in
figure 10. The increasing maximum flux density experienced
by the beam in all cases resulted in a decrease in the electron
beam current except in the case where a flux density was
applied to the cathode of 0.05 T where no clear trend was
observed within the attainable range of plateau magnetic field
of the apparatus. This progressive decrease in the beam
current with increasing magnetic flux density indicated that
the electron beam was being progressively mirrored, implying
the required horseshoe distribution (figures 1 and 5) had been
formed in electron velocity space. It was clear from the
diagram in figure 10 that the electron beam current as a fraction
of the total anode current increased markedly with the cathode
flux density, consistent with figure 9, but that even with a flux
density of 0.05 T on the cathode was still only part of the total
anode current, though in this case there seemed to be no clear
reduction due to mirroring. This alternative loss mechanism
was assumed to be scraping (interception) of the electron beam
on the anode mesh aperture.

4. Analysis

The variation of the electron beam current with the applied
plateau magnetic field illustrated in figure 10 was fitted with
a linear trend line. This was well matched with the numerical
simulations, figure 11 (Speirs et al 2008). For a given operating
regime (plateau 0.18 T) where energy exchange was observed
between the electron beam and a radiation mode, this plot
allowed the study of the electron velocity distribution by
quantifying the progressive reduction in the beam current
with increasing plateau magnetic field. The axial velocity
of an electron at the operating flux density, Bop, (0.18 T)
which would exactly mirror at some higher flux densityBmr,
was estimated on the assumption that the electron kinetic
energy was given by the accelerating potential (implicit in this
assumption is that the electron distribution must be around
a thin circle in v⊥, v‖ velocity space, e.g. figure 5) that
energy was conserved and that particles mirrored when all
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of their kinetic energy became rotational. To determine the
critical value of axial velocity which an electron should have
at condition Bop in order to mirror at the higher flux Bmr the
following formula may be used:

vzc = v

√
1− Bop

Bmr
, (2)

where vzc is the critical value of the electron axial velocity at
Bop which mirrors at Bmr and v is the total electron velocity.
Given that the electron current in the apparatus is given by
I = −envz where n is the line density of the electrons (one-
dimensional number density) and e is the electronic charge,
one may use the reduction of the beam current with increasing
magnetic flux density illustrated in figure 10 to estimate the
line density ‘�n’ of particles present within some range of
axial velocities. This range of axial velocity may in turn be

translated to a window in pitch angle θ = arctan
(

v⊥
v

)
. The

variation of ‘n’ with the electron axial velocity or pitch angle
at the initial plateau flux density of Bop may then be estimated.
The results of this analysis are presented in figure 12 where
�n/�θ is plotted against θ for cathode flux densities of 0.01
and 0.02 T and a plateau flux density of Bop = 0.18 T.

The graph clearly illustrated that at the higher cathode
magnetic flux density (0.02 T), the number density of electrons

at high velocity pitch angles, >37◦ was about twice that for
the lower case, 0.01 T, commensurate with the variation in
the total beam current. However, the fraction of the total
beam power associated with electrons having a pitch angle
exceeding 37◦ (corresponding to the fractional reduction of
the beam power at the maximum magnetic flux used in the
mirroring experiments, 0.47 T) was 1/3 and 2/3 for cathode
flux densities of 0.02 T and 0.01 T, respectively. Therefore the
experiment was able to control the total number of electron
oscillators injected into the interaction region and also control
their distribution in pitch angle. This allows the experiment to
investigate the impact of variation in the particle distributions
observed in the magnetosphere on the strength of the AKR:
increasing the number of electron oscillators in the plateau of
the magnetic field should increase the power of the emitted
radiation; however, a large fractional population of electrons
with little gyrational momentum are likely to absorb some of
the emitted radiation. The progressively increasing number
density with decreasing pitch angle is consistent with the
adiabatic compression of an initially largely rectilinear electron
beam having a small velocity spread, figure 1, where it is
represented by the increasing height of the ‘ridgeline’ (black
dashed line in figure 1(c)) of the contour plot as one tracks
from a pitch angle of 90◦ to 0◦.

5. Summary

Measurements of the current, accelerating potential and
magnetic mirroring of the electron beam for an experiment to
demonstrate the mechanism of AKR have been undertaken.
The results showed electron beam currents varying from
5–50 A in the interaction region as a function of the magnetic
flux density applied to the cathode. The formation of a
horseshoe distribution function in electron velocity space
by magnetic compression of the electron beam has been
inferred from the measurements of the variation of the beam
current with magnetic mirror ratio. Such an electron beam
is consistent with the magnetospheric observations. The
electron beam density and distribution has been controlled
using the configurable electromagnets. The initial analysis
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of the electron beam suggested that the number of high pitch
angle electron oscillators in the interaction space at a resonant
flux density of 0.18 T doubled as the cathode flux density
increased from 0.01 to 0.02 T. However, the high cathode
flux density also gave a much greater increase in low pitch
factor electrons which are expected to contribute little to the
interaction. This correlates well with the observations of
the microwave radiation output power (Ronald et al 2008,
McConville et al 2008).
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Auroral Kilometric Radiation is emitted from regions of depleted plasma density in the Earth’s polar
magnetosphere. The radiation frequency is close to the local electron cyclotron frequency, polarized
in the X-mode with an efficiency of �1%, with power up to 1 GW. Kinetic analysis of the
instability in the descending auroral flux indicated that the phenomena scaled with the cyclotron
frequency. Therefore, an experimental reproduction of the auroral geometry has been created scaled
to laboratory dimensions by raising the radiation frequency to the microwave range. The experiment
transports a 75–85 keV electron beam through a region of increasing magnetic flux density, with a
mirror ratio of up to 30. The experiments measured the mode, spectrum, power, and conversion
efficiency of the emitted radiation as a function of the mirror ratio in two resonance regimes, with
frequencies of 4.42 and 11.7 GHz. The microwave diagnostics and measurements will be presented
in this paper. © 2008 American Institute of Physics. �DOI: 10.1063/1.2856649�

I. INTRODUCTION

Kilometer band radio emission from the Earth’s polar
magnetosphere, Auroral Kilometric Radiation �AKR�, has
been observed by multiple satellites.1,2 The observations sug-
gest that the radiation is produced above 3200 km in altitude
in regions of low plasma density where the cyclotron fre-
quency exceeds the plasma frequency by an order of magni-
tude. Measurements of the emitted radiation have revealed
that it is close to the local cyclotron frequency, with the
strongest emission at �300 kHz, and the polarization and
propagation are consistent with the X-mode.3 The data also
suggest that the peak rf output power can be up to 1 GW
corresponding to �1% �Refs. 1 and 4� of the auroral electron
precipitation energy.5–7 Due to the correlation between the
emitted wave spectrum and the cyclotron frequency, it has
been suspected for some time that the instability driving the
production of this radiation was cyclotron8–11 in nature.
There exist two populations of high-energy electrons in the
polar magnetosphere that have a high fraction of rotational
momentum and could participate in this effect. Earthbound
electrons are subject to magnetic compression as they expe-
rience progressively higher levels of magnetic flux, convert-
ing axial to gyrational momentum due to conservation of the
magnetic moment, Eq. �1�, and producing an electron beam
with a horseshoe distribution in velocity space, Fig. 1. At the
tips of this distribution, the electron density has a positive
gradient in transverse velocity and may generate radiation by
cyclotron emission.

� = �r2iẑ =
�mv�

2

2B
ẑ , �1�

� the vector magnetic dipole moment of an
electron orbit

B magnetic flux, taken here to be orientated in

ẑ direction
i current associated with electron rotational

orbit
r radius of electron orbit
m electronic rest mass
� Lorentz–Fitzgerald Factor
v� the rotational electron velocity

A fraction of this electron current can mirror over a range of
altitudes, where the gyrational velocity of the electrons be-
comes equal to the total velocity, producing a space bound
flux of particles that also has an appropriate velocity struc-
ture to contribute to this effect, Fig. 1. Due to the absence of
low pitch electrons, this space bound flux was originally pro-
posed to be responsible for the radiation emission when the
cyclotron model was first mooted.12,13 However, as the alti-
tude increases, this mirrored distribution will tend to fill the
“hole” in velocity pitch angle as the magnetic flux decreases.
Since this distribution will carry significantly less energy
than the earthbound flux, attention has recently become fo-
cused on the possibility of a cyclotron instability in the earth-
bound flux. A kinetic theory has been developed for cyclo-
tron instabilities in the complex distribution function of the
descending electrons.14–17 The analysis demonstrated that the
distributions could be unstable to emission at the cyclotron
frequency and that all the major parameters would scale with

a�
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c�Electronic mail: K.Ronald@strath.ac.uk.

PHYSICS OF PLASMAS 15, 056503 �2008�

1070-664X/2008/15�5�/056503/8/$23.00 © 2008 American Institute of Physics15, 056503-1

Downloaded 28 Sep 2009 to 130.159.248.36. Redistribution subject to AIP license or copyright; see http://pop.aip.org/pop/copyright.jsp



271

the cyclotron frequency. This made it possible to conduct a
laboratory experiment scaled into the microwave bands by
increasing the magnetic flux density.18,19 The experiment fa-
cilitates more control of the parameters than is possible in
the magnetospheric observations and therefore permits the
development of a greater understanding of the growth of the
instability. The objective of these experiments was to dem-
onstrate whether an electron beam in a horseshoe configura-
tion in velocity space had sufficient free energy to support
the efficiencies observed in the magnetosphere. This paper
will describe the microwave resonant system, the rf diagnos-
tics, and measurements of the radiation generated by the ex-
periment as a function of the magnetic field configuration.

II. APPARATUS AND METHOD

As particles descend in the polar regions of the Earth’s
magnetosphere, they experience an increase in the magnetic
flux due to their increasing proximity to the Earth’s dipole
and the ionosphere. At certain locations they encounter re-
gions of depleted plasma density, the so-called plasma den-

sity cavities, and in these regions generate AKR. The struc-
ture of the polar magnetosphere is illustrated in Fig. 2 along
with a laboratory analogue where an electron beam is in-
jected along the axis of a system of electromagnets.

An electron gun was used to inject a beam into a fring-
ing magnetic field,20 generated by a set of six solenoids
driven by dc current, Fig. 3. Each solenoid was wound from
sections of OFHC copper tubing, and core cooled by water.
The solenoids surround a 16 cm diameter drift tube and an
8.14 cm diameter interaction waveguide. Reducing the diam-
eter of the vacuum envelope allowed the interaction region
where the electrons were to be brought into resonance with
the microwave fields to be held at a much higher magnetic
flux density compared to the cathode, the compression ratio
being controllable to a factor in excess of 30. Between the
gun and the interaction region, the electron beam traversed a
progressively increasing magnetic flux density, and an inde-
pendent solenoid surrounding this region allowed the profile
of the field to be adjusted to maintain conditions as close as
possible to the adiabatic ideal. The electron injector was a
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FIG. 1. �Color online� The velocity space evolution of an electron beam subject to an adiabatically increasing magnetic field.
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FIG. 2. �Color online� A comparison between the magnetospheric and experimental geometries, illustrating the plasma depleted Auroral Density Cavity, the
comparative geometry of the experiment, and a schematic of the electromagnets.
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plasma flare electron gun producing an electron beam of up
to 50 A in the interaction waveguide �120 A in the diode�
with an energy of 75–85 keV. The cathode was fabricated
by securing a velvet film to a metal surface and energized by
applying a short 120 ns high-voltage pulse from a spark-gap-
switched double Blumlein cable pulser.20 Field emission ini-
tiated a cathode plasma that then supported space-charge-
limited emission into the diode gap.

The maximum magnetic field in the 20 cm long plateau
region was 0.5 T. The electron injector provided a control-
lable electron beam current of between 5 and 50 A depend-
ing on the settings of the magnetic fields, with a potential of
75–85 kV. This means the relativistic cyclotron frequency
can be adjusted up to 12.5 GHz. The presence of the metallic
boundaries of the 8.14 cm diameter interaction waveguide
set very specific limits on the possible radiation modes that
could be excited by the experiment. Such a structure bounds
the radiation in the radial direction; this reproduces the natu-
ral radiation propagation boundaries that are proposed to ex-
ist in the magnetosphere due to the variations in the plasma
density.21

Satellite observations indicate that the radiation is pro-
duced in the X-mode, meaning that the electric field vector is
polarized and the wave is propagating transverse to the static
magnetic field. In the resonant region of the experiment, the
magnetic field is along the axis of the 8.14 cm diameter cyl-

inder. Metallic cylinders support either transverse electric
�TE� or transverse magnetic �TM� modes; all have their
Poynting flux orientated along the length of the waveguide as
a result of superposition of waves rebounding from the walls
of the waveguide. TE modes have no axial component of the
electric field, TM modes have no axial component of the
magnetic field. The total wave vector makes an angle to the
waveguide axis depending on the radiation frequency com-
pared to the cutoff frequency of the specific mode. Close to
waveguide cutoff, the axial wave vector tends to 0 and the
radiation energy essentially bounces backwards and forwards
across the waveguide axis. In the limit as the wave frequency
approaches cutoff, the field components for TE modes show
that only the axial component of the magnetic field is finite;
all the transverse magnetic fields tend to zero. TM modes
exhibit the opposite behavior, whereby the axial electric field
remains finite while the transverse electric components tend
to zero. Therefore, within the boundaries of the waveguide
system, near cutoff TE modes offer the closest approach to
the X-mode. This correlation between the X-modes and the
near cutoff TE modes was expected given existing knowl-
edge from applied physics where the CRM instability is used
to generate millimeter wave radiation with high efficiency
using near cutoff waveguide modes,10,11,22–24 due to the mini-
mization of the Doppler term as k� tends to zero, Eq. �2�,
irrespective of the range of velocities.

Solenoid 1 Solenoid 2

Solenoid 3 and 6

Solenoid 4 Solenoid 5

FIG. 3. �Color online� The magnetic
solenoids being assembled in the labo-
ratory, solenoids have been rolled
apart to show the transition between
the 16 cm diameter drift space and the
8 cm diameter interaction waveguide.

FIG. 4. �Color online� The experimen-
tal apparatus as programmed into the
PiC code KARAT, illustrating the cath-
ode, anode, and interaction wave-
guide, notice the extreme foreshorten-
ing in “z.”
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� = n�ce + k�v� �2�

� wave frequency
�ce= eB / �mo relativistic cyclotron frequency

k� parallel wave vector
v� parallel velocity
n cyclotron harmonic

Therefore, near cutoff TE modes were used for the electron
beam interaction experiments. Two regimes of interaction
were studied, one where the magnetic field system was op-
erated at near maximum capacity, and resonance was sought
with an electron cyclotron frequency of close to 11.7 GHz,
and another with a cyclotron frequency of 4.42 GHz. These
two specific frequencies were investigated as they corre-
spond to the cutoff frequencies of the TE0,3 and TE0,1 modes
in a 8.14 cm diameter waveguide. TE0 modes were chosen in
this first instance as they would allow the rf interaction to be
modeled by the 2D axisymmetric version of the PiC code

KARAT, due to the azimuthal symmetry of the modes. The

layout of the apparatus programmed into the PiC code may
be seen in Fig. 4. Ultimately the radiation propagated along
the interaction waveguide and was launched into free space
by an antenna of 8.14 cm diameter through a thin mylar
vacuum window. The radiation was then detected by placing
a receiving antenna in the far field of this aperture.

The microwave diagnostics consisted of waveguide stub
receiving antennae, waveguide and coaxial attenuators, cut-
off filters and real time Fourier transform spectrometers, and
calibrated rectifying diodes. Two regimes of microwave
emission were observed at 4.42 and 11.7 GHz. Precise mea-
surements for these two frequencies required two separate
pairs of receiving antenna, fabricated in Waveguide 12
�4.42 GHz� and Waveguide 18 �11.7 GHz�. In all cases, the
receivers were fitted with waveguide to coaxial adapters and
were provided with attenuators based either on lumped ele-
ment �4.42 GHz� or sliding vane �11.7 GHz� principles; the
feed waveguides were also loaded with lossy volume attenu-
ators �to ensure attenuation of harmonics�. The entire re-
ceiver circuit was placed in a Faraday cage to prevent the
relatively small microwave signals being swamped by the
copious �10 MHz noise generated by the switching of the
Blumlein pulse modulator and ignition of the cathode emit-
ter. Figure 5 illustrates one of the WG12 receivers. Transmis-
sion through each attenuator and waveguide to coaxial cou-
pler was measured at the operating frequency by a vector
network analyzer �Anritsu 37397A�, Fig. 6.

The receivers were used in matched pairs, allowing one
to be used as a control while modifications were made to the
second. This allowed accurate measurements of the radiation
patterns launched from the experiment to be obtained. The
scanning apparatus for this measurement is illustrated in
Fig. 7. The reference receiver was held in a fixed position to
allow the results to be normalized against variability on the
cathode behavior. The scanning antenna was moved in azi-
muthal angle. Measurements were taken in both polariza-
tions �i.e., with the receiving antenna polarized along the

FIG. 5. �Color online� One of the WG12 receiving antenna, with calibrated
attenuators and rectifying diodes installed in the Faraday cage.
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FIG. 6. �Color online� The transmis-
sion of one of the waveguide attenua-
tors calibrated on the vector network
analyzer.
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azimuthal and radial directions�. When it is assumed that,
consistent with most cyclotron instabilities, the radiation is
output with a time-integrated azimuthal symmetry, it be-
comes possible to identify the mode excited in the wave-
guide by comparison with the theoretical expectations for
diffraction from such an aperture at a given frequency. The
signals from the receivers were recorded in two distinct
ways. For measurements of the antenna patterns, the coaxial
output from the receivers was used to feed calibrated com-
mercial rectifying diodes �Agilent 8474B�, which were cali-
brated to fit their polynomial response curves, Fig. 8, of out-
put video amplitude to input AC power and confirm their
insensitivity to spectral variation. Such rectified signals were
recorded on a deep memory 1 GHz Digital Oscilloscope.
Rectified signals were also used in conjunction with wave-
guide cutoff filters to measure the output radiation frequency.

An alternative system allowed the AC waveform captured by
the receivers to be fed directly by low-loss, single-mode mi-
crowave coaxial cable to a deep memory 12 GHz microwave
digital oscilloscope. Capturing of this entire waveform al-
lowed a Fourier transform to be performed to obtain the out-
put spectrum in a particularly convenient manner.

III. MEASUREMENTS

With the resonance adjusted to 4.42 GHz, the temporal
variation of the microwave output signal is illustrated in Fig.
9. The large-amplitude variations were caused by oscillations
in the energy of the injected electrons moving the electron
beam in and out of resonance with the electromagnetic fields.
The modulation of the electron energy arose due to the dy-
namically evolving impedance of the electron accelerator.
Figure 10 shows a section of the AC waveform captured by
the high-frequency oscilloscope and the Fourier transform of
the entire output pulse. The spectrum clearly contains a
strong signal at the expected frequency corresponding to the
cyclotron frequency and the cutoff of the TE0,1 mode in the
interaction waveguide. The azimuthally polarized antenna
pattern produced by the experiment is illustrated by the
points in Fig. 11, plotted on the same axis as the theoretical
prediction for the TE0,1 mode from this aperture and radia-
tion frequency. Clearly the two curves agree well until an
azimuthal angle of 55°; the discrepancy at larger angles cor-
responds to interception of the microwave signal on the alu-
minum flange supporting the mylar vacuum window. Scatter-
ing of radiation from this flange made measurements of
radiation diffracted at large angles impossible. With the re-
ceivers in radial polarization, the detected radiation was at
the noise threshold �randomly scattered radiation� consistent
with the theoretical expectation of zero signal.

Figure 12 shows the Fourier transform of the entire out-
put pulse produced by the experiment when tuned for reso-
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FIG. 7. �Color online� Illustration of the apparatus used to measure the experiments output antenna pattern.
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FIG. 8. �Color online� Calibration of a rectifying diode over the spectral
range 4–5 GHz, showing the polynomial fit used to convert recorded video
voltages to estimates of incident power.
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nance at 11.7 GHz. Again the output signal has a strong
spectral component at the cyclotron frequency, though there
are some weak signals at slightly lower frequencies, possibly
due to backwards wave resonances with alternative trans-
verse modes. This frequency was close to the bandwidth
limit of the oscilloscope, therefore it was checked by placing
waveguide cutoff filters in the single-mode WG18 feedline.
The results, also shown in Fig. 12, demonstrate the complete
attenuation of the pulse amplitude as the filter was adjusted
from 11.5 to 12.7 GHz. Measurements of the output antenna
pattern for this high-frequency resonance are illustrated in
Fig. 13. In this instance, both azimuthal and radial polariza-
tion gave strong signals and no clear single mode was ob-
served. This was expected, since although the resonance was
nominally tuned to excite the TE0,3 mode, there exist a large
number of modes with nearly degenerate cutoff frequencies,
any of which might be generated. In addition, the first and

second temporal output pulses exhibited at this resonance
condition showed different variation in the radiation intensity
with azimuthal angle, indicating that different mode mixtures
were being excited in each case.

IV. ANALYSIS

The low-frequency 4.42 GHz resonance yielded output
frequencies and mode content very close to those anticipated
giving close correlation to the X-mode. Variation of the pla-
teau flux density allowed the dependence of the instability on
the differential between the wave frequency and the gyrofre-
quency �the cyclotron detuning� to be studied. The output
amplitude was strongest for a fractional detuning �� /�
�2–3%. Since this experiment had a low magnetic field
requirement, it was possible to map the 1D number density
�line density� by progressively mirroring the electron beam.20

This analysis, Fig. 14, showed that the number density of
high pitch angle electrons increased with the cathode mag-
netic flux density, doubling as this flux density was increased
from 0.01 to 0.02 T. One would therefore anticipate an in-
crease in the output power with this change in the cathode
flux density. Given that the mode content for these results
was very clear, the theoretical antenna pattern was normal-
ized to the experimental data at the peak lobe position
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the rectified output pulse from the ex-
periment once tuned for resonance
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the acceleration voltage.
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FIG. 11. �Color online� Antenna pattern produced from the experiment and
compared to the theoretical predictions, tuned for resonance with the TE0,1

mode.
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�where S/N was optimal� and the theoretical antenna pattern
integrated over a half-sphere. The results showed that the
total output power from the experiment was 19 and 35 kW
for magnetic flux densities of 0.01 and 0.02 T, respectively,
in broad agreement with the increase in the high pitch par-
ticle number density. In contrast, the efficiency falls from 2%
to 1% with the same transition. This is again consistent with
the variation in number density. For a cathode flux density of
0.01 T, 2/3 of the beam power was associated with the elec-
tron population having pitch angles �37°. Doubling the
cathode flux �halving the mirror ratio� doubled the high pitch
electron population, however in this configuration, only 1/3
of the beam power was associated with the high pitch elec-
tron population. Large numbers of low pitch electrons will
tend to absorb the emitted radiation rather than emit it, re-
ducing the efficiency.

The results obtained at the higher resonance frequency
�11.7 GHz� are broadly in line with these conclusions.
Analysis of the antenna patterns suggests multimode excita-
tion and mode hopping, including the TE0,3 and TE2,3 modes
of the waveguide, both of which are close to cutoff. Integra-
tion of the experimental antenna patterns was undertaken to
estimate the radiated power �the complex mode mixture
made fitting theoretical curves problematic�, resulting in an
estimate of 20 kW of output power with a radiation effi-
ciency of 1%.

V. SUMMARY

The microwave output of a scaled experiment to demon-
strate the mechanism of auroral kilometric radiation has been
measured. The results showed output powers in the range
20–35 kW corresponding to electronic efficiencies of 1–2%
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varying as a function of cyclotron detuning and magnetic
compression ratio �through the electron pitch angle distribu-
tion� for single-mode resonances at 4.42 GHz and multimode
resonances at 11.7 GHz. The propagation and polarization
angles of the radiation are perpendicular to the static mag-
netic field in all cases, corresponding to near cutoff TE wave-
guide modes. The radiation was strongly generated only
where the electron beam was in close cyclotron resonance
with the waveguide cutoff frequency. These results are in
good agreement with the numerical simulations �Refs. 20
and 25� and observations from the magnetosphere where the
radiation is emitted in the X-mode at close to the cyclotron
frequency with an efficiency of around 1% of the auroral
electron precipitation energy.
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Abstract
Results are presented from a numerical investigation of radiation emission from
an electron beam with a horseshoe-shaped velocity distribution. This process is
relevant to the phenomenon of auroral kilometric radiation (AKR) which occurs
in the polar regions of the Earth’s magnetosphere. In these regions of the auroral
zone, particles accelerated into the increasing magnetic field of the Earth’s
dipole develop a horseshoe-shaped velocity distribution through conservation
of magnetic moment. It has been shown theoretically that this distribution
is unstable to a cyclotron maser instability. A 2D particle-in-cell (PIC) code
model was constructed to simulate a scaled laboratory experiment in which an
electron beam subject to significant magnetic compression may be studied and
brought into resonance with TE modes of an interaction waveguide. Results
were obtained for electron beam energies of 75–85 keV, magnetic compression
factors of up to 30 and electron cyclotron frequencies of 4.42 and 11.7 GHz.
At 11.7 GHz, beam–wave coupling was observed with the TE03 mode and an
RF output power of 20 kW was obtained corresponding to an RF conversion
efficiency of 1.3%. At 4.42 GHz, excitation of the TE01 mode was observed
with an RF output power of 35 kW for a cyclotron-wave detuning of 2%. This
corresponds to an RF conversion efficiency of 2.6%. In both cases PiC particle
velocity distributions show the clear formation of a horseshoe-shaped velocity
distribution and subsequent action of a cyclotron maser instability. The RF
conversion efficiencies obtained are also comparable with estimates for the
AKR generation efficiency.

(Some figures in this article are in colour only in the electronic version)
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1. Introduction

If a mainly rectilinear electron beam is subject to significant magnetic compression,
conservation of magnetic moment results in the ultimate formation of a horseshoe-shaped
velocity distribution. A similar scenario occurs where particles are accelerated into the auroral
region of the Earth’s magnetic dipole. Such a distribution has been shown to be unstable to an
electron cyclotron maser instability (Bingham and Cairns 2000, Vorgul et al 2005) and it has
been postulated that this may be the mechanism required to explain the production of terrestrial
auroral kilometric radiation (AKR) and also radiation from other astrophysical objects such
as stars and planets with a suitable magnetic field configuration (Bingham et al 2001, Zarka
et al 2001, Willes and Wu 2004). AKR comprises a spectrum of discrete components of RF
emission (Gurnett et al 1979, Menietti et al 2000) centred around a frequency of∼300 kHz and
sourced at high altitudes (∼1.5–3 Earth radii) within a region of plasma depletion in the auroral
zone known as the auroral density cavity (Calvert 1981, Strangeway et al 1998, Burinskaya and
Rauch 2007). Satellite observations have shown that the emissions are predominantly polarised
in the R-X (right-hand-extraordinary) plasma mode (Benson 1985, Hanasz et al 2003) and
that for a given altitude the spectrum of emission extends down to a lower cut-off of
approximately the local relativistic electron cyclotron frequency (Pritchett et al 2002). As
AKR cannot be detected from the ground, the earliest documented observations coincide with
the launch of the first satellites equipped with suitable wave receiving antenna (Benediktov
et al 1965, Dunckel et al 1970) and indeed all data pertaining to the AKR emissions and
source region are the result of in situ or remote observations made by a large number of
satellite missions.

To date, numerous theories have been proposed for the generation mechanism of AKR
(Roux and Pellat 1979, Melrose et al 1982, Le Queau et al 1984) and almost all have considered
the ∼5 keV auroral electron flux as the free energy source. The general consensus at present,
however, is that AKR is generated by an electron cyclotron maser instability, a theory first
proposed in 1979 by Wu and Lee (1979). Their particular model comprised a plasma kinetic
description of growth in the X-mode due to a positive transverse gradient in the electron velocity
distribution function (∂fe/∂v⊥ > 0) of a loss-cone component in the auroral electron flux.
This theory was widely accepted for many years (Pritchett 1984, Wagner et al 1984, Calvert
1995) although the loss-cone distribution was seldom observed as a well-defined component
in particle data from within the auroral density cavity. Instead, a clear representation of an
electron horseshoe distribution was often present in much of the published data (Ungstrup et al
1990, Ergun et al 2000) and was particularly evident in electron velocity distribution plots
from the FAST satellite (Delory et al 1998). This led to the publication in 2000 of a new
analytical theory by Bingham and Cairns considering X-mode dispersion and growth due to a
horseshoe-shaped velocity distribution in the precipitating auroral electron flux (Bingham and
Cairns 2000).

Figure 1 shows a diagrammatic representation of horseshoe distribution formation as a
result of magnetic compression and associated evolution in the transverse velocity profile. The
phase space is cut off at v‖ = 0 and does not show the magnetically mirrored component. If one
considers the electron beam distribution in figure 1(a) with finite pitch factor and energy spread
impingent on an increasing axial magnetic flux density, conservation of magnetic moment μ

results in the conversion of axial velocity into perpendicular velocity. As v⊥ ∝
√

B0, the
resultant expansion in velocity space yields a half-horseshoe-like profile (figure 1(b)) with an
increasing number of electrons present at high pitch factors across a positive gradient in the
transverse velocity profile (∂fe/∂v⊥ > 0). With reference to the analytical theory (Bingham
and Cairns 2000), electrons across this positive gradient near the tip of the distribution may
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Figure 1. Contour plots and two dimensional plots showing the formation and evolution of the
horseshoe distribution and transverse velocity profile (a) pre-magnetic compression and (b) post-
magnetic compression.

undergo resonant energy transfer with an electromagnetic wave and as a result this portion of
the distribution will appear to spread in v⊥ and predominantly lose energy.

This work considers the numerical simulation of an experiment scaled to laboratory
dimensions and microwave frequencies by increasing the cyclotron frequency ωce = eB/moγ

to investigate the evolution of an electron beam subject to significant magnetic compression.
The resultant beam was brought into resonance with microwave frequency electromagnetic
waves in an interaction waveguide. Resonant interaction regimes were investigated with near
cut-off TE modes of the waveguide due to the similarities between such modes and the X-mode
in relative orientation of electromagnetic field components (i.e. a wave vector and electric
field polarization perpendicular to the magnetostatic field). Figure 2 shows a diagrammatic
representation of the scaled laboratory experiment in contrast to the terrestrial auroral process.
The main concept of the experiment was the use of a tuneable solenoid arrangement to
generate a convergent axial magnetic field culminating in a peak uniform section for resonant
energy transfer within the interaction waveguide (Bingham et al 2004, Speirs et al 2005).
Independent adjustment of the coil currents permitted variation in the magnetic compression
factor, compression rate and the relativistic electron cyclotron frequency within the interaction
region. Although the source region for AKR (the auroral density cavity) is typically many
hundreds of wavelengths across (Calvert 1981, Ergun et al 2000), there is also evidence for
smaller scale structures of the order of a few wavelengths across within the larger auroral density
cavity (Louarn and Le Queau 1996a, 1996b). These smaller structures have a wavelength
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Figure 2. Comparative overview of the scaled laboratory experiment and the terrestrial auroral
magnetosphere.

scaling close to the experiment modelled in the current paper. Furthermore, as previously
mentioned the radiation propagation and polarization observed in the magnetosphere (X-mode)
can be reproduced with the near cut-off TE modes of a waveguide. This reasoning suggested
that relative to wavelength a small scale experiment could provide reasonable insight into the
free energy available from a horseshoe electron distribution for the generation of such radiation.

2. PiC code simulations of beam compression and RF interaction geometry

For the purpose of simulating magnetic compression of the electron beam and any subsequent
RF interaction, the 2D axisymmetric version of the finite-difference time domain PiC code
KARAT was used (Tarakanov 1997, Speirs et al 2004). The 2D models allowed indirect
observation of the distribution of particles in the transverse plane of motion. The code calculates
the PiC electrons radial and azimuthal velocities and plots each particle location in transverse
velocity space. Particles moving in circular orbits transition from vtheta and vradial to−vtheta and
−vradial periodically. The formation of spatial bunches in a cyclotron instability corresponds to
modulation of electron gyrational velocities (v⊥) and in the limit of small modulation can be
perceived in the 2D plots of vtheta versus vradial as density variations. This is due to the bunch
forming in a specific rotational phase with respect to the local ac field and thus at some instant
in time having a ‘location’ in a plot of vtheta versus vradial. In addition, energy modulation can

be perceived through changes in the magnitude of v⊥ =
√

v2
theta + v2

radial, illustrated by the area
spanned by PiC particles in plots of vtheta versus vradial.

An overview of the simulation geometry with electron beam trajectory is given in
figure 3(a). The solenoid arrangement used comprised 6 coils. Solenoids 1 and 3 permitted
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Figure 3. (a) 2D axisymmetric simulation geometry with electron beam trajectory plotted.
(b) Detailed overview of electron gun geometry.

discrete adjustment of the magnetic flux density at the cathode and within the interaction
waveguide, providing control over the net magnetic mirror ratio, whilst solenoid 2 facilitated
adjustment of the magnetic compression rate. Solenoids 4 and 5 are shim coils which served to
extend the region of peak uniform magnetic field within solenoid 3 to 25 cm in length. Solenoid
6 is an auxiliary coil that was used to achieve higher magnetic mirror ratios when performing
a progressive mirroring analysis on the electron velocity distribution, although it was not used
for the investigation of RF interactions. With reference to figure 3(b), the simulated electron
gun comprises a 1 cm planar, annular emitter at a mean radius of 3 cm with a centrally mounted
12◦ domed electrode to impart an initial pitch spread to the electron beam. A planar anode
mesh opposes the cathode emitter at a gap distance of 2 cm. After it passes the mesh the
beam enters the convergent magnetic field of solenoids 1 and 2 and then passes into a 4.14 cm
radius interaction waveguide (see figure 3(a)). The electron trajectories intercept the anode at
z ∼ 210 cm and a gradated density RF absorber is defined at z > 2.5 m to mitigate reflection
and approximate a perfect microwave output window.

For the purpose of the initial investigation, two interaction regimes were investigated
within the simulated geometry. The first comprised a peak axial magnetic flux density of 0.49 T
for a near cut-off resonance with the TE03 mode in the interaction waveguide. The second was
optimized for a near cut-off resonance with the TE01 mode requiring a peak axial magnetic
field of 0.18 T. In both cases the PiC particle velocity distributions and electromagnetic field
components were monitored at different axial positions within the simulation geometry. The
magnetic field profiles used for both interaction regimes are plotted in figure 4, with the axial
position of the cathode and end of solenoid 1 indicated. It should be noted that for the TE03

resonance regime the magnetic mirror ratio (Bz/Bz0 = 34) is significantly larger than for the
TE01 case (Bz/Bz0 = 18). This is simply due to the higher peak magnetic field required for
cyclotron resonance with the TE03 mode in the interaction waveguide.

2.1. TE03 resonance regime

Table 1 shows the simulation parameters used to investigate the TE03 resonance regime. The
peak axial magnetic flux density of 0.49 T corresponds to a relativistic electron cyclotron
frequency of 11.7 GHz. A beam–wave dispersion plot is presented in figure 5 corresponding
to the simulation parameters for the TE03 resonance regime in table 1. Electron cyclotron
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Figure 4. Axial magnetic field profiles corresponding to the two simulated beam–wave resonance
regimes.

Table 1. Simulation parameters for the TE03 resonance regime.

Value or range

Geometrical/simulation parameters
Axial length 3 m
Radial width of drift tube 0.08 m
Radial width of interaction waveguide 0.0414 m
Axial mesh spacing 0.3 cm
Radial mesh spacing 0.1 cm
Simulation duration 100 ns
Time step 2.5 ps

Diode and electron beam parameters
Electron beam limiting current Ib 18 A
Electron beam energy 85 keV
Anode–cathode gap 2 cm
Cathode emitter radius 2.5–3.5 cm
PiC particle merging factor 3 106 electrons/PiC particle

Convergent magnetic field parameters
Magnetic mirror ratio Bz/Bz0 34
Peak axial magnetic field Bz0 0.49 T

beam dispersions (Chu 2004) for various pitch factors from α = v⊥/v‖ = 0.5 → 4 are plotted
along with dispersion curves for all TE and TM modes with cut-off frequencies in the vicinity
of 11.7 GHz. A well-defined (narrowband) beam–wave resonance is present at 11.7 GHz with
the TE03 mode. The resonance is near cut-off of the TE03 mode (k‖ → 0) and is therefore
relatively insensitive to variations in electron beam pitch factor. This should ensure a maximum
in electron population resonant with the electromagnetic wave at 11.7 GHz across the pitch
spread defining the horseshoe distribution.

The PiC particle velocity distributions were plotted at two axial positions (transverse
planes) within the interaction waveguide after a 50 ns simulation duration. Each plane is
delimited radially by the cross section of the waveguide. The corresponding plots are given
in figure 6. At the point of entry to the peak, uniform axial magnetic field (z = 1.3 m) the
vtransverse versus vaxial plot shows a well-defined pitch spread in the PiC particle distribution
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Figure 5. Beam–wave dispersion plot corresponding to the TE03 resonance regime in the simulated
geometry.

Figure 6. PiC particle velocity distributions measured on transverse planes within the simulation
geometry at (a) z = 1.3 m and (b) z = 1.4 m for the TE03 resonance regime at 50 ns.

7



285

Plasma Phys. Control. Fusion 50 (2008) 074011 D C Speirs et al

with a small mirrored component. The corresponding vtheta versus vradial plot shows uniformity
in the relative phase distribution of the PiC particles. Looking at the velocity distributions at
z = 1.4 m the picture is very different. There is clear evidence of a cyclotron maser instability
with significant smearing in the transverse velocity profile of the vtransverse versus vaxial plot
and indications of orbital phase bunching in the vtheta versus vradial plot across a normalized
velocity range of 0 → 0.5 in vtheta and vradial. There is also evidence of significant energy
extraction from the electron PiC particles in the vtheta versus vradial plot from the reduced mean
velocity of the electron population.

In order to evaluate mode content within the interaction waveguide, Etheta was plotted
against radial coordinate at an axial position of z = 1.4 m and a simulation time of
50 ns. This corresponds to the axial coordinate where PiC particle velocity distributions
appear most perturbed in figure 6. The resultant trace is shown in figure 7(a). A three-
fold variation in Etheta can be seen across the radius of the waveguide which coupled
with the azimuthal symmetry enforced by the 2D model indicates the presence of the
TE03 mode. In order to investigate the spectral content of the RF output, a Fourier
transform of Etheta was conducted over 45–50 ns at z = 1.4 m. The resultant plot is given
in figure 7(b).

The spectrum of emission contains a clearly defined component at 11.7 GHz correlating
with the relativistic electron cyclotron frequency and near cut-off resonance with the TE03

mode. Combined with the radial field structure shown in figure 7(a) it is evident that the
interaction dispersion character of the beam–wave interaction is consistent with that plotted in
figure 5.

The axial Poynting flux was monitored at z = 2.2 m, beyond the range of electron beam
propagation and before the gradated density RF absorbing element. Figure 8 shows the
corresponding temporal variation in axial Poynting flux at z = 2.2 m for a 100 ns simulation
duration. There is significant initial growth in RF output between 40 and 48 ns followed by a
saturated output power of ∼20 kW. At 60 ns there is an anomalous spike in output power of
∼60 kW; however, from 70 ns onwards the RF output appears to stabilize to a mean value of
∼20 kW. This corresponds to a beam–wave conversion efficiency of 1.3% which is consistent
with estimates for the AKR generation efficiency (Gurnett 1974, Pritchett and Strangeway
1985). The fluctuating character of the RF output is also not inconsistent with chaotic spiking
phenomenon reported in various cyclotron maser device variants (Ginzburg et al 1986, Ronald
et al 2001).

2.2. TE01 resonance regime

Table 2 contains the simulation parameters used to investigate the TE01 resonance regime. In
this case the peak axial magnetic field was reduced by up to 3% from the value corresponding
to an exact, near cut-off resonance with the TE01 mode. This effective detuning of electron
cyclotron frequency with respect to the wave frequency was implemented due to the observation
of orbital phase bunching in the TE03 simulation results. For resonant energy transfer between
an electron bunch and an electromagnetic wave, the relativistic electron cyclotron frequency
ωce must be set marginally below that for perfect resonance. This is due to the relativistic
increase in electron cyclotron frequency associated with energy transfer from the bunch to the
wave (Chu 2004). In detuning the axial magnetic field by an optimum amount the beam–wave
conversion efficiency can be enhanced. This was therefore investigated for the TE01 resonance
regime.

The beam–wave dispersion character presented in figure 9 is for a near cut-off resonance
between the electron beam and the TE01 waveguide mode at 4.42 GHz. As for the near cut-off
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Figure 7. (a) Radial profile of Etheta at an axial position of z = 1.4 m and a simulation time
of 50 ns. (b) Fourier transform of Etheta at an axial position of z = 1.4 m taken over the period
t = 45–50 ns.
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Figure 8. Axial Poynting flux measured at z = 2.2 m across the interaction waveguide.

TE03 resonance in figure 5, the TE01 resonance is relatively unaffected by variations in electron
beam pitch factor α.

PiC particle distribution plots from the TE01 resonance regime were consistent with those
previously outlined in figure 6 for the TE03 resonance regime. There was clear evidence
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Table 2. Simulation parameters for the TE01 resonance regime.

Value or Range

Geometrical/simulation parameters
Axial length 3 m
Radial width of drift tube 0.08 m
Radial width of interaction waveguide 0.0414 m
Axial mesh spacing 0.3 cm
Radial mesh spacing 0.1 cm
Simulation duration 275 ns
Time step 2.5 ps

Diode and electron beam parameters
Electron beam limiting current Ib 18 A
Electron beam energy 75 keV
Anode–cathode gap 2 cm
Cathode emitter radius 2.5–3.5 cm
PiC particle merging factor 3 106 electrons/PiC particle

Convergent magnetic field parameters
Magnetic mirror ratio Bz/Bz0 18
Peak axial magnetic field Bz0 0.18 T (detuning from 0.175 to 0.178 T)

Figure 9. Beam–wave dispersion plot corresponding to the TE01 resonance regime in the simulated
interaction geometry.

of energy transfer between the beam and the wave in the vtransverse versus vaxial plots and
indications of azimuthal phase modulation in the vtheta versus vradial plots. Figure 10(a) shows
the radial dependence of Etheta at z = 1.4 m and t = 50 ns for a cyclotron-wave detuning of
1%. A variation in field corresponding to the fundamental radial mode is present across the
interaction waveguide serving to confirm excitation of the TE01 mode within the simulated
geometry.

Figure 10(b) shows the corresponding Fourier transform of Etheta over t = 45–50 ns at
z = 1.4 m within the interaction waveguide. As expected a singular, narrowband spectral
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Figure 10. (a) Radial profile of Etheta at an axial position of z = 1.4 m and a simulation time of
50 ns. (b) Fourier transform of Etheta at an axial position of z = 1.4 m over the period t = 45–50 ns.

component is present at 4.42 GHz correlating with the cut-off frequency of the TE01 mode
and the relativistic electron cyclotron frequency at the peak of the axial magnetic field. These
results were observed consistently for cyclotron-wave detunings of 1%, 2% and 3%. There
were however significant variations in axial Poynting flux and RF conversion efficiency for
the different detunings. This is illustrated in figure 11 which shows the temporal variation in
axial Poynting flux at z = 2.2 m for the three detunings investigated. In particular, there was
a marked variation in the time at which RF output commences. This was most extreme for a
detuning of 3% where significant RF output did not occur until 120 ns had elapsed. In contrast,
for 1% and 2% detunings growth commenced at 50 ns and 60 ns, respectively. Both 2% and
3% detunings exhibited steady growth rates reaching a relatively stable saturated output power
at 150 ns and 180 ns, respectively; however, for 1% detuning there was a sharp drop in output
power at 120 ns followed by a secondary region of growth. These large amplitude power
fluctuations perpetuate for the 1% detuning case and, in common with the TE03 results, are
not inconsistent with chaotic spiking phenomena (Ginzburg et al 1986, Ronald et al 2001).
After 250 ns, a 2% detuning yielded the highest stable output power of∼35 kW corresponding
to an RF conversion efficiency of 2.5%. This is only marginally higher than for 3% detuning
although a 2% detuning resulted in earlier growth and saturation of the instability.

In general, the RF conversion efficiencies for the TE01 resonance regime are around double
those obtained from the TE03 simulations, with a 2–3% cyclotron-wave detuning resulting in
significant improvements in RF output stability. The peak RF conversion efficiency of 2.5% is
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cyclotron-wave detunings.

still however of a similar order to estimates of the AKR generation efficiency (Gurnett 1974,
Pritchett and Strangeway 1985).

3. Beam velocity distributions and one dimensional number densities

Measurements of the transported electron beam current with increasing peak-plateau magnetic
flux density were used in the TE01 experiment to study the electron velocity distribution
function. As the magnetic flux density in the peak-plateau region was progressively increased
above the value corresponding to a desired cyclotron resonance, Bop, a larger proportion of
the electron population having an axial velocity component vz < vcrit at Bop was mirrored.
This provided a mechanism to analyse the number of electrons occupying any range of axial
velocities vz2 < vz1 from the progressive decrease in measured electron beam current with
increasing magnetic mirror ratio, figure 12(a).

This process was undertaken numerically as well as experimentally for the TE01 resonance
regime to ensure that the simulations had a similar distribution of high pitch factor electrons
to the experiment for a given magnetic field configuration. It was not possible to perform this
measurement experimentally for the TE03 resonance. Two different cathode magnetic flux
densities were used to provide control of the electron beam current and velocity distribution
across an extended range of magnetic mirror ratios. By increasing the end displacement of
the central domed electrode in simulation to 1.6 cm from the cathode emitter surface (see
figure 3(b)) a close match was obtained between the modelled and experimental electron pitch
distributions in the interaction space (figure 12(b)). When this matched electron distribution
was used in simulations of the TE01 resonant interaction, RF output powers of 20 kW and
50 kW were predicted for cathode magnetic flux densities of 0.01 T (Bz/Bz0 = 18) and
0.02 T (Bz/Bz0 = 9), respectively. These are in good agreement with output powers obtained
from the laboratory experiment for the TE01 resonant interaction of 19 kW and 35 kW for
cathode magnetic flux densities of 0.01 T and 0.02 T, respectively (McConville et al 2008,
Ronald et al 2008).

4. Summary and conclusions

In summary, PiC code simulations have been conducted to investigate the magnetic
compression of an electron beam in a scaled experimental geometry and subsequent resonant
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Figure 12. (a) Simulated variation in transported (unmirrored) electron beam current with magnetic
mirror ratio. (b) Numerically modelled electron pitch distributions for a modified electron gun
geometry in comparison with experimental results. Both cases correspond to the TE01 resonance
regime for cathode magnetic flux densities of 0.01 T and 0.02 T, respectively.

energy transfer between the resultant electron velocity distribution and TE modes of an
interaction waveguide. Two cyclotron resonance regimes were investigated, one optimized for
coupling with the TE03 mode of the interaction waveguide and the other tuned for resonance
with the TE01 mode. In both cases the evolution of PiC particle velocity distributions
with axial position was monitored and the field structure analysed within the interaction
waveguide.

For the TE03 resonance regime, pitch expansion of the electron beam was clearly evident
in the PiC particle velocity distributions followed by a spreading in v⊥ as a result of energy
transfer with the electromagnetic wave. After a 50 ns run a three fold variation in Etheta was
present across the radius of the interaction waveguide serving to indicate excitation of the TE03

mode. A Fourier transform of Etheta shows the presence of a well-defined spectral component
at 11.7 GHz correlating with the cut-off frequency of the TE03 mode and the relativistic electron
cyclotron frequency of the electron beam. The temporal variation in axial Poynting flux shows
a saturated RF output power of 20 kW after 80 ns. This corresponds to an RF conversion
efficiency of 1.3% and is relatively consistent with estimates for the AKR generation efficiency
(Gurnett 1974, Pritchett and Strangeway 1985).

In the TE01 resonance regime, cyclotron-wave detunings of 1%, 2% and 3% were
investigated to evaluate the effect on RF conversion efficiency and the temporal stability of RF
output. For all three detunings, PiC particle velocity distributions indicated the clear action of
a cyclotron maser instability with spreading in the transverse velocity profile and modulation

13



291

Plasma Phys. Control. Fusion 50 (2008) 074011 D C Speirs et al

of the orbital velocity distribution. Spectral output was well defined with a singular component
at 4.42 GHz corresponding to the relativistic electron cyclotron frequency and a near cut-off
resonance with the TE01 mode. A 2% cyclotron detuning yielded the highest stable RF output
power of ∼35 kW corresponding to an RF conversion efficiency of 2.6%. This was roughly
double that obtained for the TE03 resonance regime, although still of a similar order to estimates
of the AKR generation efficiency.

Finally, matching of electron pitch distributions between simulation and experiment was
achieved through adjustment of the cathode central electrode displacement from the simulated
emitter surface. Using the experimentally matched electron pitch distributions in simulation of
the TE01 resonance regime, RF output powers of 20 kW and 50 kW were obtained for magnetic
mirror ratios of Bz/Bz0 = 18 and Bz/Bz0 = 9, respectively. These output powers are in good
agreement with results from the laboratory experiment of 19 kW and 35 kW for Bz/Bz0 = 18
and Bz/Bz0 = 9, respectively (McConville et al 2008, Ronald et al 2008).
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Abstract
Auroral Kilometric Radiation (AKR), occurs naturally in the polar regions
of the Earth’s magnetosphere where electrons are accelerated by electric
fields into the increasing planetary magnetic dipole. Here conservation
of the magnetic moment converts axial to rotational momentum forming a
horseshoe distribution in velocity phase space. This distribution is unstable
to cyclotron emission with radiation emitted in the X-mode. In a scaled
laboratory reproduction of this process, a 75–85 keV electron beam of 5–40 A
was magnetically compressed by a system of solenoids and emissions were
observed for cyclotron frequencies of 4.42 GHz and 11.7 GHz resonating with
near cut-off TE0,1 and TE0,3 modes, respectively. Here we compare these
measurements with numerical predictions from the 3D PiC code KARAT.
The 3D simulations accurately predicted the radiation modes and frequencies
produced by the experiment. The predicted conversion efficiency between
electron kinetic and wave field energy of around 1% is close to the experimental
measurements and broadly consistent with quasi-linear theoretical analysis and
geophysical observations.

(Some figures in this article are in colour only in the electronic version)
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1. Introduction

Electrons precipitating into the Earth’s magnetosphere are subject to an increasing magnetic
field with decreasing altitude. In the absence of collisions and given that the field increases
slowly compared with the electron oscillation period, the adiabatic conservation of magnetic
moment comes into effect:

μ = πr2i
∧
z = γmv2

⊥
2B

∧
z,

where μ is the vector magnetic dipole moment of an electron orbit, B the magnetic flux density,
taken here to be orientated in the z direction, i the current associated with the electron rotational
orbit, r the radius of electron orbit, m the electronic rest mass, γ the Lorentz Fitzgerald factor
and v⊥ the rotational electron velocity.

Electrons entering the Earth’s magnetic dipole structure have a spread in their initial
velocity. Those electrons having a small initial component of velocity perpendicular to the
magnetic flux lines experience an increase in their rotational component of velocity as they
descend towards the atmosphere. The effect of this process is that an initially primarily
rectilinear electron beam forms a horseshoe distribution in electron velocity space with a
significant number of electrons having high pitch angles θ = arctan(v⊥/v ), and a region
with a positive gradient of number density with perpendicular velocity, dn/dv⊥. This is
illustrated schematically in figures 1(a) and (c). Such horseshoe electron distributions have
been measured in the Auroral Kilometric Radiation (AKR) source region within the polar
magnetosphere (Delory et al 1998, Ergun et al 2000). In addition, part of the electron stream
is ‘mirrored’, reversing its direction of motion along the magnetic field lines once all of its
kinetic energy becomes associated with rotational motion providing a second energetic electron
population in the auroral magnetosphere, the space bound component.

Advances in satellite technology over the last few decades have made it possible to obtain
quantitative data on the phenomenon of AKR (Gurnett et al 2001, Roux et al 1993). The
magnetospheric measurements have revealed that the radiation emissions are sourced in regions
of plasma depletion (ωpe � ωce) at an altitude of 1.5–3 Earth radii. The frequency observed
at any given altitude extends down to the local electron cyclotron frequency with the strongest
emission at around 300 kHz. The wave propagation and polarization directions suggest that the
radiation is generated in the X-mode (Benson 1985) with a peak power∼109 W, corresponding
to ∼1% (Gurnett 1974, Pritchett and Strangeway 1985) of the auroral electron precipitation
energy (Delory et al 1998, Ergun et al 1998, 2000). The availability of accurate data allows for
meaningful comparison with theoretical expectations and has resulted in a significant research
effort to explain the unusually high efficiency of this natural process, resulting in a number of
models for the emission mechanisms. Due to the correlation between the electron cyclotron
frequency and the radio frequency, it has been postulated for some time that the emissions are
due to a cyclotron instability (Twiss 1958, Gaponov 1959a, 1959b, Chu 2004, Sprangle and
Drobot 1977, Phelps et al 1984) in either the space bound or Earth bound electron streams.
(Wu and Lee 1979, Wagner et al 1984, Bingham et al 2000, 2002, 2004, Vorgul et al 2005).

As the equations describing this instability scale with the cyclotron frequency it became
clear that the authors could test this concept by creating a laboratory experiment, increasing
the magnetic flux density and scaling the resonance into the microwave regime (Speirs et al
2005). In parallel with this experimental reproduction of the AKR emission process, 2D
PiC simulations were conducted. These simulations predicted the formation of a horseshoe
distribution in an electron beam subject to significant magnetic compression and subsequent
cyclotron maser emission within an interaction waveguide (McConville et al 2008, Speirs et al
2008). Although the experimental results were in good agreement with the findings from the
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Figure 1. (a) Representation of the AKR source region and terrestrial auroral process.
(b) Schematic of an experiment reproducing the AKR source region; an electron beam can be
seen passing through an array of solenoids. (c) Formation of the horseshoe distribution, as the
electron beam experiences magnetic compression.

2D PiC simulations, certain aspects of the experimental behaviour requires a 3D computational
approach for reproduction. Specifically, 2D simulations cannot account for azimuthal structure
in the modes supported by the waveguide; experimental effects associated with such modes
require 3D simulations. This paper therefore presents new results from simulations conducted
in three dimensions. Insight from these enhanced numerical simulations will be used to further
optimize the laboratory experiment in the future.

2. Experimental study

The experimental apparatus is schematically illustrated in figure 1(b) and the relationships
between the electrodes and solenoids (as programmed into the 2D version of the PiC code
KARAT (Speirs et al 2008)) are illustrated in figure 2(a). An electron gun based on an annular
velvet electron emitter (Cooke et al 1996, Denisov et al 1998, Bratman et al 2005) injected
the particles by explosive electron emission (Ronald et al 1998, Ronald et al 2008a) into
an increasing magnetic field produced by a system of six electromagnets. The magnetic
compression forms a horseshoe in the electron beam velocity distribution (McConville et al
2008, Ronald et al 2008a) which is then brought into cyclotron resonance with near cut-off
TE modes of the 8.14 cm diameter interaction waveguide (McConville et al 2008). Since
in the experiment the magnetic flux density and waveguide are co-axial with each other,
the polarization and propagation properties of such TE modes are very similar to those of
the X-mode (Ronald et al 2008b). Two regimes of resonance were investigated, the first at
a moderate value of the magnetic flux density 0.18 T corresponding to 4.42 GHz cyclotron
frequency and the second with a magnetic flux density of 0.48 T and 11.7 GHz cyclotron
frequency. These frequencies were chosen because they correlate to near cut-off resonance
with the TE0,1 and TE0,3 modes, respectively, which were investigated in the 2D numerical
simulations (Speirs et al 2008). The microwave output signals were analysed by placing stub
receiving antenna in the far field of the experimental output aperture (Ronald et al 2008b) and
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Figure 2. (a) Simulation geometry used for 2D calculations illustrating the solenoids and electron
gun. (b) 3D simulation geometry of waveguide showing trajectories of an electron beam with a
predefined horseshoe distribution.

the amplitude and spectral content of the signals captured by these receivers were recorded as
they were scanned over the output antenna pattern (Ronald et al 2008b).

The high frequency resonance was excited using a beam accelerated over 85 kV gyrating
in a magnetic field of 0.48 T. Measurements of the microwave output signal for this resonance
condition confirmed that the radiation was at the expected frequency of 11.7 GHz corresponding
to the relativistic electron cyclotron frequency, figure 3(a) (McConville et al 2008). There
were also two temporally separated maxima in the output pulse amplitude. Analysis of the
antenna patterns illustrated that the experiment was exciting multiple transverse modes of the
interaction waveguide and that the dominant mode changed with time through the output pulse.
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Figure 3. Fourier transforms of output ac waveforms from the experiments. (a) Frequency peak
at 11.7 GHz for TE0,3 resonance. (b) Frequency peak at 4.42 GHz for TE0,1 resonance.

Specifically, a different mode mixture was generated in each temporal maxima of the output
pulse, figures 4(a)–(c). At 11.7 GHz, the cavity supports many transverse modes of nearly
degenerate cut-off frequency that may be excited. Two such modes are the TE0,3 and TE2,3

modes and evidence for both of these modes was found in the antenna patterns. The maximum
output power measured was 30 kW for a cathode magnetic flux density of 0.03 T and a beam
current of 37 A, corresponding to a conversion of electron kinetic energy to wave field energy
of 1%. For a cathode flux density of 0.013 T the experiment generated 9.4 kW from a 13 A
electron beam with beam-wave conversion efficiency of just under 1% whilst a cathode flux
density of 0.05 T yielded an output power of 15 kW from a beam of 48 A, with corresponding
beam-wave conversion efficiency of 0.4%.

When the experiment was tuned for the lower frequency resonance with a magnetic
flux density of 0.18 T, the acceleration voltage was reduced to 75 kV. The resultant radiation
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Figure 4. (a), (b) Radial and azimuthal antenna patterns for the resonance at 0.48 T plateau flux
density contained components of the TE0,3 and TE2,3 modes and displayed temporal mode hopping.
(c) Illustration of the 2 temporal peaks in the output pulse at 11.7 GHz resonance as a function of
cut-off filter frequency. (d) Measurement of the antenna pattern at 0.18 T plateau flux density
showing the TE0,1 mode.

spectrum is presented in figure 3(b), where the fundamental resonance is seen at 4.42 GHz,
close to the relativistic electron cyclotron frequency and the cut-off of the TE0,1 mode in the
microwave resonator. A weaker second harmonic signal is also seen close to 8.84 GHz. The
radiation pattern for the 0.18 T resonance regime was in excellent agreement with the theoretical
expectation for the TE0,1 mode at this frequency for an angle of up to 50◦, figure 4(d). The
discrepancy at larger angles is associated with scattering from part of the vacuum apparatus
(Ronald et al 2008b). The maximum output powers were achieved for cyclotron detuning
(the fractional difference by which the waveguide cut-off frequency exceeded the cyclotron
frequency (Chu 2004)) of 2–3%. With a magnetic flux density on the cathode of 0.01 T the
output power was 19 kW from a beam current of 12 A. Increasing the cathode flux density to
0.02 T increased the beam current to 34 A and the output power to 35 kW corresponding to 2%
and 1% conversion efficiencies respectively. This variation in power and efficiency corresponds
well to observations of the variation in the electron distribution function (McConville et al
2008). With a cathode flux density of 0.05 T the experiment did not generate radiation. Theory
predicts that electrons with a limited transverse component of velocity (in this case due to an
insufficient magnetic compression ratio) will not contribute to the wave emission and may in
fact absorb the RF energy. This effect was also clearly seen in numerical simulations with low
magnetic compression ratios.
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3. Three dimensional PiC code simulations

The simulations used the PiC code KARAT which is a finite difference time domain code
solving Maxwell’s equations and the equations of motion on a regular spatial mesh. 2D
PiC code simulations with high execution speed and strong numerical stability were in very
good agreement with the experimental results. Simulations were conducted for electron beam
energies of 75–85 keV, magnetic compression factors of up to 30 and electron cyclotron
frequencies of 4.42 GHz and 11.7 GHz. At 11.7 GHz, beam-wave coupling was observed
with the TE0,3 mode and an RF output power of 20 kW was predicted corresponding to an
RF conversion efficiency of 1.3%. At 4.42 GHz, excitation of the TE0,1 mode was observed
with an RF output power of 35 kW for a cyclotron-wave detuning of 2%. This corresponds to
an RF conversion efficiency of 2.6%. The RF conversion efficiencies predicted are therefore
comparable to the experiment and to estimates for the AKR generation efficiency (Gurnett
1974, Speirs et al 2008). However, 2D simulations can only account for axisymmetric modes,
which means that coupling to modes with azimuthal structure cannot be predicted. Therefore,
3D simulations were conducted to provide a more complete representation of the interaction
dynamics accounting for modes with azimuthal indices.

The 3D simulation geometry, presented in figure 2(b), differs from that of the previous 2D
simulations, figure 2(a). In the 2D simulation the electron gun, magnetic compression of the
electron beam and cyclotron resonant interaction region have all been modelled, whereas in
the 3D simulation only an interaction region has been simulated, into which an electron beam
with a predefined horseshoe-shaped distribution in electron velocity space was injected. This
simplification is due to the severe computational requirements of 3D simulations. Figure 2(b)
comprises a cross sectional view of the 3D simulation showing electron beam PiC particle
trajectories terminating on the waveguide wall at z = 80 cm. The corresponding axial magnetic
field profile was defined to be uniform from z = 0 to 60 cm with a progressive reduction to
zero between z = 60 and 80 cm. Due to the nature of this PiC code it is not permissible for any
geometrical element to contain the z-axis. Hence in figure 2(b) the waveguide can be seen to be
offset in the ‘y’ direction. The waveguide diameter and length, electron beam energy and the
magnitude of the plateau magnetic field match the experiment. Due to the artificial injection
of an electron beam with a predefined velocity distribution the plateau of the magnetic field is
longer and flatter.

For an electron cyclotron frequency of 11.7 GHz, the mode structures and spectral content
from the 3D simulation show definite coupling with the TE0,3 mode and also the TE2,3 mode.
These predictions are illustrated in figure 5, with the vector diagram of the transverse electric
field shown in figure 5(a) and the transverse spatial Fourier analysis of the mode content of
the radiation in figure 5(b). These show the predominant excitation of the TE0,3 mode in the
resonator but with significant coupling to the nearly degenerate TE2,3 mode. Both of these
modes were observed in the experimental mode patterns, figures 4(a) and (b). The output
spectrum is dominated by the 11.7 GHz components corresponding to the relativistic electron
cyclotron frequency. There was a high frequency pedestal (observed in both the 3D simulations
and the experiment) which corresponds to Doppler upshifted resonances associated with the
low pitch angle components of the electron beam. The output power predicted by the 3D
computations was 15–20 kW for an electron beam current of 16 A corresponding to an RF
conversion efficiency of 1.25%. This agrees well with the 2D simulations (Speirs et al 2008)
and the laboratory experiment (McConville et al 2008).

For an electron cyclotron frequency of 4.42 GHz, the mode structure and spectra predicted
by the simulations are presented in figure 6. The vector diagram of the transverse electric field
is shown in figure 6(a) and the transverse spatial Fourier analysis of the radiation mode content
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Figure 5. (a) Prediction from 3D simulations of the transverse electric field pattern excited by
electrons at a cyclotron frequency of 11.7 GHz, clearly showing resonance with the TE0,3 mode.
(b) Transverse mode analysis of the TE mode content of 11.7 GHz radiation showing coupling with
the TE0,3 and also the TE2,3 modes consistent with the experimental measurements. (c) Fourier
transform showing radiation spectrum at 11.7 GHz. (d) Axial Poynting flux of output radiation
showing saturation at 40 ns at ∼17 kW.

is represented in figure 6(b). These show the predominant excitation of the TE0,1 mode but
also a small contribution of other weakly coupled modes. Figure 6(c) illustrates the predicted
spectrum, including a secondary peak corresponding to a second harmonic resonance. Due to
the local electric field polarization with respect to the 3D co-ordinate system, the 3D simulations
show strong ‘apparent’ variation in field intensity between the x and y ordinates. Referring to
figure 3(b), a small secondary peak can also be seen in the spectral output of the experiment at
the same frequency of around 8.84 GHz. This result was not predicted by the 2D simulations.
The output power predicted by the 3D computations was ∼10 kW from an electron beam of
11.5 A corresponding to an efficiency of 1.16%. This is in good agreement with experimental
results where an RF output power of 19 kW was obtained, corresponding to an RF conversion
efficiency of 2%.

4. Summary and conclusions

In summary, 3D PiC code simulations have been conducted to investigate the two
cyclotron resonance regimes studied in previous 2D simulations and laboratory experiments
investigating the mechanisms of AKR. One regime was optimized for coupling with the
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Figure 6. (a) KARAT mode profile plot clearly showing TE0,1 mode. (b) KARAT mode analysis
plot of TE mode content excited by 4.42 GHz electrons. Shows a predominantly TE0,1 mode with
weak TE2,1 and TE1,4 modes. (c) Result from 3D simulation illustrating coupling with TE0,1 mode
at 4.42 GHz also illustrating resonance with a second harmonic.

TE0,3 mode of the interaction waveguide and the other tuned for resonance with the
TE0,1 mode.

Results obtained from these new simulations were consistent with the previous 2D
simulations conducted under the same interaction regimes, although new modes and harmonics
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were found, giving a more complete analysis of the interaction dynamics. 3D simulation results
for the TE0,3 resonance regime were in excellent agreement with the experimental results and
identified modes observed in the experimental output not predicted by the 2D simulations.

The fundamental results of the 11.7 GHz simulations were verification of coupling with
the TE0,3 mode and also the TE2,3 mode. The output power predicted by 3D simulations was
15–20 kW for an electron beam current of 16 A corresponding to an RF conversion efficiency
of 1.25%. This agrees well with the 2D simulations (Speirs et al 2008) and experiment
(McConville et al 2008).

In the TE0,1 resonance regime, the mode analysis plots produced from KARAT show
predominantly a TE0,1 mode. Fourier transforms of the transverse electric field components
show a primary peak at 4.42 GHz, which is clearly due to coupling with the TE0,1 mode
from analysis of the interaction dispersion characteristics. Second harmonic output was
also predicted, in contrast to earlier 2D simulations, but in agreement with results from the
laboratory experiment.

3D simulations therefore provide a more complete analysis of the horseshoe driven
cyclotron maser instability in the scaled laboratory experiment. The observation of harmonic
RF generation and a more complex interaction dynamic is in agreement with experimental
results (McConville et al 2008). In future work the authors shall make the 3D simulation
geometry more accurately represent the experimental electron distribution function and
magnetic field configuration. The authors also propose to use a cylindrical rather than Cartesian
co-ordinate system for improved conformity with the cavity geometry.
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When a mainly rectilinear electron beam is subject to significant magnetic compression,
conservation of magnetic moment results in the formation of a horseshoe shaped velocity
distribution. It has been shown that such a distribution is unstable to cyclotron emission and may be
responsible for the generation of auroral kilometric radiation—an intense rf emission sourced at
high altitudes in the terrestrial auroral magnetosphere. Particle-in-cell code simulations have been
undertaken to investigate the dynamics of the cyclotron emission process in the absence of cavity
boundaries with particular consideration of the spatial growth rate, spectral output and rf conversion
efficiency. Computations reveal that a well-defined cyclotron emission process occurs albeit with a
low spatial growth rate compared with waveguide bounded simulations. The rf output is near
perpendicular to the electron beam with a slight backward-wave character reflected in the spectral
output with a well defined peak at 2.68 GHz, just below the relativistic electron cyclotron frequency.
The corresponding rf conversion efficiency of 1.1% is comparable to waveguide bounded
simulations and consistent with the predictions of kinetic theory that suggest efficient, spectrally
well defined emission can be obtained from an electron horseshoe distribution in the absence of
radiation boundaries. © 2010 American Institute of Physics. �doi:10.1063/1.3371937�

I. INTRODUCTION

When an electron beam that is mainly rectilinear in its
propagation is subject to significant magnetic compression,
conservation of magnetic moment results in the ultimate for-
mation of a horseshoe shaped velocity distribution. A similar
scenario occurs where particles are accelerated into the au-
roral region of the Earth’s magnetic dipole. Such a distribu-
tion has been shown to be unstable to an electron cyclotron
maser instability.1,2 and it has been postulated that this may
be the mechanism required to explain the production of ter-
restrial auroral kilometric radiation �AKR� and also radiation
from other astrophysical objects such as stars and planets
with a suitable magnetic field configuration.3–5 AKR com-
prises a spectrum of discrete components of rf emission6,7

centered around a frequency of �300 kHz and sourced at
high altitudes ��1.5–3 Earth radii� within a region of
plasma depletion in the auroral zone known as the auroral
density cavity.8–10 Satellite observations have shown that the
emissions are predominantly polarized in the R-X �right-
hand-extraordinary� plasma mode11,12 and that for a given
altitude the spectrum of emission extends down to a lower
cutoff of approximately the local relativistic electron cyclo-
tron frequency.13 As AKR cannot be detected from the
ground, the earliest documented observations coincide with
the launch of the first satellites equipped with suitable wave
receiving antenna14,15 and indeed all data pertaining to the

AKR emissions and source region are the result of in situ
or remote observations made by a large number of satellite
missions.

To date, numerous theories have been proposed for the
generation mechanism of AKR �Refs. 16–18� and almost all
have considered the �5 keV auroral electron flux as the free
energy source. The general consensus at present however is
that AKR is generated by an electron cyclotron maser insta-
bility, a theory first proposed in 1979 by Wu and Lee.19 Their
particular model comprised a plasma kinetic description of
growth in the X mode due to a positive transverse gradient in
the electron velocity distribution function ��fe /�v��0� of a
mirrored, loss-cone component in the auroral electron flux.
This theory was widely accepted for many years20–22 al-
though the loss cone distribution was seldom observed as a
well defined component in particle data from within the au-
roral density cavity. Instead, a clear representation of a
horseshoe distribution in electron momentum was often
present in much of the published data23,24 and was particu-
larly evident in electron velocity distribution plots from the
FAST satellite.25 This led to the publication in 2000 of a new
analytical theory by Bingham and Cairns considering X
mode dispersion and growth due to a horseshoe-shaped ve-
locity distribution in the precipitating auroral electron flux.1

Figure 1 shows a diagrammatic representation of horse-
shoe distribution formation as a result of magnetic compres-
sion and associated evolution in the transverse velocity pro-
file. The phase space is cut off at v� =0 and does not show the
magnetically mirrored component. If one considers the elec-
tron velocity distribution in Fig. 1�a� with finite pitch factor

a�
Paper UI3 6, Bull. Am. Phys. Soc. 54, 302 �2009�.

b�Invited speaker. Electronic mail: david.c.speirs@strath.ac.uk.
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and energy spread impingent on an increasing axial magnetic
flux density, conservation of magnetic moment � results in
the conversion of axial velocity into perpendicular velocity.
As v�� �B0, the resultant expansion in velocity space
yields a half-horseshoelike profile �Fig. 1�b�� with an in-
creasing number of electrons present at high pitch factors
across a positive gradient in the transverse velocity profile
��fe /�v��0�. With reference to the analytical theory,1 elec-
trons across this positive gradient near the tip of the distri-
bution may undergo resonant energy transfer with an electro-

magnetic wave and as a result this portion of the distribution
will appear to spread in v� and predominantly lose energy.

Previous work at Strathclyde considered the numerical
simulation of an experiment scaled to laboratory dimensions
and microwave frequencies by increasing the cyclotron
frequency �ce=eB /mo� to investigate the electrodynamics
of an electron beam subject to significant magnetic
compression.26,27 The resultant beam was brought into reso-
nance with microwave frequency electromagnetic waves in
an interaction waveguide. Resonant interaction regimes were
investigated with near cutoff TE modes of the waveguide due
to the similarities between such modes and the X-mode in
relative orientation of electromagnetic field components �i.e.,
a wave vector and electric field polarization perpendicular to
the magnetostatic field�.28 Although the source region for
AKR �the auroral density cavity� is typically many hundreds

of wavelengths across,8,23 there is also evidence for smaller
scale structures of the order of a few wavelengths across
within the larger auroral density cavity.29,30 These smaller
structures have a wavelength scaling close to the laboratory
experiment at Strathclyde. The kinetic theory of the
instability,1 however, suggests that a small scale bounding
structure �relative to wavelength� is not required for suffi-
cient growth rates and rf conversion efficiencies to account
for observed AKR emission intensities. This paper docu-
ments the results of numerical simulations conducted to in-
vestigate electron cyclotron emission in the absence of radia-
tion boundaries. A comparative analysis is made to
waveguide bounded simulations, with consideration of the
convective growth rate, output spectra and rf conversion
efficiencies.
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FIG. 1. �Color online� Plots showing the formation and evolution of the
horseshoe distribution and associated transverse velocity profile as the mag-
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II. PIC CODE SIMULATIONS OF WAVEGUIDE
BOUNDED CYCLOTRON EMISSION

For the purpose of simulating the horseshoe distribution
formation and any subsequent rf interaction, the two-
dimensional �2D� axisymmetric version of the finite-
difference time domain particle-in-cell �PiC� code KARAT

was used.31,32 The 2D models allowed indirect observation of
the distribution of particles in the transverse plane of motion.
The code calculates the PiC electrons radial and azimuthal
velocities and plots each particle location in transverse ve-
locity space. Particles moving in circular orbits transition
from v	 and vr to −v	 and −vr periodically. The formation of
spatial bunches in a cyclotron instability corresponds to
modulation of electron gyrational velocities �v�� and in the
limit of small modulation can be perceived in the 2D plots of
v	 versus vr as density variations. This is due to the bunch
forming in a specific rotational phase with respect to the

local ac field and thus at some instant in time having a “lo-
cation” in a plot of v	 versus vr. In addition, energy modu-
lation can be perceived through changes in the magnitude of
v�=�v


2 +vr
2, illustrated by the area spanned by PiC particles

in plots of v	 versus vr.
Two interaction regimes were investigated in the labora-

tory and simulated using PiC codes.28,33 The first comprised
a peak axial magnetic flux density of 0.49 T for a near cutoff
resonance with the TE03 mode in the interaction waveguide.
The second was optimized for a near cutoff resonance with
the TE01 mode requiring a peak axial magnetic field of
0.18 T. In both cases the PiC particle velocity distributions
and electromagnetic field components were monitored at dif-
ferent axial positions within the simulation geometry.
The magnetic field profiles used in both interaction regimes
comprised a convergent axial magnetic field from the gun
to the interaction waveguide, followed by a peak plateau
region tuned for cyclotron resonance with the desired wave-
guide mode. Magnetic mirror ratios of Bz /Bz0=34 and
Bz /Bz0=18 were used for the TE03 and TE01 interaction re-
gimes, respectively.

The simulation parameters used to investigate the TE03

resonance regime comprised a peak axial magnetic flux den-
sity of 0.49 T, an electron beam energy of 85 keV, a beam
current of 18 A and an interaction waveguide radius of 4.14
cm. A PiC particle merging factor of 3�106 electrons/PiC
particle was also used along with an axial and radial grid
resolution of 0.3 and 0.1 cm, respectively. The peak axial
magnetic flux density of 0.49 T corresponds to a relativistic
electron cyclotron frequency of 11.7 GHz. A beam-wave dis-
persion plot is presented in Fig. 2 corresponding to the simu-
lation parameters for the TE03 resonance regime. Electron
cyclotron beam dispersions34 for various pitch factors from
�=v� /vz=0.5→4 are plotted along with dispersion curves
for all TE and TM modes with cutoff frequencies in the
vicinity of 11.7 GHz. A well-defined �narrow band� beam-
wave resonance is present at 11.7 GHz with the TE03 mode.
The resonance is near cutoff of the TE03 mode �k�→0� and is
therefore relatively insensitive to variations in electron beam
pitch factor. This maximized the electron population resonant
at 11.7 GHz across the pitch spread defining the horseshoe
distribution.

Electron (PiC particle) velocity phase space @ z = 1.3m

Electron (PiC particle) velocity phase space @ z = 1.4m

FIG. 3. PiC particle velocity distributions measured on transverse planes
within the simulation geometry at �a� z=1.3 m and �b� z=1.4 m for the
TE03 resonance regime at 50 ns.
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FIG. 4. Fourier transform of E	 at an axial position of z=1.4 m taken over
the period t=45–50 ns.
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PiC particle velocity distributions were plotted at two
axial positions �transverse planes� within the interaction
waveguide after a 50 ns simulation duration. Each plane is
delimited radially by the cross section of the waveguide. The
corresponding plots are given in Fig. 3. At the point of entry
to the peak, uniform axial magnetic field �z=1.3 m� the v�

versus vz plot shows a well defined pitch spread in the PiC
particle distribution with a small mirrored component. The
corresponding v	 versus vr plot shows uniformity in the rela-
tive phase distribution of the PiC particles. Looking at the
velocity distributions at z=1.4 m the picture is very differ-
ent. There is clear evidence of a cyclotron maser instability
with significant smearing in the transverse velocity profile of
the v� versus vz plot and indications of orbital phase bunch-
ing in the v	 versus vr plot across a normalized velocity
range of 0→0.5 in v	 and vr. There is also evidence of
significant energy extraction from the electron PiC particles
in the v	 versus vr plot from the reduced mean velocity of the
electron population.

A Fourier transform of E	 was conducted over 45–50 ns
at z=1.4 m. The resultant plot is given in Fig. 4. The spec-
trum of emission contains a clearly defined component at
11.7 GHz correlating with the relativistic electron cyclotron
frequency and near cutoff resonance with the TE03 mode. A
minor spectral feature is also present at 18 GHz attributable
to a weakly coupled, backward-wave second harmonic reso-
nance with a higher order mode.

The axial Poynting flux was monitored at z=2.2 m, be-
yond the axial range of electron beam propagation and cor-
responding to the output of the interaction waveguide. Figure

5 shows the corresponding temporal variation in axial Poyn-
ting flux at z=2.2 m for a 100 ns simulation duration. There
is significant initial growth in rf output between 40 and 48 ns
followed by a saturated output power of �20 kW. At 60 ns
there is an anomalous spike in output power of �60 kW,
however from 70 ns onwards the rf output appears to stabi-
lize to a mean value of �20 kW. This corresponds to a
beam-wave conversion efficiency of 1.3% which is consis-
tent with estimates for the AKR generation efficiency.35,36

III. PIC CODE SIMULATIONS OF UNBOUNDED
CYCLOTRON EMISSION

Prior to a numerical investigation of unbounded
electron-cyclotron emission, an analysis was conducted of
the coupled mode dispersion characteristics via solution for
the real and complex roots of the wave vector as a function
of frequency corresponding to the PiC simulation parameters
presented in Table I. The resultant plot is given in Fig. 6 for
an electron pitch factor �=v� /vz=3. Both forward and

TABLE I. Simulation parameters for the unbounded interaction geometry.

Geometrical/simulation parameters Value or range

Axial length 4 m

Axial mesh spacing 0.25 cm

Radial mesh spacing 0.25 cm

Simulation duration 200 ns

Time step 2.5 ps

Electron beam parameters Value or range

Electron beam limiting current Ib 14 A

Electron beam energy 20 keV

Injected electron beam energy spread 
5%

Injected electron beam pitch factor spread �=0→9.5

PiC particle merging factor 3�106 electrons/PiC particle

Magnetic field parameters Value or range

Static axial magnetic field Bz 0.1 T

Radially bounding dielectric volume Value or range

Radial limits 0.04 m→0.48 m

Axial limits 0 m→4 m

Conductivity 0.2 Siemens/m

Dielectric permittivity � 1

Magnetic permeability � 1

Cyclotron mode of
electron beam

Real, forward-wave Doppler
upshifted resonance (stable)

Complex, backward-wave Doppler
downshifted resonance (unstable)

Real solutions

Complex solutions

ω
Coupled mode dispersion diagram

kz
-300 -200 -100 1000

FIG. 6. �Color online� Real and complex roots of kz for a beam energy of
20 keV, current density of 1.49 A cm−2 and axial magnetic field of 0.1 T.

Region with radially
gradated conductivity.

Electron beam PiC
particle trajectory

FIG. 7. Geometry of 2D KARAT model with gradated density dielectric vol-
ume radially bounding the interaction region.
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backward wave resonances are evident here with the point of
axis crossing representing the relativistic electron cyclotron
frequency of 2.71 GHz �here given in angular frequency�.
The backward wave resonance has complex roots in kz and
the potential for cyclotron resonant energy transfer at the
Doppler downshifted frequency of 2.68 GHz, while the for-
ward wave resonance at a Doppler upshifted frequency of
2.8 GHz has purely real solutions and is inherently stable.

Figure 7 shows a geometrical overview with electron
beam trajectory of the unbounded cyclotron emission model
defined using the PiC code KARAT. For the purpose of simu-
lating the unbounded interaction geometry, a region with ra-
dially increasing conductivity was defined around the beam
propagation path. This represented an idealized absorber of
electromagnetic radiation, inhibiting reflection and the for-
mation of boundary resonant eigenmodes. As confirmation,
the radial depth of the absorber was varied between 24 and
54 cm, with no measurable effect on the simulation output.
Other parameters of the simulation are provided in Table I. In
contrast to the experimentally consistent bounded simulation
presented in Sec. II, the electron beam was injected into the
unbounded simulation geometry with a predefined horseshoe
distribution, comprising a pitch spread � of 0→9.5, beam
energy of 20 keV
5% and beam current of 14 A. The re-
duction in beam energy relative to the bounded case and
introduction of a finite energy spread provided for a better
comparison to the astrophysical data, where the precipitating
auroral electron flux energies are typically 10–20 keV peak.9

A uniform axial magnetic field was also used in the un-
bounded simulations as no magnetic compression was nec-
essary.

PiC particle velocity distributions were plotted after a
200 ns run time at three axial positions within the simulation
geometry. The corresponding data is presented in Fig. 8. The
injected beam distribution at z=0.04 m shows a well defined
pitch spread in the v� versus vz plot covering the complete
pitch range from an axial electron beam to the point of mag-
netic mirroring �zero axial velocity�. The corresponding v	

versus vr plot also shows a uniform spread in relative orbital
phase with no evidence of coherent bunching effects. At
z=1.3 m the picture is very different however, with clear
evidence of azimuthal bunching in the v	 versus vr plot and
in the corresponding v� versus vz plot there is spreading in
the transverse velocity profile for high pitch factor electrons.
Considering the �1.3 m displacement from the point of
beam injection however, the spatial growth rate is clearly
lower than in the bounded case of Fig. 3, where a more
pronounced spreading in the velocity distribution is evident
only 0.1 m from injection into the interaction waveguide.
Finally, at an axial position of z=2 m the velocity distribu-
tions are representative of a saturated state, with smearing in
the transverse velocity profile across the entire pitch range of
the v� versus vz plot and evidence of phase trapping with a
concentration of PiC particles extending to the origin of the
corresponding v	 versus vr plot.

Figure 9�a� contains a three-dimensional �3D� contour
plot of Etheta mapped over the simulation geometry after a
200 ns run time. An electromagnetic wave sourced at

(a)

(b)

(c)

Electron (PiC particle) velocity phase space @ z = 1.3m

Electron (PiC particle) velocity phase space @ z = 0.04m

Electron (PiC particle) velocity phase space @ z = 2m

FIG. 8. PiC particle velocity distributions measured on transverse planes
within the unbounded simulation geometry at �a� z=0.06 m �b� z=1.3 m
and �c� z=2 m.
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FIG. 9. �a� 3D contour plot of Etheta within the unbounded simulation
geometry. �b� Plot showing the decay of Etheta with radial coordinate at
z=1.45 m and z=1.9 m, respectively.
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z�1.45 m is evident propagating near perpendicular to the
electron beam with a mild backward wave character. A
dashed line has been superimposed parallel to the primary
wavefront with an arrow indicating the corresponding orien-
tation of the wave vector. The axial coordinate range over
which the wave is generated corresponds to the position at
which a saturated PiC particle velocity distribution is evident
in Fig. 8 and further illustrates the significantly increased
beam path �number of Larmor steps� required for efficient
cyclotron-wave coupling compared to the bounded case28,33

presented in Sec. II. Looking at Fig. 9�b�, the decay in am-
plitude of the wave with radial coordinate is apparent at two
axial positions within the region of peak emission. In both
cases the wave has decayed completely upon reaching the
edge of the radial absorber and a phase mismatch is present

in the radial profile between the two axial coordinates, con-
sistent with the backward-wave propagation vector.

Figure 10�a� contains a plot of the radial Poynting flux
measured in a plane at r=3.5 cm, over the entire length of
the simulation geometry. In contrast to the waveguide
bounded simulation presented in Sec. II, where the axial
Poynting flux measurement plane was defined after the point
of beam termination �Fig. 5�, the radial Poynting flux mea-
surement in the unbounded simulation was made over a ra-
dial plane parallel to the path of beam propagation. A dc
offset is therefore present in the measurement due to low
frequency electromagnetic field components associated with
the electron beam propagation. The rf output power may
therefore be obtained from the amplitude of the ac signal
superimposed on this dc offset. Two panes are overlaid on
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FIG. 10. �a� Temporal evolution of the radial Poynting flux measured in a plane at r=3.5 cm spanning the length of the unbounded simulation. �b� Fourier
transform of Etheta from t=0→200 ns at z=1.9 m.
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Fig. 10�a� showing the magnified ac amplitude measurement
for two contrasting radial depths of gradated conductivity
absorber bounding the simulation. Case �i� is a magnified
trace of the main plot in Fig. 10�a� over 180–200 ns. This
corresponds to the standard radial absorber depth used of
44 cm as shown in Fig. 7 and pertains to all data presented in
Figs. 8 and 9. Case �i� shows a peak rf output power of
2.7 kW after 180 ns, while case �ii� corresponding to a
greatly increased radial absorber depth of 74 cm shows a
marginally higher saturated output power of 3.1 kW. This
serves as confirmation that further increases in absorber
depth do not broadly affect the rf output characteristics and
in both cases, the �3 kW output power corresponds to an rf
conversion efficiency of 1.1%. This is comparable to the
1.3% efficiency obtained from the waveguide bounded simu-
lation presented in Sec. II and consistent with the generally
accepted estimate of �1% for the AKR generation
efficiency.35,36 The corresponding output spectra does not
vary with increased radial absorber depth and is presented in
Fig. 10�b�, showing a well defined spectral component at
2.68 GHz. This represents a 1.1% downshift from the rela-
tivistic electron cyclotron frequency of 2.71 GHz, consistent
with the mild backward wave character observed in the emis-
sions.

IV. SUMMARY AND CONCLUSIONS

In summary, PiC code simulations have been conducted
to investigate the stability of an electron horseshoe distribu-
tion to cyclotron maser emission in the absence of reflective
boundaries or cavity effects. A comparative analysis was
conducted between these simulations and a waveguide
bounded PiC code model, where cyclotron-resonant coupling
was investigated between a horseshoe distribution and TE0n

waveguide mode.28,33 The waveguide bounded simulation
was optimized for coupling with the TE03 mode of an inter-
action waveguide with an axial magnetic field of 0.48 T and
beam energy of 85 keV. The unbounded simulation had a
lower beam energy of 20 keV and an axial magnetic field of
0.1 T. In both cases the evolution of PiC particle velocity
distributions with axial position was monitored and the field
structure analyzed within the simulation geometry.

For the waveguide bounded TE03 resonance regime,
pitch expansion of the electron beam was clearly evident in
the PiC particle velocity distributions followed by a subse-
quent spreading in v� as a result of energy transfer with the
electromagnetic wave. After a 50 ns run a Fourier transform
of E	 shows the presence of a well-defined spectral compo-
nent at 11.7 GHz correlating with the cutoff frequency of the
TE03 mode and the relativistic electron cyclotron frequency
of the electron beam. The temporal variation in axial
Poynting flux shows a saturated rf output power of 20 kW
after 80 ns. This corresponds to an rf conversion efficiency
of 1.3% and is relatively consistent with estimates for the
AKR generation efficiency.35,36

In the unbounded simulation presented in Sec. III, an
electron beam with predefined horseshoe distribution was in-
jected into a region of uniform axial magnetic field bounded
by a gradated density dielectric absorber. PiC particle veloc-

ity distributions show the clear action of a cyclotron maser
instability after a significantly greater number of Larmor
steps than in the waveguide bounded case of Sec. II. Evi-
dence of both phase trapping and spreading in v� is apparent
at an axial displacement of 2 m from the point of beam
injection, with the corresponding E	 contour plot over the
simulated region showing near perpendicular wave emission
over z=1.5→2 m with a slight backward wave character.
An analysis of the spectral output reveals a singular, well
defined peak at 2.68 GHz corresponding to a 1.1% downshift
from the relativistic electron cyclotron frequency and consis-
tent with a backward wave resonance. Some theoretical stud-
ies have predicted backward wave coupling for astrophysical
cyclotron radiation.37 The temporal variation in radial Poyn-
ting flux measured over the length of the simulation reveals a
saturated output power of �3 kW after 180 ns, correspond-
ing to an rf conversion efficiency of 1.1%. This is compa-
rable to the waveguide bounded case and supports the pre-
dictions of kinetic theory that efficient, spectrally well
defined electromagnetic emission can be obtained from an
electron horseshoe distribution in the absence of resonant
cavity boundaries.1 In addition, the rf conversion efficiency
obtained is in agreement with estimates for the AKR genera-
tion efficiency.35,36
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