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The hydrodynamics and the breakup of single 

oscillating drops which are accelerating from rest 

through a continuous phase were studied. Specially 

purified chlorobenzene, 1,2-dichloroethane, and 

ethylbromide were used as the drop phase liquids and 

double distilled water was used as the continuous phase 

liquid. 

The motion of the drops was recorded on 

cine-film using shadow and schlieren optical systems 

and these films were analysed frame by frame. Data is 

presented for the variation with time of the velocity 

of fall, the frequency of oscillation and the 

eccentricity of nonbreaking drops and the changes in 

the structure of the wake behind these drops is 

described. 

A transition of the wake behind the accele - 

rating drops from class I to the wake class of the 

terminal region was observed. The first formation of a 

class III attached wake was followed by the onset of 

the terminal oscillations of the drop. A mechanism is 

proposed for the sustaining of these oscillations. 



The mode of breakup of freely falling drops 

was investigated. Secondary drops were formed by a 

necking process of the liquid columna which were formed 

both at the rear and at the front of the primary drop. 

The occurrance and the sizes of the secondary drops 

are related to the size and the oscillations of the 

primary drop. Theoretical predictions are made of the 

onset of necking and of the rate of necking using 

respectively surface free energy considerations and a 

momentum balance on the liquid in the column. 
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SECTION 1 

INTRODUCTION 

Drops of one liquid dispersed in another 

liquid occur in many industrial operations and processes 

such as liquid-liquid extraction and direct contact 

heat transfer operations. There are considerable 

difficulties in investigating and predicting the 

behaviour of drops in commercial equipment in which 

there are present large numbers of drops. Therefore in 

order to advance the understanding of the physical laws 

which govern the behaviour of these drops many 

investigations have been made with single drops falling 

or rising through a continuous phase. Studies have been 

made of the heat and mass transfer occurring in such a 

system but the present work is concerned with the 

hydrodynamics of such drops. 

For the investigation of the hydrodynamics of 

drops moving in another liquid it is convenient to 

define three periods during the motion; namely : 

a) The formation and acceleration periods 

b) The period of steady rise or fall which 

is often referred to as the terminal 

period , 
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c) The period of deceleration and coalescence* 

There has been considerable progress made towards the 

understanding of the hydrodynamics of single drops 

during the terminal period and of the coalescence of 

drops, but the acceleration period has been little 

studied and is not well understood. However, the initial 

motion is important, not only because it is relevant to 

the terminal hydrodynamics, but also because of its 

effects on the transfer rates in liquid-liquid extrac - 
tion and in heat transfer operations. The existence of 
high mass transfer rates during the initial motion has 

been reported by a number of authors whose results have 

been reviewed by JEFFREYS(74) and the importance of the 

initial motion in spray towers for direct contact heat 

transfer has been discussed by MARKOWITZ and BERGLES 
(114) 

and by LBTAV and KhHAT( 96) 
. The first object of the 

present work was therefore to investigate the initial 

hydrodynamics of drops falling through an aqueous 

continuous phase and the findings are presented in 

Sections 6 and 7 of the thesis. In this part of the 

work the range of drop sizes was chosen so that all 

the drops were oscillating in the terminal region 

because it was recommended by JIFFRIYS(74) that in 

liquid-liquid extraction equipment oscillating drops 

should be used to obtain high mass transfer rates. 

Nonbreaking drops which are oscillating occur 

over only. a restricted range of drop sizes. it is found 
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that when the drop size is above a critical value the 

drops break up during the acceleration period(84) and 

therefore there is a distribution of drop sizes in the 

resulting dispersion. Although the breakup of drops 

both in steady sheared motion and when they are falling 

freely in air has been studied in some detail there has 

been no real study of the breakup of drops ivhidhils 

caused by oscillations during the acceleration period. 

The second part of the thesis is devoted to a study of 

this type of breakup and the fi. ndings are presented in 

Sections 8 and 9. 
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SECTION 2 

1ITERATURE SURVEY 

2.1 DýTRODUCTION 

The present work deals mainly with the 

hydrodynamics of the acceleration period of drops which 

are in free fall. However, any investigation of the 

droplet hydrodynamics of the initial period of fall has 

to use the hydrodynamics of the terminal period for 

comparison. For that reason a survey of the literature 

on the hydrodynamics of the terminal period is presen; iq 

ted below. A survey of the very limited literature on 

the acceleration period of fall of drops is presen- 

ted under the heading "Initial Hydrodynamics". For 

convenience these surveys on drop hydrodynamics are 

divided into five sections. These sections deal with 

the velocity of fall or rise, the internal circulation, 

the drop shape, the drop oscillation, and the 

behaviour of the wake behind the drop. The surveys 

presented below also include relevant literature on the 

hydrodynamics of both single bubbles and solid spheres 

which are moving through a fluid. Literature which 

deals only with swarms of drops or only with the heat 

and mass transfer characteristics of drop systems is 
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not included. 

The third part of the literature survey is 

devoted to the breakup of drops. Although there have 

been many investigations in this field, few of these 

are of importance to the present work. Therefore this 

survey is confined to those investigations which are 

of direct relevance and does not aim at surveying the 

complete field of drop breakup. In addition a section 

is included on the formation of drops from a breaking 

column of fluid as it has been found that this system 

has many similarities with the formation of secondary 

drops from a drop which is breaking during free fall. 

The last chapter of the survey is devoted to 

the literature on the experimental technique which was 

used in the present work to make the wakes visible. 
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2.2 TERMINAL HYDRODYEAMICS 

2.2. a) Terminal Velocity and Drag Coefficient 

Before discussing the theoretical and 

experimental work on the terminal velocities and drag 

coefficients of drops which has been carried out by 

other workers, it is necessary to define these 

variables. In the case of small drops which do not 

oscillate and which fall in a vertical straight line 

the definitions are straightforward because the drop 

falls at a constant velocity U. 0 and the drag 

coefficient can be defined as the ratio of the drag 

force FD to the product of the projected frontal area A 

and the dynamic head 

(CO)" 
" 

FI) (2.1) 
A-'ý :EM UO: L0 

When the drop falls freely at its terminal velocity Ucop 

the gravity force will be balanced by the sum of the 

buoyancy force and the drag force o. 

Uot 
1Z 

(2.2) 

where V, is the volume of the drop and ýd and ýCL are 

the densities of the droplet and the continuous phasest 

respectively. Equation (2.2) can be rearranged to give 

for the drag coefficient : 

(C-01, 
= -Z 

?d Vt a 
(2-3) 

40 %AV.. 
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At small sizes the drop has a spherical shape and 

equation (2.3) reduces to : 

4VD 
Uýl 

(2-4) 

where D is the diameter of the drop. At somewhat larger 

sizes the drop still falls in a vertical straight line 

with a constant velocityO but deformation of the drop 

occurs and its shape approaches that of an oblate 

spheroid. if the horizontal axis is DH and the vertical 

axis is DV the drag coefficient can be calculated from 

equation (2-3) as : 

(2-5) 
Z 00 3 ze ue; 

For larger sizes of drops the definition of the 

terminal velocity and the drag coefficient becomes more 

obscure because the drops oscillate and move no longer 

in a vertical straight line. In this case it is usual 

to define the gross terminal velocity as a long 

vertical distance travelled by the drop divided by the 

corresponding elapsed time where the distance and the 

time interval are large enough to let the drop go 

through many oscillations. The definition of the drag 

coefficient also has to be modified because the 

projected frontal area is no longer constant. For 

convenience an equivalent spherical diameter D,,, is 

defined as equal to the diameter of a sphere having the 

same vol=e as the drop. This gives : 
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DE 1 (2.6) 
fir 

1) 

The drag coefficient is then calculated using the 

equivalent aherical diameter and the gross terminal 

velocity as if the drop was spherical and was falling 

at a constant velocity : 

4 DE. 1 
ID) co 1& 3 U. ", 

(2-7) 

This is the form which is used throughout the present 

work. 

Theoretical studies of the hydrodynamics of 

freely falling drops have been confined to spherical 

drops which are falling in a vertical straight line. 

These theoretical studies consist of solutions of the 

Navier-Stokes equations for a number of ranges of the 

Reynolds number. 

The Navier-Stokes equations, which describe 

the motion in fluids, can be written in dimensionless 

form for incompressible flow as : 
--v 

'A 

---W 
.I DuP vo U 

(2.8) 
DtP. 9- 

These equations are solved with the appropriate 

boundary conditions in conjunction with the continuity 

equation : 
--%Wb 

div U0 (2.9) 
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However, they can be so: 

simplifying assumptions 

different approaches to 

numbers a creeping flow 

higher Reynolds numbers 

been used. 

lved only when certain 

are made. There have been two 

the problem : At low Reynolds 

solution has been made and at 

a boundary layer approach has 

The simplest theoretical work at low Reynolds 

numbers was carried out by STOKES(152)(154). He assumed 

that creeping flow conditions exist and that the 
. 

velocity at the interface is zero. There is no internal 

circulation within such drops. Stokes showed that the 

drag force on such a drop is : 

FD 
. 3irtA D U,. (2.10) 

Thist when combined with equation (2.2) gives for the 

terminal velocity of fall : 
4 

1 4v D (UCO) 
st % -ý (2.11) 18 fc4l 

and when combined with equation (2-4) gives for the 

drag coefficient : 

(CO)OO, 24 t Z4 
Ta DL6 Pe, 

(2.12) 

The assumption of creeping flow in the analysis by 

Stokes limits the Reynolds number range to Re<<l. This 

range was extended by OSEEN( 123), 
who took the inertia 

terms on the left-hand side of the Navier-Stokes 

equation (2.8) partly into account. The improved 
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expression for the drag coefficient becomes in this 

case 

24 (IP. 
O)oo wT ý 

16 
(2-13) 

This drag coefficient is valid again only for drops 

with no internal circulation. 

The internal circulation within drops was 
(56)(57) 

and RYBCZINSKI(137) considered both by HADAMARD 

independently. They considered drops for which there 

was a finite velocity at the interface and continuous 

velocity and stress distributions across the interface. 

Such drops exhibit internal circulation. If the 

nonlinear terms in the Navier-Stokes equation (2.8) are 

ignored, the terminal velocity of the drop is given by: 

tA d t3ý 
A U(V * 

(UQO)Si: 
Id 

(2-14) 

This equation predicts higher terminal velocities than 

the Stokes solution and only at very high values of the 

dispersed phase viscosity does the terminal velocity 

approach the Stokes solution. A solution for drops with 

a slower rate of circulation than the drops of Hadamard 
(16)-(21) 

and hybezinski has been attempted by BOUSSINESQ 0 

He assumed a thin layer of higher viscosity near the 

liquid interface which reduces the momentum transfer 

across the interface and he introduced the concept of 

a surface viscosity coefficient e. The terminal 

velocity of fall of such a drop is then given by 
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III, IN Ze +D (M 10 
Voo Voo) st- D(3tA +ZIA) aa 

(2-15) 

This equation predicts a lower terminal velocity than 

the Hadamard-Rybezinaki model, but still a higher one 

than the Stokes solution. The surface viscosity 

coefficient e can only be evaluated from experimental 

data and can be used to explain a drag curve 

intermediate between those of rigid and fully 

circulating fluid spheres. LEVICH(98)p howeverg 

suggested that this surface viscosity was caused by the 

Presence of surface-active agents at the interface. Ile 

was able to evaluate e theoretically. Further analysis 

of the surface viscosity is outwith the ocope of the 

thesis and is discussed thoroughly by Levich. All the 

theories mentioned above assumed creeping flow 

conditions which limits their use to the Reynolds 

number range Reý/l. 

Several authors have carried out experimental 

work on the velocity of fall of droplets at low Reynolds 

numbers and the results show good agreement with the 

above theories. GARNER and HAYCOCK(43) reported that 

their data on drag coefficients for Reynolds numbb: Cs 

less than unity agreed with the'Stokes theory rather 

than with the Hadamard-Rybczinski theory. This is to 

be expected because there was no internal circulation 

in moot of the drops. SATAPATHY and SMITH(139)p howeverl 

showed that the velocity of fall of large drops at 
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Reynolds numbers less than 4 agreed more with the 

Hadamard-Rybezinaki theory. Their drops had 

internal circulation because they used large dropa. 

It has been shown that larger drops circulate more 

readily than smaller drops and this will be 

discussed in the next chapter. BOBD(14) and BOND 

and NEWTON(15) also reported that the velocity of 

fall of small drops which were not circulating 

agreed with the Stokes theory, whereas the velocity 

of fall of larger drops with internal circulation 

agreed well with the Hadamard-Rybczinski theory. 

There are no reports in the literature of results 

for drops which agree with the Oseen theory 

although MOLLER(118)ls results for solid spheres 

did agree with this theory for Re <0.6 
. Thus it 

appears from the literature that the Stokes and 

the Hadamard-Rybczinski theories are sufficient 

to predict the terminal velocity at low Reynolds 

numbers for drops with and without a rigid interfacep 

respectively. 

At somewhat higher Reynolds numbers a boundary 

layer approach was used by LLVICH(97). Ile considered 

bubbles rising in liquids and postulated that the 

tangential stresses vanished at the bubble-liquid 

interface and solved the Navier-Stokes equations for 

the velocity in the boundary layer. His analysis was 
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later shown by CHAO(27) to contain some error. Chao 

extended the analysis of Levich to liquid-liquid systems 

and considered equal tangential velocity components and 

equal shear stressee on the two sides of the interface, 

but he did not take the flow separation into conside - 

ration. Solving the Navier-Stokes equation he calculated 

the drag coefficient as 

0.9 (2.16) 

where b is a Property parameter given by 

ý, "3(ýI tot (2.17) 

Equation (2.16) differs from the original expression 

given by Chao. This is due to the ommision of curvature 

terms in the boundary condition in the development of 

the original expression. The correct expression given 

above was presented in a later study by WIRNIKOW and 

CHAO(178). They also considered the boundary layer 

separation to a limited extent. They calculated the 

total drag as the sum of the viscous drag and the 

pressure drag and both of these drags were expressed as 

functions of the Reynolds numberl the angle of 

separation es, and the property parameter ý which is 

defined in equation (2-17). HARPER and MOORE(62) made 

a somewhat more detailed analysis of the contribution 

of flow separation at the rear of a spherical drop to 

the drag coefficient. WIDNIKO-W and CH., ý0(178)js 

experimentally determined drag coefficients were 34 to 
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(38 higher than predicted by their theory for 

138 <Re <700. This can be attributed to the failure of 

the theory to predict an accurate pressure distribution 

within the wake region and to the droplet deformation 

which was not considered. Their experimental results 

agree to a higher degree with Harper and Moore's theory 

and in the range 150 <Re <500 the experimental reaults 

were only from 6 to 25 ý; higher than the predicted 

values. This better agreement can be attributed to 

their more accurate prediction of the pressure 

distribution at the rear of the drop and it is probable 

that the neglection of droplet deformation is largely 

responsible for the disagreement which remains. 

At higher Reynolds numbers the deformation of 

the drop is considerable and the motion is further 

complicated by the oscillations of the drop. No 

theoretical analysis has been attempted in this region 

and only empirical relationships exist between the 

gross terminal velocity, the drop diametert and the 

physical properties of the systems. A large number of 

authors(36)(39)(48)(72)(77)(86)(88)(99)(139)(165)(178) 

have reported gross terminal velocities of drops falling 

or rising in liquid systems. Considerable differences 

exist between the reported values at intermediate drop 

sizess although at higher or lower drop diameters there 

is fair agreement among the data. It has been shown by 

several authors(38)(39)(84)(100) that the presence of 
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surfactants in the system inhibits the internal 

circulation of drops and lowers the terminal velocity 

considerably and it is probable that the presence of 

trace quantities of surface active impurities accounts 

for the differences between the various experimental 

results. 

The earlier investigations used technical grade 

liquids which were contaminated with surface active 

impurities. The generalized shape of the curve of the 

terminal velocity versus the equivalent spherical 

diameter which were obtained is shown in Fig. 2.1. In 

region A of this curve, where the droplet diameter is 

relatively smallq the velocity increases with increasing 

drop diameter and coincides with the curve for solid 

spheres. This is because the drops are stagnant and 

behave like rigid spheres. At higher diameters, in 

region B1, the gross terminal velocity of a contaminated 

drop is less than that of a solid sphere of the same 

diameter. This is mainly because of droplet deformation. 

Some of the contaminated systems exhibit a maximum in 

the terminal velocity at higher diameters beyond which 

the terminal velocity decreases slightly and then 

remains constant. There have been several attempts to 

correlate the gross terminal velocities of drops in 

systems which were not specially purified. The earliest 

one is due to HU and KINTHER(72) who investigated drops 

of 10 technical-grade organic liquids of low viscosity 
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and high interfacial tensiong which were falling in 

water. They correlated the drag coefficients with the 

Reynolds number, the Weber numberf and a dimensionless 

physical property group Pq defined as 

P ?w (r 
3 

Their correlation is given by the two equations : 

X 
1-275 

for 2 <Y, 470 

(2 " 18) 

( 2.19) 

and 

. 2.37 
. 0-045 A for Yý70 (2. -20) 

where 
0.15 

(C D)VO we, P 

and 

0. 
P+0.75 

(2.21) 

(2.22) 

The break in the curve at Y= 70 corresponde to the 

peak terminal velocity. This correlation was shown by 

WARSHAY and coworkers(173) to be also valid for systems 

of low interfacial tension but to be insufficient for 

systems of high viscosity. JOHNSON and BRAIDA(77) 

modified the Hu-Kintner correlation in order to include 

the high viscosity systems, by applying an additional 

correction factor to the right hand side of 
CL 

A is the viscosity of water. equation (2.21), where fW. 

A different correlation was presented by KLEE and 
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ThEYBAL 
(86) 

who used 11 technical-grade systems which 

had a wide range of properties. They presented two 

correlationso one for each side of the peak velocity : 

For region BI in Fig. 2.1 

(c -5.18 -O. jCq ke 
z 21A V)ýO wt 

or when solved for the velocity of fall 

-045 0.58 -0.11 0.70 uoo__ 19-S ýa 6ý DEl 

and for region C' 

2AI -1.11 00 4 it (c O)CO wt, 

or when solved for the velocity of fall 

-0.56 2f 0.10 0, it 
a 

(r VoDý JA 

(2.23) 

(2.24) 

(2.25) 

(2.26) 

Equation (2-26) suggests that for large drops the gross 

terminal velocity does not depend on the drop diameter. 

This has been confirmed by other authors(72)(83). 

HAIOIATIIY 
(61) 

who used the terminal velocities reported 

by various authors obtained a correlation similar to 
I 

equation (2.26) in the form 

Ocp 
a 1.51 (2.27) 

Subsequent investigators have worked with 

carefully purified systems to eliminate the effect Of 

surfactants. The generalized shape of the terminal 

velocity versus diameter curve for purified systems is 
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given also in Fig. 2.1. in region At at small drop 

diameters it coincides with that of solid spherea and 

contaminated drops. At somewhat larger drop eizest in 

region B, the terminal velocity still increases with 

increase in drop diameter, but is higher than the 

terminal velocity of solid spheres or contaminated 

drops of the same size. This increased velocity is 

mainly due to internal circulation. Further increase in 

the size of the drop increases the drop deformation and 

decreases the velocity. At a particular size there is 

a definite maximum in the terminal velocity. Around 

this peak the drop starts to oscillate. Beyond the peak 

the gross terminal velocity decreases with increasing 

diameter and approaches the value for contaminated 

drops. 

THORSENt STORDALEN, and TERJESEN 
(164) 

who 

worked with oscillating drops in region C of Fig. 2.1, 

correlated their data for the gross terminal 'velocities 

of drops in carefully purified systems, which had low 

viscosities and high interfacial tension, by means of 

the equation 

V00 
m 

6.8 L7 

11 
(2.28) 

1.66 - At Ild +Z RCL) DE, 

Recently EDGE and GRANT(33) also worked with oscillating 

drops in carefully purified systems and in a system in 

which the continuous phase was contaminated with known 

amounts of surfactants. They showed that when a 
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concentration of 10-2 g/l of sodiumlaurylsulphate was 

present in the continuous phase, further addition of 

surfactant caused no change in the terminal velocity. 

Systems with this amount of contamination were termed 

as grossly contaminated systems and they agreed well 

with the Hu-Kintner correlation whereas drops in 

purified systems had much higher terminal velocities. 

They correlated empirically the gross terminal velocity 

with the diameter, the frequency of oscillation and 

with the values of these two variables at the transition 

from nonoscillating to oscillating drops in purified 

systems. They also correlated the transition values 

of the diameter and of the frequency of oscillation with 

the densities and the interfacial tension of the 

systems. By combining these correlations the gross 

terminal velocity was given by : 

K, Kz (2.29) 
D-S- -, %, DFII 

where K1 and K2 are functions of the densities and 

the surface tension. 
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2.2. b) Internal Circulation 

A finite viscosity and a mobile interface 

makes possible the transfer of shear stresses across 
the droplet interface. This induces an, internal 

circulation of the liquid within the drop. The internal 

circulation of spherical drops with a noncontaminated 
interface was first described theoretically by HILL (65) 

and by HADAMARD(56)(57) and RYBCZIRSKI(137). Hill 

investigated the motion of a spherical vortex in an 
ideal fluid in which viscous drag was absent. The second 
theory by Hadamard and Rybczinski examined the vortex 
induced by the presence of viscous drag in a fluid 

sphere which was falling slowly and steadily through 

another fluid. The main features of the two theories 

are as follows (Fig. 2.2) : 

a) In each investigation the velocity 

distribution was continuous across the 

interface. 

b) In Hill's model the sign of the velocity 

gradient was different on either side of 

the interface whereas in Hadamard- 

Rybczinskils model the sign of the velocity 

gradient did not change across the 

interface. 

The velocity distributions which were predicted by the 

two theories are shown in Fig. 2.2. In both models the 

velocity distribution profile in the drop was quadratic 
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with respect to the distance from the center. On the 

equatorial plane of symmetryo at a distance of R/r2 

from the center of the sphere, there was a ring of zero 

velocity which is called the stagnation ring. In Hill's 

model the maximum circulation velocity, which occurred 
in the largest closed streamline, was 1.5 times the 

velocity of travel through the medium whereas in the 

second model it was always less than half of the 

velocity of travel. It can be seen from Fig. 2.2 that 

both the Hadamard-Rybczinski model and the Hill model 

predict similar velocity distributions within the drop, 

but the external flow pattern is different. However, 

for a given velocity of fall of the drop, the 

circulation velocities will be greater in Hill's case 

than in Hadamard-Rybczinskils case. HARPER and MOORE 
(62) 

studied theoretically the internal circulation of drops 

at somewhat higher Reynolds numbers. They assumed a 

spherical droplet shape and a boundary layer around 

the drop. The vortices inside the drop were shown to be 

similar to Hill's. 

A number of authors have attempted to predict 

the onset of internal circulation. From surface energy 

considerations BOND(14) and BOND and NEWTON(15) 

postulated that the transition from noncirculating to 

circulating drops at low Reynolds numbers occurs over 

a narrow range of drop diameter and the transition drop 

diameter was found to be : 
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which corresponds to a transition BUtvO*o number of 4. 

Later HUGHES and GILLILAND(73) used a somewhat more 

refined force balance on the surface of the drop and 

gave the critical transition drop diameter at which 

the drops would be fully circulating as 

04yuns Cr (2-31) 
SM 

This corresponds to a transition Edtvbs n=ber of 

I 

The oscillation of the drop is another cause 

of the internal motion of the droplet liquid. For the 

case of streamline motion the flow pattern with no 

internal vortices was calculated by LAMB(89). He found 

that most of the motion occurs near the surface and the 

maximum velocity is at the 450 latitude on the surface. 

No authors have so far presented any experimental 

evidence of this type of internal motion. 

Indirect evidence of the internal circulation 

of drops has been available for a long timet but the 

visualisation of the flow pattern within the drop and 

the calculation of circulation velocities has been 

achieved only within the last two 
. 

decades. SPELLS 
(150) 

used the photoviscosity effect of high concentration 

glycerine solutions in water, SAVIC(141) and GARNER and 

IjAyCOCK(43) added powdered aluminium to the dispersed 
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phase and GARKER(41) and GARNER and SKLlLAND(46)(47)(48) 

used colour reactions or introduced small coal particles 

into the droplet liquid for the visualisation of the 

flow pattern within the drop. Both the Hadamard- 

Rybczinski and the Hill type of internal circulation 

were observed within the drops. BOND(14), BOND and 

hhWTON(l5)0 KINTNER and coworkers(85)p HORTON and 

coworkers(71), and GARNER and HAYCOCK(43) showed that 

the internal circulation within the drops at low 

Reynolds numbers agreed more with the Hadamard - 

Rybczinski theoryp whereas the drops of Garner and 

Haycock at somewhat higher Reynolds numbers exhibited 

an internal circulation closer to Hill's theory. This 

is to be expected because at lower Reynolds numbers the 

viscous drag is appreciable and Hill did not consider 

the effect of the viscous drag on the internal 

circulation of the drop. 

It was also found experimentally that as the 

drop diameter is increased there is not a sharply 

defined change from a noncirculating to a circulating 

drop and that over a range of drop sizes a drop will 

be partly circulating. GARNER and IIAYCOCK(43) showed 

that the fraction of the volume of the drop which was 

circulating increased as the drop Reynolds number was 

increased. They showed that the internal circulation 

was more readily established when the interfacial 

tension was decreased or the continuous phase viscosity 
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was increased, but they also showed that the presence 

of impurities had an additional effect on the onset of 

internal circulation. It was found that, although the 

presence of surfactants reduces the interfacial tension 

and should therefore increase the extent of the internal 

circulation, the internal circulation was, in fact, 

reduced by their presence. Other authors 
(48)(164) 

reported similar experimental findings. This can be 

explained as follows : An the surfactant molecules are 

adsorbed at the interface they are swept to the rear of 

the drop. Therefore the surfactant concentration will 

be higher at the rear of the drop and lower at the 

front. This concentration gradient of the surfactant 

molecules produces a surface tension gradient on the 

surface of the drop which resists the transfer of 

momentum across the interface. Thus the internal 

circulation is reduced in strength or stopped, 

depending on the concentration of the surfactant. Trace 

amounts of surfactants will stop the internal 

circulation of small drops, whereas higher concentra - 

tions are needed for larger drops. 

Some authors 
(134)(139) 

reported that regular 

internal circulation appeared to atop and random 

mixing set in when the drops were oscillating. Howevert 

GARNER and SKELLAITD(48) reported one system which showed 

vigorous internal circulation although the drop was 

oscillating. The flow pattern in oscillating drops is 

still uncertain and needs to be clarified. 
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2.2. c) Drop Shapes 

Whereas at low Reynolds numbers the drops 

have a spherical shape, at higher Reynolds numbers the 

shape is distorted approximately into that of an oblate 

ellipsoid. This occurs in the range where drops have 

higher velocities than those of solid spheres of the 

same volume (Fig. 2.1). The distortion is usually 
described by the eccentricity E, defined as the ratio 

of the major axis of the ellipsoid to the minor. The 

eccentricity increases with drop size, and the drop 

looses its horizontal symmetry as the peak drop diameter 

in Fig. 2-1 is approached. The definition of E then has 

to be modified to that of the ratio of the maximum 

horizontal diameter D,, to the maximum vertical diameter 

DV : 

Dil 
ov (2-32) 

Beyond the peak diameter the drops oscillate and a mean 

eccentricity has to be used. 

Theoretical analyses of the shapes of drops 

have been made by SAITO(138) and by TAYLOR and ACRIVOS 
(162) 

who found an error in Saito's work. Both of these 

analyses dealt with drops moving at low Reynolds numbers 

and they are beyond the scope of this thesis. The only 

theoretical investigation of the shape of nonoscillating 

drops moving at higher Reynolds numbers is the 
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dimensional analysis which was made by HARPIATRY 
(61) 

. He 

found that at high Reynolds numbers the shape of 

nonoscillating drops moving freely in liquid systems 
depended solely on the E6tvbs number. A theoretical 

analysis of the eccentricities of oscillating drops has 

not been attempted. 

Experimental measurements of drop 

eccentricities, however, have been reported by a number 

of authors(14)(15)(39)(49)(61)(83)(86)(116)(175)(178). 

BOND(14) and BOND and NEWTON(15) reported eccentricities 

at low Reynolds numbers. They found that when the EUtvbs 

number was ereater than unity the drop was distorted 

from its spherical shape and that circulating drops 

were more distorted than stagnant drops. DAVIES 
(31)(32) 

gave'0.4, HARMATHY 
(61) 

0.79, and WINNIKOW and CliAO(178) 

0.2 for the critical Ebtvbs number for deformation to 

occur. This disagreement is probably due to the 

different amounts of surface active impurities which 

were present in the various systems used by these 

authors. Several authors have investigated the effect 

of surface active agents on drop distortion. GARNER and 

coworkers(41)(48)(49) found a reduction in the drop 

distortion when surfactants were present and they 

related this to the reduction in internal circulation. 
These authors suggested that if the interface is not 

contaminated with surfactants the internal circulation 
is greater and this causes an increased centrifugal 
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effect which leads to increased deformation of the drop. 

Several authors(38)(39)(178) also reported similar 

effects of surfactants. However, YIELHUS and TERJE-SEN(116) 

reported increased deformation when surfactants were 

present. The difference in the results of Garner and 

coworkers and Melhus and Terjesen is probably caused by 

the differences in the degree of contamination which 

were present in their systems. In Garner's systems the 

degree of contamination was low and therefore this had 

little effect on. the surface tension but had a large 

effect on the internal circulation. Thus their 

contaminated drops were less distorted than their pure 

drops. However, in Dielhus and Terjesen's systems the 

concentration of the surface active agents was high, 

which lowered the surface tension considerably and 

allowed the drops to deform and this more than 

compensated for the decreased deformation resulting 

from the decreased internal circulation. Also EDGE and 

GRANT(37) showed that the presence of surfactants 

decreases the eccentricity of 1,2-dichloroethane drops 

falling in water. However, when a concentration of 

10- 2 
g1l of sodiumlaurylsulphate was present in the 

continuous phasel further addition of surfactants 

caused no change in the pecentricity of the drops. The 

reduction in the interfacial tension at this 

concentration was about 2.91o which is small compared 

with those in the contaminated systems which were used 

by Dielhus and Terjesen. 
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The dependence of the drop eccentricity on 

the Ebtvbs number, as predicted by IIARMATHY(61), has 

been reported by various authors. Harmathy's 

semiempirical correlation between the eccentricity and 
the Ebtvbs number has the form : 

13 0.6 
- -ý c 0.4 49( Eo"ýlz (2-33) 

E 113 
However, the agreement of this correlation with the 

published data on eccentricities is very poor. This is 

because to obtain equation (2.33), Harmathy used drag 

coefficients which were obtained for contaminated 

systems and for liquid-gas systems with very low or no 

internal circulation. He also included systems where 

the drops were oscillating and it is doubtful whether 

the mean eccentricities of oscillating drops can be 

correlated in the same way as the eccentricities of 

nonoscillating drops. A simpler correlation was obtained 

by WELLEKt AGRAWAL, and SKElLAhD(175) as : 

0.12,9 Eb (2-34) 

These authors used the eccentricity data for nonoscil - 

lating drops in 45 systems. This correlation also 

cannot be applied to specially purified systems, because 

it was based on contaminated systems which had little 

or no internal circulation. This can be seen from the 

fact that equation (2-34) is similar to correlations 

obtained by other authors(40)(45)(132) who investigated 

the eccentricities of stagnant drops falline in air. 
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WINNIKOW and CHAO(178), howeverg worked with liquid- 

liquid systems which were specially purified and showed 

internal circulation. These authors also obtained linear 

relationships between the drop eccentricities and the 

Ebtvbs number for various systems but the linearity 

constant was much higher than the one given by Wellek, 

AGrawal and Skelland in equation (2-34) and it also 
#1 increased with decreasing property parameter b, which 

is defined in equation (2-17). Winnikow and Chao 

associated small values of 
e with more vigorous internal 

circulation. This again suggests that increased internal 

circulation increases droplet distortion, as suggested 

by Garner and coworkers. 

There is very little data on the mean 

eccentricities of oscillating drops. KEITH and HIXSON(83) 

KLEE and TREYBAL 
(86) 

, and ELZIRGA and BANCHERO(39) 

found that the eccentricity of oscillating drops in 

systems which were not specially purified was propor 

tional to the equivalent spherical diameter. Their 

calculations of the mean eccentricity of oscillating 

drops was very dubious because they were based on rough 

averages of maximum and minimum distortions obtained 

from a number of still photographs of different drops 

of the same size. The scatter of data was also very 

large. EDGE and GRANT(38), howevert calculated a mean 

eccentricity equal to the ratio of the average DH to 

the average DV over 5 complete oscillation cycles. 
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They also obtained a large scatter for the eccentricityt 

but the eccentricity seemed to be independent of the 

equivalent spherical diameter. It can be concluded 

that there is poor agreement in the literature on how 

the mean eccentricity of oscillating drops changes 

with the equivalent spherical diameter. Thin is mainly 

because of the difficulty in measuring the mean 

eccentricity. 
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2.2. d) Drop Oscillations 

In a given system as the size of the drop is 

increased, a size is reached at which the drop is 

deformed and assumes generally an oblate ellipsoidal 

shape. Such a shape is unstable in low viscosity fields, 

and the drop will oscillate. For small drop sizea these 

oscillations are axially symmetric periodic changes 

between a more oblate form and a less oblate form 

although they are commonly referred to as oblate-prolate 

oscillations. Larger drops, however, fall through the 

continuous phase in an erratic oscillatory motion. This 

type of oscillations is described as random wobbling. 

There have been no theoretical studies of the 

frequency or of the amplitude of oscillation of a drop 

moving in a fluid. However, there have been several 

studies of the small amplitude oscillations of drops 

at rest. The surface-tension oscillations were first 

considered by RAYLEIGH(130). He ommitted the effect 

of the continuous phase and obtained for the frequency 

of oscillation : 

2 
COn n(n -i)(n+z) (2-35) 

This analysis was later extended by LAM 
(89). 

Ile took 

the density of the continuous phase into consideration 

and obtained for the frequency of oscillation : 
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z=1 
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iT 
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817 (2-36) 
0 

which reduces to Rayleigh's result if %. ý 0. The first 

mode of oscillation which can be observed experimentally 

is for n=2. This is the case of ellipsoidal deformation 

and the frequency is given by : 

(2-37) 

The frequency of oscillation calculated from equation 

(2-37) will be subsequently referred to as "Lamb's 

frequency of oscillation". 

The most extensive analysis of small amplitude 

oscillations of a drop at rest in another fluid has 

been carried out by MILLER and SCRIVEN(117) who took 

the viscosities of both phases into consideration. They 

obtained an equation for the frequency of oscillation 

which c*ould only be solved numerically except for a 

number of special cases. For the limiting case of low 

viscosity they obtained for the primary mode of 

oscillation : 

wIw 
It 

- CAYV (2-38) 

where 

11 
tit 

ft7 ( Md moý ?d ? 
CX wvl w- (2-39) 

For the case of two inviscid liquids (pd 0) equation 

(2-38) reduces to lamb's solution. 
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At the larger amplitude of oscillationa which 

occur with the larger sizes of drops it has been found 

that the frequency of oscillation decreases as the 

amplitude is increased. SCHROEDER and KINTNER(146) 

attempted to describe this effect by considering an 

amplitude factor b, defined as A 

bA-z 1- 
DVjf4Qj - DVRfifI 

z0 
(2-40) 

, "VI 
Using a procedure which was similar to Lamb's they 

obtained for the frequency of oscillation : 

lit X 
(2-41) 

For small amplitude oscillations bAtends to unity and 

equation (2-41) reduces to Lamb's solution. The authors 

were not able to determine the amplitude factor bA 

theoretically. There have been no other attempts at a 

theoretical analysis for large amplitude oscillations 

of drops. 

Several authors(25)(36)(37)(38)(39)(43)(48) 
(72)(73)(77)(86)(99)(134)(139)(146)(164)(178) 

reported 

the existence of steady-state nondamping oscillations 

for drops movine in a liquid continuous phase. The 

onset of these oscillations has been found to occur 

near the peak terminal velocity in Fig. 2.1 and at a 

critical transition Weber number. HU and KINTIIER(72) 

gave a value of 3.58, and WINNIKOW and CIIAO(178) 4.08 

for this transition Weber number. EDGE and GRAVT(36) V 
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however, showed that the transition occurred at a break 

in the plot of the Weber number against the Ohnesorge 

number. They found that the transition Ohnesorge number 
is predicted satisfactorily when the transition 

equivalent sherical diameter is given by the equation 

0.16-t 
A I? d)"4 

(2-42) 

There are few authors who reported detailed 

measurements of the frequency and the amplitude of 

oscillations. SCHROEDER and KINTNER(146) correlated the 

amplitude coefficient bAgiven in equation (2-40) with 

the equivalent spherical diameter as : 

0.125 
b4z 0-805 DEl (2-43) 

The amplitude data was scattered considerably, but they 

obtained consistent measurements for the frequency of 

oscillations which agreed with equation (2-41) with an 

average error of + 9.01 %. The systems which were 

investigated by Schroeder and Kintner were not specially 

purified before use and were probably contaminated. 

Specially purified systems were investigated 

by THORSEN, STORDALEN, and TERJESEII(164). They correlated 
the drop Strouhal number with the physical constants of 

the systems. The Strouhal number appeared to be a 

constant and was a function of the densitiea only : 

Sr, 0.535 - 0.324 AT (2.44) Rd 
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Constant Strouhal numbers were also obtained by EDGE 

and GRANT(36)(37)(38). They presented measurements of 

the frequency of oscillations for five carefully 

purified systems and for one system contaminated with 

a surfactant, to various degrees. They were able to 

correlate their data for the frequency of oscillation 

in purified systems as : 

0.695 
(aqlqdP D4, 

(2.45) 

The frequency of oscillation was higher for grossly 

contaminated systems and agreed with the Schroeder- 

Kintner correlation. 

Mechanism of Oscillations 

There has been much speculation both about 

the onset of the oscillations of drops and on the 

maintenance of these oscillations. In the literature 

there is no agreement on the stage at which a drop, 

which is falling from rest, starts to oscillate. 

HUGHES and GILLILAND(73) reported that the oscillations 

were started by the elongation of the drop at the 

forming tip. SCHROEDER and KINTNER(146), however, 

observed that tip-induced oscillations tended to die 

out. WINNIKOW and CHAO(178) observed that the natural 

oscillations of drops didnft start immediately after 

detachment from the tip but at some distance from it 

and this distance was shorter for larger drops. 
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Several authors related the initiation and 

the maintenance of oscillations to the shedding of 

vortices in the wake behind the drop. SCHROEDER and 

KIMNER(146) and THORSEV, STORDALEN, and TERJESEN( 164) 

considered that a vortex trail must be present if there 

is to be a driving mechanism for the oscillations. 

SCHROEDER and KINTNER considered by analogy an undamped 

spring which was perturbed by a continuing outside 

force and oscillated at or near its natural frequency 

as long as the sustaining mechanism was present. They 

suggested that a drop with a vortex trail had a 

sustaining mechanism and would oscillate at or near its 

natural frequency. However, they gave no details of the 

sustaining mechanism. Thorsen and coworkers claimed 

that the shedding of the wake into the outer stream 

created a pulsating pressure distribution over the 

surface of the drop which was considered to be the 

driving mechanism for the oscillations of the drop. 

Once the oscillation had started there was an interaction 

between the interfacial tension force trying to conserve 

the spherical form of the drop, and the pulsating 

pressure distribution over the surface. DAVIES(33) 

suggested that when the frequency of wake shedding was 

equal or close to the natural frequency of drop 

oscillations this would create a resonance and would 

lead to a periodic building up and damping out of the 

drop oscillations. EDGE and GRANT(37), howeverg found 

that the frequency of drop oscillations both determined 



-39- 

and was equal to the frequency of wake shedding. 

2.2. e) Drop Wakes 

When a drop moves through a continuous phase 

disturbances occur in the continuous phase behind the 

drop. These disturbances are usually referred to as the 

wake. Also immediately adjacent to the rear surface of 

the drop there may be a region which contains a 

quantity of the continuous phase and which moves with 

the drop. This region is usually referred to as the 

attached wake. 

The theoretical determination of the flow 

patterns around fluid objects is usually difficult. The 

nonlinear Kavier-Stokes equations (2.8) need to be 

solved with the appropriate boundary conditions. A 

general solution is not possible and only approximate 

solutions can be obtained when simplifying assumptions 

are made. 

The symmetrical flow pattern around spherical 

drops at low Reynolds numbers was calculated by STOKES 
(152)(154). He ignored the inertia terms in the 

Navier-Stokes equations. Later OSEEN(123) considered 

the inertia terms to a limited extent and obtained a 

nonsymmetrical flow pattern. Oseen's solution of 

linearized Navier-Stokes equations has been improved by 
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McHUGHI"'J. These solutions were limited by the 

GOLDSTEIN(51), TOMOTIKA and AOI(170), and PLARCEY and 
(, I or, I 

linearizing approximations to Reynolds numbore below 2. 

It was also assumed that there was zero velocity at 

the interface. HADAYIARD(56 ) 
and RYBCZINSKI(137) 9 

however, calculated the flow pattern around spherical 

drops which were moving at low Reynolds numbers in a 

continuous phase and for which there was a finite 

velocity at the interface. Under the creeping flow 

condition, which was assumed by all the above mentioned 

authors, the flow does not separate from the interface 

so that there is no attached wake at the rear of the 

drop. 

At higher Reynolds numbers the inertia terms 

a 

in the Navier-Stokes equations become more important 

and a solution has not been obtained for drops. However, 

the flow pattern has been calculated for the flow 

around rigid spheres at moderate Reynolds numbers and 

these flow patterns have provided a useful starting 

point for examining the wakes found experimentally 

behind drops. 

In solving the Navier-Stokes equations for 

the solid sphere important simplifications are poosible, 

although at moderate or high Reynolds numbers 

approximate methods are still necessary. A discussion 

of the methods which have been used to solve the 
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Navier-Stokes equations for the flow of fluids around 

a rigid sphere at moderate and high Reynolds numbers is 

outwith the scope of this thesis and the reader is 
(81)(82) (163) 

referred to papers by KAWAGUTI(80) 9 THOM 

ALLEN and SOUTEWELLO), LISTER(101)g JENSON(75) f 
HAMIELEC , HO. MIAN and ROSS 

(58) 
9 SPALDING and PATAUKAR 

(149). 
and RIMON and CIUMG(133). 

Wakes behind solid-spheres : 

The flow around solid spheres has been well 

established experimentally. At low Reynolds numbers the 

flow is symmetrical as predicted by Stokes. As the 

Reynolds number is increased the upstream-downstream 

symmetry is lost as predicted by Oseen. At a critical 

Reynolds number the flow separates from the interface 

forming an attached wake at the rear of the sphere. 

This critical Reynolds number was found experimentally 

to be 1 by BOND(13), between 8.15 and 23.5 by NISI and 

PORTER 
(121) 

, 14 by GARNER, JENSON, and KEEY(44), 21 by 

GARNER and SKELLAND(48). 24 by TAVEDA(156)(157)(158) ' 

and above 720 by WILLIAMS(177). As the Reynolds number 

is further increased the attached wake increasea in 

size and the circulation within the wake gains in 

strength. There is no change in the general flow pattern 

except for the advance of the separation ring towards 

the equator of the sphere. At a certain Reynolds 

number the attached wake becomes unstable and starts 
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to oscillate about the axis of the motion. Part of the 

attached wake is also shed periodically and the wake 

has some similarity with the Karman vortex street 

behind a cylinder. The critical Reynolds number for this 

transition was found to be 130 by TANEDA(157), 150 by 

JOHhSTONE and WILLIAMS(78), 200 by NEI, Vyj(120) ýE t 270 by 

GOIDBURG and FLORSHEIM(50), between 480 and 520 by 

GARNER and GRAFTON(42) p 450 by MOLLER(118)t 500 by 

SCID-IIEDEL(144) . 

The periodicity of the vortex shedding has 

been measured by several authors and usually has been 

presented in the form of Strouhal number. Strouhal 

numbers for solid spheres have been reported by 

PIOLLER(118) , SCHMIED. E,, 
(144) 

9 GOLDBURG and FLORSISIM(50) 

and WIM(179). The shedding of vortices was described 

in detail by Mbller. Up to a Reynolds number of 1000 

the vortices which were shed were linked together to 

form a vortex chain. At Reynolds numbers greater than 

1500 only discrete vortices were observed which formed 

a vortex street. These vortices were unstable, and 

they joined together to form periodic balls of vorticity. 

mller was able to give Strouhal numbers for this 

periodicity as well. SCHMIEDI; L(144) found that 

the periodic discharge of vortices from the 

attached wake occurred in the range 500 <Re <1000* 

Howevert GARRER and GRAFTOb(42) observed the shedding 

well above a Reynolds number of 1000. GOLDBURG and 
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FLORSHEIM(50) observed irregularities in the shodding 

of the wakes at and above a Reynolds number of 650. 

Above this Reynolds number the wake was asymmetric. 

There is obviously a large discrepancy 

between these reported values of the critical Reynolds 

numbers for the attached wake formation and for the 

wake shedding. These authors used different designs of 

apparatus and different experimental methods in making 

the wakes visible. Also different methods were used 

to move the spheres in the fluid and only some of these 

allowed side to side motion of the sphere to occur and 

each method had a different effect on the flow profile. 

The turbulence in the continuous phase and the walls 

of the container also could effect the flow pattern. 

Also the Reynolds number based on the diameter of the 

sphere as the characteristic length is probably not an 

adequate criteria for dynamical similarity in the wide 

range of systems considered above. These could explain 

the discrepancies mentioned above. 

Wakes Behind Liquid Drops : 

The flow and wake patterns at low Reynolds 

numbers have been observed by GARNER and coworkers 
(41) 

(43)(48)(49) 
, and by SATAPATHY and SMITH(139). GARNER 

and IIAYCOCK(43) and Satapathy and Smith observed that 

for Reynolds numbers less than 1 the flow pattern 
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agreed well with the Stokes theory. Nonsymmetrical 

flow patterns were observed between Reynolds numbers 1 

and 4 by Satapathy and Smith. The first attached wake 

formation was reported to occur at various critical 

Reynolds numbers :4 by Satapathy and Smith, below 10 
106) (41) by MAGARVEY and BISH02( , at 20 by GARNER 

between 19 and 23 by GARNER and SKULANDk48). As the 

Reynolds number was further increased the size of the 

wake increased. Contamination of the interface decreased 

the inte: tnal circulation which resulted in a movement 

of the separation ring towards the equator of the drop 

and also in an increase in the si-ze of the attached 

'BAN(49) wake. This has been observed by GARNER and TAYL 

and by ELZINGA and BANCIIERO(39). 

Satapathy and Smith. observed that above a 

Reynolds number of 40, the wake lost its stability and 

started to oscillate from side to side, and at a 

Reynolds number of 45 it started to break up on 

alternating sides of the drop. There is some 

disagreement in the frequencies of the wake shedding. 

WINNIKOW and CHAO(178) found that the wake shedding 

frequency was up to 70ýo higher than the droplet 

frequency of oscillation the difference being greater 

for smaller drops. EDGE and GYANT(37), however, were 

not able to find any difference between the two 

frequencies and in trying to explain Winnikow and 

Chao's findings they pointed out that the latter 
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investigators obtained their results from single still 

shadowgraphs and not from cine-films and were therefore 

probably in error. 

As in the case of solid spheres there is 

disagreement in the reported values of the critical 

Reynolds numbers for the onset of the separation of the 

flow. It is in fact difficult to decide visually when 

an attached wake is formed at the rear of a drop and 

it is a matter of personal opinion. The use of dyes for 

the visualisation of the wakes and also the extraneous 

impurities which are present in the systems also effect 

the internal circulation and this in turn effects the 

wake formation. Two more sources of disagreement need 

to be taken into consideration when comparing various 

results. The critical Reynolds number is defined as 

Uoo D (2.46) 
JA 
0ý 

I 

crit 

where ?, and t-. 4 are the density and viscosity of the 

continuous phase, respectively, and 
luaolcýrit the 

critical velocity of the drop relative to the ambient 

fluid. GARRER and coworkers(41)(43)(48)(49) and 

WINEIKOW and CIIAO(178 ) defined 
[01crij 

as the 

equivalent spherical diameter of the drop at the onset 

of separation. SATAPATHY and SMITH(139) and MAGARVEY 

and BISHOP 
(106 ) defined it as the maximum diameter D. 

of the drop in a horizontal plane. Secondly the use of 

a critical Reynolds number as defined in equation(2-46) 



-46- 

does not take into account the differing physical 

properties of the drop phase liquids which were used 

by the various authors. 

'Wake Classification : 

It is convenient to classify wakes according 

to the nature of the motions set up in the continuous 

phase far behind the drop. Although the motion within 

the attached wake at the rear surface of the drop 

determines the trail far behind, these motions are 

much more difficult to observe. 

MAGARVEY and coworkers 
(105)(106)(107)(109) 

p 

who used unpurified systems, described in detail and 

classified the droplet wakes at some distance behind 

the drop. They recognized six distinct and reproducible 

trail configurations for the range of stable drop sizes. 

The classes and the range of Reynolds numbers 

corresponding to each class are indicated in Table 2.1. 

The line of demarkation was not sharp between any two 

classes. The trail left by the moving drop was a single 

thread regardless of separation, provided the Reynolds 

number was less than 210. The double thread 

configuration, characterized by the Reynolds numbers 

between 210 and 270, was accompanied by an asymmetry 

of the attached wake. In the Reynolds number range of 

270 to 290 the wake appeared as double thread 
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Wake 
Class 

range of 
Reynolds number 

Nature of the wake 

0- 210 Single thread 

210 - 270 Double thread 

111 270 - 290 Double thread with waves 

IV 290 - 410 Procession of vortex loops 

V 290 - 700 Double row of vortex rings 

Vi 700 - 2500 Asymmetrical wake J 

Table 2.1 Wake classification of MAGARVEY and BISHUP 
(106) 
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characterized by equally spaced wavy disturbances. Thin 

range was considered as a transition to the next class. 

Above a Reynolds number of 290 two distinct wake 

patterns were observed. These were classified as either 

class IV or class V wakes and whichever pattern occurred 

seemed to be a matter of chance and the authors 

suspected that the initial conditions determined which . 
class of wake was formed. Class IV wakes were observed 

up to a Reynolds number of 410 and were characterized 

by a series of vortex loops connected by an intricate 

system of vortex filaments. Class V wakes were observed 

up to a Reynolds number of 700 and consisted of a 

double row of vortex rings. These rings all moved at 

the same acute forward angle with the line of fall of 

the drop and there was a perfect symmetry. Above a 

Reynolds number of 700 the symmetry was lost and the 

discharge of one element did not initiate conditions 

which led to a discharge from the diametrically 

opposite side of the wake axis as was the case with the 

class V wakes. This classification has been adopted by 

several authors although the Reynolds number ranges 

marking the classes were disputed. DIMIAN and 

RUCKEYSTEIV05) and MUNTEAN, DIMIAN, and HRISTESCU 

obtained different Reynolds number ranges to mark the 

wake classes, higher or lower ones depending on the 

method used to make the wakes visible. The disagreement 

in the Reynolds number ranges is probably because of 

interfacial contamination and therefore these reaults 
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are only of qualitative importance. 

WINNIKOW and CliAO(178) investigated the wakes 

behind drops in purified systems. They observed 

threadlike wakes at Re = 805 and class III wakes at 

Re = 660. This shows that the Reynolds number alone is 

not sufficient to determine the wake classes for 

purified systems. The change in the wake class was 

found to depend on the Reynolds number as well as on 

the property parameter b%hich is defined in equation 
(2-17). This property parameter was considered as a 

measure of the internal circulation. 

EDGE and GRANT(37) who also used specially 

purified systems considered only 5 wake classes. These 

wake classes are listed in Table 2.2 and illustrated in 

Fig. 2-3. The transition from one wake type to the other 

was not sharply defined and at certain drop sizes the 

wake resembled a mixture of two wake classes. 

Transition of the wake structure from a thread-like 

wake to a vortex street was related to a transition 

Ohnesorge number. 
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Class Description 

.I 
honoscillating drop. Single thread walce. 

II Drop oscillating with small amplitude. 
Single thread wake with pulses. 

Drop oscillating vigorously. Chain of 
vortices formed along the axis of fall. 

Drop oscillating vigorously and falling 
IV in a zig-zag path. Vortices shed on 

alternate sides of the vertical axis. 

V Random wobble of the drop. Irregular 
detachment of vortices. 

Table 2.2 Wake classification by EDGE and GRANT(37) 

IV 
Fig. 2.3 Illustration of the wake classes 
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2.3 INITIAL HYDRODYNAMICS 

There hasbeen little investigation of the 

hydrodynamics of accelerating drops. The main studies 

which have been made are on the velocity of fall and 

there are also some observations on the wakes behind 

accelerating drops. There does not appear to be any 

research on the shapes or on the frequency of 

oscillations of accelerating drops. 

2.3. a) Velocity of Fall 

There have been a number of theoretical 

studies on the velocity of fall of accelerating drops. 

For the accelerational motion of a drop falling through 

a stagnant continuous phase of infinite extent a force 

balance gives : 

du vi ed u-, - vi KcDA (2.47) Z 

This equation has been solved by LAPPLE and SIMPHERD(91) 

for the velocity of fall of spherical drops at low 

Reynolds numbers. The solution can be given in the form 

Ua (VOO)Stl I- RAP(- ?d D" 
t)] (2-48) 

where 
(Uco)G. 

L is the Stokes velocity given in equation 

(2.11). To obtain the equation (2-48) they assumed the 

drag coefficient CD in equation (2.47) to be given by 

the equation (2.12). For higher Reynolds numbers they 
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assumed the drag coefficient to be constant throughout 

the accelerational, period and to be equal to that in 

the terminal period of fall. The solution is then 

given by : 
7--o% 

- -ip. % 
-4ý6-Hda- -110`80-1111ý' 1 (2-49) 

The assumption, that the drag coefficient is constant 

and equal to that in the terminal period is not based 

on any theoretical reason and it is very doubtful. 

In the acceleration period there is a 

resultant force on the drop which varies with time, and 

the momentum produced by this force is distributed 

between the drop and the surrounding medium. This will 

give rise to an effect which is equivalent in a 

nonviscous medium to an increase in the effective mass 

of the drop. STOKES(151)(153) and later LAIIB(89) showed 

that for a spherical drop the increase in the effective 

mass is equal to half of the mass of the medium 

displaced by the drop. If this is taken into 

consideration equation (2-47) is transformed into 

2 du CL Vt A (2-50) 

This equation has been solved by HU and KINTIIER(72) 

who assumed that the drag coefficient in this equation is 

constant and equal to that in the terminal period. They 

found that thevelocity of fall is given by : 

U 
-m 

U00 funh Aý ? 0, 
ýct 1 

i -7: E: - 
ý? 

d+-? 107' 
ýdt 

-r 
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This equation takes into consideration the effect of 

the acceleration on the velocity of fall only to a 

limited degree. Improved analyses on the accelerational 

velocity of fall were made by BASSET (6)(7)(8) 
P 

PICCIATI 
(126) 

and BOGGIO(11) for noncirculating drops 

and by PEARCEY and HILI( 124) for circulating drops. 

These analyses are tedious to use and are limited to 

nonoscillating drops. The hydrodynamics of accelerating 

drops which are oscillating is complex and no author 

has attempted to analyse theoretically the motion of 

these drops. 

Experimental investigation of accelerating 

particles has been made mainly in the fields of solid 

spheres falling both in air and in water and water 

drops falling in air. Reported accelerational drag 

coefficients were much higher than the corresponding 

terminal drag coefficients 
(1)(2)(30)(103)(104)(145)@ 

SCHMIDT(145) fitted his velocity versus time data to a 

curve which is given by the equation : 

uz VQOO -C 
+L 

where C is a constant. 
(2.52) 

The accelerational drag coefficient is calculated from 

equation (2-52) as : 

Co'ý (C 0V' 
[I 

ý 
Ld C (Voo U 1ý00 7 aý (2.53) 

LUNNOII(103)(104) gave for the accelerational drag 

coefficient : 
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ZZ 
(C 4b0 dU 

(2-54) TmU, W 

where m is the mass of the sphere and b the "carried 

mass" which is a measure of the increase in the 

effective mass mentioned earlier. In Lunnon's 

experiments b varied between one half and twice the 

displaced mass. The equations (2-53) and (2-54) show 

that the accelerational drag coefficients are higher 

than the terminal drag coefficients and vary with time. 

Thus the assumption of constant drag coefficients 

during acceleration which was made to obtain equation 

(2-49) is not valid. 

Two authors using widely different systems 

observed an oscillation in the velocity against time 

curves. This occurred before the terminal velocity was 

reached. SCHPIIDT(145) observed this phenomenon with wax 

spheres falling through water and with rubber balloons 

rising in air, and LAWS(92)(93) recorded it with water 

droplets falling through air. In Schmidt's case there 

was a maximum in the velocity which was followed by a 

minimum before the terminal velocity was reached. The 

maximum was less than the terminal velocity in most of 

the cases. To investigate this he looked at the wake 

pattern behind the spheres by wetting them with a 

coloured dye solution. He observed that at a time 

corresponding to the above minimum in the velocity 

versus time curve the first shedding of the wake 
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occurred. Schmidt concluded that the increase in the 

volume of the wake before shedding was reducing the 

kinetic energy of the sphere and correspondingly its 

velocity. In Laws' case, above a certain drop size the 

velocity overshot the terminal -velocity and then 

decreased to the terminal value thus exhibiting a 

maximum. laws suggested that the drop distortion was 

lower at this maximum, than in the terminal region and 

that this accounted for the lower air resistance. 

However, he had no experimental evidence to 

substantiate this view. 
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2.3. b) Wakes 

There does not appear to be any theoretical 

analysis of the formation of the wake behind 

accelerating drops and only the simpler cases of oolid 

spheres or circular and elliptical cylinders have boon 

analyzed. These deal mainly with the growth of a wake 

behind the body after impulsive start of motion or 

during a motion with constant acceleration. The point 

at which separation first occurs was found to coincide 

with the downstream stagnation point by BOLTZE( 12) for 

a sphere after impulsive start of motion, by BLASIUS(10) 

for a circular cylinder both after impulsive start of 

motion and for a motion with constant acceleration. 

However, for elliptic-cylinders in impulsive flow 

G6RTLER(53) showed that the attached wake was formed 

forward of the rear stAgnation point when E 2/f3l 
* 

Experimental investigations have been 

concerned mainly with the wakes behind solid spheres 

and circular cylinders. For spheres falling in water 

SCHMIDT(145) observed that the first boundary layer 

separation occurred at some point forward of the rear 

stagnation point. However, the boundary layer 

separation was shown by SCHWABE(147)(148) , GOLDSTEIN(52) 

and SCHLICHTING 
(143) to occur first at the rear 

stagnation point for cylinders during constant 

acceleration, as suggested by BLASIUS(10). 
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The evolution of a wake behind an 
accelerating liquid sphere was observed by MAGARVEY 

and BIACKFORD(108). Firstly a threadlike wake was 

formed which separated somewhere near the rear 

stagnation point the exact position of which could not 

be determined. Secondly a wake with vortex loops was 

formed which separated forward of the rear stagnation 

point and then the separation point moved towards the 

rear of the drop during the growth of the wake. They 

observed that the transition wake patterns which were 

found with accelerating drops were different to the 

wake types which were found in the terminal region. 

However, they did not give details of their results 

or of their experimental technique. 
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2.4 BREAKUP OF DROPS 

The breakup of drops has been observed in 

widely varying systems. Similarities between these 

systems, howevert do exist, and three basic types of 

breakup have been classified by HINZE 
(68) 

. These are 

the breakup of drops in a viscous liquid flow, the 

breakup of drops in a gaseous flow, and the breakup of 

drops which occurs during emulsification in turbulent 

flow. Theoretical studies of the mechanism of droplet 

breakup have been made mainly in two of these fields 

drops in a steady viscous sheared motion and drops 

falling in air. The first of these has been analysed 

using a procedure based on Rayleigh's theory for the 

breakup of a liquid column and is for that reason of 

some relevance to the present work. The second type of 

breakup is also of some relevance as it has been 

observed that liquid-liquid systems which have low 

interfacial tension often break up in a manner similar 

to the breaking of liquid drops falling through air. 

There does not appear to be any theoretical analysis 

of the mechanism of the breakup of drops falling 

freely through another phase, although there have been 

several experimental studies of these systems. 
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2.4. a) Breakup of Drops Balling in Air 

During its free fall in air a breaking drop 

flattens and it then forms into a rim with a thinner 

section that extends behind like a bag. Then the bag 

bursts into a fine spray of very small droplets 

leaving a ring'behind which then disintegrates into a 

circle of several droplets. This bursting process is 

often described by the term "bag breakup" and was first 

observed by 1, ENARD(94)(95) and HOCHSCH4ENDER(69) and 

subsequently by LANL(90) and DIAGARVEY and TAYLOR(110) 

XLUSEVER(87) explained this bag-type deformation of the 

drop from pressure-distribution considerations. lie 

proposed that if the balance between the surface 

tension pressure and the dynamic air pressure is 

disturbed so that the latter is much higher the drop 

will disintegrate. This explanation was also supported 

by TRILBNIGG(172) and LITTAYE 
(102) 

and it suggests that 

breakup occurs when the Weber number exceeds a critical 

value. HINZE (66)(67) 
showed that this critical Weber 

number depended both on the variation with time of the 

dynamic forces and on the viscosity of the droplet 

liquid. He found that for the case of freely falling 

water drops in still air the critical Weber number was 

approximately 10. This is somewhat higher than the 

value of 2.3 which was suggested by LIVICH(16) from 

theoretical considerations of the breakup of drops in 

an air flow. 
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Although this is the only type of breakup 

which has been reported in any detail for drops falling 

in air it must be borne in mind that it occurs over a 

limited range of Weber numbers. This was observed by 

LANE(90) who found that when the Weber number was 

appreciably higher than the critical value, breakup 

occurred in a chaotic way. 
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2.4. b) Breakup of Drops in Viscous Sheared Flow 

The first work on this mode of breakup is due 

to TAYLOR(159)(160)(161) who examined the deformation 

and breakup of a drop in another liquid in plane - 

hyperbolic or couette-flow conditions. He observed 

that the originally spherical drop was pulled out into 

a long narrow shape so that ultimately a long 

cylindrical column was formed which finally broke up 

into droplets. This observation of the cylindrical 

threads which form during the breakup led TOVIOTIYA 
(168) 

(169) to apply the theory of liquid jet stability to 

the breakup of these threads. The theory which was 

developed by Tomotika was in good agreement with 

Taylor's observations. Taylor's theory on the deformation 

of drops in viscous sheared flow was later modified by 

various authors(4)(5)(26)(135)(136)(171)0 Basing on 

these modifications KARAM and BELLIEGER(79) suggested 

that E< 1/3 for breakup to occur. His experimental 

results supported this suggestion. 
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2.4.0 Free Fall Breakup in Liquid-Liquid Systems 

Several types of breakup have been reported 

in the literature for drops falling freely through 

another liquid. KINTNER(84) and SCHROEDER and KIIýM, 'R(146) 

reported that under extreme conditionst nozzle-induced 

oscillations can be of sufficient violence to cause 

drop breakup. They also concluded that drop breakup 

is not caused by the terminal oscillations of the drop 

which are not nozzle-induced and do not decay with 

time. HU and KINTNER 
(72) 

and ELZIRGA and BA14CHERO(39) 

also observed breakup which was caused by oscillations 

of large amplitude, but they did not report at what 

stage of the fall this occurred. Hu and Kintner, using 

both dimensional analysis and force balances, suggested 

that this breakup occurs at a constant Ebtvbs number. 

From their experimental data they obtained for this 

critical Ebtvbs number for droplet breakup : 

Eo'c#,, i . 14. Z (2.55) 

or for the critical drop diameter 
5 

0.1ZO (2-56) 

In this work they used technical-grade liquids. T,. DG-, -, ' 

and GFUUT(38), however, showed that both the frequency 

and the amplitude of oscillation are effected by the 

presence of surfactants in the system. This suggests 

that equation (2-56) cannot be valid for apecially 
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purified systems. The approach of Elzinga and Banchero 

was different. They noted GUNVIS(54) proposition that 

an oscillating drop falling in air exhibits a sideways 

drift from the vertical path when the wake shedding 

frequency is equal to the natural frequency of 

oscillation and they suggested that this resonance 

could also increase the amplitude of oscillation 

thereby causing the drop to rupture. They used the 

Lamb's frequency as the natural frequency of 

oscillation and Hu and Kintner's data for the frequency 

of wake shedding. They obtained for the critical 

diameter for breakup : 
0.21 

1A 
0.78 

C. (2.57) 
? 9.71 Ul. 2r 

do 

This analysis disregards the fact that tho natural 

frequency of oscillation of drops is much lower than 

the Lamb's frequency especially at high Reynolds 

numbers when the oscillations have large amplitudos. 

Also EDGE and GRANT(37) have shown that the frequency 

of natural oscillations and the frequency of wake 

shedding are identical even for nonbreaking drops. 

The bag-type breakupt which was observed for 

liquid drops falling through air, has also been 

observed by STUKE(155) and OIBRIEN( 122) 
with liquid 

drops falling through another liquid. Droplet 

velocities in liquid-liquid systems are mucil lower 

than in liquid-gas systems and this type of breakup 
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is only possible when the interfacial tension io very 

low. and it has not been observed in the types of 

systems which are commonly in use in liquid-liquid 

extraction. 
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2.5 BREAKUP OF A LIQUID COLUMN 

The earliest investigations on the b ehaviour 

of liquid jets were carried out by BIDONI, 
(9)t 

MAGVUS(111) 

and SAVART(140). However, little of their work was 

related to the stability of cylindrical jets of liquid 

and the first investigation of consequence on the 

subject is by PLATEAU( 127)(128). He studied both 

theoretically and experimentally the stability of 

cylindrical columns of liquid and found that a fluid 

cylinder is unstable and will break up when its length 

exceeds its circumference. However, the classical work 
129), (130)(131) in this field was carried out by RAYLEIGH( 

Rayleights-Analysis of the Stability of a Liquid Column: 

Rayleigh clarified and extended Plateaulo 

theory. He considered a cylinder of inviscid, fluid and 

of infinite length. The surface of the cylinder was 

subjected to a spectrum of infinitesimal diaturbancea 

at one end and he determined the conditions under 

which these disturbances will grow. The disturbed 

surface was represented in cylindrical coordinates by : 

-r = Ir 
f (01 

Z) t (2-58) 

where f (0,7-) is small compared with The volume of 

the disturbed cylinder was assumed to be equal to tho 

volume of the undisturbed cylinder. If j(9, Z) is 
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expanded in a Fourier series 

4 col II.. 

'r r-; F OL n cos nO cm kjL kl)O (2.59) 

where U-n is the amplitude of a disturbance and 

eeT (2.60) 
Xý 

where Xi is the wavelength of the disturbance. The 

criterion for the growth of the disturbance which 

Rayleigh used was that if the surface area of the 

disturbed surface is smaller than that of the original 

cylindert then the disturbance will grow. This is 

because the surface free energy of the disturbed 

surface will then be less than the surface free energy 

of the undisturbed surface. The resulting change in 

the surface free energy per length of the columno Ae 
9 

was calculated to be for a column of radius Rc 

r'T Cr- *1 (2.61) Oc n 
C. 

. For n), l, Ac is always positive and therefore the 

system is stable when nonsymmetrical disturbances are 

present. Only when n=O, which corresponds to the case 

of symmetrical disturbances and when 

ki 2ý 0 (2.62) 

will AE be negative. If equation (2.62) is combined 
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with equation (2.60) 

A. iý2 T-1 2c, (2.63) 

Hence the jet is unstable to an axisymmetrical 

disturbance when the wavelength of the disturbance is 

longer than the perimeter of the cylinder. Thus a 

critical wavelength can be defined as 

A., r.. j . ý-, rRc, (2.64) 

All disturbance waves with a wavelength longer than the 

critical wavelength will amplify with time. Rayleigh 

assumed that all the initial disturbances were of the 

same magnitude and therefore that the wave with the 

largest growth rate was the dominant wave on the 

surface of the column and ultimately led to the breakup 

of the column into drops. He evaluated the growth rate 

of the dominant wave from energy considerations. If 

there is no net flow of fluid into the column the Gum 

of the kinetic energy and the surface free energy of 

the column will be constant. Differentiation of this 

energy balance with respect to time leads to 

V, (i (2.65) 

For axisymmetrical disturbancesq n-00 the solution of 

this equation is of the form : 

qt 
OLO IL 60 e, (2.66) 

where q is the growth rate of the disturbance given by: 
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1 
Z tr ikj£t 7ý (ikjgc, )_ (,. (2.67) 

From this equation the maximum erowth rate is obtained 

as 

0.3ki 
f 

C., -e 
(2.68) 

The wavelength of this optimum disturbance is then 

given by 

Aopi. . 1.434 (21IRc) (2.69) 

The case of a viscous liquid Jet in a vacuum 

was later considered by RAYMIGH(131). Iiis solution was 

complex but for the limiting case of a fluid with a 

high viscosity the maximum growth rate was given by 

T (2-70) qMa%% 

which occurs at ki4zO or Apt-lpc* 
. This suggests that 

when the viscosity is high the liquid cylinder does 

not tend to dicintegrate into equiapaced dropa, but 

breaks at a few widely spaced positions. The effect of 

viscosity was also investigated by ABER(174). He gave 

the maximum growth rate as : 

6R 
-- F -1 

.Ifr, 
ee-Tr", 

Mai f. x Illy cr 
I (2-71) 

and the optimum wavelength as : 
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(2-72) 
(7 

For the case of zero viscosity the equatione (2-71) 

and (2-72) do not r'educe exactly to the equations 

(2.68) and (2.69), respectively. Thin in due to the 

simplifications which were made during the derivation 

of the equations (2.71) and (2.72). The case of 

viscous jets which are flowing in viscous liquids 

has been investigated theoretivally by TODIOTIKA( 168). 

However, this investigation is only of value for 

systems which have a higher viscosity than those 

used in the prcsent work. The effect of mass transfer 

on jet stability was investigated by various 

authors 
(23)(24)(115). Rowever, in the present 

system only slight mass transfer was occurring. 

Thus the effect of mass transfer on jet stability 

is not discussed. 

Secondary Droplet Formation During Coalescence 

When a drop of liquid coaleaces at a plane 

interface multi-staged coalescence often occurs and 

the primary drop is succeeded by a secondary drop of 

smaller size or a succession of secondary drops of 

decreasing size. The phenomenon was first observed by 
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MAHAJA. Ii 
(112)(113) 

and as many as eight successiva 

stages have been observed by researchers 
(29) 

, Details 

of this phenomenon were first published by 

VESTWATER(176) . Later CHARLES and MASON 
(28) 

who used 

high speed cine photography in their investigations 

found that after the rupture of the film which 

separated the resting primary drop from the interface 

the drop drained into the lower phase. During this 

process a column of liquid was formed and it was 

suggested that the Rayleigh theory could be used to 

predict the breakup mechanism. They applied the 

Rayleigh theory making the following assumptions 

a) Thq coalescing drop drains to form a 

cylindrical column the height of which is 

equal to the diameter of the primary drop: 

DE, 1 (2.73) 

b) The liquid column drains as a cylinder 

with constant height H until the radius 

of the columik has reduced to a value Rco 

A disturbance can then grow on the surface 

of the column. This disturbance is the 

optimum disturbance which was discussed 

by Rayleigh and the wavelength of the 

disturbance is related to the dimensions 

of the column by the equation 

7L, 
091.9 - Zo (21t9c) (2-74) 



where ZO=1.434. This in the value 

predicted by Rayleigh for the ratio of the 

wavelength of the optimum disturbance to 

the diameter of the column when the column 

is of infinite length (equation 2.69). 

0) There is no further drainage during the 

growth of the disturbance so that the 

volume of the secondary drop is equal to 

the volume of the column at the start of 

the growth of the disturbance, 

The authors did not measure the height or the diameter 

of the columns neither prior tonDr during necking and 

had no experimental evidence of the validity of the 

above assumptions. Their assumptions predicted that the 

ratio of the diameter of the secondary drop to the 

diameter of the primary drop was given by : 

D, E, z 3 113 
= 0. ýz (2-75) 

E- 
(- 

Iz L) D 
11 -FV 0 

This value falls within the range 0.13-0-57 which 

Charles and Mason obtained from their experimentst but 

the average value for the first stage was 0.299 which 

is much lower than 0.42. Also measurements of the 

dimensions of the liquid column from the pictures which 

were published by the authors indicate that ZO has a 

value of approximately 0.5 and not 1.434. There seems 

to be no valid reason why the disturbance which breaks 

the column should have the same wavelength as the 

disturbance which breaks a column of infinite length. 



-72- 

2.6 METHOD OF WAKE VISUALISATION 

To observe the vortex pattern behind drops 

which are moving in a liquid phase several 

investigators (110)(139)(155)(180) 
added dyes to the 

droplet liquid and observed the transfer of the dye 

into the wakes behind the drops. However, it in obvious 

that the introduction of foreign material into the 

system changes the flow characteristics and therefore 

cannot be used in the investigation of the wake 

patterns in purified systems. 

There are methods, howevert which make use of 

the disturbances, which are already present in the 

system, to visualize the flow pattern. These are the 

interferometer, the schlierent and the direct shadow 

methods. All of these methods require that the 

refractive index varies in the region which is to be 

visualized and this is produced by heat and mass 

transfer. The methods are complementary rather than 

alternative. Lach one shows features of the flow which 

may not be clearly observed by the others. Briefly# the 

interferometer method makes use of the change in the 

. velocity of light which is caused by a change in the 

refractive index, the achlieren method makes use of the 

refractive index gradient, and the diroct shadow 

method is dependent on the second derivative of the 

refractive index. The schlieren method has been used 
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in the present work to visualize the wake patterns and 

will be examined further. 

The Schlieren Method 

When a light beam passes through a medium in 

which there is a refractive index gradient normal to the 

beam, then the beam is deflected from its path. It was 

i3hown(142) that the curvature at any point on the path 

taken by the deflected ray is proportional to the 

refractive-index gradient at that point in the 

direction normal to the ray. Two methods are available 

to detect the deflection of the light beam : the 

Toepler method(70)(142)(166) and the graded filter 

method(70). Fig. 2.4 shows the arrangement of a typical 

schlieren apparatus using the Toepler method with aZ 

layout. A rectangular light source is placed at the 

focal plane of the first concave mirror D11 and an image 

of this light source is formed at the focal plane of 

the second concave mirror "12* A knife edge in positioned 

at K so that it covers part of this image. The position 

of the knife edge measured along the axis of the light 

beam is critical and thin position is adjusted so that 

when there is no optical disturbance present in the 

working section there is a uniform illumination on the 

screen Q. When an optical disturbance is present in 

the vorking section the image of the source is 

displaced so that the illumination of the screen in the 
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region which contains the image of the disturbance is 

either decreased or increased depending on which way the 

beam is deflected by the disturbance. Only deflectiona 

of the beam at right angles to the knife edge have any 

effect on the illumination of the image; deflections 

parallel to the knife edge have no effect. 

In the second schlieren method a graded 

filter is used in the focal plane of the second concave 

mirror instead of a knife-edge. The proportion of the 

light that is transmitted changes with the 

displacement of the image of the source. The advantage 

of this method is that some indication of the 

magnitude of the refractive-index gradients which exist 

in the working section can be obtained from 

measurements of the illumination which is present at 

various points on the screen. 
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SECTION 

APPARATUS AED EXPERIMENTAL METHODS 

3.1 INTRODUCTION 

In order to visualise the wakes behind the 

drops a schlieren system was used and liquid-liquid 

systems were chosen for the experiments so that alight 

mass transfer took place between the drops and the 

continuous phase. This method of flow visualieation was 

the most suitable one for use with purified liquids 

because with the other methods which were considered 

the hydrodynamics of the drops were changed to a hieher 

degree by the visualisation method. 

The schlieren system which was used was of 

the conventional type using aZ layout except that the 

knife edge was modified. This system is described below 

in detail. 
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3.2 THE ARRARGEMENT OF THE OPTICAL SYSTEM 

The general layout of the optical eyatem io 

shown in Vig-3.1. The working section where the drops 

were observed was the horizontal part of a Q. V. F. 

crosspiece. The ends of this section were closed with 

two glass windows W, and W2 which were of schlieren 

quality. These windows were 6 inch in diameter and 1 

inch thick. 

mercury vapour discharge lamp was used as 

the lightsource. 70 volts D. C. was supplied continuously 

to the lamp. A condenser lens C was used to focuse the 

light beam to obtain a sharp image of the arc of the 

lamp at the slit S. A heat filter was positioned 

between the lamp and the lens, and a monochromatic 

filter between the lens and the slit. Arrangement was 

also made to accommodate neutral density filters 

between the lens and the slit. A screen was fitted 

around the filter holder to prevent unfiltered light 

reaching the slit. The light was reflected by two 

mirrors M1 and M2 before it passed through the working 

section. The mirror M1 was a plane one which merely 

folded the diverging light beam from the slit on to the 

mirror M 20 The mirror M2 was concave and it was, positioned 

at a distance from the alit equal to its focal length. 

Thus it transformed the diverging light beam into a 

parallel one. The parallel light beam passed through 
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the. working section on to the concave mirror M 3* This 

mirror was identical to M2 and condensed the parallel 

light beam. The light beam was then folded at a second 

plane mirror DI 4 before it converged to the focal point 

of M 3* The knife edge K was positioned at this focal 

point and the camera was set up behind the knife edge 

at a position where the diameter of the diverging light 

beam was less than the diameter of the camera lens. The 

distance between the mirror M3 and the test section was 

made approximately equal to the focal length of the 

mirror. This allowed the camera to be focussed at 

approximately infinity and thus a large depth of field 

was obtained. The light source and the mirrors Pil and 

M2 are shown in Fig-3.2 and the mirrors M3 and M4 are 

shown in Fig-3-3- 

The mirrors were of schlieren quality and 

they were always kept covered when not in use to 

prevent any dust settlement on their surfaces. The 

plane mirrors M, and M4 were 4 inch in diameter, and 

the spherical ones M2 and D13 were 8 inch in diameter 

with a focal length of 6 foot. The angles of reflection 

at the two concave mirrors were approximately 80 and 

were in opposite directions. This arrangement minimized 

the aberration caused by the mirrors. The axis of the 

light beam was set up at a height of 160 cm above floor 

level for convenient viewing. All of the mirrors, the 

optical benches which supported the light source and 
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the filters, and the knife edge were positioned on 

pillars the heights of which were adjustable. These 

pillars, which are shown in Fig-3-4, wore mounted in 

sand filled cylinders to damp vibrations and to 

minimize accidental movement of the pillars. Two large 

hardboard boxes on each side of the working section 

totally enclosed the optical system. This protected 

the system from dust and accidental damage, and also 

diminished the atmospheric thermal convection currents 

between the mirrors. These currents lead to random 

schlieren images and are therefore undesirable. 

, ING NUT 

D 

FIG-3-4 CROSS SECTION OF A PILLAR 

I 
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3.3 METHOD OF SETTING UP THE OPTICAL SYSTLM 

The plane mirror M, and the concave mirror 

M2 were placed approximately in the required positions. 

The lens, the lamp, and the slit were assembled on the 

optical bench so that the image of the arc of the lamp 

was focussed on the back of the slit. The optical bench 

was then placed so that the slit was close to the focal 

point of the concave mirror M2* Ml and M2 were arranged 

so that the light beam passed through the working 

section. This light beam was reflected back by a plane 

mirror which was positioned in the parallel light beam 

from M 2* Thus an image of the slit was formed near the 

slit. The position of the optical'bench was-changed 

until this image of the slit coincided with the slit. 

The light beam from the concave mirror M2 was then 

parallel. Then the concave mirror M3 was placed at its 

working Position and was aligned with the parallel 

light beam from M 2* The plane mirror M4 was then 

positioned so as to fold the beam and produce an image 

of the slit at K in a convenient position. The working 

section was-then viewed through the camera. The 

schlieren system was considered to be satisfactory when 

a sharp image of the slit was obtained at the plane of 

the knife edge and when the moving of the knife edge 

into the light beam darkened uniformly the field of 

view in the camera. 
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3.4 THE KNIFE EDGE 

The-knife edge which was used during the 

present work is shown in. Fig-3-5. A square glass slide 

was covered on one side only with two razor blades 

leaving a thin gap between the blades. The glass exposed 

by the gap was then vacuum coated with aluminium. When 

the razor blades were removed an opaque strip was left 

in the centre of the slide. The widdi of the strip was 

chosen so that the schlieren system operated almost in 

the dark ground mode. This type of knife edge was used 

in preferance to the conventional type because it gave 

a clearer indication of the boundary of the attached 

wake. The glass slide was then fitted into the slide 

holder with the strip vertical. A fine screw adjustment 

moved the strip horizontally in a plane normal to the 

axis of the light beam. This slide holder was fitted 

to an optical bench so that the opaque strip could be 

Positioned with great accuracy at any point in the 

Optical system. 



jo 
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3.5 TM SCHLIEREN AND SHADOW IMAGES 

In the present work slight mass transfer from 

the drop to the continuous phase made possible the 

application of the schlieren method to the 

visualisation of the wakes behind drops. The boundary 

layer separating from the surface of the drop had a 

higher density than the rest of the continuous phase 

and was visible in the schlieren image as it flowed 

around the attached wake and then either entered the 

attached wake or passed into the bulk fluid. In this 

way the wake was observed. Best results were obtained 

for the wake region in the immediate neighbourhood of 

the drop where the density gradient was high and 

therefore the corresponding refractive index gradient 

was high. Further downstream, the dissolved droplet 

liquid was more uniformly distributed in the continuous 

phase and the refractive index gradient was less than 

in the regions nearer to the drop. The schlieren image 

in these regions was less well defined. 

A typical schlieren image of the wake is 

shown in Fig-3.6. This schlieren image is two 

dimensional whereas the flow around the drop is three 

dimensional. Howevert when the drop is falling in a 

vertical straight line the flow pattern is 

approximately symmetrical about an axis through the 

centre, of the drop which is parallel to the direction 



of motion and therefore it can be assumed that the 

schlieren image is of a cross-section of the flow at 

the median plane. 'The symmetry is lost when the drop 

moves away from the straight line, but as the drops 

do not zig-zag in the same vertical plane, the 

behaviour of the wake can be determined from an 

examination of the schlieren cine-filiiis of the wakes 

behind a number of drops. 

The schlieren system was converted to a 

focussed direct shadow system by removal of the knife 

edge from the light beam. The direct shadow system was 

less sensitive in detecting the wakes behind drops. 

However, a sharper outline of the drop was obtaineU 

with this system and all measurements were taken from 

direct shadow images. 

lt 
'('1 

FIG-3.6 A TYPICAL SUhLlx; Rýl, il, i-A(ýXl' 
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3.6 GLASS COLUPIN AND SURROUNDINGS 

The continuous phase was contained in the 

glass column shown in Fig-3.7 and Fig-3.8. The glass 

column was a Q. V. F. standard cross-piece. The 

horizontal arms of the cross-piece were of 6 inch in 

diameter and the vertical arms were 4 inch in diameter. 

The 6 inch diameter branches were closed with schlieren 

quality glass windows. The ctoss-piece could be 

extended upwards by clamping additional Q. V. F. tubes on 

to the upper 4 inch diameter arm. The lower 4 inch dia- 

meter arm was reduced in diameter using standard Q. V. P. 

parts and then closed at the bottom by a stopcock with 

a glass barrel and F. T. F. E. plug. 

The glass column and the auxiliary drop 

forming equipment were enclosed in a constant 
temperature air-bath. This air-bath was made of 
hardboard sheets bolted together and sealed with tape. 

The temperature in the air bath was controlled by a 

reverse acting relay, operating with a contact 
thermometer and three 100 watt light bulbs. The air in 

the box was circulated by three small fans and their 

most efficient position was found by trial and error. 

Dobre were provided in the air bath to give access to 

the apparatus. To allow the schlieren beam to pass 

through the column two schlieren windows of 6 inch in 

diameter were mounted in Q. V. F. flanges and these were 
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bolted on to the walls of the air bath in line with the 

schlieren beam. "Lhe ambient temperature of the 

laboratory was maintained close to 24.5 0C by electrical 

fan heaters which were controlled from a contact 

thermometer. 

'Ill -Ili-, Llwi i0iii-. 1hu 11P YIG . 3.8 CJL'Jid, 4i'L 
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bolted on to the walls of the air bath in line with the 

schlieren beam. The ambient temperature of the 

laboratory was maintained close to 24.5 0C by electrical 

fan heaters which were controlled from a contact 

thersomour, 
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3.7 EQUI1'1-lhhT FOR DROP FORDIA'2ION 

An all glass reservoir, shown in Fig. 3-9, 

contained the droplet phase liquid. It was made of a 

glass flask which was 2 litre in volume and was 

Pressurized from a nitrogen container. The pressure 

inside the flask was regulated accurately with a bleed 

valve and was measured with a mercury manometer. The 

flask was filled from a side branch A, was emptied from 

branch Bt and was depressurized from branch 0. 

The flow of the dispersed phase liquid was 

controlled by the P. T. F. E. plug-taps D and E which are 

shown in Fig-3.8. Tap D was used as an on and off tap. 

Tap E had a groove on each side of the plug. These 

grooves were deeper at the hole of the plug and were cut 

circumferencially from the hole. This arrangement 

allowed the flow rate to be set accurately. The final 

adjustment to the flow rate was made by varying the 

pressure inside the reservoir. The connections from 

the taps to the reservoir and to the drop forming tip 

were in P. T. F. E. tubing. 

The drops were formed just below the surface 

of the continuous phase from the stainless steel tips 

which are shown in Fig-3.10. Th6 tips had sharp 
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circular edges on which the drops were formed. 12he 

internal diameters of the tips lay between 0.2 cm and 

1.2 cm. Details of a drop formin6 tip are shown in 

Fie-3-11. '-, 'he end of a piece of stainless steel 

tubing was cut at a70 an6le inside and a 15 0 angle 

outside to give a sharp edge. 

brop formation from the larger tips was 

difficult because the continuous phase tended to flow 

up the tip. This was prevented by inserting a stainless 

steel rod into the tip as shown in Fig-3.11. v'or better 

wetting of the front surface of the rod by the drop 

phase a piece of rod was screwed into the end 

of the stainless steel rod. The whole rod was held 

tightly in the tip by small pieces of P. T. 2. h. Great 

care was taken not to contaminate the rod and the 

tubing during assembly. The whole tip assembly is 

shown in i, 'ig. 3.12. 

ý: -L ioý. 12 1i, I.. II, -, -ý 
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3.8 CLEANING OF THE APPARATUS 

Great care was taken to keep clean all the 

surfaces that would be in contact with either the 

droplet phase or the continuous phase. The surfaces 

were cleaned with chromic acid at least once each month 

and whenever the droplet liquid was changed. The column 

was flushed with distilled water at least once a week. 

The following procedure was used for cleaning 

the apparatus: The glass column and the droplet phase 

reservoir were washed with acetone to remove any 

organic liquid and left for drying. Then they were 

filled with chromic acid solution and left for at least 

48 hours. The acid was then drained and the apparatus 

was washed repeatedly with single distilled water and 

finally with double distilled water. The smaller pieces 

of the apparatus were also washed with acetone, driedp 

and then immersed into the chromic acid tank for at 

least 48 hours. They were then washed with distilled 

water before the final drying. Great care was taken 

during the handling of the chromic acid and special 

boots, apron, face maskf and long gloves were worn. The 

chromic acid was prepared in the manner described in 

Appendix IV. 
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3.9 PHUTOGRAPHY OF THE DROPS 

Two types of cine-cameras were used during 

the experiments. A Bolex 16 mm reflex cine-camera was 

used for the investigation of the drop hydrodynamics 

during the acceleration period of fall. It was also 

used for the measurements of the secondary droplet 

sizes. The breakup of drops was investigated with a 

high-speed Wollensak Fastax cine-camera. 

The Bolex camera was operated at a nominal 

speed of 64 frames Per second and at maximum aperture. 

It was firmly mounted on two sand filled columns to 

damp vibrations. The camera was held horizontallyt as 

shown in Fig-3-13, so that the longer side of the 

rectangular frame of the film was vertical. Using this 

arrangement a vertical distance of fall of 14 cm was 

observed in the field of view. 

The speed of the film was measured with the 

help of a synchronous electric motor. The motor turned 

a lightweight wheel and four equally spaced pointers 

were attached onto the wheel. A fixed marker was also 

fitted just clear of the revolving pointers. The whole 

arrangement was positioned at the side of the schlieren 

beam so that the revolving pointers and the fixed 

marker were just visible on the edge of each frame of 

the film. The speed of the motor was checked 



FIG . 3-13 TIL, BOLEX CAPd,, RA 

14 
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periodically. From the speed of the motor and the 

number of frames which were exposed during a certain 

number of revolutions of the wheel the film speed waa 

calculated. 

The Fastax camera was firmly mounted on its 

special stand and the arrangement is shown in Fig-3.14. 

The camera was again held horizontally instead of 

vertically to allow a longer vertical distance of fall 

to be observed. In this case a vertical distance of 

fall of 12 cm was observed. The film speed during each 

run was not constant, but increased with time and 

reached the highest value at the end of the film. To 

measure the film speed at any time a spark timer was 

used which was fitted into the camera. The spark timer 

left marks on the film and the time interval between 

successive marks was 1 millisecond. The number of the 

frames and the number of the timing marks were counted 

for a short length of film and the film speed-das 

calculated from these. The maximum speed was between 

1000 and 1400 frames per second for all experiments. 

The optimum exposure was found by taking 

trial films. In order to obtain the most satisfactory 

schlieren image the slit breadth in the optical system 

was adjusted to the smallest possible size consistent 

with a satisfactory film exposure. The breadth of the 

slit was not changed for the shadow photographyp but 
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the strength of the light was reduced with the help of 

neutral density filters which were fitted between the 

lens and the alit. % 

The drops were formed at a constant rate 

during the runs so that it was possible to start the 

Bolex camera about 1 second before the drop was due to 

appear at the top of the light beam. The Fastax camera 

was started about 1.5 second before the drop appeared 

in the field of view or before it detached from the tip. 

This ensured that when the drop 4ppeared at the top of 

the field of view or when it detached from the tip the 

film speed was close to the maximum speed and was 

increasing slowly. 

Kodak TRI-X and Ilford PAIT-P films of 100 '' 

foot or 50 foot length were used. These were processed 

to the negative and were used in this form for all 

measurements. 
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3.10 AVALYSIS OF THE FIIJ%S 

The filma were analyzed with the help of a 

"Specto" projector. The film was advanced manually 

frame by frame or was projected continuously at either 

2 or 16 frames per second. The film was projected on to 

a large plane mirror mounted at 450 to the horizontal 

level on a table. The mirror reflected the image onto a 

horizontal large white surface. The magnification of 

the image wýs obtained from the image of a stainless 

steel scale which was positioned in the field of view 

and inside the glass column. The magnification factor 

was 5.8 for the Bolex films and 6.5 for the Fastax 

films. 
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3.11 D. 6TER14INATION OF DROP SIZES 

The sizes of the primary drops were found by 

direct weighing of a known n=ber of drops. The drops 

were formed in a beaker containing double distilled 

water. The rate of formation was the same as that used 

during the experiments. To ensure a constant 

temperature of 25 0C the formation of the drops were 

carried out in the air bath. Correction was made for 

the loss of water by evaporation. 

The diameters of the secondary drops were 

. --l 

calculated from the projected images. The axially 

symmetric images of the secondary drops were traced 

on to tracing paper and the volume of the drop was 

calculated with the help of the formula 

. Zh 7- dL. dL, 1 + dL Z) y- 
tz LL 61 (3.1) 

where h and di are the distances shown in Fig-3.15. 

FIG-3-15 CALCULATIOD OF DROP VOLUME 
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3.12 PROCLOURE FUR AV EXPERIPINT 

The liquid phases were freshly distilled 

before the experiment. The two phases were left in the 

air bath for a minimum time of 24 hours to allow the 

temperature to reach equilibrium. Thus it was ensured 

that the temperature of the two phases was within the 

range 25.0 + 0.10C. 

During the experiment the reservoir was 

filled with the drop phase liquid and it was ensured 

that there were no air bubbles in the tubing which 

connected the reservoir to the drop forming tip. The 

rate of formation was set to that required by adjusting 

both the fine tap and the pressure inside the drop 

phase reservoir and was determined by measuring with a 

stop-watch the time taken for the formation of a number 

of drops. A period was allowed before the filming in 

which no drops passed down the column in order to allow 

the disturbances in the column to die out. Then a 

succession of drops was formed and the fall of these 

drops through the continuous phase was filmed. The 

number of drops which were allowed to pass down the 

column during the experiments in which schlieren films 

were taken was reduced to a minimum in order to 

minimize the extraneous density gradients in the 

continuous phase. 
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SLCTIO14 

SMEMS USED 

4.1 SilwCTIUli Uxý' TH-, SYSTzl; iS 

About ten litres of the continuous Iýjase were 

needed to fill the glass column and the column had to 

be refilled frequently. Yor reasons of safety and cost 

only water was considered for the continuous phase. 

The drop-phase liquids which were used by EDGE and 

GRAET(36)(37)(38) for their studies of the drop 

hydrodynamics of the terminal region were also used in 

the present work. The original choice of these systems 

took into account several factors which were also 

important in the present work. These were the densityp 

the solubilityt the toxicity, the flammability of the 

liquid and its ease of purification. The experimental 

technique which was used in the present work required 

that the density of the drop phase organic liquid 

should be greater than that of water and that the 

solubility of the organic liquid in water should be 

small but enough to give a satisfactory schlieren 

image of the wakes behind the drops. 

The liquids which were chosen had low 
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viscosities and high interfacial tensions. The 

densities ranged between 1.099 and 1.451 g/CM3 which 

allowed the density difference between the drop phase 

and the continuous phase to be varied by a factor of 

4.5 approximately. The physical properties of the 

liquids at 250C are given in Table 4.1. The viscosities 

of the systems were obtained from the literature. The 

densities and the interfacial tensions were determined 

using specific gravity bottles and the drop volume 

method by HARYahS and BROWN 
(60), 

respectively. This 

latter method is discussed in detail below. 
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Liquid Density Viscosity Interfacial 
Tension (36) 3 

g1cm cp dynea/cm 

Water 0.997 

Chlorobenzene 1.099 0.756 36.5 

102-Dichloroethane 1.240 0.778 27.8 

Ethylbromide 1.451 0.371 32.4 

Table 4.1 Physical Properties at 250C of the Liquids 

Used 
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4.2 PURIFICATIOR OF Tlix, ' SYSTEMS 

Great care was taken for the purification of 

the liquids which were used for the droplet phase. 

ItAnalar" or "G. P. R. " quality reagents were purified by 

fractionation at a high reflux ratio in a 30 plate all 

glass Oldershaw column. The first and the last 10ýo 

portions of the distillate were discarded. The water, 

which was used as the continuous phase, was double 

distilled using conventional types of water stills. 

The droplet phase and the continuous phase 

were not mutually saturated before the experiments in 

order to make the wakes visible in the schlieren 

system. 

I 
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4.3 Tlf-t; DETERMINATION OF THIý IETERFACIAL ThNbION 

The interfacial tension between the drop 

phase and the continuous phase was determined by the 
(60) drop volume method of HARKINS and 13ROVM . It was 

carried out inside the air bath with the two liquids 

unsaturated and at 250C. The drops were formed from 

stainless steel tips with sharp and well defined ends. 

The diameters of the tips were measured with a 

travelling microscope. The formation of the drops was 

controlled with an "Agla" micrometer syringe. 

The tips, P. T. F. B. tubingt and the syringe 

were cleaned in the usual way with chromic acid. The 

drops were formed into a small beaker filled with 

double distilled water. The drops were formed to a sizet 

which was near to the detaching size, in about 1 

minute. A short time was allowed for the movement of 

the drop liquid to settle down and then the volume of 

of the drop was increased by 0.0001 cm3 at intervals 

of about 10 seconds until it detached from the tip. 

Harkins and Brown gave for the interfacial 

tension 

v6R 9F 
2 1T or 

where r is the radius of the tip and f is a correction 

factor which has been determined as a function of 



-107- 

(r/v 1/3) by Harkins and Brown. In the present work 

(r/Vl/3) ranged between 0.29 and 0.59. Harkins and 

Brown did not give the values of f for (r/Vl/3) less 

than 0.3. However, their values can be extrapolated 

for this regiong as was shown by DAVIES and RIDEAL(34). 
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SECTION 

INTRODUCTION TO THE EXPERIMENTAL RESULTS 

5.1 SCOM OF THE EXPERIPMETS 

In the present work the initial period of 

fall of oscillating drops has been investigated. This 

period was completed in all-cases in the first 14 cm 

of fall after the release of the drop from the tip. An 

analysis of the eccentricities of drops falling at 

their terminal velocity was also made. This was 

necessary because there was no eccentricity data 

available for the terminal period with which to compare 

the drop eccentricities of the initial period. The 

measurements for the terminal region were taken when 

the drop was at a distance from the tip of between 24 

and 38 cm. The velocity of fall and the frequency of 

oscillation in the terminal period were investigated 

in a previous work by EDGE and GRANT(36) . These authors 

used drop sizes which were similar to those used in 

the present work and their results for the terminal 

region are presented in Table 11 of Appendix III. 

The experiments can be divided into two 

main sections. In the first section the initial 
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hydrodynamics of the drops which were not breaking up 

were investigated. In the second section the breakup of 

drops during the initial period of fall was investigated. 

These latter drops were of larger diameter than those 

which were dealt with in the first section. The results 

of the experiments and the conclusions are presented 

separately for the two sections of the investigation. 

5.2 EXPERIMENTS ON THE INITIAL Pý; RIOD OF FALI 

These experiments investigated the variation 

with time of the following variables : 

a) the class of the attached wake, 

b) the shape and eccentricity of the drop, 

c) the frequency of the drop oscillations, 

d) the velocity of fall of the drops. 

Measurements were made of DH and DVO the longest 

horizontal and vertical dimensions of the droPp and 

the distance between the tip and the drop as it fell 

through the continuous phase. These measurements 

required a frame by frame analysis of the films. For a 

single drop about 60 frames were analysed and this was 

very time consuming. Therefore the number of systems 

and the number of drop sizes which were studied were of 

necessity limited. 
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5.3 EXPERI1,1ENTS ON THE BREAKUP OF DROPS 

These experiments investigated the breakup 

of drops and the sizes of the secondary drops which 

were formed during the breakup. For each drop 80 frames 

of the high-speed film were analysed and this was very 

time consuming. Therefore the analyses were restricted 

to 3 drops of each size and to 3 systems. 

5.4 ACCURACY OF Thz HLASUREPiENTS 

To estimate the accuracy of the measurements 

which were taken from the projected film a number of 

trial films were taken with solid spheres of known 

diameters. These diameters were similar to the 

diameters of the primary drops which were investigated 

in the present work. The diameters of the spheres which 

were measured from the projected images were within an 

error of + 2ýý of the true diameters. This corresponded 

to an accuracy of +0.2 mm for the measurements from 

the projected images. For the smallest secondary drops 

the accuracy of the measurements is therefore about 

± 5ý- The percentage standard deviation, which is 

abbreviated as 7o S. D. in the tables or elsewhere, was 

0 used as a measure of variation between the results 

which were obtained for various drops of the same size. 

It is the standard deviation of the results given as a 

percentage of the arithmetic mean. 
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SECTIOll 

-1 IVITIAL IIYDILIIUDnAVjlCS 

UPERIMEhTAL RESULTS 

6.1 DROF SIZES 

Drops were formed from 5 tips both with the 

chlorobenzene system and with the 192-dichloroethane 

system. For each tip three separate measurements were 

made of the sizes of the drops. The results are presented 

together with the rate of formation of the drops 

in Tables 1 and 2 of Appendix III. The agreement 

between the three separate measurements of the drop 

size for each tip was good and the percentage standard 

deviation was less than l. U7, ' in most cases. 
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6.2 DROr WAKES 

The transition of the wake type behind 

accelerating drops was investigated for both the 

chlorobenzene and the 1,2-dichloroethane systems. A 

typical transition of the wake from class I to class IV 

is shown by a 1,2-dichloroethane drop with an 

equivalent spherical diameter of 0.578 cm And this 

transition is illustrated in Fig. 6.1. The wake 

classification proposed by EDGE and GRANT(37) is used 

throughout the work and the class of the wake which 

exists behind a drop under given conditions is 

indicated on various graphs throughout the thesis. 



-113- 

6.3 TIE SHAPES OF DROPS DURI14G ACCELERATION 

For the investigation of the shapes of drops 

DH and DVI the longest horizontal and the longest 

vertical dimensions of the drop respectively, were 

measured and the drop eccentricity was calculated as 

their ratio on each frame for 60 frames of the cine- 

film. This analysis was carried out both for 

chlorobenzene and 1,2-dichloroothane drops and for one 

drop of each size. The variation with time of DHI DVp 

and E are presented in Figures 1-10 of Appendix II. 

The equivalent spherical diameter and the terminal 

mean eccentricity are also shown on these graphs. 
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6.4 Tliiý SHAPES OF DROPS AT THE TERMI14AL PiýýRIOD 

Curves of DII, DVj and E versus time were 

obtained in the manner described in section 6.3 for 

chlorobenzene and lt2-dichloroethane drops falling at 

their terminal velocitieo and a mean eccentricity for 

the oscillating drops was obtained as follows : From 

the eccentricity versus time curves the average of the 

maximum values and the average of the minimum values 

were calculated separately. The average value of these 

two gave a mean eccentricity for the drop. Two drops 

of each size were analysed and the results are 

presented in Tables 12 and 13 of Appendix III. An 

overall mean of the drop eccentricity for the range of 

drop sizes studied was also calculated for each system. 

The percentage standard deviation of the individual 

mean eccentricities about the overall mean eccentricity 

was 3.50ýv for chlorobenzene drops and 2.88ý for 

1,2-dichloroethane drops. 
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6.5 THE FREQUE11CY O. Y USCILLATIOD 

The change with time of-the frequency of 

oscillation of drops during the initial period of fall 

was obtained from the DH versus time curves which are 

presented in Pigures 1-10 of Appendix II. The DH curves 

were chosen rather than the DV curves because the 

oscillations were better defined in these curves. The 

frequency of oscillation at a particular time was 

calculated as follows : The number of the DH -peak 

starting from the tip was plotted against the time and 

a curve was drawn through the points. The slope of this 

curve was the frequency of oscillation at a particular 

time. A single drop of each size was analysed in this 

way with both the chlorobenzene and the 1,2-dichloro - 

ethane systems. The results are presented in Fig. 6.2 

and Fie. 6.3. The terminal frequencies of oscillation 

are also shown in these figures. 
I 

The smallest drop of 1,2-dichloroethane 

(DEP3. = 0.360 cm) had a frequency of oscillation 

which was too high shortly after detachment to be 

measured accurately from the Bolex films. Thus 

these drops are not included in Figure 6.3. With 

the smallest size of the chlorobenzene drops 

(DE, l= 0.560 cm) the initial oscillations died out 

after some time had elapsed but started again later. 

Thus there is a break in the curve of frequency of 
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oscillation against time which occurs between 0.3 sec 

and 0.6 sec. Fram Figures 6.2 and 9.3 the time at which 

the frequency of oscillation was equal to the Lamb's 

frequency was found for each size of drop and for each 

system and using Figures 1-10 of Appendix II, the drop 

eccentricity at that particular time was estimated. 

The results are presented in Table 12 of Appendix III. 
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6.6 THE VEIk)CITY OF FALL 

The variation of the velocity of fall of an 

accelerating drop was obtained from a frame by frame 

analysis of the movement of the cdntre of gravity of 

the drop. The velocity of the centre of gravity of the 

drop was calculated as the ratio of the displacement 

of the centre of gravity between two successive frames 

of the cine-film to the corresponding elapsed time. The 

calculation was carried out as follows : The image of a 

drop was traced onto tracing paper and the distance of 

the rear surface of the drop from the drop forming tip 

was noted. Then the position of the centre of gravity 

was calculated from : 
A 

Xjj (djw+Jj-djj+di+, ) 
di-di,, + d-ý 

(6.1) 

where z is the distance between the centre of gravity 

and the rear surface of the drop and li and di are the 

distances shown in Fig-3-15. The time interval between 

two frames was calculated from the film speed. Because 

of the labour involved in the frame by frame analysis 

of the films and in calculating the centre of gravityp 

only the chlorobenzene system and two drops of each 

size were investigated. The variation of the velocity 

with time for one drop of each size is presented along 

with the gross terminal velocity of fall in Figures 

20-24 of Appendix II. The time when the first class III 

wake was formed is also shown on these graphs. 
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ANALYSIS AND DISCUSSIUN OF THE RESULTS 

6.7 WAYM TRAWSITION BEHIND ACCELLRATING DROPS 

Immediately after the detachment of the drop 

from the tip the boundary layer streamed from the rear 

of the drop in a manner similar to the class I wake. 

All drops then showed a transition through the various 

wake classes until the wake class of the terminal 

region was established. This transition through the 

wake classes was rapid for the larger drops but was 

more gradual for the smaller drops. The various wake 

classes were easily distinguishable for the larger 

drops. For the smaller drops, however, the wake 

classes tended to merge and some of the attached 

wakes resembled a mixture of two classes. 

All the drops with a wake pattern similar to 

the classes III III, and IV of the terminal region 

carried an attached wake. Part of the attached wake 

was shed during each oscillation cycle and a new wake 

was formed when DH of the drop wasnear to a maximum 

value. The formation of the first attached wake and of 

each subsequent new wake did not occur at the rear 

stagnation point but at some point forward and then 

moved towards the rear of the drop. This is in contrast 

with the formation of an attached wake behind a solid 

sphere(12) wherethe separation of the boundary layer 
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occurs at the rear stagnation point and mbves forward as 

the size of the wake increases. This can be attributed 

to the high eccentricity of the drop. A similar 

phenomenon which was found with solid elliptic cylinders 

in impulsive flow has been investigated by GORTLE, R(53), 

SCHLICHTIEG(143), and TOLLMIED 
(167). 

They found that 

only when E <2/(75ý1 
1 the boundary layer separates at 

the rear stagnation point and then the point of 

separation moves forward over the surface of the 

cylinder as the attached wake grows in size. Howeverg 

when E )2/r3 
, the attached wake is formed by a sudden 

separation forward of the rear stagnation point. 

Wake Transition for a ClassIV Drop 

To illustrate the transition of the wake 

from class I to class IV and the corresponding changes 

in the shape of the drop, the wake pattern of a 

1,2-dichloroethane drop with an equivalent spherical 

diameter of 0.578 cm is shown in Fig. 6.1. 

Immediately after release from the tip the 

boundary layer streamed from the drop and the wake was 

similar to a class I wake. Immediately after the first 

Djj peak the boundary layer separated forward of the 

rear stagnation point to form a small attached wake 

(frame 6). This wake elongated and pinched near the 

drop as the next D. peak was approached and it shed 
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FIG. 6-1 DROP SHAPE AND STRUCTURE OF THE WAKE 
DURING ACCELERATION FROM REST 

1,2-Dichtoroethane drop in water. DQ ='0.578 cm 
Numbers refer to frame numbers on the cine-film 
at 61.1 f. p. s. where frame 1 is the first frame after 
detachment of the drop from the tip. P indicates 

the frame at which there occurs a new 
separation of the boundary layer 
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FIG. 6.1 Cont inued. 
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like a class II wake(frames 7-11). Immediately after 

the next DH peak a new separation of the boundary layer 

occurred and a new attached wake was formed. The 

process was then repeated. Each successive separation 

of the boundary layer was further forward on the drop 

surface than the previous separation and each 

successive wake was lareer than the previous wake. This 

can be attributed to the increasin6 eccentricity of the 

drop during acceleration. 

The wake type formed at each shedding 

remained similar to a class II wake until the drop 

caved at its leading surface during a peak in aDH 

oscillation cycle (frames 11-13). The drop illustrated 

in Fig. 6.1 shed only one class II attached wake but 

smaller drops shed several before caving. The new wake 

was then formed by the boundary layer separating much 

further forward on the drop surface than previously. 

This resulted in a much larger attached wake which 

shed at the next D,, peak, like a class III wake 

(frames 17-19). The next wake was likewise much larger 

than the previous wake. The drop then underwent a 

large DV oscillation cycle during which it deformed 

into the wake region (frames 21-22). 

Each class III attached wake after shedding 

moved initially in a vertical straight line but 

subsequently curved away from this line; alternate 
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wakes moving in opposite directions away from the 

vertical. Each successive wake moved in the vertical 

line for a shorter period. It is probable that the 

movement of the attached wake was influenced by 

residual vorticity in the continuous phase which 

resulted from the passage of the previous drops. 

The drop continued to move in a vertical 

straight line but prior to the next DH peak its minor 

axis was tilted from the vertical (frame 34). The next 

wake detached unsymmetrically and the drop lost its 

symmetry about ita minor axis (frame 40). The following 

wake was formed noticeably to one side of the drop 

(frame 43) and detached from the drop by following a 

path different to the path of the drop. The drop now 

followed the well known zig-zag course with the wakes 

being formed and shed on alternate sides of the rear 

surface of the drop. 

Wake Transitions for Class III Drops 

Class III drops showed more gradual wake 

transitions than did the class IV drops. Thus a 

class III drop had a class II wake for a much longer 

period than did a class IV drop. Also a class III 

drop showed a less distinct change from a class II 

wake to a class III wake than did a class IV drop. 

A further difference between the class III and 
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class IV drops is that when class III attached walces 

are shed from a class III drop, they travol in a 

vertical straight line. 
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6.8 THL TERMINAL ECCERTRICITY OF OSCILLATING DRUPS 

Previous authors found that the eccentricity 

of nonoscillating drops was a linear function of the 

Ebtvbs number or equivalently a function of the second 

power of the equivalent spherical diameter for a 

particular system. The eccentricity data of oscillating 

drops in not specially purified systems, however, was 

scattered and there was no agreement. There was also 

no agreement when the systems were specially purified. 

The main difficulty was in defining and measuring the 

mean eccentricity. 

In the present work*the mean eccentricity 

was defined as the mean of the average maximum, and 

minimum eccentricities. The results presented in 

Table 11 of Appendix III show that the mean 

eccentricity was approximately constant in the range of 

drop sizes under investigation. The amplitude of the 

eccentricity oscillations,, AE, which was defined as the 

difference between the mean maximum eccentricity and 

the mean minimum eccentricity, varied with the drop 

size and was larger for larger drops. The scatter of 

the amplitude data was large and a correlation with 

the drop diameter was not possible. SCHROEDER and 

KINTNLR(146) and EDGE and GRANT(38) also reported 

scatter in their amplitude data. 
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6.9 THEE SHAPES OP USCILLATIIIG DROPS DURING ACCELERATION 

Tip induced oscillations resulted from the 

deformation of the drop at the tip prior to detachmento 

These oscillations decayed andl in the case of the 

smaller sizes of drops which were investigated, they 

died out (Figures 1 and 6 of Appendix II). The DH 

oscillations were more persistent than the DV 

oscillations. 

The drops did not show undamped oscillations 

until their eccentricity was above the terminal mean 

eccentricity. The onset of the undamped oscillations 

coincided with the dhedding of the first attached class 

III wake behind the drop. The first of these 

oscillations was of larger amplitude than the 

oscillations which were observed in the terminal 

region. 
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6.10 THE FBEQUENCY OF 0SCIMATION OF ACCELihATING DROPS 

It can be seen from Figures 6.2 and 6.3 that 

during acceleration there is a considerable change in 

the frequency of oscillation. The change in the 

frequency of oscillation can be related to the change 

in the eccentricity of the drop as it accelerates 

through the continuous phase. Shortly after detachment 

the frequency was larger than the terminal value and 

was close to the theoretical Lamb's frequency of 

oscillation given by equation (2.37). Lambts frequency 

was derived for small amplitude oscillations about a 

spherical shape. From Table 12 of Appendix III it is 

seen that drops with the eccentricity near to 1 have a 

frequency of oscillation which is close to Lamb's 

frequency of oscillation. 

As the eccentricity of the drop increased 

with time the frequency of oscillation decreased. When 

the drop eccentricity was near the terminal mean 

eccentricity the frequency of oscillation was close to 

the terminal frequency of oscillation. As the drop 

eccentricity increased beyond the terminal mean 

eccentricity the frequency of oscillation decreased 

below the terminal value and reached a minimum. With 

the onset the regular terminal oscillationsp howevert 

the frequency of oscillation increased and reached the 

terminal value. 
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6.11 VELUCITY OF FALI DURING ACCELERATION 

The experimental results for the variation of 

the velocity of fall with time in the initial period of 

fall was found to fit the equations of the form : 

u 
Co 4-(inh rci (6.2) 

This agreement is shown in Figures 20-24 of Appendix II. 

Equations of this form were proposed by HU and 

KINTNER(72) (equation 2.51) and the theoretical 

derivation is discussed in Appendix I-A. In these 

equations 

Z 4x M3 
1+k ?� lei (6-3) 

where k is a factor which is determined experimentally 

and can be regarded as a measure of the increase in 

the effective mass of the drop during acceleration. 

The values of S, k, and to. 9, which is the time 

required by the drop to reach 90ýa of the gross terminal 

velocity U00, for the various drop sizes are presented 

in Table 13 of Appendix III. 

The results show that the value of k is of 

the order of 0.5, the value given by STOKES( 151)(153) 

for rigid spheres accelerating at low Reynolds numbers. 

These results also show that the value of k decreases 

with increase in drop size. Therefore the ratio of the 

effective mass to the true mass for large drops is less 
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than that for small drops and therefore they attain 

the terminal velocity sooner. The reason for this is 

probably the high eccentricity of the larger drops and 

the faster transition of the attached wake class 

behind these drops. 

It was also found that all drops, except 

those which had class IV wakes in the terminal periodp 

reached the terminal velocity before they had a class 

I; I wake and therefore before the large amplitude 

oscillations of the terminal region commenced. In the 

case of larger class IV drops the large amplitude 

oscillations commenced before a constant velocity was 

reached. During the high amplitude oscillations which 

accompanied the transition from a class II to a class 

III waket cyclic variations of the velocity commenced 

and the mean velocity of the drop rose initially above 

the terminal value by up to 10ýo. A similar phenomenon 

was also observed by LAVIS(92)(93)e This high velocity 

may be caused by the streamlined shape of the drop 

which occurs during the large amplitude peak in DV. 

Once the terminal wake was established and the drop 

oscillations became regular the velocity fell to the 

terminal value. The cyclic variations of the velocity 

still continued and it was found that the velocity 

reached a maximum when D H- was a minimum and vice versa. 
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6.12 SUGGESTED MECHANISM OF DROP OSCILLATION AND WAKE 

SHEDDING 

There has been much speculation whether the 

oscillations of the drop cause the shedding of the 

wake or vice versa. However* there has been no 

convincing mechanism proposed for the process. During 

the present work it was found that the frequency of 

oscillation of the drop and the frequency of wake 

shedding were identical and no evidence was found to 

substantiate the resonance theory by DAVIES(12) 

The work of SCHdABE(147)(148) who 

investigated the pressure distribution around a solid 

cylinder during its acceleration from rest, is a 

useful guide to the mechanism of droplet oscillation 

and wake shedding. He found that as the size of the 

wake increased the pressure over the rear part of the 

cylinder fell. A similar fall in the pressure will 

occur over the rear surface of a drop as the wake 

behind it grows in volume. Frames 18-27 of Fig. 6.1 will 

be used to illustrate a suggested mechanism of drop 

oscillation and wake shedding which is based on this 

variation of pressure at the rear of the drop. 

Because of the high eccentricity of the drop 

in frames 17-18 a large wake grows behind the drop. 

This leads to a fall in pressure over the rear surface 
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of the drop and the drop deforms into the wake region 

(frames 21-22). The drop has now assumed a more 

streamlined shape and the position of the separation 

of the boundary layer moves towards the rear of the 

drop (frame 23) causing the attached wake to shed. The 

pressure over the rear surface of the drop rises and 

the drop returns to the more oblate form, causing a new 

separation of the boundary layer and a new attached 

wake to b, e formed (frame 26). This process then 

repeats. The suggested mechanism of oscillation and 

wake shedding can be summarised as follows : The 

variation in drop shape leads to the formation and 

detachment of a succession of attached wakes and the 

growing and shedding of these wakes lead to cyclic 

variation in pressure over the rear surface of the 

drop which sustains the oscillations of the drop. 

In the case of class IV drops in the 

terminal region, the zig-zagging of the drop modifies 

the formation and shedding of the wake but the basic 

sustaining mechanism for drop oscillation will still 

be present. 
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SECTION 

CONCIUSIONS 

The wake behind a drop which is falling from 

a tip shows a transition through the various 

wake classes until the wake class of the 

terminal region ia finally establiched. 

2. A class III wake does not form behind a drop 

until the eccentricity of the drop has 

exceeded the mean eccentricity of the 

terminal region, and the drop has caved at 

its front surface. 

The formation of the first class III attached 

wake behind a drop is followed by a sudden 

rise in the amplitude of oscillation of the 

drop. This is the first of the terminal 

region oscillations. 

The frequency of oscillation of "a drop 

shortly after detachment from a tip is close 

to the theoretical value predicted by Lamb 

(equation 2.37). The drop ic then oscillating 
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about a shape which is roughly spherical. The 

subsequent reduction in the frequency of 

oscillation may be attributed to the increase 

in the eccentricity of the drop as it fallo. 

The velocity of fall of a drop during 

acceleration ia given by an equation of the 

orm 

(i . fan6 It I 
The value of t: and the rate of acceleration 

are larger for larger drops. 
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SECTION 8 

BREAKUP OF DROPS 

EXPERIPMMAL RESULTS 

8.1 PRIMARY DROP SIZES 

The size of the drops was determined by 

weighing 15-60 drops which were formed from each tip 

into a weighing bottle which was partly filled with 

double distilled water. The determination was repeated 

three times and all measurements were made at a drop 

formation rate of 10 seconds per drop. 10 tips were 

examined for the chlorobenzene system, 8 tips for the 

1,2-dichloroethane systemg and 11 tips for the 

ethylbromide system. The agreement between the three 

determinations made for each tip size and each system 

was good and the percentage standard deviation was less 

than 1.0 ýo in all cases. The results are presented in 

Tables 2,4, and 5 of Appendix III. A number of 

measurements were also made at other rates of formation. 

These measurements were restricted to 6 tips and to the 

chlorobenzene system. The results are presented in 

Table 3 of Appendix III. The agreement between the 

three measurements made for each tip size was good and 
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the percentage standard deviation was less than 1.0 

in all cases. 

8.2 SECONDARY DROP SIZEP 

The sizes of the secondary drops were 

calculated from the images of the drops on the 

projected film. The results are presented in Tables 6-9 

of Appendix III. The average standard deviation for all 

the drops which were investigated was 4.6%. The results 

are also presented in Figures 8.3 - 8.5 in which the 

equivalent spherical diameter of the secondary drop 

D is plotted against the equivalent spherical Ev2 
diameter of the primary drop 11ý, x 

I 
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8*3 I-CC'MiTHICITY AND SHAPES OF 14144-ALING DIOPS 

An in the cane of the nonbreaking dropa, 1) if 

and DV wore moasurod by a frame by framo analynto and 

the drop eccentricity wan calculated an the ratio of 

the two. Thlo analysin wan carried out both for 

chloroben-zeno and 1,2-dichloroothano dropa. The 

variation with time of D,, g D. and E are preconted, for 

drops of chlorobenzone and 4 drops of 

lv2-dichloroothane in Figures 11-19 of Appendix Ile 

Photocrapho which were taken during the 

critical oacillation of a chlorobenzene drop with an 

equivalent apherical diameter of 1,088 cm are procented 

in Fig. 8.2., 
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8.4 DROP DIMENSIONS DURING 13REAKUP 

During breakup the drop deformed into the 

shape which is shown in Fig. 8.1. Measurements were made 

of the dimensions which are indicated in Fig. 8.1 for 

drops both of chlorobenzene and 1,2-dichloroethane 

which were breaking to give a rear formed secondary 

drop. 6 drop sizes were studied for the chlorobenzene 

system and 5 drop sizes for the 1,2-dichloroethane 

system and for each drop size three drops were studied. 

The results which were obtained for the three drops at 

any particular size were found to be similar. The 

variation with time of the drop dimensions are 

presented in Figures 25-35 of Appendix II for one drop 

of each size. Breakup occurred by necking of the 

column which was present at the rear of the drop. 

Measurements were made of the column dimensions 

immediately prior to the necking and the results are 

presented in Table 18 of Appendix III. 

FIG. 8.1 DROP DINENSIOUS DURING BREAKUP 



-140- 

8.5 DRAIIIAGE OF TM REAR COLUY14 

The variation with time of the volume of the 

liquid column which forms behind a breaking primary 

drop was studied. The 'volume of the column was 

calculated in the manner described in Section 3.10. 

This type of calculation was very time consuming and 

only one drop of chlorobenzene with an equivalent 

spherical diameter of 1.088 cm was examined. The 

results are presented in Fig. 8.9. Also shown in this 

figure are the correaponding drop dimensions. 
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AEALYSIS AND DISCUSSION 

8.6 THE CRITICAL OSCILLATIOV AND THE FORMATION OF 

SECONDARY DROPS 

It is shown in Section 6.9 that the formation 

of the first attached class III wake initiates the 

terminal oscillations of the drops. The first of these 

oscillations occurs immediately after the shedding of 

the first class III wake and is of a high amplitude 

whereas the subsequent oscillations are of smaller 

amplitude. This oscillation will be referred to as the 

critical oscillation. 

The critical oscillation does not occur at 

a fixed distance below the forming tip, as reported by 

sCHROEDER and KINTNER(146). It can be seen from Figures 

1-19 of Appendix II and Tables 14-16 of Appendix III 

that as the diameter of the primary drop is increased 

there is a decrease in the number of oscillations which 

occur before the critical oscillation. 

The changes in the shape of the drop during 

the critical oscillation which leads to the breakup of 

the drop is shown in Fig. 8.2. During this critical 

oscillation the eccentricity of the drop decreases to 

a value of 0.66 approximately (photograph 1) and the 

drop necks (photograph 2). This value is about twice 
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FIG. 8.2 THE SHAPE OF A DROP OF ChLOROBINZEINE DURING 

THE CRITICAL OSCILLATION. D,,, - 1.088 cm 
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FIG . 8.2 Continued. 
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the value given by KARAN'and DELLINGER09) for the 

breakup of drops in sheared viscous flow. However, the 

flow conditions in the present system are very much 

different than those discussed by Karam and Bellinger 

and no theoretical investigations exist for the present 

system. In the present system the necking of the arop 

is followed by the draining of the rear part of the drop 

into the front part (photographs 3 to 5) and a column 

of liquid is formed at the rear of the drop 

(photograph 6) which subsequently breaks up by a 

necking process (photographs 7 to 11). Later a column 

of liquid forms at the front of the drop (photograph 15) 

which subsequently produces a front formed secondary 

drop (photograph 18). As an illustration of the 

formation of secondary drops, the breakup of 

chlorobenzene drops will be discussed. This system was 

investigated in more detail than the other two systems. 

Breakup of Chlorobenzene Drops 

With chlorobenzene drops no breakup occurs 

until the critical oscillation corresponds with the 

fourth DV peak. Drops with equivalent spherical 
diameters between 0.896 cm and 0.923 cm broke up at the 

fourth DV peak. Each drop produced a secondary drop 

from a column of liquid which formed behind the primary 

drop and the size of this drop is shown in Fig-8.3- 
11 

It can be seen that there is a rapid rise of DE, 2 with 
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increase in D Ell which occurs when D Ell is increased 

above the critical drop diameter. Just above a drop 

size of DE,, -0.906 cm there occurs a maximum in D E9211 
Beyond this maximum there is a sharp decrease in D E12 
and a range of drop sizes is found at which no 

secondary drops are formed. For example drops with an 

equivalent spherical diameter of 0.932 cm do not 
breakup at all. This can be attributed to the transition 

of the critical oscillation from the fourth to the 

third DV peak. To illustrate this transition Fig. 8-6 

shows the variation of the maximum DVp the previous 

minimum DV and the amplitude AV with the primary drop 

diameter where AV is defined as the difference between 

D V9max and D V, min" 
It can be seen that in the 

transition region the amplitude of the fourth 

Oscillation is decreasing with DL whereas the 

amplitude of the third oscillation is increasing. In 

this region neither the third nor the fourth DV peak 

is of sufficient amplitude to cause breakup of the rear 

formed column. However, some secondary drops are formed 

in this transition region by breakup from a front 

formed column which occurs after the third but before 

the fourth DV peak. The size of this front formed 

secondary drop is small and increases with the size of 

the primary drop. When the size of the primary drop 

is increased beyond a second critical sizet the 

amplitude of the third Iý peak becomes large enough to 

produce a rear formed secondary drop. The size of the 
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secondary drop produced at the third oscillation 

increases with the size of the primary drbp in a manner 

similar to that found for the fourth oscillation. The 

results for the larger primary drops suggest that as 

the primary drop size is increased the secondary drop 

size passes through a further maximum and then 

decreases and that this is related to a transition of 

the critical oscillation from the third DV peak to the 

second DV peak. However, sufficient data is presently 

not available to confirm this transition. 

The drops which have a rear breakup at the 

third oscillation also have subsequently a front 

breakup. For these drops there is a discontinuity in 

the relationship between the size of the front formed 

secondary drops and the size of the primary drops 

(AG-8-3). The onset of the formation of secondary 

drops from a rear column may cause the discontinuity 

in this relationship. However, it is thought that thin 

is only part of the explanation because if it was the 

sole cause of the discontinuity 
, the discontinuity 

should occur closer to the critical size for rear 

breakup on the third DV peak than is shown in Fig-8-3. 

An investigation of the formation of a front column and 

its breakup has not been attempted in this work because 

of the difficulties involved in measuring the front 

column dimensions. These difficulties are caused by the 

cavity which forms at the front of the drop and 
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obscures much of the front formed column (photograph 17 

of Pig. 8.2). The results for the two largest sizes of 

drops in the korobenzene system showed an anomaly. The 

larger drop which had a size of D X*1.146 cm produced 

a front formed secondary drop of approximately expected 

size. However, the smaller drop which had a size of 

DE91 . 1.124 cm did not produce a front formed secondary 

drop. The reason for this is not known, but it was 

noticed that with these two sizes of drop the 

measurements of the drop dimensions during the 

necking process were much less reproducible than with 
the other drops studied. 

The ate of Formation on Breakup 

The results which are given in Table 3 of 

Appendix III show that the size of the primary drop 

which is formed from a particular tip increased with 

increase in the rate of formation. This in agreement 

with the findings of other workers 
(63)(64). Therefore, 

the size of the secondary drop, which depends on the 

size of the primary drop, varies with the rate of 

formation. However, the dependence of the size of the 

secondary drops on the size of the primary drops which 

were formed at rates other than 10 seconds per drop, 

was similar to the one which was obtained for drops 

formed at 10 seconds intervals (Fig. 8-3). Thus the 

formation time of the primary drop has no effect 
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on the breakup other than changing the size of the 

primary drop. 

Secondary Drop Formation in Other Systems 

Breaking dropa of 1,2-dichloroethane and 

ethylbromide showed a transition of the critical 

oscillation which was similar to that observed with 

chlorobenzene drops. The smallest 1,2-dichloroethane 

drops broke up from a rear column at the third DV peak 

and also showed a maximum value of D,, 2 in their 

relationship between D,, 2 and DE, l (Fig. 8.4). Beyond a 

critical primary drop size of DE, 1=0.714 cm the 

amplitude of the third oscillation was not sufficient 

to give a rear formed secondary drop. howevert front 

formed secondary drops were produced at drop sizes 

above DE, 1=0-743 cm. These changes in the mechanism of 

the secondary drop formation are caused by the 

transition of the critical oscillation from the third 

to the second DV peak. This is shown in Fig. 8.7 in which 

the amplitude of the third DV peak is decreasing and 

the amplitude of the second DV peak is increasing with 

increase in D Ell in this region. Although for the range 

of drop sizes investigated there was no breakup at the 

second peak it is expected that this will be observed 

with larger sizes of primary drop. 
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A transition of the critical oscillation from 

the third DV peak to the second DV peak was also 

observed for ethylbromide drops (Pig-8-5). Also in the 

transition region front formed breakup occurred. With 

this system rear formed secondary drops were produced 

at the second DV peak with the two largest sizes of 

drops which were studied. These drops also produced a 

front formed secondary drop between the second and the 

third DV peaks. 

Size of the Rear Formed Secondary Drop 

From Figures 8.3 to 8.5 it can be seen that 

there is no single relationship between D E#2 and D,,, * 
However, for drops breaking at a particular DV peak 

and for the region where D is increasing with D. B92 
a simple empirical relationship was found to give a 

good correlation for the rear formed secondary drops : 

2 '-- 0 
(DE 

9, E9 

where V2 is the volume of the secondary drop and V. and 

D* are empirical constants which have different Eli 

values for the various Dv Peaks and systems. Dý* can 
'l 

be regarded as the critical diameter for breakup on the 

corresponding DV. peak.. Equation (8.1) predicts the 

sizes of the rear formed secondary drops with an 
10 averaae error of 2.2%. Values of V0 and D,,, for 

various DV peaks and systems are presented in Table 17 



-155- 

of Appendix III. 

It was found that for the three systems which 

were investigated the following equation predicted the 

critical diameter for breakup to occur to within 1.9% * 

D, E, criL - 
O.. tros 

(m ledl". r 
(8.2) 

However, this equation is tentative because a limited 

number of systems were investigated. Also the effect 

of the interfacial tension on the secondary drop 

formation was not sufficiently studied and was 

ommitted from equation (8.2). This equation has some 

similarities with the HU and KINTEER(72) correlation 

(equation 2.56). However, the Ilu and Kintner 

correlation gives values of D E, I, crit which are much 

higher than those which were found in the present work. 

This is probably because equation (2.56) was derived 

from results which were obtained for impure systems. 
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8.7 THE STABILITY OF THE REAR COLUDIN 

Dleanurements of the dimensiona of the colu= 

which is formed behind the primary drop immediately 

prior to necking are given in Table 18 of Appendix III. 

It was found that the ratio H/2irRC was approximately 

0.40. This is not in agreement with the theory which 
F 

was developed by Charles and Mason 
(28) for the breakup 

of a column of liquid which forms during the 

coalescence of a drop at a plane liquid-liquid 

interface. This theory assumed that the wavelength of 

the disturbance which was breaking the column was equal 

to the height of the column and predicted II/21TR 
c 

to be 

1.434. When assessing the value of the Charles and 

Plason model in the Present work, the original criterion 

used by Rayleigh for stability (Section 2.5) must be 

kept in mind and it should be noted that the change in 

surface area which occurs during necking is not great. 

This means that unless the model describes accurately 

the surface area of the system its use will not be 

valid. As an illustration of the invalidity in the 

present work of the pictorial model used by Charles 

and Mason (Model A, Fig. 8.8) the breakup of a drop 

with an equivalent spherical diameter of 1.088 cm will 

be used. Immediately prior to necking the column has 

the dimensions Dc=0.530 cm and H=0-747 cm (Fig-8-9). 

This gives a secondary drop which has a surface area 

of 0.93 cm2- The model A gives before necking an area 
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H11.434-m 

represented 
by the 

Model A 
-- 

I, 

( I 
I' 

I' I 

Fig. 8.8 Model A used by CHARLES and MASON(28) 

to examine secondary drop formation 

during coalescence 

this change in area 
neglected by model 
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of 1.24 cm 
2 

and a secondary drop with a surface area 

of 1.42 cm 
2. Therefore the difference in the surface 

area between the experimental and predicted secondary 

drops is greater than the change in the surface area 

predicted by the model. The model also neglects the 

changes in area of the surfaces attached to the liquid 

column which occur during the necking process. This is 

illustrated in Fig. 8.8. In the present work these are 

of a similar magnitude to the changes which occur in 

the surface area of the column and need to be taken 

into consideration. The dangers in applying carelessly 

a theory, such as the Rayleigh theory# to a system for 

which it was not developed is well illustrated by the 

following argument which was developed using the 

I results of the present work. 

Visual observations of the shape of the 

column during necking suggested that the surface is 

well represented by a section of a wavetwhich has 

a length h, joined to a section of the surface rj= RC 

where the wavelength of the wave is 4h and h-H-Rc 

(Models B1 and B2, Appendix I-B). The changes in the 

surface area of these models which occur during necking 

are investigated in Appendix I-B with surface waves 

represented by either 

Ora (P-, 
-Qý) +oc Cos 

IIT z (8-3) 4h 

for Model B1 or by 



-159- 

,r aß 9t- OL 4.. ýn Viz (8-4) 
4h 

for Diodel B2 where 

04 z /, h and OL 41"kc, (8-5) 

In k1odel B no drainage is assumed during necking and 

no account is taken of the changes in the area of the 

surfaces attached to the liquid column. If Fayleigh's 

reault (equation) is used to predict the stability 

of thu surface wave in this model : 

Ncril -2 IV Vr. (8.6) 

the critical ratio of the height of the column to the 

Circumference is found to be 

-) I. 
It 2- 

. 0.41 
C, cc 4 ev 

(8-7) 

This predicts that when the liquid column has shrunk to 

a radius Rc such that H/2ffRc= 0.41 a disturbance wave 

can grow on its surface. This is in fair aereement with 

the experimental results as is shown in Table 18 of 

Appendix III. However, a close examination of this 

procedure shows that it is unjustified. For both of the 

.B models it is shown in Appendix I-B that for the 

surface area of the colunn to decrease during necking 

<R (8.8) 

However, it can be seen from Table 18 of Appendix III 

that for all the drop sizes and systems 11) Rc. 



-160- 

Therefore both of the B models give an increase in the 

surface area during necking and will not lead to 

secondary drop formation. 

The case of a draining column is represented 

by models Clt C2, and C3 which are discussed in 

Appendix I-C. Model Cl represents the shrinking of a 
draining column and models C2 and C3 represent the 

necking of a draining column where the surface of the 

column is represented by equations (8-3) and (8.4), 

respectively. Using, as the criterion for stability, 
that the surface area of the system must decrease if 

the drainage is to proceed by the process described in 

the model, critical values of Rc at the onset of 

necking were estimated for the various models (Appendix 

I-C) and the results are given in Table 19 of Appendix 

III. Provided R0 is less than the critical value given 

for the particular drainage model, drainage can occur 

by that drainage model. The results show that drainage 

of the column can occur by either shrinking or necking 

and that arainage by shrinking can occur at higher 

values of Rc than can drainage by necking. This is in 

agreement with the experimental results. The theoretical 

values of the critical R. for dxainage by both shrinking 

or necking are low. However, this was expected because 

of the dificulty in describing the surface of a 

breaking drop. Because the changes in surface area of 

the column during draining are small reliable 
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theoretical values of the critical Rc can only be 

obtained when the model deacribes very accurately 

the surface of the drop. 
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8.8 DRAINAGE OF THE R. EAR COLUEN 

Examination of Fig. 8.9 shows that the rear 

column drains for a short time (40 - 43 msec) as a 

shrinking cylinder and then drains by a necking process 

(43 - 76 msec). The decrease in the volume of the rear 

column during necking is about 56ý4 of the final 

volume. This shows another major shortcoming of the 

theory by Charles and Mason who assumed that there is 

no drainage during necking. 

BROWN and HANSON 
(22)(59) developed a theory 

to calculate the rate of drainage of a shrinking 

cylinder of liquid. They obtained for the volumetric 

rate of draining 
3 

dV er cr Z rf 
dt 7- -- m, ZA- Zr. - (8.9) 

The volumetric rate of draining predicted by the above 

equation is compared with the experimental results 

presented in Fig. 8.9. Using Fig. 8.9 the rate of 

arainaL; e is calculated to be - 6.28 cm 
3/sec. Equation. 

(8.9), howeverl predicts a value of - 77.3 cm 
3/sec. The 

most important shortcoming of the Brown and Hanson 

theory is that they considered only the preosure drop 

due to frictional drag forcea and neglected the change 

in the hydrostatic pressure along the liquid column. 

These pressure changes are of similar order in the 

Present system. 
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8.9 ESTIVIATION OF THE RATE OF Nl, CKING AT THE ONSET 

OF NLCKING 

Estimation of the rate of necking (da/dt) at 

the onset of necking was obtained from a momentum 

balance : 

1 

Uoo t 8Z 2 Dv t ZT( 
(1 «t CA 

The derivation of this equation is given in Appendix 

I-D. The calculated values of (da/dt) are compared with 

the experimental results in Table 20 of Appendix III. 

Vo results are presented for drops which formed rear 

columns which were not cylindrical (D.. 1.1.124 cm and 

D E, 1=1.146 cm for chlorobenzene and Dýxo. 694 cm and 

DE, 1,20.712 cm for 1,2-dichloroethane) and for drops 

where the columns did not neck at constant Rc 

(D,,,, --0.998 cm for chlorobenzene). In spite of the many 

simplifying assumptions which were made in the 

derivation of equation (8.10) the agreement is good. 
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SECTIOR 

CONCLUSIONS 

Secondary drops are produced by the brcakup 

of liquid columns which are formed both at 

the rear and front of freely falling drops 

when these drops are above a critical size. 

The breakup from the rear column occurs 

during a critical oscillation of high 

amplitude which follows the first shedding 

of a class III attached wake. The breakup 

occurs at an earlier peak in the relationship 

of DV against time as the drop size is 

increased. 

2. The critical drop diameter for the onset of 

breakup can be predicted by the equation 

0.26 9 

(4 R 

Secondary drops are formed from the liquid 

columns by a necking process. The volumes of 

the secondary drops which are formed from 
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4. 

5. 

6. 

the rear column at a particular DV peak and 

for a particular ayatem can be predicted, by 

an equation of the form 

V2 Vo (DEJ, 

This equation only applies to the region 

where the secondary drop size is increasing 

with increaae in primary drop eize. 

The rate of formation of the primary drop 

does not effect the relationship between the 

size of the secondary drop and the size of 

the primary drop from which it was produced. 

The rate of necking of the rear column at 

the onset of necking may be predicted from a 

momentum balance on the fluid in the column. 

Considerations of the surface free energy of 

a drop during breakup predict that drainage 

of the rear formed column can occur either by 

shrinking or by necking. They also predict 

that the rear column will drain initially by 

shrinking and finally by necking. 
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APPLNDIX 

THEORETICAL CONSIDERATIONS 
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I-A THE VELOCITY OF FALL AND TIE, DRAG COEFFICIENT 

DURING ACCELERATION 

force balance on an accelerating drop can 

be written as 

du V, ARAU 

The drag coefficient CD is not constant during 

acceleration and its value is higher than the terminal 

value (C 
D). O because of the accelerational drag. As a 

first approximation the drag can be split into two 

parts -. 

Co ! 0- A U% (CID),. tb dO 
Z, -9 

(I-A. 2) 

where b is a factor which takes into consideration the 

effect of the acceleration. Equation (I-A. 2) can be 

substituted into equation (I-A. 1) to give 

IV (V, ýj+bjLwV, AQ -(Co).,, ý, d 
ýdt T 

If b is assumed to be of the form 

b. k V? 0., (I-A. 4) 

equation (I-A. 3) becomes 

du AJ (I-A. 5) 

If k=0.5p which is the theoretical value given by 

STOKES(151)(153)0 then equation (I-A-5) reduces to 

equation (2-50) and a solution of this latter equation 

t 
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was given by HU and KINTNER(72). Equation (I-A. 5) can 

be rearranged to give 

dV (C 0), o 
?MA 

I-A. arr ? d4k? o ZVt ýOkRa 

The solution of this differential equation is of the 

orm 

V. 0 +cxnh ft ý 

where 

voo 
.- 

FZ'm' 

-ýV(Ilcloloo 

and 

'C a il ý9 
ýd+ k? Cj 40 

If equation (I-A. 2) is combined with equations (I-A. 8) 

and (I-A. 9) the drag coefficient CD becomes 

z 
CD 0. 

(C"). 
0 * (C"), klý 

-ýd) 
U00 I dU 

(I -A. 10) T U00 6ýgU, dt 

or rearranging 
1 du 

dt 
Substitution of equation (I-A-7) into equation (I-A. 11) 

gives finally for the drag coefficient 
cu 

1t (1 - 
ýz Uoa ?d)c sa zi (I-A. 12) 

(CD10 -3 üý 
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I-B STABILITY OF A NONDRAINING COLUDIN 

In models Bi and B2 the surface of the colupm 

prior to necking is represented by a cylindrical column 

of radius Rc and of height h=(H-RC) and a 

hemispherical cap of radius Rc. The stability of'this 

column to a small disturbance is examined for the case 

of a nondraining column. The criterion for stability 

is that if the surface area of the column decreases 

durinG necking then the disturbance will grow. In these 

models no account is taken of the changes in surface 

area of the main drop to which the column is attached. 

Model Bl 

zy 

The surface of the disturbed coluMn is 

represented by the equations 

Cos 
irz 

for 0,4z4h (I-B. 1) 

for -R, 4z. 4.0 (I-B. 2) 

where 
R, 

.QC, +ý (I-B. 3) 

and a disturbance of small amplitude is considered so 
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that 

144 etIL 
OL Gý 

441C. ( I-B. 4 

For a nondraining column the volume of the 

undisturbed column equals the volume of the disturbed 

column 
21 3 

ir ir iT R 13 t fr IL it 

which gives when combined with equation (I-B-3) : 

V-2 

The surface area of the undisturbed column is : 

fir gc', L *2 tt ý c, (4- Rc. ) 

The surface area of the disturbed column is : 

+ 

Therefore for the disturbance to grow 

< Ac. 

Or from equations (I-B-7) and (I-B. 8) 

HH 9t, <0 -IB. 10) 

This condition is satisfied only when 

"< re 
C, (I-B. 11) 
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Model B2 
Txt 

y 
ON 

tz 

The surface of the disturbed column is 

represented by the equations 

,2-y -r -x 1.4/týt 
IM 

where 

(I-B. 12) 

(I-B-13) 

(I-B. 14) 

and a disturbance of small amplitude is considered so 

that 

11 z p <ýQc- (I-B-15) 

For a nondraining column the volume of the 

undisturbed column equals the volume of the disturbed 

column : 

2, f-, 9.3 + ITz, tH- Z(. ) - IT H£Z-Z21 
'l cl Z3Z 

- 2z(H-2z) 

which gives when combined with equation (I-B. 14) 

for 04z4h 

for -R 2 
(Z40 

IL o! 
(I-B. 17) 

I 'IT1ZU 
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The surface area of the undisturbed column is : 

t 

ir Rt, -t Z Ir 
kc. (H- lzc, ) 

The surface area of the disturbed colu= is : 

At, - 
Z(T N zc ZRC, 9 -RG K H 

Therefore for the disturbance to grow 

Az< Ac 

or from equationa (I-B. 18) and (I-B. 19) 

Z gt 
0, c 

8- gt, < 
H 

This condition JB satisfied only when 

4( RC, 

(I-B. 18) 

(I-B. 19) 

(1-13.20) 

(I -B. 21) 

(I-B. 22) 

a 
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I-C STABILITY OF A DRAIRIVG COLUMN 

In models C1 to C3 the surface of the column 

is described by equations which are similar to those 

used for models Bl and B2. However, the analysis of the 

necking process for the C models differs from that for 

the B models in that account is taken of changes in the 

area of the main part of the drop to which the column 

is attached. The procedure used to examine whether 

drainage of the column can occur by the process 

described in a particular C model is similar to that 

used in Appendix I-B: Only if the area decreases 

during the drainage process can the model describe a 

possible mode of drainage. 

Model 01 

In this model drainage occurs by shrinking 

and the surface of the column is represented by a 

cylindrical column, which has a radius Rc and a height 

h= (H - Rc), and a hemispherical cap of radius Rc 

where H is a constant and Rc is a function of time. 

Fig. 8.9 suggests that when the column is draining by 

shrinkage and its shape is cylindrical then 

dR 
c 

/dt=const and this will be assumed in the analysis. 
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The total volume of the drop is constant and 

is given by 

'IT 3 
.iI 

g3 - 
qr + 

Differentiation with respec- 

VI I 
0: 0.2 rr H kc, rr 

2c. 

RTC` 1) 

t to Rc leads to 

L dio 
f4 1T k,, m 

0 ao 
Tr dL(, 

The total surface area of the droP is given by 

ZiTH Zt, t4 fr 29 21T 20 Kg 
-Ita -Zt (1 -3) 

and therefore differentiation with respect to Rc and 

for the case 

21 4ý Rz 
to 1) 

gives 

dA Zir H+ if-l 2 cl Ro 21T tý (I-C. 5) ne ,ý -rlwc. - 
This can be combined with equations (I-C. 2) and (1-0.4) 



-176- 

to give 
%A 

d A, Tc C. ( 
-RZc- , j. 

I'a Wo - 4vY Ro 
For drainage by shrinkage to be possible dA, /dRc must 

be positive and therefore 

1 
.Z (H , Re) Z, , yp" >0 2 r. - Z 

(I-C.? ) 

The only solution of this equation which is acceptable 

is given by 

+ 7ZO-) 

As a first approximation it is assumed that 

DGII 

and the calculated values of the critical R are c 

presented in Table 19 of Appendix III. 
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Model C2 

Zvo 

riT 7 
-, 11) 4.0( C, es Z 1-1 

zit h 

In this model drainage occurs by necking. 

Prior to necking the surface of the column is 

represented by a cylindrical column, which has a radius 

Rc and a height h= (H - RC)p and a hemispherical cap 

of radius Rc where H is a constant. During necking the 

surface of the column is represented by the equations 

f or 0.4z, (h -C. 10) (lZ'- tM Cn ]Z-h 

t 2c. f or -R c 
4Z40 (I-0.11) 

The total volume of the drop is constant and is given by 

I 
-Z 23 (IT-2)Z, 

G V2 TH3 

Differentiation with respect to (4 leads to 

o. 
-c[-V-L ý -. 2 (IT + 41*r 
d 

+ 
Oz rir (2t vcvao (I-C-13) 

go Tjm 

The total surface area of the drop is given by 
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A. z= 
-L-, c7 

and therefore differentiation with reapect to ct. and 

for the case 

(I-C-15) 

gives 

d dRo 
sý2 

(0 ri 2fi 20 
-g- t I-C. 16) ZK 

This can be combined with equations (I-C. 13) and 
(I-C-15) and with the condition that at the onset of 

necking aL =0 to give 

dAt. - 

_Z('rz(U 
(I-C. 17) 

cioc 
For draining by necking to be possible dA 2 

/da must be 

negative and therefore 

Irl -1 RO)'It. 
IT-Z 

The only solution of this equation which is acceptable 

is given by 

'WRO 2, kca (I-C. 19) V(4f 
R 

21 

As a first approximation it is assumed that 

Zu r. 1 De., 
.t 

(I-C. 20) 

and the calculated values of the critical R. are 

presented in Table 19 of Appendix III. 
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Model C3 

--Z 20 

- cLS'jn IT Z 
2v 

- Z. b 

In this model drainage occurs by necking. 

Prior to necking the surface of the column is 

represented by a cylindrical column, which has a radius 

R. and a height h= (11 - Rc)q and a hemispherical cap 

of radius R. where H is a constant. During necking the 

surface of the column is represented by the equations : 

a. slin '17'z 
:2h 

for Oýz4h (1-0.21) 

C, 
for -R. ýz4O (I-C. 22) 

The total volume of the drop is constant and is given by 

t. 'r IZ 1-42r, (H -R 3 (X- VS T9LTr., 4 
A irl 3 qIr (RCOO 

30- 4' 'To 

Differentiation with respect to OC leads to 
I deo 42tý lrý, 

+ go dm 

The total surface area of the drop is given by 
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120 A, 2,0 4 Rc. -4 (R-23 4-tff 
(I-C. 25) 

and therefore differentiation with respect to 0, and 

for the case 

ee tI 
0 (I-C. 26) 

gives 

d A, 
--4(H-IZ, ) + Ift2co IIT (I-C. 27) 

CT OT 

This can be combined with equations (I-C. 24) and 

and with the condition that at the onset of 

necking mr. 0 to give 

dAj 9c, (I -C. 28) 
, az -z -4+ 21-1 c, 9 IZ r. ) -ý-o 

For draining by necking to be possible dA 3 
/doL must be 

negative and therefore 

1 Irl ti 1 Qf. .(Ht 0) 
2 

C, +Z 14 IZ 'ý0( I-C. 29) 
e 

The only solution of this equation which is acceptable 

given by 
'I V-4L 

"go . 
2cic,,, It (I -C. 30) 

4 

As a first approximation it is assumed that 

DE, j (i-c. 3]. ) 

and the calculated values of the critical Rc are 

given in Table 19 of Appendix III. 
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I-D 1', STMATION Ul' THL RATE OF NhCKING AT THE ONSI, T 

OF 14ECKING 

A 

--- 1.0 

2 0-dz 

I 

An eotimate of the rate of necking at the 

onset of necking is obtained from a momentum balance. 

The column was approximated to a frustum of a cone 

plus a nondraining hemispheroidal cap. da/dt, the rate 

of necking was assumed to be constant. The volume of 

the frustum between Z=O and z is eiven by 

1 *1 11 
V, 

r. JTIZý, 7. - lr-K'Zc, (RC-Q) + 
(Rc. 

7CL) h 

The change in the volume V. during necking iS then 

Vz 
-j -t 10 rit h 

[kc. 
3 t7 w 

A parabolic velocity profile is assumed at position z 
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V7.0 UOz (1-) 
foo 11 

where ro is the radius at z and 

1,0 r- IZ c- ý& (PC -a) h(I 

The net flow of liquid out of the frustum is given by 

d Vz 
-U, F 

(I -D. 5) 

which when combined with equation (I-D-3) Gives 

d Vz 
IT uo,. yT 

From equations (I-D. 2) and (I-D. 6) 

I 
UO-z 

-A -z2 
h3h Gil 

A momentum balance for an element in the fluid is 

considered 

Rate of change of 
momentum in the element) 

rate of momentum 

- rate of momentum 
the 

" net pressure for 
" net body force 

The momentum of the fluid in 
-rq 

Ma 
of 

?d Uz dz - ZFr dr (I-D. 9) 

which when combined with equation (I-D-7) gives 

16. IT ýd1, Ek cl . -Z 
Z dz 

h3 kl 91 

into the 

element 
out of 

element 
ce 

(I-D. 8) 

the element is given by 

Differentiation with respect to time gives for the 
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rate of change of momentum of the fluid in the element 

cl Tr ?d z2 z 3 (Qcaý dý 
+2 -. 

z dz (I-D. 11) 
oft 

rill 3 al 

Uonstant rate of necking is assumed so that 
A 

C, tr vc 

Thus equation (I-D. 11) becomes 

dm 2 Tr? d I' (da *' 
dt hz Tj) d7. (I -D. 13) 

The rate of net flow of momentum into the element ia 

given by 
ea 

0af ?d Vz 2 IT -r d-r 
0 

4 Etc, -2 -L I 0 
It 

A3 PI (do (I-D. 14) 
Zh% 

The net pressure force acting on the z faces of the 

element is given by 

p fF 12 
t. 

A (IIL - 
'ý 

d-L F. p, 21 
11 01)1 

11 - 2z 

and the net pressure force acting in the z airection 

on the angled faces of the element is 

Fp; 
4,. 

Rio-OL dz 
27. fhl 

- 
-t(-Ic 

The body force on the element is 

FS c ? dS ql[RI'll 

The momentum balance of equation (I-D. 8) becomes then 
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1 
-91 d' . -. h 

212 tgir[-tt- 3: (gL7Aýid-L ind -b 2z hl df. 
) 

2 
-« � z) 

3z 

4'Zd3 nM 
At the onset of necking a=R c and the momentum balance 

becomes 

23 (doi 't 
, it -I 

(I-D. 19) 
- jrq A. ) Jz 2-0 dz - 71Z Jz t.?, Ttd 32*1 d?. -f hi U-1 az ý rz to 

If this equation is integrated with respect to z 

between the limits z. 0 and z-h 

I -z- h 

ft 
t2 (I-D. 20) Na) IZ%v gxc, AP OT 

ro U"f 

From equation (I-D. 14) 

zz b 101 
-, A lud 1ý (ý"T) Vx 03 RT 

Thus equation (I-D. 20) becomoo 

1. 
_ý 

ýLfda)l . 
IdQ )a if 

(I-D. 22) 
k-j-4 fred t VIC, ire 

or when solved for A? 

(I-D. 23) 
Ad 

p 

16 ft. 
Z hz ( dQ 

AP can be calculated from a consideration of the 

pressure distribution around the surface of the drop. 

The only data available for the pressure difference in 

the outer fluid between the front and rear stagnation 

points is that given by JEESON, HORTOV, and WEARING06) 
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for the flow past a sphere. From their results it 

appears that the ratio of the pressure drop between the 

front and rear stagnation pointn to the dynamic head is- 

constant and equal to - 1.12 for the Reynolds number 

range under inveBtigation. This is used for the present 

system as a first approximation. Thus the pressure 

difference between the points A and B (Figure) is 

,6 Pq 9z Uoo'l ,--9o. 3Dv .Z 
(I-D. 24) 

Therefore the pressure difference between the pointa 

C and D is given by 

K '7 (I-D. 25) a PC-D 
---APAIS + 10 

-21ý: * ýd 32c. I Td 3L CA Ca 

where CA and CB are the radii of curvature at points 

A and B. If this combined with equation (I-D. 24) 

?c0 qo, %I--It ýd8k+ Dv (I-D. 26) VZ tgo CA Cb) -(Z4 

If equation (I-D. 23) is substituted in equation (I-D. 26) 

I 

.A 

NQ 
B-1 le _U 

Voo + JqDV 
C8 

(I-D. 27) 
C, 

ro TZ 

It is assumed that CA =2RCo U00can. be calculated from 

correlations Given by I'DGE and GRANT(36)(38) I for 

chlorobenzene 

15 ,8 (Jog 
ic (I-D. 28) 

and for 112-dichloroethane 
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VOD 
- 

/5. / Z-95 
roe-, it O'e'l 

(I-D. 29) 

Measurements of H, R. and C,, which were taken from 

cine-films were used in equation (I-D. 27) to calculate 

da/dt. The results are presented in Table 20 of 

Appendix Ill. 
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APFL VDIX II 

GRAPHS OF RESULTS 
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Fig. 25 The dimensions of the drop during breakup 

System: chlorobenzenelwater. DE� =0.896 cm 
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Fig. 26 The dimensions of the drop during breakup 

System: chtorobenzenelwater. DE, 1 =0.906 cm 

0 20 40 60 
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Fig. 27 The dimensions of the drop during breakup 

System: chlorobenzenelwater ,DE. 1 =0.998 cm 
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Fig. 28 The dimensions of the drop during breakup 

System: chlorobenzenelwater, D E, 1 =1.013 cm 
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Fig. 29 The dimensions of the drop during breakup 

System: chlorobenzenelwater, D Ej =1.056 cm 

0 30 60 90 
Time (msec) 



-217- 

H 
(cm) 

D c 

and 

2a 

(cm) 

Dv 

and 
DH 

(cm) 

Fig. 30 The dimensions of the drop during breakup 

System: chlorobenzenelwater, D E, 1 : _'l* 088 cm 
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Fig. 31 The dimensions of the drop during breakup 

System: 1,2-dichtoroethanelwater, D E, 1 =0.635 cm 
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Fig. 32 
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The dimensions of the drop during breakup 

System: 1�2-dichloroethanetwater, D E, 1: --0' 657 cm 
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APPENDIX III 

TABLES OF RESULTS 

TABLE Internal diameters of the drop forming tips 

TIP 
internal 
diameter 

(cm) 

05 0.119 

04 0.158 

03 0.170 

02 0.250 

01 0.404 

00 0.454 

0 0.390 

1 0.411 

2 0.453 

21 0.457 

3 0.485 

4 0.543 

5 0.613 

6 0.642 

7 0.742 

8 0.806 

9 0.919 

10 0.989 
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TABLE 1 Sizes of nonbreaking drops formed from the 

tips at various rates of formation 

Svstem--: 
---Chlorobenzene/Water 

TIP 
number 

of drops 
in sample 

time of 
formation 

(see) 
DE 

+ 
1 I (CM) 

S. D. 

05 20 7.0 0.560 0.13 

04 15 8.0 0.620 0.11 

03 15 8.0 0.674 0.10 

02 10 10.0 0.769 o. 13 

01 10 10.0 0.891 0.19 

aystem : --1.2-Dichloroethane/Water 

TIP 
number 

of drops 
in sample 

time of 
formation 

(sec) 
Dy 

+ 
1 

(cm) 
ý4 S. D. 

05 40 6.5 0.360 0.59 

03 30 8.0 0.410 0.71 

02 30 9.0 0.512 0.31 

01 30 10.0 0.578 o. 30 

00 20 10.0 0.600 1.20 

+ mean of three separate measurements 
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TABLE 2 Sizes of breaking chlorobenzene drops 

formed from the tips at 10 see intervals 

TIP 
number 

of drops 
in sample 

D+ E1 
(Q S. D. 

1 20 0.896 0.08 

2 20 0.906 0.00 

3 20 0.932 0.13 

4 20 0.969 0.07 

5 15 0.998 o. 23 

6 15 1.013 0.07 

7 15 1.056 o. 16 

8 15 1.088 0.00 

9 15 1.124 m6 

10 15 1.146 m6 

+mean of three separate measurements 
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TABLE 3 Sizes of breaking chlorobenzeno drops formed 

from the tips at various rates of formation 

number time of D+ 4 TIP of drops formation E01 ý S. D. 
in sample (sec) (cm) 

1 20 5.0 0.898 0.08 

20 7.0 0.922 0.08 
2 

20 14.0 0.918 0.08 

20 5.0 0.945 0.11 
3 

20 24.0 0.923 o. 16 

15 5.0 0.980 0.07 
4 

15 25.0 0.958 0.07 

15 5.0 1.008 0.10 
5 

15 20.0 0.990 0.0 

15 7.0 1.020 0.07 
6 

15 22.5 1.000 0-0 

+ mean of three separate measurements 
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TABLE' Sizes of breaking 1,2-dichloroothana drops 

formed from the tips at 10 see intervals 

TIP 
number 

of drops 
in sample 

D+ E1 
CMI) SOD* 

3 20 o. 612 0.16 

4 20 0.635 0.09 

5 20 0.657 0.00 

6 20 0.666 0.19 

7 20 0.694 0.08 

8 20 0.712 0.18 

9 20 0.744 0.00 

10 20 0.768 0.11 

+mean of three separate measurements 
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TABLE 5 Sizes of breaking ethylbromide drops 

formed from the tips at 10 see intervals 

TIP 
number 

of drops 
in sample 

D+ E01 
(cm) S. D. 

0 60 0.481 0.12 

1 30 0.493 o. 17 

2 30 0.505 0.00 

3 30 0.514 0.11 

4 30 0.531 0.15 

5 25 0.552 0.10 

6 25 0.555 0.10 

7 25 0.587 0.10 

8 25 0.602 0.21 

9 25 0.631 o. 13 

10 25 0.639 o. 27 

'-mean of three separate measurements 
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TABLE 6 Sizes of the secondary drops 

System : Chlorobenzone/liater 

Primary drops were formed at 10 sec intervals 

rear formation front formation 
T Il? D Eti D+ E92 %' S. D, DE + 

2 
, 

% S. D. 
( cm) (cm) (cm ) 

1 0.896 0.058 5.7 

2 0.906 0.312 5.0 

3 0.932 - - - - 
4 0.969 - - 0.146 5.0 

5 0.998 0.075 3.3 0.202 o. 6 

6 1.013 0.299 0.7 0.257 1.4 

7 1.056 0.478 1.4 0.080 8.1 

8 1.088 0.543 2.2 0.146 a. 7 

9 1.124 0.622 11.4 - - 
10 1.146 0.595 8.3 0.237 2.9 

+mean of three separate measurements 
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TABlE 7 Sizes of the secondary drops 

System : Chlorobenzone/Water 

Primary drops were formed at various rates 

ti f rear formation front formation 
me o I 

TIP formation Iý, 
tj 

Dt B12 SeDs 
D+ E02 S. D. 

(sec) (cm) (cm) (cm) 

1 5.0 0.898 0.243 5.5 

7.0 0.922 0.048 7.1 
21 

14.0 0.918 0.293 4.3 - - 

5.0 0.945 - - 0.071 6.4 
3 

24.0 0.923 0.084 7.7 - - 

5.0 0.980 - - 0.156 5.6 
4 

25.0 0.958 0.104 8.6 

5.0 1.008 0.159 2.7 0.213 .8 
5 

20.0 0.990 - - 0.175 3.7 

7.0 1.020 0.335 2.1 0.260 3.9 
6 

22.5 1.000 0.105 6.6 0.201_ 1 3.3 

+mean of three separate measurements 
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TABLE 8 Sizes of the secondary drops 

System :- lt2-Dichloroethane/Water 

Primary drops were formed at 10 sec intervals 

rear formation front formation 

TIP D 
tj E D 

t Et2 ý4 S. D. D E92 S. D 
(cm) (cm) (cm) 

3 0.612 - - - - 

4 0.635 0.244 3.2 - - 
5 0.657 0.293 1.9 - - 
6 0.666 0.305 2.0 - - 
7 0.694 0.358 1.4 - - 
8 0.712 0.081 9.6 - - 
9 0.744 - - 0.111 3.2 

. 
10 0.768 0.110 4.5 

+mean of three separate measurements 
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TABLE 9 Sizes of the secondary drops 

System : Ethylbromide/Water 

Primary drops were formed at 10 sec intervals 

rear formation front formation 

TIP D E, l D 'ý Ep2 1ý S. D. DE: 2 jý S. D. 
(cm) (cm) (cm) 

0 0.481 0.163 4.8 - - 
1 0.493 0.207 4.9 - - 
2 0.505 0.247 5.7 - - 
3 0.514 0.267 2.5 - - 

4 0.531 0.134 5.6 - - 

5 0.552 - - - - 

6 0.555 - - - - 

7 0.587 - - 0.107 4.1 

8 0.602 - - 0.117 5.0 

9 0.631 0.331 3.0 0.092 6.1 

10 0.639 0.422 3.5 0.098 
_6.6 

+mean of three separate measurements 
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TABLE 10 The velocity of fallo the frequency of 

oscillation and the wake class in the 

terminal region for nonbreaking drops, as 

reported by EDGE and GRANT(36)(37) 

System_: Chlorobenzene/Water 

D 

(cm) 

U" 

(cm/sec) (1/sec) 

I wake 
class 

0.560 15.6 9.76 111 

0.620 15.4 8.80 111 

0.674 14.4 8.04 111 

0.769 14.0 6.54 IV 

0.891 13.4 5.35 V 

System : 1,2-Dichloroethane/Water 

DE 

(cm) 

uto 

(cm/sec) (1/sec) 

I wake 
class 

0.360 16.9 15.1 111 

0.410 16.8 13.0 111 

0.512 15.4 9.5 IV 

0.578 14.7 8.8 IV 

o. 600 14.6 7.8 1 IV A 
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TABLE 11 Mean eccentricity and the amplitude of 

eccentricity oscillationa for nonbreaking 

drops in the terminal region 

System : Chlorobenzene/Water 

DEtl 
mein 
B max 

Cf 
70 

S. D. 
mean 
E" min 

% 
S. D. 

mean 
E+ 

% 
S. D. 

me 
AB 

% 
S. D. 

0.560 2.11 1.1 1.47 1.5 1.79 1.2 0.64 0.0 

0.620 2.12 3.7 1.24 9.1 1.68 0.8 0.88 21.7 

o. 674 2.07 1.4 1.25 1.8 1.66 0.0 0.83 6. o 

0.769 2.46 6.6 0.97 14.6 1.72 0.6 1.49 0.6 

0.891 2 -_56 7.2 1 1.01 2.2 1.79 41 4. 1.56 1 13 - 
overall mean eccentricity 1.73 

1 

7o S. D. 3.50 

System : lp2-DichloroethanelWater 

DE 
1,1 

mean 
B 

4, 

max 

% 
S. D. 

me an 
E t. min 

% 
S. D. 

mean 
B4 

% 
S. D. 

mean 
AE * 

% 
S. D. 

0.360 2.30 2.5 1.59 2.7 1.95 0.5 0.71 13.9 

0.410 2.72 2.9 1.27 2.8 2.00 1.1 1.45 7.8 

0.512 2.61 1.6 1.13 8.2 1.87 1.5 1.49 9.0 

0.578 2.60 1.1 1.16 1.9 1.88 1.5 1.45 0.7 

0.600 12-74 0.0 11-13 7.5 1.94 2.2 1.61 5.3 

Overall mean eccentricity 1.93 

% S. D. 12-78 1 

f-mean of two separate measurements 
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TABLE 12 Drop eccentricity when 0= ttý for 

nonbreaking drops 

System : Chlorobenzene/water 

DE 
pl 

(CM) 

0.560 1.10 

0.620 1.12 

0.674 1.08 

0.769 1.14 

0.891 1.00 

System : 1,2-Dichloroethan 

DE 
9, 

(cm) 
E 

0.410 1.13 

C) - 512 1.12 

0.578 1.20 

0.600 1.10 
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TABLE 13 Constants of equation (6-3) and the time 

required to reach 90% of the terminal 

velocity for nonbreaking drops 

System : Chlorobenzene/Water 

D Evi 
(cm) 

mean+ 
rc 

(1/sec) 

% 
S. D. k 

t 0.9 
(sec) 

0.560 4.09 1.7 0.75 0.36 

0.620 4.18 1.9 o. 63 0.35 

0.674 4.82 6.8 0.46 0.31 

0.769 5.38 1.7 0.28 0.27 

0.891 6.18 2.9 0.14 0.24 

tmean of two measurements 
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TABLE 14 The D. peak at which the critical 

oscillation occurs and the mode of drop 

breakup 

System : Chlorobenzene/Water 

DE 1 
(cm, ) 

number of 
D. peak after 

detachment 
mode of breakup 

0.620 8 no breakup 

0.674 7 no breakup 

0.769 5 no breakup 

0.891 4 no breakup 

0.896 4 rear breakup 

0.906 4 rear breakup 

0.932 4 no breakup 

0.969 3-4 front breakup 

0.998 3 rear and front breakup 

1.013 3 rear and front breakup 

1.056 3 rear and front breakup 

1.088 3 rear and front breakup 

1.124 3 rear breakup 

1.146 3 rear and front breakup 
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M 
TABLE 15 The DV peak at which the critical 

oscillation occurs and the mode of drop 

breakup 

System_: 1,2-Dichloroethane/ ater 

DEP, 

(cm) 

number of 
DV peak after 

detachment 
mode of breakup 

0.410 6 no breakup 

0.512 3 no breakup 

0.578 3 no breakup 

0.600 3 no breakup 

0.612 3 no breakup 

0.635 3 rear breakup 

0.657 3 rear breakup 

0.666 3 rear breakup 

0.694 3 rear breakup 

0.712 3 rear breakup 

0.744 2-3 front breakup 

0.768 2-3 front breakup 
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TABLE 16 The DV peak at which the critical 

oscillation occurs and the mode of drop 

breakup 

System_: Ethylbromide/Water 

D Ell 
(cm) 

number of 
D, peak after Ndetachment mode of breakup 

0.481 3 rear breakup 

0.493 3 rear breakup 

0.505 3 rear breakup 

0.514 3 rear breakup 

0.531 3 rear breakup 

0.552 3 no breakup 

0.555 3 no breakup 

0.587 2-3 front breakup 

0.602 2-3 front breakup 

0.631 2 rear and front breakup 

0.639 2 rear and front breakup 
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TABM 17 Constants of the equation (8.1) 

for the various systems 

breakup v 0 
DI Eol 

System at the Dv 
peak number (cm (cm) 

4 1.580 0.8959 
chlorobenzene 

3 0.985 0.9978 

1,2-dichloroethane 3 0.204 0.6120 

3 0.237 0.4721 
ethylbromide 

2 2.545 0.6236 
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TABLE 18 Dimensions of the drops prior to necking 

System : Chlorobenzene/Water 

D Et1 H' % 
S. D. 

R f- 
c 

ýi 
S. D. 

H 't 
21Re 

l', ý, IC, 
S. D. 

D" v 
% 

S. D. 

(cm) (cm) (CM) (cm) 
0.896 0.358 3.1 0.147 3.9 0.39 6.8 1.239 1.5 

0.906 0.406 6.6 0.181 8.3 0.36 9.5 1.410 2.4 

0.998 0.347 7.7 0.164 6.3 0.34 2.4 1.274 2.8 

1.013 0.445 3.4 0.178 3.1 0.40 2.0 1.397 2.1 

1.056 0.667 1.5 0.237 2.3 0.45 2.2 1.662 o. 6 

1.088 10.744 4.0 10.272 2.5 0.44 5.6 1.746 1.5 

System : 1,2-Dichloroethane/Water 

DE91 

(cm) 
H 

(cm) 

% 
S. D. 

RC 

(cm) 

% 
S. D. 

H 
2«R S. D. 

Dv 

(cm) 
s. D. 

0.635 0.287 2.0 0.139 3.7 0.33 3.5 0.920 1.3 

0.657 0.379 1.1 0.143 4.0 0.42 5.3 1.009 1.3 

0.666 0.405 2.1 10.144 1.1 0.45 2.6 11.027 1.6 

of three separate measurements 
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TABLE 19 Values of Rc for drainage of the rear 

column to occur by Models Cl, C21 and C3 

System : Chlorobenzene/water 

D Ell 
(cm) 

, 

experiment 
R+% C S. D. 

(cm) 

Model 
R+ c 

(cm) 

C, 
% 

S. D. 

Model 
R* c 

: (cm) 

C2 
% 

S. D* 

Model 
R -f c 

(cm) 

C3 
% 

SeDe 

0.896 0.147 3.9 0.160 1.0 0.071 2.4 0.096 2.1 

0.906 0.181 8.3 0.168 2.0 0.078 5.1 0.104 4.2 

0.998 0.164 6.3 0.169 3.1 0.071 6.0 0.097 5.4 

1.013 0.178 3.1 0.186 1.0 0.086 2.4 0.115 2.1 

1.056 0.237 2.3 0.214 0.3 0.114 1.0 0.147 0.7 

1.088 0.272 2.5 0.224 0.8 0.124 2.4 0.158 2.2 

System : 1,2-Dichloroethane/Water 

experiment Model C1 Model C2 Model C3 

D Epl 
(cm) 

I 

R+ c 
(cm) 

% 
S. D. 

R 
4. 

c 
(cm) 

S. D. 
R+ c 

. 
(Cm) 

% 
S. D. 

R+ c 
(cm) 

% 
S. D. 

-- 
0.635 0.134 3.7 0.118 0.8 0.055 1.8 0.073 1.4 

0.657 0.143 4.0 0.130 0.4 0.067 0-9 0.087 0.7 

0.666 0.143 0.9 0.133 0.6 0.070 1.2 0.091 10'6 

* mean of three separate measurements 
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TABLE 20 Experimental and theoretical valuea of the 

rate of necking at the onset of necking 

System : Chlorobenzene/Water 

experimental equation (8.10) 
DE 

9, _ 
da "' da, + 
dt dt 

(cm) (cm/sec) (cm/oec) 

0.896 5.8 8.0 

0.9o6 5.7 8.7 

1.013 5.0 7.2 

1.056 6.05 5.5 

1.088 6.05 1 5.2 

System : 1,2-dichloroethane/Water 

experimental equation (8.10) 

D da 'ý 
d 

da* 
Evi t dt 

(CM) (cm/sec) (CM/Sec) 

0.635 7.2 10.3 

0.657 5.4 8.2 

o. 666 5.5 7.7 

+mean of three separate measurements 
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APPENDIX IV 

PREPARATION OF THE CHROMIC ACID SOLUTION 

Chromic acid solution was prepared as 

follows : Sodiumdichromate was added to water until 

no more would dissolve. Then concentrated sulphuric 

acid was added to the saturated dichromate solution. 

The chromium trioxide which precipitated was 

redissolved by further addition of concentrated 

sulphuric acid. This solution was kept in bottles or 

in glass tanks tightly covered with glass plates. 
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TIODITCLATURE 

Commonly used symbols are given below. Other 

symbols are defined in the text. 

a radius of the rear column at the point of 

necking (cm) 

A area (cm 2) 

Av (=DV, 
max-DV, min 

) amplitude of DV 

oscillation (cm) 

b 11carried mass" in equation (2-58) and (I-A. 2) (g) 

bA amplitude factort equation (2.40) 

1ý property parameter, equation (2.17) 

CAICB radii of curvatureq equation (8.10) (cm) 

CD drag coefficient 

D Diameter of the sphere 

DH diameter of the major (horizontal) axis of 

the drop (cm) 

DV diameter of the minor (vertical) axis of 

the drop (CM) 

D equivalent spherical diameter of the 

primary drop (CM) 

D Epl constant in equation (8.1) (CM) 

DE, 2 equivalent spherical diameter of the 

secondary drop (CM) 

E (=D 
H/DV) eccentricity of the drop 
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AE (=Emax- Emin ) amplitude of eccentricity 

oscillation 

FI) drag force 

h height of the cylindrical part of the 

rear column 

H total height of the rear column 

k constant in equation (6-3) 

Klly'2 constants in equation (2.29) 

n positive integer (including zero) 

(dyne) 

(CM) 

(cm) 

q growth rate of the disturbance (1/sec) 

rvrl cylindrical coordinate, spherical coordinate (cm) 

Rc radius of the column I (cm) 

Ro radius of the drop excluding the column (cm) 

t time (sec) 

t 0.9 
time required by the drop to reach 90 

of the gross terminal velocity (sec) 

U velocity (cm/SeC) 

vi volume of the primary drop (CM3) 

V2 volume of the secondary drop (CM3) 

Vo constant in equation (8.1) (cm3 

z cylindrical coordinate (cm) 

amplitude of disturbance (cm) 

quantity in equation (I-B-3) (cm) 

difference 

amplitude of disturbance at t=0 (cm) 

surface free energy per length of the 

column (dyne) 
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cylindrical coordinate 

wavelength of the disturbance (cm) 

viscosity (poise) 

density Cg/cm 3) 

interfacial tension (dyne/cm) 

constant in equation (6.2) (1/sec) 

frequency of oscillation (1/sec) 

frequency of oscillation predicted by 

Lamb, equation (2-37) (1/sec) 

Subscripts 

a continuous fluid 

c column 

crit critical value 

d drop fluid 

max maximum value 

min minimum value 

opt optimum value 

St value given by Stokes 

trans transition value 

w water phase 

00 value in the terminal period 

Dimensionless Groups 

Eb E'btvbs number 
M 

T 
U Re Reynolds number 

ýCL 
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Sr 

We 

z 

Strouhal number 
w DE, I 

voc 

Weber number 4 Vo'D' DE, I 

ohnesorge number 
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