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Abstract

Capable of sustaining giga-volt-per-metre accelerating gradients, plasma accelerators

are a promising technology that offer a path to compact machines for high-energy ap-

plications. In the case of a beam-driven plasma wakefield accelerator (PWFA), energy

is transferred from a driver particle beam to an existing bunch trailing in its wake; in

this way, the plasma accelerator can be seen as an energy transformer. Alternatively a

beam can also be formed directly inside the wake—a so-called plasma cathode. The

quality of this new bunch can furthermore be higher than that of the incoming drive

beam, where the plasma stage now acts as a brightness transformer.

In the case of an energy transformer, this work focuses on an important quantity

in plasma acceleration—the energy-transfer efficiency. Here, a new diagnostic was

developed based on the light emitted from a beam-interacted plasma that can—in

contrast to conventional dipole spectrometers—non-invasively measure the energy-

transfer efficiency with longitudinal resolution on a shot-to-shot basis. After bench-

marking this method with the spectrometer-based technique, local energy-transfer

efficiencies of up to (58 ± 3)% were measured. Furthermore, the potential of this

method in diagnosing transverse instabilities was investigated, with this diagnostic

seen as being key to the monitoring and optimisation of future plasma accelerators.

A PWFA-based plasma cathode stage was then also established and optimised,

with the goal of demonstrating the brightness transformation of an input drive beam.

Based on optically-generated density downramp injection, bunches were internally

injected with high reproducibility and accelerated with ∼ GVm−1 accelerating gra-

dients. Thorough characterisation of these bunches yielded O(10 pCMeV−1) peak

spectral densities, percent-level energy spreads and normalised emittances around an

order of magnitude less than the drive beam. As a result, the 3D brightness of the

injected bunches (i.e. brightness in the horizontal and spectral directions) was shown

to be 4.8 times higher than that of the drive beam.

Ultimately, both of the themes explored in this thesis are important if plasma ac-

celerators are to meet the demands of future FEL light sources and linear colliders.
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Chapter 1

Introduction

Originally invented as a means of probing fundamental physics [1–4], particle accel-

erators now perform crucial roles in a wide range of sciences that impact society on

a large scale [5]. Particle accelerator technologies can have direct effects on peoples

lives, ranging from medical applications such as cancer treatment [6] to industrial

applications such as the doping of semiconductors for electronics [7]. However, the

role of accelerators as ’engines of discovery’ [8] by empowering science at all levels

yields benefits that, although not directly tangible for most people, can over time have

profound impacts on society. For example, it is worth remembering that CERN [9]—

the world’s largest particle accelerator lab—is widely credited as the birthplace of the

World Wide Web, created in response to the need of scientists to automatically share

information with institutes around the globe [10].

Although particle accelerators now find applications in disciplines outside of fun-

damental science, the appetite of researchers to study the universe at the smallest

scales is no less strong. Activities at the cutting edge of many of these fields typi-

cally require high energies. For particle physicists this translates to colliding particles

together with a large enough centre-of-mass energy to recreate the conditions of the

early universe [11]. For photon scientists, resolving the smallest structures relies on

high energy particle beams emitting synchrotron radiation at a short enough wave-

length [12].

The radio frequency (RF) cavities that act as the work-horse of modern accelerators

have an accelerating gradient (∼ 10–100 MVm−1) that is limited by the fields that they

can sustain before breakdown of the material at their walls [13]. Increasing the final

energy of a particle beam is then simply a matter of propagating the bunches through

a series of RF cavities in a so-called linear accelerator (linac)[14], but can rapidly lead

to long and costly machines [15]. In principle, the energy of the accelerated parti-
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Chapter 1. Introduction

cles can be increased indefinitely in circular accelerators, where the beams will perform

multiple orbits of the same machine, gaining energy in each pass [16]. However, the

maximum energy is then limited by the strength of the magnets required to steer and

focus the beam [17]. Moreover, such machines—known as synchrotrons—are further

limited in energy gain due to energy losses via synchrotron radiation, especially for

light particles (i.e. electrons and positrons) [18]. Future particle accelerator facilities

that need the very highest energies and beam quality are therefore increasingly based

on linacs, where the options for reaching the highest energies are either to build larger

machines—requiring potentially prohibitive amounts of money and resources—or to

address the fundamental limit in accelerating gradient that current RF cavity technol-

ogy exhibits.

A number of novel accelerator concepts have therefore been proposed in order to

overcome these limits. One such scheme involves the use of an acceleration medium

that is already in a broken-down state—plasma. Often described as the fourth state

of matter, plasmas are overall neutral but are able to sustain extremely strong electric

fields (> GVm−1) in regions of localised charge separation. Intense particle beams

or lasers can be used to generate such structures, known as wakes, which can in turn

act as microscopic accelerating cavities. A charged particle bunch placed in the correct

part of the wakefields therein can then rapidly gain energy in a fraction of the distance

that would be required with conventional machines. Such plasma accelerators [19] are

therefore viewed as a promising technology for compact high-energy particle sources

that can exist in small-scale laboratories, but also as a solution for future particle col-

liders and light sources where the footprint and cost of a conventional machine would

be unfeasible.

This thesis focuses on plasma accelerators driven with intense charged particle

beams, simply known as plasma wakefield acceleration (PWFA) [20]. In such accelerators,

the mean energy of existing particle beams can be rapidly increased by the transfer of

energy from a drive beam. As such, PWFA modules are often termed energy tranform-
ers. Amongst other considerations, the energy efficiency of such an acceleration stage

is of paramount importance—both from a cost and climate point-of-view.

Whereas the energy of existing particle bunches can be boosted, there is also the

opportunity to generate completely new particle bunches within the wake. Such

beams can have much higher quality i.e. brightness than the driver; in this case, a

PWFA can be viewed as a brightness transformer. This is of key importance for future

colliders and light sources, both of which require high-quality beams to produce large

amounts of collisions or bright pulses of light, respectively.
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The work presented here therefore concentrates on the optimisation of the en-

ergy and brightness transformer aspects of beam-driven plasma wakefield accelera-

tion. Chapter 2 lays out some of the fundamental concepts required for understand-

ing the processes involved in plasma wakefield acceleration. Chapter 3 introduces

the FLASHForward facility at DESY, Hamburg, where the entirety of the experimen-

tal studies presented in this thesis were performed. Chapter 4 details a method of

measuring wake-to-trailing bunch energy transfer efficiencies that are longitudinally

resolved along the length of the accelerator stage, making local diagnosis of the accel-

eration process now possible in experiment. Chapter 5 presents results of an optically-

triggered density downramp (plasma torch) injection experiment, where novel tech-

niques for the optimisation of injection are explored, resulting in a stable generation

of witness bunches whose key qualities are then characterised. Extensive simulation

studies in support of these results are also included in this chapter. Chapter 6 then con-

cludes the thesis by providing an overarching outlook for all of the work completed

in this project.
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Chapter 2

Fundamental Concepts

In this chapter, the fundamental concepts required for an understanding of the studies

presented in this thesis are given. As a large amount of these involve the interaction of

particles with electromagnetic fields, the chapter begins with a brief review of electro-

dynamics. The particle beam dynamics that underpin particle accelerators of any type

are then introduced. A short overview of key plasma physics concepts are then given,

including how they can be generated and how they evolve. The formation of plasma

wakes is then examined, followed by methods of trailing bunch injection and details

of the acceleration process that follows. Finally, some of the computational tools that

can be used to model parts of the physics outlined in this chapter are discussed.

2.1 Electrodynamics

Maxwell’s equations form the basis of electrodynamics [21], which take the form

∇ · E =
ρ

ϵ0
(2.1)

∇ · B = 0 (2.2)

∇× E +
∂B
∂t

= 0 (2.3)

∇× B = µ0j + µ0ϵ0
∂E
∂t

, (2.4)

and essentially describe the relation between the electric field E, magnetic field B,

charge density ρ and current density j. The constants ϵ0 and µ0 are the vacuum permit-

tivity and permeability respectively. By substituting Gauss’ law for electricity (Equa-

tion 2.1) and Ampére’s law (Equation 2.4) into the curl of Faraday’s law (Equation 2.3)
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Chapter 2. Fundamental Concepts

we obtain the inhomegeneous wave equation for the electric field

1
c2

∂2E
∂t2 −∇2E = −

(
1
ϵ0
∇ρ + µ0

∂j
∂t

)
, (2.5)

where the speed of light in a vacuum is

c =
1

√
ϵ0µ0

= 2.997 924 58 × 108 m s−1. (2.6)

Note that the source terms ρ and j are related by the continuity equation,

∂ρ

∂t
+∇ · j = 0. (2.7)

The force acting on a point charge q with mass m and velocity v due to an electromag-

netic field is then determined by the Lorentz equation [22],

F =
dp
dt

=
dγmv

dt
= q(E + v × B), (2.8)

where γ = 1√
1−v2/c2 is the relativistic gamma factor. For most of this thesis, the dynam-

ics of electrons in electromagnetic fields will be considered, with fundamental charge

−e and mass me.

2.2 Particle beam dynamics

In this section a brief overview of the physics of particle beams is discussed, begin-

ning with the motion of single particles which is then generalised to that of particle-

ensembles.

2.2.1 Single-particle dynamics

Before discussing how a particle’s motion can be manipulated in a particle accelerator,

a coordinate system and corresponding dynamical variables must first be introduced.

A curvilinear coordinate system is most commonly adopted in particle accelerator

physics (see Figure 2.1), describing the location of a particle in 6D phase space relative

to that of a reference particle with longitudinal position s0 and momentum p0 travel-

ling along the design trajectory s of the machine. In the curvlinear coordinate system,

the particle coordinates are often expressed as the vector X = (x, x′, y, y′, ξ, δ), where

for a particle with momenta (px, py, ps) in the (x̂, ŷ, ŝ) directions, x and y are the par-
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ticle’s transverse offsets from the design trajectory, x′ = dx
ds ≈ px

ps
and y′ = dy

ds ≈ py
ps

are the angles between the particle’s trajectory and the design orbit and ξ = s − s0

and δ = ps−p0
p0

are the particle’s longitudinal position and momentum relative to the

reference particle. Grouping these variables together, the xx′ and yy′-planes consti-

tute the phase spaces formed by the particle positions and angles in the transverse

directions—also known as trace space—whilst the ξδ-plane represents the longitudinal

phase space.

p

X
x'

y'

y

x

x
s

ζ
y

s

Particle

Reference 
particle

Figure 2.1: Curvilinear Frenet-Serret coordinate system. The position of the particle
(blue filled dot) is described relative to the position of the design particle (blue circle)
travelling along a design trajectory s. The momentum p of the particle is also given in
terms of the momentum along s and its angles with respect to s [23].

Longitudinal motion

To increase a charged particles momentum in the direction of travel—in other words,

to increase its energy—it is well known that only the electric field part of Equation 2.8

can be used; the magnetic field term only ever acts perpendicularly to the direction of

motion, and so cannot do work. The increase in energy ∆E of a charged particle by

a longitudinal electric field Ez over an acceleration length L is found by integrating

along the direction of travel, such that

∆E = q
∫ L

0
Ez(s) ds (2.9)
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Note that if Ez(s) is different to what would be experienced by the design particle, this

can lead to a non-zero value of δ. Variations in the ξ coordinate can in principle occur

if the velocity of the particle is not relativistic; most of the time however, particles

in an accelerator travel close to the speed of light in the longitudinal direction. The

ξ coordinate in this case can however be manipulated by altering the length of the

particle’s trajectory, necessarily requiring alteration of the particle’s transverse orbit.

Transverse motion

Whereas boosting the energy of charged particles in an accelerator can only be achieved

through the use of an electric field, their transverse motion is typically controlled via

the application of a magnetic field. Consider the multipole expansion of the vertical

component of the magnetic field By along the x-axis, about x = 0:

e
p

By(x) =
eBy

p

∣∣∣∣
x=0

+
e
p

∂By

∂x

∣∣∣∣
x=0

· x + · · ·

=
1
ρ

+ k1x + · · · , (2.10)

where By has been normalised by the beam rigidity p
e —a measure of the amount

of deflection experienced by a particle of momentum p and charge e in a magnetic

field. Note that only the first two terms of the expansion have been explicitly shown

here: the constant dipole term and the quadrupole term that scales linearly with the

an offset in x. These constitute the elementary building blocks of an accelerator’s

magnetic lattice: dipoles that can bend the particle trajectory in one direction, and

quadrupoles that can focus particles towards the axis. Normalising by the beam rigid-

ity allows normalised measures of the strengths of these terms to be defined, with the

dipole strength quantified by the radius of its bending trajectory ρ and the quadrupole

strength given in terms of its normalised focusing gradient k1. Note that considering

the same magnetic field but with x → y, the focusing strength of the quadrupole term

will be the same but with the opposite sign—implying that particles cannot be focused

in both directions with just one quadrupole element.

The equation of motion for an on-momentum particle (δ = 0) in the x direction is

described by the so-called Hill’s equation [24],

x′′ = −k(s)x, (2.11)

where considering only dipolar and quadrupolar fields, k(s) = 1
ρ2(s) − k1(s). Equation
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2.11 is that of a simple harmonic oscillator with a solution given by

xβ(s) =
√

ϵβ(s) cos
(√

k(s)s + ϕ0

)
(2.12)

where ϕ0 is defined as an initial phase and β(s) and ϵ are the varying and constant

parts of the amplitude respectively. Known as the Courant-Snyder invariant or single-
particle emittance, ϵ is, for a particle acted on only by linear forces, conserved through-

out the accelerator [25]. The beta-function β(s) on the other hand varies according to

the differential equation

1
2

β(s)β′′(s)− 1
4

β′(s)2 + k(s)β(s)2 = 1, (2.13)

found by substitution of the solution in Equation 2.12 into 2.11. In combination with

the β-function, two extra parameters can be defined as

α(s) = −1
2

dβ(s)
ds

(2.14)

and

γ(s) =
1 + α(s)2

β(s)
(2.15)

which complete the set of functions known as the Courant-Snyder or Twiss parameters.

Together with the single particle emittance, these functions completely specify the

motion of a single particle through phase space, following the relation

ϵ(x, x′) = γxx2 + 2αxxx′ + βxx′2 (2.16)

which is the equation of an ellipse of area πϵ in x − x′ trace space.

Off-momentum particles

The motion of off-momentum particles in which δ ̸= 0 can also be considered [23]. In

this scenario Equation 2.11 is, to first order in x, instead given by

x′′ +
(

1 − δ

ρ2(1 + δ)
− k1(s)

(1 + δ)

)
x =

δ

ρ(1 + δ)
, (2.17)
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which is a linearised, inhomegeneous equation with a solution that is given by that of

the homogenous equation xβ plus the particular solution D(s)δ, i.e.

x(s) = xβ(s) + D(s)δ. (2.18)

Simply put, this is a statement that the orbits of particles with different energies will

differ by an amount characterised by the dispersion function D(s). In some cases it

is necessary to minimise the dispersion in a beamline; on the other hand, dispersion

also forms the basis of e.g. spectral measurements. Note also now that xβ satisfies the

equation

x′′β + (k(s) + ∆k(s))xβ = 0, (2.19)

where the term ∆k(s) includes the δ-dependent terms that now appear. This in-

troduces an additional energy-dependent effect on the dynamics of particles in an

accelerator—chromaticity. In a similar way to the dispersion, this is simply a conse-

quence of the fact that particles of differing energies will be deflected by different

amounts in a magnetic field. In the case of chromaticity, this means that particles will

be focused in a way that is dependent on their energy and is described by the ∆k
term, which can be thought of as a chromatic perturbation to the focusing strength of a

magnetic element e.g. a quadrupole.

Matrix formalism

For everything discussed so far that has remained linear in the phase space coordi-

nates (x, x′, y, y′, ξ, δ), the effects of the elements in an accelerator lattice can be de-

scribed via linear operators i.e. matrices [26]. In this case, the propagation of a particle

represented by an initial phase space vector X0 through an accelerator lattice consist-

ing of n elements can be written as

X = Mn · · ·M2M1X0 (2.20)

= RijX0 (2.21)

where Mi is the transfer matrix representing the ith consecutive lattice element and Rij

is a 6 × 6 matrix describing the linear transformation X0 → X.

Often, only transformations involving subsets of the coordinates discussed pre-

viously are considered. An illustrative example of a transformation that acts on the

transverse phase spaces e.g. the vector (x, x′, y, y′) is given by the matrix representa-
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tion of a quadrupole,

MQ =


cos
(√

k1l
) 1√

k1
sin
(√

k1l
)

0 0

−
√

k1 sin
(√

k1l
)

cos
(√

k1l
)

0 0

0 0 cosh
(√

k1l
) 1√

k1
sinh

(√
k1l
)

0 0
√

k1 sinh
(√

k1l
)

cosh
(√

k1l
)


(2.22)

where l is the length of the quadrupole which in this case focuses in the x direction

and defocuses in the y direction. In the case that there are no fields present i.e. k → 0,

Equation 2.22 becomes

MD =


1 l 0 0

0 1 0 0

0 0 1 l
0 0 0 1

 (2.23)

which is the transfer matrix for a field-free vacuum of length l, commonly known as a

drift. Naturally, the drift transfer matrices that act on the xx′ and yy′ trace spaces are

equivalent.

In the case of the longitudinal phase space ξδ, important elements of the R matrix

can be identified by inspecting their effects on the coordinates. The classic example is

the element R56, where it can be shown, to first-order, that ξ ∝ R56δ. In other words, by

inducing a non-zero value of R56 in the beamline—also known as the longitudinal dis-
persion—the longitudinal positions of the particles can be manipulated based on their

relative momentum δ. This forms the basis of vital accelerator components such as

bunch compressors, where the introduction of dispersion (e.g. in a chicane of dipoles)

can shorten (or lengthen) a bunch by exploiting correlations in ξδ.

Note that this treatment only considers transformations that are linear in the dy-

namical variables. Describing the interaction of particles to higher-order—for example

modelling their passage through non-linear fields or considering higher-order disper-

sive/chromatic effects—requires the inclusion of higher-order matrices. Often, for a

full description of particle motion, particle tracking codes are used (see Section 2.5).

2.2.2 Beams of many particles

Rather than the motion of individual particles throughout an accelerator, we are more

often than not interested in the orbits of particle ensembles i.e. beams. Consider a

smooth, normalised particle distribution in 6D phase space f (X) which we can mea-
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sure in terms of its moments

⟨xn
i ⟩ =

∫
f (X)xn

i dxi (2.24)

and correlations

⟨xn
i xm

j ⟩ =
∫

f (X)xn
i xm

j dxidxj, (2.25)

where xi and xj can be any of the six dynamical variables in phase space.

x

x′

Slope:

Area:

Figure 2.2: Phase-space distribution of a gaussian beam. Surrounding 68 % of the
particles in the beam (blue), the phase space ellipse representing the rms trace-space
emittance for this beam is shown (black ellipse) and the parameters related to the e.g.
beam size and divergence are labelled.

To make the connection between the single- and multi-particle cases, consider a

beam with a gaussian distribution in x − x′ phase space, depicted in Figure 2.2. The

rms trace-space emittance of the beam in x is defined as [27]

ϵx,tr =
√
⟨x2⟩⟨x′2⟩ − ⟨xx′⟩2. (2.26)

This emittance, also known as the geometric emittance, can be thought of as that of a

single particle who’s phase space ellipse—defined by the relation in Equation 2.16—

surrounds 68 % of the particles in the distribution (see black ellipse in Figure 2.2). As

such, this emittance follows an analagous expression to that in Equation 2.16, only

now with x2 → ⟨x2⟩, x′2 → ⟨x′2⟩, xx′ → ⟨xx′⟩ and the single particle emittance

replaced by the trace-space emittance. The Courant-Snyder parameters can then also
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be defined in terms of the moments and correlations of the distribution, where

βx =
⟨x2⟩
ϵx,tr

, γx =
⟨x′2⟩
ϵx,tr

, αx = −⟨xx′⟩
ϵx,tr

. (2.27)

Intuitively, these parameters can be thought of as measures of the rms beam width

σx =
√
⟨x2⟩, rms divergence σ′

x =
√
⟨x′2⟩ and the xx′ correlation of the distribution,

with the emittance factored out.

Note that this only considers the moments and correlations of the distribution in

the transverse planes; in general, we can also consider these in all six dimensions of

the beam’s phase space. For example, two important quantities in longitudinal phase

space are the rms bunch length σξ =
√
⟨ξ2⟩ and rms energy spread σδ =

√
⟨δ2⟩.

Indeed, a finite energy spread can also contribute to the e.g. rms beam size [24]

σx =
√

ϵx,trβx + η2
xσδ

2, (2.28)

where ηx = ⟨xξ⟩
⟨ξ2⟩ is the beam dispersion.

The correlation ⟨ξδ⟩ is also an important parameter known as the chirp which, in

the presence of a non-zero R56, can result in bunch compression (or lengthening) in

the accelerator. This additionally introduces the concept of correlated and uncorrelated
parameters. In the presence of a chirp, the energy spread σδ can be dominated by the

correlation term. It is therefore often useful to consider the energy spread of the bunch

in the absence of this correlation. In practice, this is equivalent to separating the bunch

into longitudinal slices and calculating the energy spreads of each segment individu-

ally. The energy spread of these slices is therefore appropriately named the slice energy
spread, as opposed to the projected energy spread, which takes in to full account the ξδ

correlation.

Similar sliced quantities can also be defined for other beam parameters. Most com-

monly, the transverse emittance of individual slices a.k.a. the slice emittance is con-

sidered alongside the projected emittance. Both of these parameters are important for

understanding sources of emittance growth in particle accelerators.

Beam quality

Depending on the application, there will be certain properties that the accelerated

beams are required to have. For demanding applications such as high-energy physics,

although the charge and energy of a beam are important parameters, it is also vital

that the beam can be transported through the lattice and focused to a small size at
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the interaction point, requiring necessarily low energy spreads and emittances (see

Equation 2.28).

Note that the trace-space emittance defined by Equation 2.26 in fact decreases dur-

ing acceleration due to adiabatic damping, where the angles x′ and y′ decrease because

of an increase in the longitudinal momentum pz. It therefore becomes useful to sepa-

rate the emittance change due to acceleration from that due to other sources by defin-

ing the normalised trace space emittance [27]

ϵx,tr,n = γϵx,tr =
⟨pz⟩
mec

√
⟨x2⟩⟨x′2⟩ − ⟨xx′⟩2, (2.29)

where the change in momentum of the beam has been factored out. A related and

frequently used emittance definition is the normalised phase space emittance

ϵx,n =
1

mec

√
⟨x2⟩⟨px2⟩ − ⟨xpx⟩2. (2.30)

Note that although Equations 2.29 and 2.30 produce the same result when the beam

is at a waist i.e ⟨xx′⟩ = 0, they differ fundamentally in highly divergent beams that

also have a significant energy spread (see Ref. [27]). Whereas the normalised trace-

space emittance is constant in a drift section, the normalised phase-space emittance

can change due to the emergence of correlations between the transverse position and

longitudinal momentum. Only when the divergence—or equally energy spread—of

the beam is compensated does the normalised trace-space emittance change to once

again be equal to the normalised phase-space emittance.

In combination with the high charge and low (normalised) emittances and energy

spread, it is often desirable to have short bunches—especially for light source applica-

tions where the bunch length needs to be of-order the radiation wavelength. To sum-

marise all of these requirements the normalised six-dimensional brightness of a bunch

with total charge Q can be defined as [28]

B6D,n =
Q

ϵx,nϵy,nϵz,n
(2.31)

where the normalised transverse emittances ϵx,n and ϵy,n represent the focusability of

the beams and the normalised longitudinal emittance ϵz,n =
√
⟨z2⟩⟨δ2⟩ − ⟨zδ⟩2 reflects

how short a bunch can be made for a given energy spread. Intuitively, this can be

thought of as a measure of the density of particles in 6D phase space, which for the

most demanding applications is required to be maximised. It is however common to
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only consider the brightness for a subset of the dimensions, for instance the normalised
5D brightness,

B5D,n ∝
Ipk

ϵx,nϵy,n
, (2.32)

which, via the peak current Ipk (equal to Q√
2πσξ

in the case of a gaussian bunch), re-

tains the dependence on the longitudinal coordinate without considering the energy

spectrum.

A quantity that is related to the brightness but is more relevant for particle colliders

is the luminosity

L ∝
N2 f γ

σxσy
, (2.33)

which summarises the need to collide beams of high-particle number N with high-

repetition rate f at an interaction point where the beam sizes σx,y are small. For the

most cutting-edge particle physics experiments, the desire is also to maximise the en-

ergy of the colliding beams i.e. maximise their mean relativistic factor γ. Equation

2.33 can be recast in a different form where

L ∝
Pwall√
βxβy

ηN
√

ϵx,nϵy,n
, (2.34)

emphasising the need for low normalised emittances and small beta functions. Equa-

tion 2.34 also highlights the dependency on the input power, which to be maximised

for a given wall-plug-power Pwall necessarily requires high energy-efficiency η.

Sources of beam quality degradation

As the beam traverses the lattice, it can experience many different forms of quality

degradation. As a simple example, the bunch can experience imperfect charge coupling
i.e. where charge is lost during transport through the lattice. Most of the time when

discussing beam quality decrease we are however referring to an increase in the value

of two variables: the energy spread and the transverse emittances.

An increase in energy spread of a particle bunch is in general due to particles

within the bunch experiencing different accelerations. This can arise during the ac-

celeration process if the particles are placed at different phases in a non-uniform ac-

celerating field. Energy spread increase can however also arise from e.g. the emission

of radiation. Nevertheless, it is sometimes the case that growth of the correlated en-

ergy spread can be removed in a process known as dechirping.

The normalised emittance on the other hand is a quantity that in most circum-
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stances can at best be preserved. Liouville’s theorem implies that, in the absence of radi-

ation effects and mutual particle interactions, the 6D phase space volume of a beam is

conserved. The shape that this volume occupies however can change, resulting in an

altered value of the emittance. Below, examples of emittance growth sources are listed,

with emphasis on those that are particularly relevant to plasma accelerators [29]:

1. Interaction with non-linear fields: Whereas linear transverse fields are capable

of preserving the beam emittance, non-linear focusing fields can result in beam

filamentation and thus an emittance growth [30].

2. Beam mismatch and misalignment: If a beam is in a uniform focusing channel,

the beam envelope does not oscillate and is considered matched. In the case that

this is not true, betatron oscillations of the beam particles can have different

frequencies if the focusing force is not the same for each one, or if they have a

spread of energies. This leads to a differential rotation of their ellipses, resulting

in a larger area occupied by the beam in phase space; an emittance degrading

effect known as betatron decoherence [31].

Closely related to mismatching is misalignment; whilst mismatching is con-

cerned with the second moment of the transverse distribution, misalignment

refers to the first moment. Misalignment can also lead to emittance growth

via a decoherence effect [32, 33]. However, misalignments can also lead to the

growth of instabilities—for example the hosing [34] and beam-breakup [35–37]

instabilities—which can increase the emittance of the bunch and essentially de-

stroy the beam.

3. Chromaticity: In the case that beams have a large divergence and/or energy

spread—often the case in plasma accelerators—a correlation between the trans-

verse coordinates and their momenta can emerge in a drift space, resulting in

a correlated increase of ϵn [27]. This again can be seen as a decoherence effect;

particles of different energies rotate at different rates during the drift, resulting

in a growth in the projected phase space emittance that increases with the drift

length and energy spread [38]. Both definitions of emittance in Equations 2.29

and 2.30 are therefore relevant; the normalised trace-space emittance grows to

the value of the increased normalised phase-space emittance when the beam is

refocused, for example when the accelerated beam is captured for transport to

applications or subsequent plasma stages. Equally, the phase-space emittance

can only be accurately measured after a strong focusing element, where the two

emittances are equal.
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4. Scattering: Collisions of the beam with atoms and ions in an accelerator leads to

its particles being deflected at angles. Considering only elastic scattering from a

gas of particles, this implies a growth in the divergence at a rate given by [39]

d⟨x′2⟩
ds

=
n0e2

mec2ϵ0

re

γ2

√
Z2

i ln
(

λD

Ra

)
+ 1.78Z(Z + 1) ln

(
287√

Z

)
(2.35)

where n0 is the atomic density of the gas, Z is the atomic number, Zi is the ion

charge state, λD is the Debye length and Ra ≈ 1 × 10−10 m is the atomic ra-

dius. Whereas the first term in Equation 2.35 represents the contribution from

collisions with ions, the second term arises from scattering with neutral atoms.

Owing to this increase in divergence, the emittance grows according to

dϵn

ds
=

βx

2
d⟨x′2⟩

ds
γ. (2.36)

Due to the dependence on the β-function and the overall dependence on 1
γ , the

emittance growth due to scattering is therefore lower for narrow width, high

energy beams. Conventional accelerator beamlines are normally kept at high-

vacuum and so emittance growth due to gas scattering is often not a concern.

However, the very nature of plasma accelerators brings particle beams into con-

tact with gas particles, meaning that this source of emittance growth can be non-

negligible.

Beam measurement methods

A variety of methods exist to diagnose the different qualities of the beams produced in

an accelerator. For example, the measurement of the energy spread of a beam is often

found by dispersing it in a dipole spectrometer. If the dispersion is strong enough—

and the beta-function is made sufficiently small—the second term in Equation 2.28

dominates and the measurement of the beam size in the dispersive plane can diagnose

the beam’s spectrum.

In transverse phase space we are often concerned with the beam’s emittance, which

can be found by knowing the beam’s width and divergence at a given point. A com-

mon location where emittance measurements take place is about a beam waist located

at a position s0 in a drift, where the beta function reaches a minimum value β0 and

there are no external focusing forces (k = 0). In this case, the β that solves Equation
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2.13 is given by

β(s) = β0 +
(s − s0)2

β0
, (2.37)

where the other Twiss parameters are given by α0 = 0 and γ0 = 1
β0

. In the absence of

dispersion, substituting Equation 2.37 into Equation 2.28 yields

σx(s) =
√

ϵx,tr(β0 + γ0(s − s0)2). (2.38)

By measuring σx(s) for different s about s0 and fitting Equation 2.38 to the results, the

parameters ϵx,tr , β0 and γ0 can be extracted. These can then be used to calculate other

parameters—namely the normalised emittance ϵx,n, the waist beam size σx,0 and the

divergence σx′ (see Equations in 2.26 and 2.27).

Such measurements can in principle be provided by the insertion of screens into

the path of the beam, in order to measure its beam size at multiple points. This how-

ever is sometimes not practical; measurements need to take place over a range of lo-

cations that span both the waist and divergence regions of the beam’s trajectory. A

common solution is to instead change the lattice optics downstream of the waist, such

that the beam size at a single screen essentially provides measurements of the trace

space ellipse for different rotations.

A particular version of this method involves using multiple quadruples to image

the beam at an object plane location sobj onto a screen at an imaging plane location sim.

The beam size can therefore be measured at different sobj by altering the strengths of

the quadrupoles—a so-called object plane scan. For a given imaging optic, the sobj is

that satisfying the point-to-point imaging condition. In xx′ space, the transfer matrix for

sobj → sim that fulfils this condition has the form

Rsobj→sim =

(
R11 0

R21 R22

)
, (2.39)

where the fact that R12 = 0 implies that the transformation of the beam size at the

object plane σx,obj to that at the image plane σx,im is given by σx,im = R11σx,obj i.e. the

measured beam size is simply that at the object plane magnified by a value Mx = R11

and the effect of any divergence or pointing of the beam does not contribute. The

same considerations also apply to the y-direction; in order to independently define

the object planes in both directions whilst keeping their magnifications constant, a

total of four degrees of freedom i.e. four independently adjustable quadrupoles are

required.
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Collective effects

Note that throughout this section, beams have been treated as ensembles of non-

interacting particles. This however may not always accurately describe the beam evo-

lution throughout an accelerator; sometimes, motion due to the self-fields of the beam

needs to be considered.

An example of such a so-called collective effect is that due to space charge [40].

In general, this applies an extra repulsive force to the beam particles. For example,

this will produce a contribution to the beam expansion that is not predicted by only

considering its emittance. Furthermore, depending on the shape of the beam distribu-

tion, this force may be non-linear—potentially leading to emittance growth. To model

this effect, computational simulations that solve the electric field due to the beam-

charge distribution are needed. However, space-charge forces generally scale with
1

γ2 —meaning that they can often be neglected for high energy beams.

Another collective effect is the interaction of the beam with the electromagnetic ra-

diation that it produces. Such synchrotron radiation is emitted by the beam particles

whenever their trajectories are bent e.g. in dipole magnets. If this radiation is emitted

incoherently, its power PI generally scales linearly with the amount of particles in the

bunch N. However, in the case that the length of the bunch is shorter than the wave-

length of the radiation, the emission becomes coherent; the bunch therefore behaves

rather like a single particle emitting radiation with a power Pc given by [41]

Pc = NPI = N2 e2c
6πϵ0

γ4

R2 , (2.40)

where γ is the relativistic factor of the bunch and R is the bending radius of its tra-

jectory. Note that the power of this coherent sychrotron radiation (CSR) now scales with

N2; Pc can therefore be much higher than PI for high-charge, high-energy bunches in

a deflecting field. Furthermore, this radiation travels in a straight line after emission;

if the bending radius R of the particles is tight enough, CSR from particles in the tail

of the bunch can in fact catch up to and interact with those at the head. Such an ef-

fect can lead to distortion of the bunch’s longitudinal phase space and also increase

its emittance, often making CSR a limiting factor in e.g. the compression and trans-

port of high-current bunches. On the other hand, this effect forms the basis for Free

Electron Laser (FEL) light sources [42]. By creating a feedback between the longitu-

dinal position of the particles and the radiation they generate in a periodic magnetic

field (an undulator), microbunches within the beam can form that produce coherent

radiation—a process known as self-amplified spontaneous emission (SASE) [43].
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2.3 Plasma physics

Often referred to as the fourth state of matter, plasmas consist of an ionised gas of ions

and electrons. Plasmas are often characterised by their response to a perturbation [44].

Consider moving the electrons in a plasma from the stationary ion background by a

small amount in one direction; this induces an electric field in the resulting region of

charge separation that depends on the ion density ni and electron density ne, which in

the quasi-neutral case are equal i.e. ne = ni. As the electrons return to their original

positions, they oscillate at the plasma frequency

ωp =

√
nee2

ϵ0me
, (2.41)

with a corresponding plasma wavenumber

kp =
ωp

c
=

√
nee2

ϵ0mec2 , (2.42)

the inverse of which k−1
p gives the characteristic scale-length of disturbances in the

plasma known as the skin depth. This is closely related to the plasma wavelength,

λp =
2π

kp
, (2.43)

i.e. the wavelength of the plasma electron oscillations arising from a small distur-

bance.

2.3.1 Plasma generation

Generation of a plasma requires the input of a large amount of energy to a neutral gas

in order for the electrons to be stripped from their corresponding ions. A common

method for achieving this is the use of a high-voltage discharge. Although different sub-

types of electrical discharge exist, they essentially rely on the movement of charge

carriers under an electric field applied to a gas, resulting in an avalanche of collision

ionisation events [45].

Another plasma generation method, known as field ionisation, involves the appli-

cation of an electric field that directly distorts the potential barrier of the atom—see

Figure 2.3 for illustration. This is distinct from single- or multi-photon ionisation [see

Figure 2.3 (a)], where the electron directly absorbs the energy from incident photon(s)
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that exceeds its binding energy. Instead, field ionisation involves the potential being

lowered by an applied electric field, increasing the probability that the electron can

tunnel through the barrier—specifically referred to as tunneling ionisation [see Figure

2.3 (b)]. In the limit that the barrier is lowered so much that the electron can escape

classically, this is referred to as barrier suppression ionisation [see Figure 2.3 (c)]. One

of the distinguishing features between multi-photon and tunneling ionisation is the

frequency of the electric field that is applied to the atom, with the classic example

being a laser field. In this work, we are mainly concerned with ionisation due to lin-

early polarised TEM00 gaussian laser beams, which have a transverse electric field of

amplitude E0 that can be approximated by the envelope equation

E⊥(r, z, t) = E0
w0

w(z)
exp

(
− r2

w(z)2

)
exp

(
− t2

2τ2

)
, (2.44)

where w(z) = w0

√
1 +

(
z

zR

)2
is the radial beam width at longitudinal position z, w0

is the waist size at z = 0 and zR =
πw2

0
λ is the Rayleigh length for a wavelength λ. In

the temporal domain t, the pulse duration is denoted by τ. In the case that the period

of the laser oscillations is lower than the typical tunneling time of the electron in the

Coulomb field of the atom, multi-photon ionisation will dominate. On the other hand,

if the oscillation period is longer such that the field can be considered constant over the

timescale on which the electron is released, tunneling ionisation prevails. The latter

also applies to where the period is so large that the field does not oscillate, meaning

that tunneling ionisation theory also applies to e.g. the DC electric fields of particle

beams [46]. For a relativistic gaussian electron beam, the transverse electric field is

given by

Er(z, r) =
Q

(2π)
3
2 σzϵ0r

(
1 − exp

(
−r2

2σ2
r

))
exp

(
−z2

2σ2
z

)
, (2.45)

where Q is the bunch charge and σr and σz are the bunch widths in the radial r and

longitudinal z directions respectively [47]. Radially, this field increases approximately

linearly within the bunch, reaching a maximum around r ≈ 1.5852σr before falling as
1
r for large distances. Conveniently, this maximum can be written in terms of the peak

current Ip = Qc√
2πσz

as Er,max ≈ 0.45 Ip
2πϵ0cσr

.
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Φ

Incident photon

Applied electric field (weak)
Applied

electric field (strong)

(a) Single- or multi-photon 
ionisation

(b) Tunneling ionisation (c) Barrier-suppression
 ionisation

Figure 2.3: Ionisation due to an applied electric field. (a) In single- or multi-photon
ionisation, an electron (blue dot) absorbs one or more photons (red curvy arrow) in
order to be excited to higher energy levels (light blue lines) and eventually escape the
atom. Field ionisation on the other hand involves the distortion of the atomic potential
Φ (blue curves) via an applied electric field (red straight lines); in the case of (b) tunnel-
ing ionisation, this increases the chance of the electron escaping via tunneling through
the potential barrier. (c) Eventually, the potential is reduced so much that the electron
can escape classically—an effect known as barrier suppression ionisation.

A model to describe DC tunneling ionisation of complex atoms was formulated

by Ammosov, Delone and Krainov [48], with an ionisation rate due to an applied DC

electric field Edc to create ions of charge Z given by

Wion = ωaC2
n∗,l∗

(2l + 1)(l + |m|)!
2|m|(|m|)!(l − |m|)!

×
(

Uion

2UH

)[
2

Ea

Edc

(
Uion

UH

) 3
2
]2n∗−|m|−1

× exp

[
−2

3
Ea

Edc

(
Uion

UH

) 3
2
]

(2.46)

where ωa = 4.131 × 1016 s−1 is the atomic unit frequency, Ea ≃ 5.1 GVm−1 and UH =

13.6 eV and Uion are the ionisation potentials of ground-state hydrogen and the atom

in question. Additionally, l and m are the electron’s orbital number and its projection,

respectively, n∗ = Z
√

UH
Uion

is the effective principle quantum number, l∗ = n∗
0 − 1 is the

effective orbital number (n∗
0 is the effective principal quantum number of the ground

state) and in the limit that l∗ ≪ n∗,

C2
n∗,l∗ =

1
2πn∗

(
2e
n∗

)2n∗

. (2.47)
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Several variants of this so-called ADK formula exist, for example taking into account

AC fields, and their validity depends on the regime being modelled [49]. Figure

2.4 displays Equation 2.46 plotted as a function of applied electric field for different

species: the first four ionisation levels of argon (Ar-I–IV), the first two ionisation lev-

els of helium (He-I–II) and the ionisation of molecular hydrogen (H2-I). Note that the

ionisation modelling of even a simple diatomic molecule such as H2 is complicated; in

reality, there are many pathways which can lead to fully dissociated, ionised hydro-

gen atoms [50, 51]. As a simplification, and as is the case in Figure 2.46, it is therefore

common to approximate molecular hydrogen as fully dissociated atoms, with an ion-

isation energy of 15.4 eV [52–54].
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Figure 2.4: ADK ionisation rates for selected elements. The ionisation rates Wion for the
lowest ionisation levels argon, molecular hydrogen and helium are shown as a function
of the applied field E, as calculated by the ADK formula in Equation 2.46. The electric
field threshold for ionisation Eion, defined here as the field at which Wion = 1 fs−1, are
listed in the legend for each species.

One of the key advantages of plasma generation via field ionisation is that the

ionisation rate does not explicitly depend on the density of the gas being ionised,

in principle allowing for independent control over the shape and maximum density

of the resulting plasma [55]. Additionally, the ionisation rate in tunneling ionisation
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increases over relatively small changes in electric field; the threshold nature of this

process affords further opportunities for shaping of the plasma, where strong fields

can be applied locally to ionise higher levels of a gas in a specific place [56]. Note that

this plasma density profile tailoring can be made more complicated by the presence of

non-linear ionisation defocusing effects [57], where the laser field is refracted by the non-

uniform refractive index of plasma density gradients (see Section 5.1.3 on page 114 for

examples).

2.3.2 Plasma evolution

Once generated, the plasma will evolve on the nanosecond timescale—much slower

than e.g. the time taken for a particle or laser beam to traverse a typical plasma in

the lab. Understanding this evolution though is useful in determining the plasma

profile that a beam will interact with if its arrival is delayed significantly relative

to plasma generation. Generally, depending on the temperature and density of the

plasma immediately after generation, this evolution can also be affected by any ad-

ditional energy sources after ionisation. The subsequent behaviour of the often non-

isotropic, non-thermal plasma therefore involves a multitude of complex processes,

including collisional impact ionisation (of electrons and ions) and excitation events

[58, 59], bremsstrahlung radiation and hydrodynamic expansion [54, 60]. The latter

effect can also include the formation of shock-fronts that expand and further inter-

act with the surrounding material resulting in e.g. more impact ionisation. As a re-

sult, magneto-hydrodynamic (MHD) simulations are often required to model the full

plasma evolution but are equally dependent on the initial conditions of the problem.

Constantly competing with ionisation processes is the recombination of electrons

and ions to produce neutral atoms. Without additional input energy, recombina-

tion processes will eventually dominate until the plasma has completely recombined.

There are many pathways that electrons and ions can take in order to reach a fully-

recombined state; the simplest of these for atomic species is radiative recombination

A+ + e− → A + hν (2.48)

where an ion A+ captures an electron e−, forming a neutral atom A whilst emitting a

photon with energy hν equal to the excess between the kinetic and binding energy of

the reactants. The dominant recombination channel is determined by the cross-section

of the specific reaction, which in general depends on the atomic configuration of the

ion, as well as the temperature of the plasma; the recombination rate is higher for reac-
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tants of lower kinetic energy [61]. In addition to the light that is emitted via recombina-

tion, radiation at discrete wavelengths (i.e. spectral lines) will also be emitted via the

relaxation of electrons from excited states. Combined with the previously mentioned

bremsstrahlung radiation, the emission-light due to recombination and de-excitation

from the so-called plasma afterglow serves to cool the plasma but is also a detectable

signal that contains valuable information [62–64]. Note that efforts are being made to

understand the light emission from plasma channels used in PWFA—Ref. [64] for in-

stance aims to model and measure the full evolution of a thin laser-generated plasma

filament, from creation to recombination, which includes the effects of e.g. surround-

ing neutral gases that will be present in the experiment.

Overall, the complex dependencies of each stage of the plasma’s evolution—from

ionisation to recombination—mean that the lifetime of a plasma can vary dramatically.

For example, Ref. [62] reports the lifetime of air-plasma emission signals to be on

the nanosecond timescale for an 800 nm-wavelength laser of energy 100 µJ and pulse

length 100 fs. Ref. [65] on the other hand observes air-plasma lifetimes of up to the

millisecond-level for O(10 ns)-long laser pulses of energy 55 mJ. Discharge plasmas

inevitably have a different time evolution; for example, in Ref. [66], the plasma density

is measured to decay from ∼ 1017cm−3 to ∼ 1014cm−3 on the O(10 µs) timescale—

with the time until full recombination likely even longer.

2.4 Plasma wakefield theory

It was realised as early as the 1950s that the strong electric fields that can be generated

in a plasma could in theory be used to accelerate charged particles [67, 68]. In 1979,

Tajima and Dawson proposed using an intense laser pulse to ponderomotively drive

a wake of plasma oscillations; the strong wakefields within could then be used to

accelerate electrons to high energies over short distances [69]. As it was originally

difficult to produce the short pulses required to drive such a laser wakefield accelerator
(LWFA), several alternative solutions for generating the required laser intensities were

proposed and demonstrated [70–72]. Eventually, the advent of compact, short-pulse

laser technology [73] enabled the generation and acceleration of high-quality electron

beams—referred to also as witness or trailing bunches—from an LWFA [74–76].

In the meantime, another method of driving plasma wakefields was proposed by

Chen [77] and Ruth [78] et al., using intense charged particle beams rather than a laser

pulse. First experimentally demonstrated in 1988 [79], beam-driven plasma wakefield

acceleration has since developed rapidly, with notable milestones such as the energy
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doubling of a 42 GeV electron beam achieved [80]. Most common PWFA schemes

use an electron bunch to drive a wakefield that itself accelerates electrons; however,

electron acceleration has also been demonstrated using a proton beam driver [81] and

in addition positron drivers have been used to accelerate positron bunches [82–85].

In the next sections, the basic theory underlying plasma wakefield is reviewed,

starting with the generation of plasma wakes and followed by the injection and ac-

celeration of particle bunches therein. Although large amounts of the fundamental

theory applies equally to the cases of both PWFA and LWFA, the focus here is the

electron beam-driven case, with comparisons made to LWFA where necessary.

2.4.1 Wakefield generation

Wakes in a plasma accelerator travel with a phase velocity vp equal to that of their of

their driver vd. In the case of PWFA, the particle beam driver is usually relativistic,

implying that, in a plasma of constant density, vp = vd ≈ c. This already marks a

contrast with LWFA, whose laser drivers propagate at the laser group velocity in a

plasma which in general means that vp = vd = c
√

1 − ωp
ω < c, where ωp and ω

are the plasma and the laser frequencies respectively. The consequences of the wake

velocity in terms of injection and acceleration into the plasma wakefields are discussed

in Sections 2.4.3 and 2.4.2 respectively.

In the mean time, as with any explanation into the generation of wakefields in a

plasma accelerator, we begin with a description of linear wakefields, before discussing

the theory and properties of those driven in the non-linear regime.

Linear regime

In all treatments of linear PWFA theory it is assumed that the density nd of the rela-

tivistic (vd ≈ c) drive beam is much less than the plasma electron density ne, i.e.

nd ≪ ne. (2.49)

Following the derivation in Ref. [86] which is based on the rigorous treatment in Ref.

[87], consider a small perturbation δn to the original plasma electron density n0, such

that ne = n0 + δn; the corresponding velocity associated with this perturbation is

given by v = δv for the initially stationary plasma electrons. By substituting these

into the continuity equation
∂ne

∂t
+∇ · (nev) = 0, (2.50)
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we obtain a linearised version for the perturbation,

− c
∂δn
∂ξ

+ n0∇ · δv = 0, (2.51)

where the transformation of ∂t into the co-moving coordinate ξ = s− ct has been used.

A similar linearisation also applies to the equation of motion (i.e. the Lorentz force in

Equation 2.8),

− ∂δv
∂ξ

= − e
mc

E (2.52)

where we assume the electric field perturbation δE = E dominates over the magnetic

field, implying another constraint to the linear theory—that |δv| ≪ c and thus the

plasma response is sub-relativistic. Differentiating Equation 2.51 with respect to ξ and

substituting in Equation 2.52 we obtain

∂2δn
∂ξ2 − en0

ϵ0me
(∇ · E) = 0. (2.53)

Making use of Gauss’ law in Equation 2.1 in terms of the net charge density ρ =

−e(nb + δn), we substitute for (∇ · E) in Equation 2.53 and simplify to get

∂2δn
∂ξ2 + k2

pδn = −k2
pnd. (2.54)

Equation 2.54 is that of harmonic density oscillations δn driven by a beam of density

nb, which can be solved via Green’s functions to yield

δn(r, ξ) = −kp

∫ ∞

ξ
nd(r, ξ) sin

(
kp(ξ − ξ ′)

)
dξ, (2.55)

where r = (x, y) is the transverse coordinate.

In order to evaluate the longtiudinal and transverse (radial) electric fields that arise

due to this perturbation, we substitute Equation 2.55 into the inhomegeneous wave

equation for the electric field (see Equation 2.5), yielding

1
c2

∂2E
∂t2 −∇2E =

e
ϵ0
∇(δn + nd) + µ0e

∂

∂t
(ndcẑ + n0δv), (2.56)

where the net current due to the beam travelling along the unit vector ẑ and the plasma

perturbation is given by j = ndcẑ + n0v, keeping only the terms linear in δn and

δv. A transformation into the co-moving coordinate plus the substitution of ∂δv
δt from
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Equation 2.52 then produces a characteristic equation for E, which simplifies to

(∇2
⊥ − k2

p)E = − e
ϵ0
∇δn − e

ϵ0
∇⊥nd. (2.57)

Note that the last term on the right-hand-side of Equation 2.57 is that associated with

the driver fields; here we are interested in the fields arising from the plasma response

and so solve the equation only for the δn term. Assuming cylindrical symmetry, the

longitudinal and transverse fields in this case are solved by their Green’s functions

Ez(r, z) =
e
ϵ0

∫ ∞

0

∂δn(r′, z)
∂z

K0(kpr>)I0(kpr<)r′dr′ (2.58)

and

Er(r, z) = − e
ϵ0

∫ ∞

0

∂δn(r′, z)
∂r′

K1(kpr>)I1(kpr<)r′dr′, (2.59)

where In and Kn are nth-order Bessel functions of the first and second kind respectively,

and r< is the lesser of r and r′ and r> the greater. In combination with Equation 2.55,

Equations 2.58 and 2.59 allow the longitudinal and transverse electric fields due to a

beam-driver-induced perturbation to be calculated analytically. Figure 2.5 shows an

example of the typical (a) accelerating and (b) focusing fields in a linear wake.
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Figure 2.5: Linear regime of PWFA. The (a) accelerating and (b) focusing fields of a
wake driven in the linear regime ( nd

ne
≃ 0.2) are shown. Electrons placed in the acceler-

ating phase of the approximately sinusoidal longitudinal field are able to gain energy
from the wake. Directly behind the driver, the transverse fields are focusing for elec-
trons.

Non-linear regime

As nd increases, the transverse kick that the plasma electrons receive becomes stronger.

For dense driver bunches (nd ≫ ne), the plasma electrons are completely radially ex-

28



Chapter 2. Fundamental Concepts

pelled from the drive beam propagation axis, leaving behind a pure ion channel sur-

rounded by a thin plasma electron sheath—a so-called blowout [88]. As the electrons

return to axis, their trajectories begin to cross such that their oscillations are no longer

coherent—an effect known as wave-breaking, the physics of which has been studied as

early as the 1950s (see e.g. Ref. [89]). Another characteristic of non-linear wave break-

ing is that the motion of the electrons can become relativistic. Although this behaviour

means that the linear theory no longer applies [90], a characteristic longitudinal field

strength can be defined for the non-linear regime in the form of the wave-breaking field
[69],

Ez,WB =

√
mec2n0

ϵ0
, (2.60)

which arises from Gauss’ law (Equation 2.1) applied to the electric field produced

in a charge separation region of characteristic length kp
−1. Equation 2.60 can be ex-

pressed as Ez,WB[V/m] ≈ 96
√

n0[cm−3]—highlighting the crucial
√

n0 dependence

of the longitudinal field but also suggesting that for a typical plasma density n0 =

1× 1016 cm−3, accelerating fields as high as 10 GVm−1 can be sustained by the plasma.

Beyond this, the only general approach to finding the fields in the blowout regime

revolves around the use of particle-in-cell (PIC) simulations (see Section 2.5.2). There

does however exist a phenomenological approach formulated by Lu et al. [91, 92]

that is able to analytically calculate these fields in terms of the radial shape rb(ξ) of

the characteristic plasma electron sheath that marks the edge of the blowout and the

normalised current-profile of the drive beam, given by

λ(ξ) =
∫ r≫σr

0
nb(ξ)r′dr′ (2.61)

where σr is the beam width. In the ultra-relativistic blowout regime where the maxi-

mum blowout radius rm satisfies rmkp ≫ 1, it can be shown that the longitudinal and

transverse wakefields are given by

Ez ∝
kprb

2
drb

dξ
(2.62)

and

Er − cBθ ∝
kpr
2

(2.63)

respectively. These two equations demonstrate some of the crucial properties of the

accelerating and focusing fields in the blowout regime, typical examples of which

are illustrated in Figures 2.6 (a) and (b), respectively. Firstly, Equation 2.62 is inde-
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pendent of the radial coordinate r (∂rEz = 0), meaning that particles located at the

same ξ but different r will experience the same accelerating field, which is determined

purely by the trajectory of the plasma electron sheath rb. Conversely, the transverse

fields in Equation 2.63—which are due to the focusing force of the plasma ions—are

ξ-independent (∂ξ(Er − cBθ) = 0), such that particles experience the same focusing

for all longitudinal positions within the blowout. Moreover, Equation 2.63 is linear in

r—meaning that the emittance of particle bunches accelerated within the blowout can

be preserved (see Section 2.2.2 on page 15).
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Figure 2.6: Non-linear regime of PWFA. The (a) accelerating and (b) focusing fields of
a wake driven in the non-linear regime ( nd

ne
≃ 2) are shown. This regime is characterised

by the shape of the longitudinal fields which become very large at the back of the wake
and also focusing fields that are linear throughout the blowout, allowing for emittance
preservation of accelerated electron bunches.

2.4.2 Injection Methods

Once a wakefield is generated by a driver, injection of a particle bunch into its accel-

erating phase is the next challenge. Generally, this involves coupling the beam into

the small region with characteristic length k−1
p that is moving at a wake phase velocity

of vp. The latter presents a conventional definition of the trapping condition for in-

jected bunches—their velocity vi should be such that they can catch up with the wake

i.e. vi ≥ vp. As mentioned in Section 2.4.1, for a uniform plasma density, vp ≈ c in

PWFA, making this condition rather stringent when compared to LWFA where gen-

erally vp < c. Broadly speaking, methods of injecting a witness beam into a plasma

wake can be divided into two categories: external and internal injection.
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External Injection

This injection mode refers to the acceleration of pre-accelerated particles originating

from outside of the plasma. In the earliest PWFA experiments, particles in the tail of

the drive bunch were accelerated [93]; ideally however, the witness bunch is distinct

from the driver, for example originating from a separately generated beam at the linac

injector [94] or via separation of the main bunch into a driver-witness pair [95].

One of the main advantages of the external injection of witness beams is that their

velocity is usually already relativistic; as such, these beams automatically satisfy the

trapping condition. The goal in external injection is therefore to couple the trailing

bunch into the wakefield and accelerate it at high-gradient, all whilst crucially pre-

serving its key beam qualities e.g. charge and emittance. PWFA stages relying on this

injection mode—for example that studied in Chapter 4—therefore simply act as en-
ergy transformers, transferring the energy from a high-charge beam to a beam of lower

charge in order to increase the latter’s average energy.

Internal Injection

In contrast, completely new witness bunches can instead be generated directly inside

the wake i.e. they are internally injected. Injected particles in this case generally have

initial velocities that are less than that of the wake and so need to accelerate to the

wake velocity quickly enough to become trapped. This is generally easier in LWFA,

to the extent that unwanted injection (dark current) can occur [96, 97]. In contrast,

whereas the strict trapping condition in PWFA makes internal injection challenging,

it also means that witness beams can be generated that are largely dark-current free

[98].

In order to trigger internal injection in PWFA, electrons can, for example, be re-

leased within the blowout via the additional ionisation of the background ions or any

extra neutral dopant gas. This tunneling ionisation (see Equation 2.46) can be trig-

gered either by the fields of the drive beam [99–101], by the wakefields themselves

[102], or by the introduction of assistive ionisation lasers. The latter of these meth-

ods, which include collisions of multiple laser pulses [103] or the laser-ionisation of a

dopant neutral gas (the so-called Trojan Horse plasma photocathode technique [104]),

have the additional advantage that the injection mechanism is triggered via an exter-

nal source—a laser—rather than the beam or wakefields which are highly coupled to

the acceleration process. On the other hand, they also necessarily rely on the precise

alignment and synchronisation of the injection laser(s) to the wake. Particles released
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on-axis in ionisation injection schemes can have very low transverse momenta, imply-

ing also low transverse emittances, which is often termed cold injection. By the same

token, the particles are also generated with zero longitudinal momentum, making the

trapping condition even more difficult to reach. Such injection schemes are there-

fore mostly limited to high-current drivers (≳ 5 kA) operating in the strong blowout

regime that have the necessary fields to trap at-rest particles.

An internal injection mechanism with relaxed trapping requirements involves the

capture of electrons from the wake sheath. As noted in Section 2.4.1 on page 28, in the

non-linear regime, these particles—particularly those at the wake vertex—can obtain

longitudinal velocities that are comparable to vp. This can then lead to the injection

of particles that begin to extract energy from the wake—specifically known as longi-
tudinal wave-breaking [105]. In the laser-driven case, this can occur relatively easily in

what is known as self-injection [106, 107]. It is however common to trigger this injec-

tion by the controlled reduction of the phase velocity in a negative density gradient—a

so-called density downramp—which has been demonstrated many times in LWFA [108–

111]. Derived from the wake phase defined as χ = kp(z)(z− ct), the wake phase velocity
in a plasma of density n(z) is given by [112, 113]

vp

c
= −

(
∂χ
∂ct

)
(

∂χ
∂z

) =
1(

1 + ξ
kp

dkp
dz

) , (2.64)

where dkp
dz =

kp
2n

dn
dz , and ξ = z − ct < 0 behind the driver—illustrating the need for a

negative density gradient dn
dz < 0. Simultaneously, when transitioning the downramp

the length of the wake expands due to the increase in the plasma wavelength. As

such, electrons originally located at a phase χi = kp,iξ will move to that located at

χ f = kp, f ξ, such that their wake phase advance is given by

∆χ = χ f − χi = χi

(
1 −

√
n f

ni

)
, (2.65)

where ni and n f are the densities at the top and bottom of the downramp respec-

tively whilst kp,i and kp, f are their corresponding plasma wavenumbers. Rephasing of

plasma electrons into the accelerating region of the wakefield enables them to increase

their velocity which, in combination with the wake phase velocity reduction, can lead

to trapping.

To utilise density downramp injection in PWFA [114], although injection can be

achieved with relatively modest driver currents [115, 116], the stringent trapping con-
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dition means that sufficiently steep downramps are required. Methods of generating

such sharp ramps include the use of hydrodynamic shock fronts [117–119] or, as used

in this work, the selective optical-ionisation of higher levels of the base plasma/dopant

gas to produce a density spike—also known as a plasma torch [56]. Although particles

are trapped with some residual momenta during this injection process, it has been

shown that, under the right conditions, beams can be generated via density down-

ramp injection that can compete in terms of quality with those produced by ionisation

injection [120].

In any case, the use of internal injection in plasma accelerators has the potential

to produce particle beams with brightnesses that exceed conventional technologies.

Furthermore, if such PWFA-based plasma cathodes—for example that studied in Chap-

ter 5—generate bunches that exceed the brightness of their drive bunch, they can be

viewed as brightness transformers.

2.4.3 Wakefield acceleration

With a particle bunch trapped in the accelerating region of the wakefield, it can begin

to rapidly gain energy. The next sections briefly discuss how the quality of acceleration

can be defined, as well as some important physical effects that can take place in the

process.

Transformer ratio

In their roles as energy transformers, it is important in a PWFA to maximise the en-

ergy that is transferred from the driver to the accelerating trailing bunch. In order to

quantify this figure-of-merit, the transformer ratio is defined as [78, 121]

TR =
E+

max

E−
max

, (2.66)

where E−
max is the maximum decelerating field experienced by the drive beam and

E+
max is the maximum accelerating field generated in the wake, which is ideally that

sampled by the witness beam. The denominator of TR is related to an important limi-

tation in PWFA known as driver energy depletion, where electrons from the drive beam

are decelerated to sub-relativistic velocities such that they fall back into the acceler-

ating region of the wake and disrupt the acceleration process, essentially limiting the

energy gain of the trailing bunch to ∼ TREdriver, where Edriver is the initial average

particle energy of the driver. Ideally then, the accelerating fields E+
max need to be max-

33



Chapter 2. Fundamental Concepts

imised whilst the onset of depletion is delayed by minimising E−
max—something that

is achievable by flattening the decelerating field along the length of the driver such

that the drive bunch loses energy uniformly along its extent [122, 123]. Such field-

flattening can be produced by tailoring the current-profile of the driver such that it

matches the shape of the wakefield—implying that ramped, triangular bunches can

maximise the value of TR [124, 125].

Beam loading

Distortion of the electric fields in an accelerator by the space-charge fields of the ac-

celerating bunch—known as beam loading—is an important effect both in conventional

and novel accelerators [126]. In the context of wakefield accelerators, this can be seen

as the witness bunch driving its own wake that destructively interferes with that gen-

erated by the driver. High-current trailing bunches in particular can significantly alter

the local accelerating field, implying also a high rate of total energy extraction [112].

Also important is the concept of optimal beam loading. With analogy to the maximisa-

tion of the transformer ratio, the field experienced by the witness bunch can be flat-

tened along the bunch extent by proper tailoring of the current-profile; again, the opti-

mal profile matches the shape of the wake i.e. a trapezoid [127]. Crucially, this ensures

uniform acceleration and thus preservation of the trailing bunch’s energy spread.

Acceleration efficiency

A key concern in particle accelerators is their energy efficiency; in general, it is desir-

able to maximise the output energy of our particle beams for a given amount of input

energy. For a wakefield accelerator, the baseline for the overall efficiency is the energy

with which the driver is generated, relative to the input energy from the grid. In the

case of conventional accelerators, estimates of the wall-plug-to-beam efficiency vary

between machines. Ref. [128] quotes a grid power usage of 10 MW for the EuXFEL,

which is converted into 40 kW of beam power; an efficiency of only 0.4 %. On the

other hand, in the design for CLIC (the Compact Linear Collider), where emphasis

is placed on maintaining high overall efficiency, the generation-efficiency of the drive

beam which feeds the PETS (Power Extraction and Transfer Structures) that provide

the main accelerating RF in CLIC is expected to be up to 55 % [129]; this however does

not include overhead for cooling, ventilation and network losses. Such high drive

beam acceleration efficiency assumes operation under full beam loading conditions,

where almost all of the RF power supplied to the cavities is extracted by the drive
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beam. In the case of laser drivers, the generation-efficiency is currently typically lim-

ited by current technology to less than 0.1 % at low-repetition-rates [130]. The latter

may however improve with e.g. multi-pulse LWFA schemes [130, 131] and also as

laser technology matures [132, 133]. Note that the initial cost and energy involved

in building facilities that house such machines is not considered here, as well as any

costs involved that are not directly concerned with powering the machine (e.g control

systems, air conditioning etc.)

Ideally, the amount of total energy deposited into the wake by the decelerated

driver ∆Wdec would be maximised, offering more energy for the witness to potentially

absorb. The efficiency of the driver energy deposition can therefore be quantified by

the driver-to-wake energy-transfer efficiency,

ηd→wake =
∆Wdec

Wdec,0
(2.67)

where Wdec,0 is the initial total energy of the driver.

Beyond this, the efficiency with which the witness is accelerated should then be

considered. First of all, the total energy gain of the accelerated bunch ∆Wacc can be

compared to ∆Wdec in what is known as the wake-to-witness energy-transfer efficiency,

ηwake→w =
∆Wacc

∆Wdec
. (2.68)

This can also be seen as an instantaneous energy-transfer efficiency as it can be expressed

in terms of the energy gain and loss per unit length. However, for a true measure

of the energy efficiency of a PWFA, the efficiencies in Equations 2.67 and 2.68 can be

combined, yielding

ηd→w = ηd→wake · ηwake→w =
∆Wacc

Wdec,0
, (2.69)

which is a measure the witness energy gain relative to the input driver energy. Max-

imising ηd→w therefore requires simultaneously maximising both ηd→wake and ηwake→w.

A high TR means both that a large amount of energy can be extracted from the driver

before depletion and also that the witness experiences high accelerating gradients—

implying an increase to both ηd→wake and ηwake→w. Furthermore, the high rate of

energy extraction that arises with strong beam loading consequently implies high

ηwake→w[134–136].

Note that an effect that is highly consequential to the field of plasma wakefield

acceleration as a whole is the efficiency-instability relation [137, 138]. Applying to both

conventional and novel accelerators, this relation states that the longitudinal wake-
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fields that are associated with strong beam loading and therefore high energy-transfer

efficiency also come with an increase in the strength of transverse wakefields. As such,

an accelerator operating with high energy-transfer efficiency is more prone to the on-

set of transverse instabilities from small beam misalignments, resulting in emittance

growth as explained in Section 2.2.2 on page 15. The study of this effect is therefore of

high importance and is a key application of the work presented in Chapter 4.

Wakefield optimisation parameter

In order to encapsulate all of the qualities of the wakefield discussed so far, a figure-

of-merit known as the wakefield optimisation parameter was defined as [139]

Ω =
σδ

ηTR
, (2.70)

where η = ηwake→witness in this case and σδ is the energy spread of the witness nor-

malised to its mean energy gain, such that Ω is purely dimensionless and indepen-

dent of the acceleration length. This parameter can be seen as a measure of how well

optimised the shape of the wake is; a high TR implies a flattened decelerating field for

uniform driver energy loss along with high accelerating fields, whereas a large η and

low σδ suggests strong energy extraction via beam loading with an accelerating field

that is uniform along the witness bunch. A lower value of Ω therefore means that

the witness can be accelerated at high-efficiency for longer before the onset of driver

depletion, all whilst minimising energy spread growth.

Matching and extraction

In the same way that Equation 2.11 describes the transverse motion of single particles

in an accelerator, the beam envelope equation [140] describes the evolution of the trans-

verse beam size σr, where r can be either of the transverse coordinates or, in the case

of a cylindrical beam with symmetric focusing, the radial coordinate. For a beam with

relativistic factor γ and normalised emittance ϵn, the complete form of the envelope

equation is given by [141]

σ′′
r +

γ′

γ
σ′

r + k2σr =
ϵ2

n
γ2σ3

r
+

ksc

γ3σr
, (2.71)

where k and ksc are the normalised focusing gradients due to external focusing and

space charge forces respectively and the derivatives are with respect to the longitudi-

nal coordinate. Often for low charge, high energy beams, the ksc term can be neglected.
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Considering this case whilst also neglecting any changes in the beam energy (γ′ = 0),

Equation 2.71 becomes

σ′′
r +

(
k2 − ϵ2

n
γ2σ4

r

)
σr = 0, (2.72)

where, in the case of the focusing forces in a PWFA blowout (see Equation 2.59), it can

be shown that k =
ωpc√

2γ
[142]. Note that Equation 2.72 applies to both witness and drive

beams that are focused purely by the ion channel in the blowout regime; furthermore,

it can also describe the transverse size evolution of individual beam slices. In order for

the beam to be matched, the beta function β must by definition not change, implying

that α and the derivative term in Equation 2.72 must equal zero. In this case, the

matched beta-function is given by [31]

βm =

√
2γ

kp
, (2.73)

where the definitions of the beam size with no dispersion σr =
√

βϵtr and the nor-

malised emittance ϵn = ϵtrγ have been used. If these matching conditions are not

met, the betatron oscillations of individual particles will lead to oscillations in the

beam envelope. Note that for a given kp, only particles with relativistic factor γ can be

simultaneously matched to the plasma; for large energy spread bunches, this means

that matching of the full bunch is impossible, leading to emittance growth via betatron

decoherence, as described in Section 2.2.2 on page 16.

In general, the plasma density and therefore kp are not constant throughout the

plasma; this is especially true at the plasma entrance and exit, where the density must

ramp up and down respectively. Maintaining matching in these regions i.e. α = 0

is possible through the use of gradually changing adiabatic ramps [143–145]. Another

goal in the extraction of accelerated bunches from the exit downramp is to reduce their

divergence as much as possible, facilitating easier capture with post-plasma optics

[38, 146] and also reduced emittance growth due to correlations between transverse

position and longitudinal momentum (see Section 2.2.2 on page 15).

2.5 Computational tools

Although much of the theory discussed here is important for understanding the physi-

cal processes in plasma accelerators, accurate modelling of a great deal of the physics—

for example collective effects in particle beams or the non-linear blowout regime in

PWFA—can only be achieved through numerical methods. The computational tool
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used then necessarily depends on the nature of the problem.

2.5.1 Accelerator beamline simulations

At the most basic level, the transport of particle beams—which are often simulated as

an ensemble of macroparticles—can be modelled with first-order matrices (see Section

2.2.1 on page 10). However, for more accurate results, higher-order and/or collective

effects need to be taken into account, often requiring a numerical approaches that are

integrated into programs such as OCELOT [147], which is the particle tracking code

used in this work.

In OCELOT, the tracking method can be chosen on an element-wise basis; for ex-

ample, all elements can be modelled with either 1st (linear) or 2nd order matrices. In

addition, for the e.g. quadrupoles, a tracking method based on Runge-Kutta (RK) in-

tegration can be used that requires the input of a field map for the particular element.

Finally, physics effects can be applied over the whole or just defined parts of the beam-

line. Such an effect is that of space-charge forces, requiring the solution of Poisson’s

equation in the bunch frame, which can be quite computationally expensive.

2.5.2 Particle-in-cell simulations

A common simulation tool—especially for plasma accelerators—is that based on the

Particle-In-Cell (PIC) method [148]. As the name suggests, this involves approximat-

ing particle distributions as a large number of macroparticles moving under the influ-

ence of electromagnetic fields that are defined on a grid of cells. Whereas the position

and momentum of the particles are defined by the electromagnetic forces, likewise the

charge and current distributions determine the electromagnetic fields. As such, the

PIC method involves the following iterative cycle [149]:

1. Particle push: The macro particles are pushed according to discretized versions

of the Newton-Lorentz equations of motion in the calculated electromagnetic

field.

2. Current deposition: From the particles positions and momenta, the charge and

current density are calculated.

3. Field solving: Maxwell’s equations are solved on the simulation grid for the

fields arising from the charge and current distributions.
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As with any numerical modelling, the resolution of the simulation is key; the cell

sizes and also time step of the PIC cycle needs to be small enough to resolve the rel-

evant physical processes. A common way of determining the correct resolution is to

decrease the cell size and/or time step until the relevant output parameters do not

change significantly; in this case, the simulation is considered converged. For the situ-

ations requiring full 3D modelling, the PIC code WarpX is used in this project [150].

However, when modelling systems that are approximately cylindrically symmetric—

often the case in plasma accelerators—the quasi-3D PIC code FBPIC is utilized [151].
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Experimental Facility

FLASHForward (Future Oriented Wakefield Accelerator Research and Development

at FLASH) is an experimental beamline situated at FLASH that aims to exploit the

excellent beams that the linac generates for cutting-edge PWFA studies [152, 153].

In this chapter, the FLASHForward experimental facility is introduced, where all of

the experimental studies in this thesis were performed. The basis for this facility—the

FLASH linac—is introduced first, before then describing in more detail the individual

parts of the FLASHForward beamline. Necessary for some of the projects at the facil-

ity, the FLASHForward 25 TW laser system is also outlined. Finally, a brief summary

of the different experimental activities at FLASHForward is then given.

3.1 FLASH

Initially starting life as the TeV Superconducting Linear Accelerator (TESLA)—a fu-

ture linear collider test-bed with an integrated FEL—the Free-electron Laser in Ham-

burg (FLASH) is a facility at DESY that now delivers SASE-FEL radiation in the vac-

uum ultraviolet (VUV) to soft-xray (XUV) regimes to photon science users from all

over the world [154]. As well as empowering photon science for the best part of two

decades [155], FLASH has also served as a prototype for its successor, the European

XFEL [156]. In the next sections, the key features of FLASH are summarised (see also

Figure 3.1 (a)), with particular emphasis on those that make the linac an ideal source

of electron bunches for a PWFA experiment.

3.1.1 Photocathode injector

A Cs2Te photocathode illuminated by UV laser radiation acts as the electron source

for the FLASH linac [157]. A choice of three UV lasers are available: two with similar
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pulse lengths of 4.5 ps and 6.5 ps that are able to inject bunches with charges up to

2 nC and another with a shorter pulse length between 0.8 ps and 1.6 ps for low-charge

(20–120 pC)), short-pulse operation [158, 159]. Emitted directly into a conventional

1.3 GHz (L-band) RF gun, electrons are rapidly accelerated to energies of 5.6 MeV,

which in combination with a focusing solenoid mitigates emittance growth due to

space charge effects [154].

3.1.2 Superconducting radio-frequency modules and bunch compressors

A key technology that FLASH leverages are superconducting radio-frequency (SCRF)

cavities [160]. Cooled to a temperature of 2 K, these modules generate only small

amounts of resistive loss at their walls and so are able to sustain long RF pulses capable

of accelerating long trains of electron bunches that can serve more than one beamline

(see Section 3.1.3). Designed to achieve accelerating gradients of up to 25 MV m−1,

a series of up to seven of these modules (see ACC1-7 in Figure 3.1 (a)) operate at

the same 1.3 GHz as the RF gun. In addition to these acceleration cavities, a third-

harmonic structure operating in a decelerating mode (see ACC39 in Figure 3.1 (a)) is

able to eliminate any curvature that is imprinted on the longitudinal phase space dur-

ing off-crest acceleration in the first accelerating module [161, 162]. While the resulting

linearity of the phase space is important in providing compression suitable for lasing,

it is also vital for detailed bunch profile tailoring in FLASHForward (see Section 3.2.2).

Compression is achieved in FLASH via two magnetic chicanes (see BC2 and BC3

in Figure 3.1 (a)) operating at nominal energies of 150 MeV and 450 MeV and fixed

R56 values of 180 mm and 43 mm respectively [154, 163]. Tailoring of the compression

provided by each chicane is then possible via tuning of the combined chirp in the

preceding acceleration modules; the combination of the ACC1 and ACC39 modules,

referred to as ACC139, controls the chirp upon entrance to BC2 whilst the combination

ACC2 and ACC3 provides further control before entering BC3.

Such a setup provides electron bunches with energies ranging from 0.3–1.2 GeV,

bunch lengths of 50 ps– 5000 ps and peak currents up to 2.5 kA, all whilst maintain-

ing transverse emittances between 0.7–2 mm mrad and a linear, tunable longitudinal

phase space with projected energy spreads below 0.1 %. It should be noted that these

are the beam parameters at the end of the FLASH linac; properties such as the emit-

tance can naturally change during propagation through the subsequent beamlines.

Regardless, these beams possess key features that make FLASH ideal for enabling

PWFA experiments in the FLASHForward beamline.
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3.1.3 Time structure

Owing to the long RF pulses that can be sustained in the accelerating cavities, FLASH

is able to deliver trains—also known as macropulses—of bunches, each with maxi-

mum duration 800 µs (see Figure 3.2) (a)) [164]. The photocathode can produce macropulses

at repetition rates of 1 Hz, 5 Hz or 10 Hz; the spacing of bunches within a macropulse

is then determined by the operating frequency of the injector laser, between values

of 0.33 and 25 µs [154]. Furthermore, by adjusting the delay of the injector laser with

respect to the RF signal, the time-of-arrival of the accelerated beams can be finely ad-

justed by 0.77 ns—the separation between acceleration buckets in the 1.3 GHz signal.

This feature therefore allows the delay of the electron beam with respect to any other

systems synchronised to the RF signal, for instance the FLASHForward laser (see Sec-

tion 3.3). Moreover, by simultaneously injecting with two of the UV lasers into the

same RF flattop but delaying one with respect to the RF signal, bunch separations as

low as 0.77 ns can be achieved—a key capability in probing the evolution of the plasma

wakefields on such timescales [165].

tt

(a) (b)

800μs (max)

0.1 , 0.2 or 1.0s

RF Signal

Electron 
bunch-train

Electron bunches
 to FLASH

Electron bunches to 
FLASH2/ FLASHForward

Kicker

Figure 3.2: Bunch train structure at FLASH. (a) FLASH is able to produce RF pulses
(navy curves) with a flattop length of up to 800 µs, at a rate of 1, 5 or 10 Hz. Bunches ac-
celerated within these macropulses (orange lines) can be spaced by between 0.33–25 µs.
(b) Activating the kicker magnets for part of the main macropulses duration (light blue
curve) allows part of the bunch train to be diverted to one of the parallel beamlines—
using a different injector laser affords customised bunch charge and spacing for this
section of the macropulse. Modulating the RF signal in this time window provides
some control over the energy and compression of these bunches, independent of pa-
rameters in FLASH1.

For photon-science applications, the complete train of bunches in a single macropulse

is rarely fully used. In order to further exploit the high-average power of the linac,
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parts of these bunch trains can be kicked into the parallel FLASH2 beamline—and op-

tionally after that the FLASHForward beamline—by way of a combination of kicker

magnets and a septum deflecting in the horizontal plane (see Figure 3.1 (a)). This

mechanism essentially divides the original macropulse in two (see Figure 3.2 (b)). To

control the charge, time-of-arrival and intra-bunch separation of the bunches within

the new sub-macropulse, one of the other UV lasers can be used as the injector. The

amplitude and phase of each RF station can also be adjusted to modulate the RF signal

of the sub-macropulse with respect to the original, providing some degree of longitu-

dinal compression control independent of the bunches that are sent to the FLASH

undulators [166].

3.1.4 Beam diagnostics

FLASH is equipped with a variety of diagnostics for measuring the properties of

the electron beam. Beam-position monitors (BPM) measure the orbit of the beam at

various points in the machine whilst also, along with toroidal current transformers,

providing measurements of the bunch charge [167]. Radioactivity induced by charge

losses is detected by beam-loss monitors (BLM), while the timing of the beam is mon-

itored by beam-arrival monitors (BAM) [168]. Measurements of the beam’s trans-

verse profile are provided by insertable screens located in stations along the beam-

line [169]. Longitudinal measurements are enabled by bunch-compression monitors

(BCMs) [170] and, for full longitudinal phase space tomography, a transverse deflec-

tion structure (TDS) combined with a dipole spectrometer [171]. Some elements of this

extensive diagnostic suite—for example the BPMs, toroids and screen stations—are

then also found in the FLASHForward beamline, integrated with the existing hard-

ware and software infrastructure of FLASH.

3.1.5 Synchronisation

In order to synchronise FLASH to its applications at the femtosecond level, a system

is deployed that uses an optical signal derived from a femtosecond mode-locked laser

oscillator as a reference [172]. As well as exhibiting excellent short term stability, the

advantage of the optical reference is that the temporal diagnostics can be based on

optical signal mixing. Example signals that the reference can be mixed with are the

electro-optical signals in the BAMs or any of the lasers based at FLASH—including

those at the photocathode and those used in pump-probe FEL experiments. The full

distribution of the master reference signal—handled by a network of optical fibres
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whose round trip time is monitored by optical cross correlators—is detailed in Ref.

[173]. Ultimately, in combination with an active feedback system, this technique is able

to achieve beam-arrival time jitters of 30 fs rms when producing X-ray pulses in the

FEL that are 90 fs in length. In principle, the FLASHForward laser can also be included

in the list of lasers to benefit from this all-optical synchronisation method. Currently

however, synchronisation of this laser to FLASH relies on an RF-based locking mech-

anism [174] (see Section 5.1.2 for more details), with an upgrade from this precursor

setup to the all-optical scheme foreseen in the future.

3.1.6 Feedbacks and beam stabilisation

As well as those concerned with timing, feedbacks are also available for other as-

pects of the FLASH beam. For example, a low-level RF (LLRF) system is used to

precisely regulate the amplitude and phase of the accelerating fields in the SCRF cavi-

ties [175], whilst BCMs located after the bunch compressors yield information that can

be fed-back on to stabilise the bunch compression. Moreover, and also extending to

the parallel beamlines, orbit stabilisation is achieved by an automated control system

that adjusts steering magnet strengths in the accelerator lattice in response to orbital

changes detected by the BPMs.

3.1.7 Extraction to parallel beamlines

For either dedicated or parallel operation in FLASH2 or FLASHForward, bunches

from FLASH are first kicked by the kicker magnet introduced in Section 3.1.3 into

the FLASH2 extraction arc (see Figure 3.1) [176]. As well as achieving separation from

the main FLASH beamline, the key design goals of this arc are that the longitudinal

and vertical dispersions should be closed before its end—the former implying that

the original bunch compression should be preserved. Meanwhile, measures must be

taken to reduce the effects of CSR in the bending dipoles, such as minimising the

beta functions at these locations. Despite this, these effects are often non-negligible—

especially if high beam currents are desired in FLASH2 or FLASHForward.

3.2 FLASHForward

Shown in more detail in Figure 3.1 (b), the FLASHForward beamline is installed in

the same experimental area as FLASH2. The next sections give a brief overview of the
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individual beamline segments that make up the FLASHForward beamline and their

different purposes during PWFA experiments.

3.2.1 Extraction section

Separation from the FLASH2 beamline is granted by two static horizontal dipoles; as

such, FLASHForward and FLASH2 cannot be operated in parallel with each other.

Just as with the FLASH2 extraction arc, a balance must be found between providing

enough separation and minimising CSR effects. A bending angle of 8 deg was ulti-

mately found to be a suitable compromise between these two factors.

3.2.2 Compression section

Continuing at the same angle as the extraction section, the beamline then leads into the

compression section. The name of this region of the lattice reflects one of its primary

purposes—to provide further tunability to the longitudinal compression of the beam

independent of that in the FLASH linac. Again, a simultaneous requirement is that

the dispersion at the end of the section is zero, and that CSR effects are mitigated

throughout.

A key element of this part of the beamline is the collimator. Located where the

dispersion is large and the beta functions small, the energy coordinate of the beam

is transformed into a horizontal position. By inserting a combination of three masks

into the beamline at this location, particles of different energies within the beam can

be removed (see Figure 3.3) [177].

For a beam with a linear energy chirp, the momenta of the particles are correlated

to their longitudinal position, meaning that the energy collimation in this case trans-

lates to removal of particles from different longitudinal parts of the bunch. The power

of this technique in double-bunch-current-profile tailoring is exemplified in Chapter

4. Additionally, this device enables diagnostic capabilities such as the analysis of indi-

vidual bunch slices [178] and also the high-resolution sampling of plasma wakefields

[179].
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Linearly chirped, 
dispersed beam

Collimated beam
Notch collimator

Head collimator

Tail collimator

Compression
section

Figure 3.3: Energy collimation in the FLASHForward compression section. For a beam
with a negative, linear chirp, the high-energy collimator removes particles from the
tail whereas the low-energy collimator removes particles from the head; the amount of
charge removed can be adjusted by inserting the masks by different amounts. Addition-
ally, the wedge-shaped notch collimator can be moved both horizontally and vertically
to create a notch in the beam with a variable position and width respectively.

3.2.3 Matching and final focusing

At the end of the compression section, the beam is deflected by two dipole mag-

nets into the matching and final focusing region of FLASHForward. A group of five

quadrupole magnets allow the measurement of the beam’s transverse emittance at

a screen station located approximately in the middle of this section. They are also

key in establishing large beta functions in the last four final focusing quadrupoles

that are designed to demagnify the beam in both directions to a transverse size that

is approximately matched to the plasma density, with beta functions usually of or-

der 10 mm. Normally, an optic is established here such that the size and location of

the beta function waist can be adjusted in x and y approximately independently (see

Q12FLFMAFF and Q13FLFMAFF in Figure 3.1). Additionally, one of the upstream

quadrupoles, Q6FLFMAFF, is found to provide good control over the asymmetry of

the beam in the transverse plane.

For quick diagnosis of the beta functions at the waist, a novel method was devel-

oped that utilises the two high-precision cavity BPMs at the chamber entrance and

exit. Relying on the fact that, for small beta functions, the beam phase space and cen-

troid jitter phase spaces are similar, Lindstrøm et al. [178] demonstrated that a mea-

surement of the centroid jitter over multiple shots allows the beta functions in each

plane to be approximately reconstructed. This technique therefore proves invaluable
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in establishing beta functions with approximately the correct waist size and location;

further in-situ optimisation of the optic is then performed with the beam interacting

with the plasma.

3.2.4 Interaction chamber

The matching and final focusing section of the beamline ends at the centre of the

500 mm-diameter interaction chamber which is itself split into upper and lower sec-

tions. Maintained at the Ultra-High vacuum (UHV) environment of FLASH (∼ 1 ×
10−9 mbar), the upper part of the chamber contains the plasma targets and diagnostic

screens mounted on a baseplate. Manipulation of this baseplate is performed by a par-

allel mover (hexapod), housed in a ∼ 10−3 mbar-level chamber below, connected via

a feedthrough and bellows system. This allows for precision movement of the com-

ponents of the experiment that are exposed to high vacuum, without the mover itself

requiring UHV compatibility.

Gas cells and pumping

Figure 3.4 shows a key element within the upper chamber—the gas cell. Two sapphire

blocks milled with 50 mm and 195 mm-long channels form the capillaries [180] and

are held together by a PEEK (Polyether ether ketone) holder. Inlets connected to a

buffer volume provide the option to fill the channels with a selection of gas species

and mixtures at a range of backing pressures. Both of the experiments detailed in this

work use argon as the primary gas species; there is however the possibility of filling

the capillaries with other gases such as hydrogen, helium, nitrogen and krypton.

Electrodes at the entrance and exits of the plasma cells allow high-voltage dis-

charge pulses to be passed through the constituent gas to generate a plasma. The

initial density profile of this plasma is a function of the pressure inside the capillary

and also the discharge voltage used. However, further tailoring of the plasma density

that the electron beams actually experience can be achieved by allowing the plasma to

evolve on the microsecond time scale [66].

Lasers can also be used to create a plasma in the capillary via field ionisation (see

Section 3.3). Whilst a laser co-propagating with the electron beam forms the main

accelerating channel, the capillaries also each feature two narrow holes located 20 mm

downstream of their entrances that allow a perpendicularly propagating laser to be

coupled in, for the purposes of creating a sharp downramp in the X-1 plasma cathode

experiment (see Chapter 5).
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Transverse
holes

Electrode

195 mm

50 mm

Gas inlet

Figure 3.4: Gas cells at FLASHForward. The 50 mm and 195 mm-long gas capillaries
are each formed from two milled sapphire blocks, held together by a PEEK holder (not
shown).

The absence of windows at either end of the capillaries crucially avoids any scattering-

induced degradation of the electron beam, but does also mean that gas is introduced

into the beamline vacuum. Two turbo-molecular-pumps connected directly to the

chamber remove the majority of this gas load; any that remains is removed by a total

of 6 differential pumping stations—three upstream of the chamber and three down-

stream. Ultimately, the maximum gas load that these pumps can handle sets an upper

limit on the pressure allowed in the capillary.

Note that a particular mode of generating plasma with the lasers outside of the

capillary can be enabled by flooding the chamber with low density gas. This is pos-

sible by closing the shutters to the two chamber turbo-molecular-pumps and intro-

ducing gas into the cell at low backing pressures. A low density of ambient gas then

fills the chamber whilst the vacuum up- and downstream is still protected by the dif-

ferential pumping system. Although not providing high enough densities for any

acceleration experiments at FLASHForward, this mode allows the detection of laser-

generated plasmas via their emission light with no obstruction by the capillary and its

holder—useful for gauging the ionisation capabilities of the lasers and also aligning

them to the electron beam (see Sections 5.1.2 and 5.1.4).

Upper chamber layout and diagnostics

Figure 3.5 shows the main components—including the capillaries—located in and

around the upper part of the interaction chamber. In the nominal position, the electron
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beam and/or longitudinal laser can pass through one of the capillaries and propagate

downstream to the diagnostic section of the beamline (purple arrow); the short or long

capillary can be selected by a simple vertical translation of the baseplate. When in use,

the transverse laser propagates straight through the holes in the side of the capillary,

to be diagnosed by the upstream alignment camera on the other side of the chamber

(red arrow). Alternatively, the baseplate and its attachments can be moved completely

out of the path of the passing beams.

Upstream
 alignment camera

Downstream
 alignment camera

Upstream
 OTR screen

Downstream
 OTR screen

Top View
 Camera

Side View
 Camera

Front View
Camera

(a) (b)

Optical spectrometer
 collimator lens

y

z
x

x

zy

Figure 3.5: Interaction chamber layout at FLASHForward. (a) Side- and (b) top views
of the interaction chamber are shown, with the key elements in and around the chamber
highlighted. In its current position, the hexapod is located such that the longitudinal
laser and/or electron beam can pass downstream through the capillary (purple arrow),
whilst the injection laser could pass perpendicularly through the transverse holes (red
arrow).

OTR screens are also mounted to the baseplate in such a way that hexapod posi-

tions exist that allow for the longitudinally travelling electron beam and/or laser to

be intercepted, without collision with any of the other chamber constituents. The sig-

nal from the screens can then be imaged via the upstream or downstream alignment

cameras—especially useful for the overlap of lasers and electron beam (see Section

5.1.4).

In addition to those for alignment, other cameras are also mounted around the

chamber that provide images of the inside of the chamber with a wider field-of-view.

Although generally useful as a way of checking the status and position of the cham-

ber components, a number of these cameras prove particularly important in detecting

light emitted from the plasmas. Two cameras, mounted at windows on top and at the

front of the chamber, capture the light from plasmas generated where the two lasers
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and the electron beam cross. Another camera with a view from the side of the chamber

collects light from plasmas generated either by the longitudinal laser or the discharge

inside the capillary. The emission light captured by these cameras, especially after

interaction with an electron beam, proves to be a valuable and versatile diagnostic in

many parts of this work (see Chapters 4 and 5).

Also located outside of the chamber is a plasma emission spectroscopy diagnostic

[66]. Here, light from the plasma is collimated by a lens and transported via optical

fibre to the spectrometer, with which broadening of the H-alpha spectral line from

ionised H2 gas can be detected. Using H2 as a dopant gas—a common gas mixture

used in this work is 97:3 Ar:H2—ultimately enables online plasma density measure-

ments that can be temporally resolved via gating of the spectrometer camera.

3.2.5 Imaging electron spectrometers

Immediately after the interaction chamber—at the start of the diagnostic section (FLF-

DIAG) —the electron beam is captured by five XFEL-type quadrupoles [181]. From

here, the beam can either be transported onward to the beam dump (see Section 3.2.6)

or imaged onto the screen of one of two vertically dispersive dipole electron spectrom-

eters (see Figure 3.6) [182].

Imaging quadrupoles

The strength of the five quadrupoles immediately after the chamber can be set such

that the transport matrix between a particular object plane (e.g. the end of the plasma

cell) and an image plane (e.g. a spectrometer screen) fulfils the point-to-point imaging

condition (see Section 2.2.2 on page 18). The first four quadrupoles in this part of

the beamline come in two pairs, with each pair sharing a power supply. As such,

the same current is supplied to the quadrupoles within a pair, and so the field values

within those magnets are the same and cannot be changed independently. In total,

this gives three degrees-of-freedom when performing point-to-point imaging.
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Figure 3.6: Imaging electron spectrometers at FLASHForward. Diagrams of the di-
agnostic beamline immediately after the plasma are shown with the beams imaged
onto (a) the ESPEC and (b) the LEMS. The transport matrices RESPEC and RLEMS point-
to-point imaging at the ESPEC and LEMS respectively will depend on the energy of
the transported beam and the location of the measured object plane. RESPEC addition-
ally depends on the length of the trajectory through the dipole, which for a given field
strength and beam energy can be estimated using a rectangular B-field model.

Usually, an optic is found that produces the desired object plane position in both

directions, sobj,x,y, and the magnification in the non-dispersive direction, Mx. Ac-

counting for the magnification, the horizontal beam profile at a position sobj,x can be

retrieved from the horizontal beam profile measured at the image plane. Crucially,

this allows the measurement of electron beams ‘in focus’ i.e. with sobj,x located at the

beam waist. Furthermore, scanning the position of sobj,x by systematically adjusting

the quadrupole strengths allows the beam size at different positions away from the

waist to be measured. Such an object plane scan, as described in Section 2.2.2, yields

the beam divergence which, in combination with the waist size, constitutes a measure-

ment of the beam emittance.

It should be noted however that, due to the natural chromaticity of the imaging

quadrupoles, sobj,x and Mx are in general functions of the particle momenta. Strictly

then, only a single energy within a beam can be properly imaged; particles with ener-

gies different to this consequently have different object planes. In practice, this means
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that only a finite range of energies within the beam can be measured properly at once;

away from the ‘imaging energy’, the beam becomes out-of-focus, essentially decreas-

ing the energy resolution. A solution to this is to measure the energy spectrum for

more than one imaging energy—a method that necessarily requires multiple shots.

An interesting benefit of this effect however is that for beams with a relatively large

energy spread, the beam size for a range of object planes can be measured in a single-

shot. As demonstrated in Section 5.2.5, with some assumptions about the properties

of energy slices within a bunch, this method can in principle yield shot-to-shot mea-

surements of the beam emittance [183].

Broadband electron spectrometer (ESPEC)

Often referred to simply as the ESPEC, the first spectrometer in the FLASHForward

lattice consists of a 1 m-long dipole embedded within a stainless-steel vacuum cham-

ber with walls 1 mm-thick. (see Figure 3.6 (a)).

Electron beams dispersed by this dipole then propagate through the lower walls of

this chamber onto scintillating screens (Kodak LANEX fine), the underside of which

are imaged by six CCD cameras (model Basler acA2040-35gm; note only two are

shown in Figure 3.6). The broadband nature of this diagnostic makes it well-suited

for diagnosing the spectra of beams with a large spread of energies, albeit with the

constraints of the previously discussed chromatic imaging system.

Measurements in the horizontal beam profile are possible with this spectrometer,

but are also limited by the relatively poor spatial resolution of the screens. The high

energy screen provides the best resolution, where each pixel corresponds to a region

21 µm-wide at the imaging plane, but this is further degraded by the presence of scat-

tering effects in the chamber wall. These scattering effects will generally depend on

the beta function at the surface of the chamber wall and also on the beam energy, be-

coming more prominent for particles with lower momenta [184]. To some degree this

resolution limit can be avoided by increasing the magnification, but this too is limited

to what the imaging beamline can accommodate before the beam is apertured by the

10 mm diameter beam-pipe.

Low-Emittance Measurement Station (LEMS)

Located further downstream, another spectrometer, termed the Low-Emittance Mea-

surement Station (LEMS), is designed to overcome the beam size measurement limits

present in the ESPEC. Although employing a similar dipole to that in the ESPEC, this
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spectrometer only accepts particles deflected at an angle of ∼ 10 deg, meaning only a

narrow band of energies can be measured at the same time. However, the main feature

of this diagnostic is the XFEL-type screen station located ∼ 1 m downstream of the de-

flection point [185]. Unimpeded by any scattering effects, an in-vacuum gadolinium

aluminium gallium garnet (GAGG) scintillator imaged by a camera equipped with

Scheimpflug optics yields a screen resolution measured to be as low as 7 µm. This,

in addition to the increased magnification that a longer drift length affords, makes

this diagnostic ideal for the measurement of small beam sizes and therefore low emit-

tances.

Energy and charge calibrations

In order to diagnose the spectra of the beams in both of the spectrometers, a calibration

is needed that can retrieve the energy E of a particle from its screen hit position y and

the field strength of the dipole B. Knowing that y is a function of the deflection angle

θ and that θ ∝ B
E (from the Larmor radius), it can be written that y = f ( B

E ), where f
is a function to be determined. Ideally, f can be found by directly using the FLASH

beam with a constant energy known from measurements available in the linac; the B-

field is then varied by adjusting the current supplied to the dipole and the values of y
measured for each setting. Then, for a measured value of y and B, E can be calculated

in the future from E = B
f−1(y) . However, it is not always the case that the FLASH beam

can be used for this calibration; even for its lowest energy, it is difficult to deflect this

beam down to the low energy screens. As an alternative, tracking of particles with

varying energy through a simulated dipole can be performed and their y positions

recorded on a virtual screen. This therefore allows f to be constructed in the same

way, except with E as the parameter being varied.

As well as energy measurements, the spectrometer screens are used to measure

the charge density of electron beams [108]. This involves correlating the light detected

from the scintillating screen with the charge measured e.g. in an upstream BPM, which

can for example be varied by using the collimator (see Section 3.2.2). Complications to

this however arise due to the fact that the screen can become saturated, and also that

the detected scintillation light can vary spatially across the screen for a fixed amount

of charge. To avoid saturation, the simplest solution is to avoid high charge densities

by slightly defocusing the beam; this is often only needed for the unscraped, non-

interacted FLASH beam. The variation in light signal as a function of screen position

however arises because of the non-uniform light collection of the screen-camera optics

and also because of the dependence of the scintillation light on the hit angle of the

54



Chapter 3. Experimental Facility

particles incident on the screen. This effect can however be characterised by scanning a

beam of known charge (e.g. the FLASH beam), across the screen by varying the dipole

field strength, and measuring the light variation. Performing this for each camera

yields a correction curve that can account for the combined effect of the camera optics

and the hit angle of the electron beams.

3.2.6 Transverse Deflection Structure and beam dump

In the case where the ESPEC or LEMS are not active, the electron beam can be trans-

ported further down the beamline—through the section earmarked for the future in-

stallation of undulators—to the part of the lattice that hosts the PolariX X-band Trans-

verse Deflecting Cavity (XTDS) [186].

The principle of operation within a TDS is that electrons receive a transverse kick

depending on their longitudinal position in an RF field (see Figure 3.7). A bunch

propagating on one of the zero crossings of the RF waveform becomes streaked in

the polarization direction of the field, where the amount of deflection measured on a

screen downstream of the TDS can be used to measure the positions of the particles

in the time domain i.e. the bunch current-profile. In general, measurements are per-

formed at the two zero crossings of the RF field and combined (e.g. by averaging); this

also necessitates two sets of calibrations, which are found by measuring the centroid

kick that the whole bunch receives when placed at different phases in the RF field.

As is the case here, the combination of a TDS with a dipole spectrometer dispersing

in the non-streaked direction can then yield shot-to-shot tomography of the bunch lon-

gitudinal phase space—its most common application at FLASHForward. Operation

and calibration of this spectrometer follows similar principles as for those described

in Section 3.2.5. The screen on which the streaking and deflection are measured then

constitutes the end of the FLASHForward beamline, where the beam is dumped.
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Figure 3.7: Longitudinal phase space measurements with an XTDS and spectrometer.
Measurements are usually performed on the two zero crossings of the XTDS RF wave-
form. A calibration of the vertical deflection y versus the phase of the TDS RF ϕTDS
can be found by shifting the RF phase relative to the bunch and measuring the centroid
deflection on the screen. From measurements of the deflection of particles and knowl-
edge of the RF frequency ( fTDS = 11.9888 GHz), the relative longitudinal positions of
particles can be calculated. Horizontal dispersion by a dipole then allows the energy
spectrum of a bunch to be measured. Additional quadrupoles (shown in Figure 3.1 (b))
allow for transport of beams to this diagnostic and also optimisation of the optics for
high time and energy resolution.

Note that suitable optics can be a challenge to find for beams with a hard focus or

indeed for those exiting the plasma stage. This is due to the fact that high-strength

quadrupoles are required to capture and transport rapidly diverging beams along the

relatively long propagation distance between the interaction point and the TDS; such

beams can grow to large widths during capture, making propagation through the nar-

row beam pipe of 10 mm inner diameter a challenge. Furthermore, these issues can be

compounded by the limited sensitivity of diagnostics such as BPMs to low charges,

which is often the case for accelerated witness bunches. Although diagnosis of such

beams is not strictly impossible with the TDS, measurements with this diagnostic most

often concern those of the FLASH beam in the absence of plasma interaction, before a

hard focus has been established in the interaction chamber.

3.3 FLASHForward laser

Situated in a laboratory above the FLASHForward experimental tunnel, a 25 TW laser

system provides ultra-short laser pulses primarily intended for plasma generation in

FLASHForward. The following section gives a brief overview of this laser system,
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before outlining how the pulses it generates are subsequently transported to the ex-

perimental hall.

3.3.1 Laser system backend

Figure 3.8 summarises the key sub-systems of the FLASHForward laser. Based on

titanium sapphire (Ti:Sa) as the gain medium, the laser chain begins with the oscillator

(Venteon — Pulse: One). Pumped by a CW (continous wave) 532 nm solid state laser,

the Ti:Sa crystal is located in a cavity consisting of eight mirrors, as shown in the inset

of Figure 3.8. Ultra-short, high-intensity pulses are favoured over continuous wave

(CW) radiation by the principle of Kerr-lens mode-locking [187, 188]; the repetition-

rate of these pulses is defined by the round-trip time of the cavity to be 108 MHz.

Small movements of two of the mirrors here allow the cavity length to be adjusted

such that the pulses from the oscillator can be synchronised with and delayed with

respect to the 1.3 GHz RF signal in FLASH (see Section 3.1.5). In order to compare the

signals from the oscillator and FLASH, a small amount of the laser is extracted from

the oscillator and converted via a photo-diode detector to an electronic signal that can

be mixed with the FLASH RF [174].

Vacuum
compressorM1 M2

M4M3
Pump 
laser

M5 M6

M7 Outcoupling

Ti:Sa

Oscillator

B
oo

st
er Stretcher

Regen
+

MPA1
MPA2

To diagnostic 
table

To FLASHForward

Figure 3.8: Ti:Sa laser system at FLASHForward. The approximate layout of the main
stages in the laser chain are shown, with the beam exiting the laboratory down a vac-
uum pipe bound for the FLASHForward experimental hall. Shown inset are the key
components of the oscillator system, the cavity of which consists of the mirrors M1-M7
plus the outcoupling mirror. Two of these mirrors, M1 and M5, can be adjusted via
piezo-actuators to modify the length of the cavity and therefore provide synchronisa-
tion and controllable delay with respect to the FLASH RF signal.

Upon exiting the oscillator, the spectrally broad pulses are transported to the Booster
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unit—the first in a chain of multi-pass amplifiers themselves driven by flashlamp-

pumped pump lasers. Here, the pulses are further amplified before the repetition

rate is reduced to a maximum of 10 Hz by a combination of a Pockels cell and po-

larizing beam-splitter. Triggering of the Pockels cell is limited to a trigger frequency

of 54 MHz, meaning that the arrival time of the down-selected pulse train can only

be varied with a granularity of 18.46 ns; in combination with movements of the os-

cillator cavity mirrors, this pulse-picking completes the set of controls that one has

over the laser—electron beam time-of-arrival delay, as summarised in Figure 3.9. Af-

ter this pulse-picking, the remaining pulses are subsequently focused into a saturable

absorber in order to remove pre-pulses and continuous background radiation, thus

improving their contrast.

0.77 ns

18.46 ns

fRF  = 1.3 GHz

fosci  = 108 MHz Shift laser
 relative
 to RF

Shift photocathode 
timing relative to RF

Pulse-picking

Figure 3.9: Laser—electron beam timing at FLASHForward. The electron beam (blue)
time-of-arrival is defined by which acceleration bucket of the RF field (navy sinusoid)
it is injected into and can be adjusted by delaying the photocathode laser in steps of
0.77 ns (see Section 3.1.3). Once synchronised to the RF signal, the laser pulse-train
timing in the oscillator can be shifted with respect to the RF via movement of the cavity
mirrors (see Figure 3.8). Finally, pulses from the laser pulse train can be selected with a
granularity of 18.46 ns at the Booster stage.
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Before further amplification can take place, the pulses must first be temporally

stretched—the first step in the process of Chirped Pulse Amplification [73]. The Stretcher

stage of the laser system in this case deploys an Öffner triplet scheme, providing

aberration-free stretching of the laser pulse [189, 190]. Located immediately after the

stretcher is also a programmable acousto-optic filter—commonly known as a Dazzler—

that allows for precompensation of the group delay dispersion in the subsequent

stages of the laser chain [191]. This therefore enables shaping of the spectral phase

which, after the compressor, translates into modifications of the pulses temporal pro-

file.

After stretching, the pulses are then amplified in a regenerative amplifier (Regen),

followed by two multipass amplifiers (MPA1 and MPA2). This results in a still spec-

trally broad pulse, but with a nominal energy at the exit of second multipass amplifier

of 925 mJ. Note that an adjustable attenuator within this final amplification stage al-

lows the output energy of the laser to be varied continuously (from ∼ 0–100 %), whilst

another switchable attenuator directly after MPA2 can be used to reduce the laser en-

ergy by a factor of 170, putting the laser into a low power alignment mode.

Post-amplification, the pulses then reach the in-vacuum compression stage. Here,

the pulses are compressed down to lengths of < 25 fs rms via a grating pair. The main

beam propagates in-vacuum to a switch mirror, to be transported either to the BOND

(Beam Optimisation and Novel Diagnostics) lab—where mainly LWFA experiments

are performed [192, 193]—or to the FLASHForward tunnel.

A small fraction of the beam is however transported to a diagnostic table equipped

with, for example, a Wizzler for measuring the laser pulse duration [194, 195]. Based

on the principle of self-referenced spectral interferometry (SRSI), the Wizzler works by

interfering the main pulse with a reference pulse generated by Cross-Polarized Wave

Generation (XPW) [196]. From the interference signal, the pulse’s spectral phase and

amplitude can be retrieved and its temporal profile therefore fully characterised—all

in a single shot. As well as providing pulse duration measurements directly after the

compressor, the Wizzler could also be relocated for use closer to the experiment—

for example in the FLASHForward tunnel (see Section 5.1.2)—where any dispersion

experienced along the beamline will result in a different temporal profile than that

measured in the laser lab.

3.3.2 Beam Transport

With the switch mirror inserted, laser light is reflected into the beamline for transport

down to FLASHForward (see Figure 3.10). The first three mirrors in this transport line
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bring the laser down to the level of the FLASHForward experimental hall. Housed

in the so-called ‘multi-chamber’, the next 3 mirrors represent the first that are located

in the tunnel. A pipe then connects this chamber to the ’incoupling chamber’ where,

crucially, a retractable 0.5-inch pick-off mirror diverts the centre of the 34 mm-diameter

main beam into a beamline that constitutes the transverse injection laser arm. As

described in the next section, the rest of the beam propagates onward for coupling

into the FLASHForward electron beamline.
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M9

Pick-off
mirror

M8
 M1

 M2
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M4

M5

M6

 Switch
Mirror

 Periscope

Longitudinal 
Laser

Transverse
 Laser

Multi-chamber

Incoupling chamber

Figure 3.10: Laser transport from the laser lab to the FLASHForward experimental
hall. To facilitate the reproducible alignment of the beam through this long beamline,
the majority of the mirrors shown are equipped with pointing diagnostic cameras and
are also pico-motorised that enable remote steering of the beam back to established
ROIs.

3.3.3 Preionisation (longitudinal) laser arm

After two periscope mirrors bring the main beam down to the same vertical level as

the electron beam, the laser then enters the focusing chamber (see Figure 3.11). Here, a

pair of 750 mm focal length spherical mirrors are arranged to produce an effective focal

length of 18 m and are equipped with pico-motors such that pointing adjustments to

the longitudinal laser can be made. After reflection from these mirrors, the beam is

coupled into the FLASHForward beamline through a window at the beginning of the

FLFMAFF section, travelling colinearly with the electron beam path and reaching a

wide-diameter focus at the centre of the plasma chamber—see Section 5.1.2 for focal

spot measurements of this laser in the context of the plasma cathode experiment. The

polarisation of this laser as it travels through the chamber is vertically linear.

After traversing the length of the chamber, the longitudinal laser propagates through
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the post-interaction section of FLASHForward and is coupled out of the beamline by

an insertable silver mirror; an optional mirror with a hole in the centre is also available

to allow the electron beam to pass further downstream. Adjacent to this outcoupling

station is a breadboard housing near- and far-field diagnostics, with which the trans-

mission of this laser through the beamline can be monitored.

Focussing
chamber

SPH1

SPH2

Outcoupling
station

Diagnostics 
table

Figure 3.11: Longitudinal laser beamline. After focusing by the two spherical mirrors
SPH1 and SPH2, the longitudinal laser enters the FLASH vacuum at the start of the
FLFMAFF section. In the configuration shown, the laser propagates through the gas
cell and is outcoupled at the start of the FLFUND section. Note that a valve at the
entrance of the focusing chamber can be closed to block this laser arm independently
of the injection laser.

3.3.4 Injection (transverse) laser arm

After formation at the pick-off mirror, the transverse laser beam reflects off two more

mirrors in the in-coupling chamber before propagating along a vacuum pipe and out

through an anti-reflection coated window. A delay stage then contains the first two

mirrors of the in-air section of the transverse laser beamline, depicted in Figure 3.12,

that allow the transverse laser time-of-arrival to be adjusted on the picosecond level

relative to the longitudinal laser and electron beam. Following this, a periscope brings

the beam down onto a breadboard at approximately the same height as the elec-

tron beam in the FLASHForward interaction chamber. After reflection from a high-

reflectivity mirror, the beam can optionally be blocked by a beam block mounted on a

remotely-controllable flipper. Mirrors then transport the laser beam across the bread-

board to a set of motorised optics mounted on a stage that, by virtue of stepper mo-

tors, can translate in the x − z plane. The mirrors M212 and M213 of this stage enable

precise alignment of the beam onto a gold-coated f /51 off-axis parabola (OAP). In

addition to actuators that provide angular adjustments to this mirror, a stepper mo-

tor was installed on its mount that enabled reproducible vertical translations of the

beam’s trajectory through the interaction chamber. This is in addition to the point-

ing control over the beam that is granted by the motorised turning mirror (TM) after

the OAP, which turns the beam onto a path that is perpendicular to that of the lon-

gitudinal laser and electron beam. Finally, the transverse laser propagates through a
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2.4 mm-thick uncoated fused silica window and nominally reaches focus within the

interaction chamber at a location perpendicularly intercepting the path of the longitu-

dinal laser and electron beam; the polarisation of this laser as it propagates through

the chamber is linear in the vertical direction. The beam then travels out of a window

on the other side of the chamber for diagnosis on the upstream alignment camera (see

Figure 3.5). Again, characterisation of this laser’s focal spot for typical settings in the

plasma cathode experiment are presented in Section 5.1.2.
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Figure 3.12: Transverse laser beamline. The path of the injection laser in-air across
the breadboard located next to the interaction chamber is shown. A large amount of
the components can be remotely controlled—most importantly the delay stage, beam
block, and the final translation stage with the mirrors that are labelled.

3.4 Experiment Overview

Core scientific activities at FLASHForward can be separated into 3 main experiments:

• X-1: An internal injection experiment aiming to demonstrate a PWFA-based

plasma cathode stage that acts as a brightness booster for the FLASH drive beam

[197].

• X-2: An external injection experiment with the goal of demonstrating a high total

efficiency, beam-quality preserving energy booster PWFA stage for the existing

FLASH beam [139, 182, 198].

• X-3: A high-repetition-rate experiment aiming to exploit the unique bunch-train

structure of FLASH to demonstrate high-average-power PWFA [153, 199].
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In addition to these main research topics, a number of experiments also exist that

support the core projects whilst also developing enabling technologies for the future

(e.g. plasma-based dechirping [200] , advanced beam diagnostics [186], plasma target

characterisation and development [66] etc.) A number of experiments from external

collaborators were also proposed, including the Strathclyde-led X-18 experiment fo-

cusing on using the emission-light from a plasma afterglow as a diagnostic [201]; this

found use as a spatio-temporal alignment diagnostic in the X-1 experiment (see Chap-

ter 5). It is then also linked to the work in Chapter 4 on the X-2 experiment, where

the emission-light signal provides a new method of measuring the energy-transfer

efficiency of a PWFA stage.
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Longitudinally resolved efficiency
measurements in a PWFA stage

In order to become viable energy boosters, plasma accelerator stages must have, amongst

other qualities, high overall energy-transfer efficiency. Section 2.4.3 outlined the differ-

ent factors that are combined to give the overall efficiency of the plasma acceleration

process. Experimentally, the most focus has been placed on the energy-transfer effi-

ciency from the driver-generated wake to the accelerated witness bunch. In PWFA,

milestone results have demonstrated energy-transfer efficiencies as high as (42 ± 4)%

whilst simultaneously preserving beam qualities such as charge and energy spread

[139, 202, 203].

Traditionally, the energy-transfer efficiency is calculated by comparing the respec-

tive energy loss and gain of the driver and trailing bunch, measured with a magnetic

dipole spectrometer. This however requires the stable transport of the beam to the

spectrometer followed by slow, multi-shot measurements that ultimately leave both

bunches scattered by the diagnostic screen. Furthermore, the efficiency measured in

this way is longitudinally averaged, yielding no information about how the accelera-

tion process evolves within the plasma and leaving measurements subject to system-

atic errors from imperfect post-plasma transport.

Presented in this chapter is an energy-transfer efficiency diagnostic based on the

light emitted from a plasma after beam-interaction, the key results of which are also

summarised in Ref. [204]. Previously, it has been shown that an increase in this plasma

emission-light—also known as plasma afterglow light—can be related to the driver-to-

wake energy deposition [205], and was more recently deployed in the spatio-temporal

alignment of particle beams with laser-generated plasma columns [201, 206] (see also

Section 5.1.4 for an example of the latter use-case). Although the precise mechanisms
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that result in this change in emission-light are not yet fully understood, the light itself

is a simple and robust observable that can be used for non-invasive measurements.

Using a high-efficiency working point established in the X-2 external injection ex-

periment at FLASHForward as a platform, the change in plasma emission-light was

here studied as a function of both energy deposition and extraction to and from the

plasma wake. From this, the use of the emission light as a measure of wake energy

was demonstrated in calculating energy-transfer efficiency. After comparison with the

same efficiency measured on the ESPEC, the novel capabilities of this new diagnostic

are then explored—namely that it can provide non-invasive, longitudinally resolved

measurements of the acceleration process throughout a plasma accelerator stage.

4.1 Experimental Setup

Figure 4.1 summarises the setup of the energy booster external injection stage in the X-

2 project. For this experiment, plasma is generated by firing discharge pulses through

neutral gas flowing in one of the capillaries; in this case, the 195 mm-long cell was

used. The electron beam, with a current-profile tailored via collimation for optimal

double-bunch acceleration, is then focused into the plasma, with the resulting energy

loss and gain of the driver-trailing bunch pair then diagnosed on the downstream

ESPEC. Simultaneously, and key to these studies, the plasma sideview camera was

able to capture the light from the beam-interacted plasma—a signal that, as will be

shown, gives valuable insight into the acceleration process. In the following sections,

further details are provided regarding the setup of the electron beam, the discharge

plasma and the vital sideview plasma-light diagnostic in this experiment.
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Figure 4.1: External injection PWFA stage setup. An electron beam with a tailored,
double-bunch profile is coupled into a discharge-plasma, generated in this case in the
195 mm-long capillary. The energy loss and gain of the driver and witness bunches is
then diagnosed downstream on the ESPEC diagnostic. Simultaneous to these measure-
ments, the emission-light from the beam-interacted plasma was detected by a camera
observing the side of the plasma cell; an example image from this diagnostic is shown
in an inset.

4.1.1 Electron beam setup and characterisation

Dedicated FLASH ARD shifts offered the external injection experiments at FLASH-

Forward the most flexibility in terms of beam parameters. Typical of most external-

injection experimental runs, a central beam energy of 1052 MeV with an unscraped

bunch charge of (871 ± 3)pC was used for the measurements presented in this chap-

ter.

Ultimately, the optimal electron beam configuration in an external injection exper-

iment was determined by optimising the beam-plasma interaction in-situ. While high

acceleration gradients (∼ GVm−1) are important, equally paramount was the stable
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coupling of trailing-bunch charge into the wake and the subsequent preservation of

key bunch parameters such as energy spread—factors that also depend on the plasma

density (see Section 4.1.2). Electron beam preparation prior to beam-plasma interac-

tion measurements therefore aimed to find and characterise a suitable base operating

point, from which the acceleration process could be iteratively optimised. The fol-

lowing sections illustrate how the longitudinal phase space of the beam was manipu-

lated to generate a tunable double-bunch profile, before discussing how the resulting

bunches were focused and straightened for coupling into the plasma stage.

Longitudinal phase space

A key feature of plasma-wakefield experiments relying on external-injection at FLASH-

Forward is the need for a longitudinal phase space that can be manipulated via colli-

mation in the dispersive section (c.f.. the internal injection experiment in Chapter 5).

Such a longitudinal phase space is required to have an approximately linear correla-

tion between the energy of the particles and their longitudinal position. While this

can be provided via tuning of the phases and amplitudes in the FLASH linac RF cav-

ities (see Section 3.1), such a prerequisite essentially restricts how strongly the bunch

can be compressed. External injection experiments using this form of double-bunch

generation therefore necessarily involve a trade-off between tunability of the beam’s

longitudinal phase space and the maximum current that can be achieved.

Figure 4.2 shows example TDS measurements of the linearly chirped longitudinal

phase space of the beam in this experiment and illustrates how this can be shaped

to produce a double-bunch current-profile. An example of the full, unscraped bunch

longitudinal phase space is displayed in Figure 4.2 (a), with the shot-averaged current-

profile at the same working point shown in Figure 4.2 (b). By moving collimators into

the dispersive section of the FLASHForward beamline, the current-profile of the beam

can then be adjusted (see Section 3.2.2).

Figures 4.2 (c–e) demonstrate how movement of the head, wedge and tail collima-

tors independently lead to the removal of charge from the front, middle and back of

the beam current-profile, respectively. Of the three, the wedge collimator is particu-

larly important to this experiment as it is responsible for generating the double-bunch

structure required for external injection. Whilst movement of this collimator as in Fig-

ure 4.2 (d) can be used to adjust the position of the notch in the current-profile, inser-

tion of this wedge by different amounts can also adjust the notch width (not shown),

allowing for flexible definition of the charge and spacing of the bunches. In addition

to this, the head and tail collimators can then be used to modify the current-profiles of

67



Chapter 4. Longitudinally resolved efficiency measurements in a PWFA stage

the driver and witness bunches independently.
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Figure 4.2: Double-bunch current-profile generation in the external-injection experi-
ment. (a) An example of the full, unscraped longitudinal phase space of the beam mea-
sured on the TDS and (b) its corresponding shot-averaged current-profile are shown.
Via movement of the (c) head , (d) wedge and (e) tail collimators, charge can be removed
from different parts of the current-profile. Using a combination of these collimators,
a driver-witness pair can be generated; examples of the (f) longitudinal phase space
and (g) shot-averaged current-profile measured for a double-bunch working point are
shown.

Figure 4.2 (f) shows an example longitudinal phase space measurement of a double-

bunch configuration, with a corresponding shot-averaged current-profile depicted in

Figure 4.2 (g). Using such a working point as a basis, the bunch profiles can then be

further adjusted in order to optimise the acceleration process in the plasma. In general,

the tuning of the trailing-bunch current-profile—primarily via the notch collimator

width and position—is particularly vital in achieving optimal beam loading and there-

fore high-efficiency, energy-spread-preserving acceleration (see Section 2.4.3). The op-

timal configuration is ultimately determined by the shape of the plasma wake, which

can be primarily controlled via the plasma density; as well as achieving beam loading,

current-profile tailoring was important in minimising the loss of excess charge at the

back of the wake. For this, the tail collimator proved extremely useful, whilst also

allowing for the sequential introduction/removal of driver and trailing-bunch charge

to systematically study the process of energy deposition/extraction to and from the

wake.
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Tilt correction and focusing

Whilst collimation provides a means of longitudinally matching the beam to the length

of the plasma wake, the final focusing quadrupoles before the plasma cell enable

matching in the transverse plane. This involves matching in the traditional sense i.e.

coupling the beam into the plasma with the correct width and divergence (see Section

2.4.3), but also cancelling beam tilts. In both of these cases, the aim is to minimise any

transverse oscillations that may lead to charge loss and emittance growth—two effects

that can both be observed in the plasma-interacted spectra on the ESPEC.

In terms of beam tilt, the optimal conditions are clear; the beam should be as

straight as possible i.e. no correlation between the longitudinal and transverse co-

ordinates. This can be controlled via adjustment of the Q23FLFCOMP quadrupole

strength in the FLFCOMP section (see Section 3.2.2) which can produce a small amount

of ’leaking’ lattice dispersion that can be used to cancel beam tilts [207]. Whilst the

optimal settings can only truly be found with plasma interaction, preliminary beam

straightening can nevertheless be performed beforehand using the TDS and measur-

ing the beam on a screen before the dispersive dipole.

Typically after the completion of measurements on the TDS, a hard focus is then

established at the entrance of the plasma cell. Figure 4.3 shows measurements of the

approximate sizes and positions of the beta function waists in both the horizontal and

vertical directions, made using the two-BPM-tomography method. As explained in

Section 3.2.3, an optic was generally found that allowed for the independent modi-

fication of the size and positions of the beta function waists through adjustments of

certain quadrupole strengths in the FLFMAFF beamline. Beta functions of waist size

β0 = O(10 mm) were typically used in external injection experiments; the exact width

and location of the optimal beam waist depends on the plasma density profile at the

entrance of the cell. For example, at a typical plasma density of 1 × 1016 cm−3, the

matched beta function βm = 3.3 mm. Owing to the presence of the plasma upramp

however, the optimal beta function will be somewhat larger than this. Due to their

different energies, the effects of chromaticity will also mean that the focal plane of the

driver and trailing bunch will be slightly different. In principle, by using the head

and tail collimators, the beta functions of the driver and witness can be characterised

independently by blocking the other bunch. Although such measurements can be in-

structive, it is again typically more efficient to optimise the focusing in-situ during

acceleration studies; ultimately, it is the final properties of the accelerated bunch that

are important.

Finally, more rigorous measurements of the waist at the interaction point can be
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provided by object plane scans on the spectrometers, yielding both the beta function

and also the emittance of the beams, albeit only in the horizontal plane. Typically,

the emittance of the incoming trailing-bunch is found to be ϵx,n ∼ 1–2 mm · mrad;

due to CSR effects, the emittance of the driver is estimated to be larger. Although not

vital in these studies, such measurements are crucial when considering issues such as

emittance preservation.

0.6 0.4 0.2 0.0 0.2 0.4

s (m)

10
2

10
1

10
0

10
1

 (m
)

x

y

Figure 4.3: Beta function setup at the plasma cell location in the external injection
experiment. The two-BPM tomography method was used to establish a tight focus at
the plasma entrance. In this case, an asymmetry between the horizontal and vertical
waists was measured, with βx,0 = 23 mm and βy,0 = 46 mm. In addition, whilst the
waist in x is situated at the entrance of the plasma cell (grey rectangle) the waist location
in the y direction lies further downstream by ∼ 25 mm.

4.1.2 Discharge plasma generation

Operation of the 195 mm-long capillary is in many ways the same as that of its shorter

counterpart. Here the long cell was filled at a backing pressure of 30 mbar with the

usual 97:3 Ar:H2 mixture, corresponding to a pressure in the capillary of 9 mbar.

Plasma was then generated by discharging 15 kV pulses through the neutral gas—

from measurements of an argon discharge-plasma in a 33 mm-long cell, it can be ex-

pected that the first and potentially some of the second level of Ar is ionised [66].

By waiting a certain amount of time for the plasma to decay via recombination and

expulsion from the cell, the plasma density experienced by the beam could be finely

controlled.

The plasma density in the long cell for this working point was found using H-

alpha spectral-line-broadening measurements with the optical spectrometer [66]. In
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this case, it was determined that a delay in the beam-arrival-time with respect to the

initial discharge pulse of 9.64 µs provided the optimal plasma density with which the

trailing bunch could be matched and accelerated with reasonable stability. In the cen-

tral flat-top region of the plasma, this corresponds to a plasma density of approxi-

mately 7 × 1015 cm−3. At the cell entrance and exit, allowing for some plasma evolu-

tion will also change the shape of the density up- and downramps, affecting how the

bunches are coupled into and extracted from the plasma stage. Note that while use of

the long cell naturally affords higher driver-to-witness energy-transfer efficiencies, it

also in general increases the sensitivity of the whole process to the input parameters,

thus making the stable acceleration of trailing bunches with a high degree of charge

coupling more challenging.

4.1.3 Plasma emission-light detection

Light emitted from the plasma in the long cell was detected by the plasma sideview di-

agnostic: a CMOS camera (model Basler acA2040-25gmNIR) equipped with a 1-inch,

f/0.95 lens that provided a spatial resolution of 95 µm/px when imaging the plane of

the capillary. In this experiment, we are purely interested in the plasma emission-light

integrated over the whole, or part, of the camera field-of-view—a value labelled as Ip

and measured simply in units of counts.

The spatial distribution of the measured light signal will not only depend on the

plasma distribution at the time of emission; in general, the light collection efficiency

varies across the camera lens and will also depend on transmission of light through the

capillary walls. To account for these effects, measurements of the emission-light from a

plasma immediately after generation with the discharge were made and are presented

in Figure 4.4. By measuring the signal at these early times (< 0.1 µs), the plasma will

have had no opportunity to evolve (see Section 2.3.2) and so should inherit the shape

of the neutral gas profile within the cell, which will be approximately uniform. This

was the case in a 33 mm-long cell [see Ref. [66], Figure 8 (a)], where for a measurement

at a time 0.1 µs after the start of the discharge, the plasma density is approximately

uniform in the centre of the cell, only dropping in the regions in and beyond the gas

inlets which are not considered in this analysis (see red region-of-interest in Figure 4.4

(a)). Any spatial variation of the signal across the field-of-view is therefore assumed to

be due to the light-detection method, which can then be characterised and accounted

for.

Figure 4.4 (a) shows an example image of the emission-light taken immediately

after plasma generation. From this image, one can immediately see that the field-
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of-view does not incorporate the full plasma cell—the end of the capillary beyond a

longitudinal position of 175 mm was unfortunately not measured. Furthermore, the

upper and lower regions of the image contain no signal. An example improvement

to this diagnostic could therefore be optimisation of the field-of-view to observe the

whole plasma length, whilst simultaneously better utilising the camera chip in the

vertical direction e.g. with cylindrical lenses.
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Figure 4.4: Longitudinal variation of plasma emission-light signal from a uniform
plasma. (a) An image of the plasma light captured at the beginning of the discharge
pulse and its (b) projection over the transverse extent of the capillary is shown. At times
shortly after the discharge, the plasma density and therefore the emitted light should
be approximately uniform along the capillary. Longitudinal variations in the signal are
therefore assumed to be due to the details of transmission through the capillary and
also the light-capture optics.

The variation of the signal along the length of the capillary is best quantified by

projecting the signal over its transverse extent. Figure 4.4 (b) shows such a projection,

averaged over multiple shots; the narrow error band around this mean curve indicates

that the light signal emitted by this plasma was highly stable. However, whereas

one would expect that the plasma density is uniform for most of the capillary and

symmetric about its centre (∼ 100 mm), the light yield in fact decreases towards the

entrance of the cell. Furthermore, there are features that are at positions known to have

abnormalities in the opacity of the cell walls (∼ 50 mm) and also where the transverse

hole is located (20 mm). Assuming that the shape in Figure 4.4 (b) arises purely as

a result of the light detection, the curve itself forms an ‘imaging function’ that can

be used to divide out any longitudinal dependence in the light collection efficiency;
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this correction is therefore applied before any calculation of Ip. Note that, due to the

relatively small diameter of the plasma channel, such effects are considered negligible

for the transverse direction.

Of course, a measurement of Ip involves not only a spatial sum over part of the

image—the signal is also integrated in time and wavelength. Formally, Ip is therefore a

measure of the spectral irradiance integrated temporally over an exposure time ∆t and

spectrally over a bandwidth ∆λ, before then summing over an area A of the camera

chip i.e. Ip =
∫

∆λ

∫
∆t

∫
A

∂3 Ip
∂λ∂t∂A dλ dt dA.

As sketched in Figure 4.5 (a), the exposure window began after the beam-arrival

time and extended for a duration of ∆t = 24 µs. This was to avoid saturation of the

camera chip, which could have equally been achieved via filtering; as will be shown

in subsequent sections, beam-interaction with the plasma can substantially increase

the emission-light yield, and saturation could not be fully avoided through a decrease

in the camera gain. Temporally, the early parts of the plasma emission-light were

therefore not captured by this diagnostic.

Driver 
arrival

Discharge 
fires

Δt Δλ

(a) (b)

Figure 4.5: Temporal and spectral integration of the emission-light signal. Sketches
of the variation in Ip with (a) time and (b) wavelength are shown. Illustrated are the
ranges in t and λ that are integrated over. In time, the integration begins after the
beam-arrival and lasts until after the plasma has relaxed; the difference between the
dishcharge-plus-driver (navy solid line) and discharge-only (navy dashed line) curves
integrated over the time window ∆t is defined as the excess captured plasma emission
light. In wavelength, only a finite region of the plasma-light spectrum is measured.

In a similar way, the spectrum of the emission-light—expected to consist of dis-

crete wavelengths emitted during transitions between atomic states—was also not

fully measured by this diagnostic [see Figure 4.5 (b)]. This is naturally due to the finite
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spectral response of the camera (∼ 400 nm–1000 nm), in addition to any chromaticity

of the light capture optics.

Ultimately for this experiment, knowledge of the plasma emission-light proper-

ties in the spectral and temporal domains was not crucial. Instead, it was simply

required that the exposure window and bandwidth of the diagnostic remained un-

changed throughout the experiment; as explained in Section 4.2.3, these parameters

become part of a calibration that only holds for the experimental conditions it was

measured under. It may be the case that an understanding of the temporal evolu-

tion (e.g. with a fast, intensified camera) or the spectral decomposition (e.g. with an

optical spectrometer, see Ref. [205]) of the light can provide deeper insights into the

long-term behaviour of the plasma. These, in addition to better use of the field-of-

view of the sideview diagnostic, therefore make for possible improvements to future

iterations of this diagnostic.

4.2 Experimental Results

Following the setup described in Section 4.1, the first step for these experimental stud-

ies was to establish a high-efficiency working point. The results of this, in addition to

all of the results presented in this section, were taken during the same experimental

run.

4.2.1 High-efficiency working point characterisation

A working point was found by tuning of the plasma density via the beam arrival time,

as well as the notch scraper width and position. This was similar to the procedure

outlined in Ref. [139], with more emphasis on the maximisation of the energy-transfer

efficiency, which from now on will refer to the wake-to-witness energy transfer effi-

ciency ηwake→w.

Figure 4.6 demonstrates how η was calculated with an example shot from this op-

timised working point. In the absence of plasma (see Figure 4.6 (a)), the initial mean

electron energies of the driver and witness are 1044 MeV and 1054 MeV respectively.

Upon ignition of the plasma, the driver experiences energy loss whilst the trailing-

bunch is accelerated to higher energies. The mean electron energy change of the ac-

celerated and decelerated beams, ∆Eacc and ∆Edec, can then be found as the difference

between their mean electron energies with and without plasma interaction. Measure-

ments with an electron spectrometer are however complicated by the fact that only a
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narrow bandwidth of energies can be imaged at a given time, with the energy reso-

lution of the diagnostic decreasing away from the imaging energy. Accurate spectral

characterisation of the decelerated and accelerated beams can therefore not occur si-

multaneously, meaning that separate measurements of the driver and witness bunches

are required.
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Figure 4.6: High energy-transfer efficiency measurements with the electron spectrome-
ter. Shown are example spectrometer images of (a) the driver and witness in the absence
of plasma, (b) the plasma-decelerated drive beam and (c) the accelerated trailing bunch
accompanied by the unfocused driver spectrum. The relative spectral densities are also
displayed at the bottom of each axis (navy shaded curves), with the black dashed ver-
tical lines representing the imaging energy for each measurement.

Figure 4.6 (b) shows a spectrometer measurement of the decelerated drive beam,

with the trailing bunch blocked by the tail collimator. Measured at an imaging en-

ergy of 930 MeV, the mean driver electron energy loss was found to be ∆Edec = (69 ±
3)MeV for this working point, corresponding to a longitudinally-averaged deceler-

ating field of (0.35 ± 0.02)GV m−1. By integrating the signal detected on the screen,

the driver charge was calculated as Qdec = (368 ± 8)pC. This was then combined

with the change in driver mean electron energy to give a total driver energy loss of

∆Wdec = ∆EdecQdec = (25.3 ± 1.4)mJ.

A similar procedure was then applied to find the total energy gain of the trailing

bunch. As shown in Figure 4.6 (c), the imaging energy was set to 1250 MeV, provid-

ing accurate measurements of the witness spectrum whilst leaving the driver out of

focus. Another issue with the spectrometer diagnostic is the inevitable loss of charge

for bunches that are not perfectly transported through the imaging beamline. This is
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especially prevalent for the witness beam which, in the case of misalignment, is prone

to being defocused or deflected by the strong defocusing fields behind or at the edge

of the plasma wake—leading to an underestimate of the average total energy gain of

the trailing bunches in the plasma. In order to reduce this systematic error, only shots

that display near-perfect charge-coupling—defined here as having above 90% of the

maximum measured witness charge—are considered. For the shots that fulfil this cri-

terion, the trailing-bunch charge was measured to be Qacc = (46.7 ± 1.4)pC, with a

mean electron energy increase of ∆Eacc = (194 ± 4)MeV (i.e. an accelerating field of

(0.99 ± 0.02)GV m−1) and a resultant total energy gain of ∆Wacc = (9.1 ± 0.3)mJ.

With a method of calculating the total energy change of the driver and trailing

bunches, the energy-transfer efficiency measured with the spectrometer ηs can be

calculated with the formula for ηwake→w in Equation 2.68. Assuming that the total

driver energy loss remains constant at the value of ∆Wdec calculated previously, ηs

can be estimated for every measured trailing bunch. Considering only those fulfilling

the near-perfect charge-coupling condition, an average energy-transfer efficiency of

ηs = (36 ± 2)% was measured. Using the shot with the largest witness energy gain—

displayed in Figure 4.6 (c)—the maximum energy transfer efficiency was calculated to

be ηs,max = (37± 2)%, where the error remains from the uncertainty in the total driver

energy loss.

Although comparable in terms of the average energy-transfer efficiency measured

previously in the 50 mm-long capillary (c.f. (42 ± 2)% in Ref. [139]), the results here

are significant because of the factor of 4 higher witness energy gain, owed principally

to the 4 times longer plasma cell. This improvement is better quantified by compar-

ing the driver-to-witness energy transfer efficiency ηd→w in Equation 2.67, where the

denominator is now the total energy of the incoming driver, Wdec,0. In the case of Ref.

[139] with an incoming drive beam of mean electron energy 1050 MeV and total charge

(490 ± 10)pC, Wdec,0 = 490 mJ, with a total energy extracted by the trailing bunch of

∆Wacc = (98 ± 9)pC × (45.4 ± 1.4)MeV = 4.4 mJ and thus a driver—witness energy-

transfer efficiency of ηd−>w = 0.93 %. Although the total incoming driver energy was

lower in this experiment—Wdec,0 = 387.1 mJ—the accelerated witness charge is also

lower by a factor of ∼ 2. Despite this, the larger energy gain of the witness in the

long cell results in more of the initial energy of the driver being used for acceleration,

with ηd−>w = 2.3 %. This therefore highlights one of the directions for high overall

efficiency acceleration—maximisation of the driver energy loss whilst accelerating a

large amount of witness charge to greater energies.
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4.2.2 Plasma emission-light dependence on driver and witness charge

The high-efficiency working point established in Section 4.2.1 subsequently provided

a strong basis for measurements of the change in the plasma emission-light yield as a

function of the incoming driver and trailing-bunch charges, which were varied using

the tail collimator in the dispersive section of the beamline.

Plasma-light yield versus driver charge

Figure 4.7 presents the results of a tail collimator position scan, measuring the spectra

of the driver on the spectrometer whilst simultaneously observing the plasma light

signal with the sideview camera.
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Figure 4.7: Plasma emission-light variation with increasing driver charge. (a) Water-
fall plot of decelerated driver spectra, grouped by the position of the tail collimator. (b)
Excess plasma light yield (blue points) and the driver charge detected in the upstream
toroid Qtoroid (orange dots) versus the position of the collimator. Also shown are exam-
ple images of the plasma light signal observed by the sideview with (c) negligible, (d)
partial and (e) full charge in the drive beam, with arrows indicating their corresponding
shots in (b).

Measurements began with the collimator fully inserted, such that no witness beam

and only negligible amounts of driver charge reached the plasma (see Figure 4.7 (a)).

Gradually extracting the tail collimator, longitudinal slices of driver charge were pro-
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gressively introduced to the plasma, each adding to the energy deposited in the gen-

erated wakefield. As shown in Figure 4.7 (b), the excess captured plasma light Ip,

defined as the difference between the integrated light signal measured with the side-

view camera relative to that with only the discharge firing, increases with the driver

charge. Figures 4.7 (c)–(e) show example images of the light signal with (c) negligible,

(d) partial and (e) full driver charge reaching the plasma. The higher plasma emis-

sion light yield is essentially a manifestation of an increase in the energy contained in

the wake; note however that the exact physical mechanism resulting in the extra light

is not yet well understood. Once the beam has passed, the energy remaining in the

wakefield will eventually be completely converted to the kinetic energy of the plasma

electrons [208] that is then dissipated into the bulk plasma [165, 199]. Presently, this ex-

tra energy is assumed to be an additional driver of the dynamics described in Ref. [64],

leading to more interactions between the plasma constituents and remaining neutrals

which ultimately results in more emitted plasma light. One could indeed aim to use

the same modelling and measurement techniques as detailed in Ref. [64], in this case

including the additional source of energy that is provided by the drive beam interac-

tion. This however was out of the scope of this work—as illustrated by the following

sections, the relative change of this plasma light signal can still prove useful, even in

the absence of a detailed understanding of the full plasma evolution.

Plasma-light yield versus witness charge

Further extracting the tail collimator, trailing bunch charge was then gradually intro-

duced to the accelerating region of the wake. Unlike in the case of the driver, the slices

of witness charge are located at approximately the same phase in the wakefield and so

sample approximately the same accelerating gradient, experiencing acceleration up to

∼ 1270 MeV, with a small decrease in energy gain observable as the charge increases

[see Figure 4.8 (a)]. This is likely a symptom of beam loading, necessarily implying

the efficient extraction of energy from the accelerating field, which again is evident in

the plasma emission-light signal.
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Figure 4.8: Plasma emission-light variation with increasing witness charge. (a) Accel-
erated trailing-bunch and decelerated (defocused) drive bunch spectra, grouped by the
position of the tail collimator. (b) Excess plasma light yield (blue points) and the com-
bined driver and witness charge detected in the upstream toroid Qtoroid (orange dots)
versus the position of the collimator. Also shown are example images of the plasma
light signal observed by the sideview with (c) driver charge only, (d) reduced light due
to the acceleration of witness charge and (e) a re-increased light yield as trailing bunch
charge is introduced behind the first wake, with arrows indicating their corresponding
shots in (b). In order to highlight the change in light signal, a power law colormap nor-
malisation with an exponent of 4 was used in (c–e).

As Figure 4.8 (b) shows, beginning with the driver-only case, the plasma light de-

creases as more trailing-bunch charge is introduced [see example images in Figures 4.8

(c) and (d)]. This therefore reinforces the hypothesis that the excess emitted plasma-

light is connected to the energy remaining in the wake; just as this signal increases

with energy deposition (e.g. by a driver), it is also reduced when energy is extracted

(e.g. by a witness bunch). Furthermore, this observation suggests that the amount of

plasma emission-light can be used to estimate the energy remaining in the wake—an

idea that is further pursued in Section 4.2.3.

Interestingly, beyond a certain collimator position (denoted by the black dashed

line in Figure 4.8 (b)), the plasma emission-light yield begins to increase again [see

example image in Figure 4.8 (e)]. Note that although the charge detected by the up-

stream toroid continues to rise, this charge is in fact not observed on the electron spec-
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trometer screen. A hypothesis explaining this behaviour is that beyond this point,

further trailing-bunch charge that is introduced is placed behind the vertex of the first

blowout. Whilst some of this charge will naturally be lost due to the defocusing fields

behind the bubble, slices of the bunch that are positioned even further back will be-

gin to experience the decelerating fields of the second wake. Such charge will instead

lose energy to the plasma—much the same as the driver did in the first wakefield—

resulting in a re-increase in the plasma emission-light. In the case that this charge is ei-

ther decelerated or simply defocused, its detection with the spectrometer would prove

difficult; indeed, even if these electrons are successfully transported to the screen, they

would likely appear at lower energies that were not well-imaged in this measurement.

Therefore, although this presents a novel observation of electron deceleration in the

second wake, the exact amount of energy exchanged with the plasma—as is required

in further analysis—cannot be accurately calculated for this charge. In practice, for

this effect not to be confused with an increase in the energy deposited by the driver

when measuring the plasma emission-light, this regime should first be identified by

observing that some amount of witness charge is consistently missing on downstream

diagnostics (as was done in this case with the spectrometer) and then avoided. From

now on, we therefore focus on the data that is comfortably outside of this regime [i.e.

≥ 189 steps, to the left of the black dashed line in Figure 4.8 (b)].

4.2.3 Energy-transfer measurements with plasma emission-light

In order to truly relate the energy loss and gain of the drive and trailing bunches

to the excess plasma emission-light, a similar procedure as in the analysis of the high-

efficiency working point in Section 4.2.1 is applied to the data in the driver and witness

tail collimator position scans (see Figure 4.9).

Plasma emission-light enhancement with energy deposition

Figure 4.9 (a) shows the driver total energy loss ∆Wdec plotted against the excess

plasma emission-light yield for every shot in Figure 4.7. The resulting curve connects

the excess captured plasma emission-light yield Ip to the total driver energy loss i.e.

Ip = f (∆Wdec). Provided that the total energy lost by the driver is converted purely

to wake energy implies that ∆Wdec = ∆Wwake and therefore that Ip = f (∆Wwake). In

principle, this suggests that the plasma emission-light yield can be used to estimate

the energy remaining in the wake via ∆Wwake = f−1(Ip).

Ultimately, the specific form of f (∆Wwake) should have no impact on its use in mea-
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suring the wake energy—it can be viewed simply as a calibration curve. Regardless,

the shape of f (∆Wwake) is still worth commenting on. Whereas the plasma emission-

light increases rapidly within the first ∼ 5 mJ of energy deposition, beyond a total

driver energy loss of ∼ 10 mJ the curve is well-approximated by a linear function.

Such a function is fitted to the data where ∆Wdec > 10 mJ (orange dashed line). Specu-

lating, this could for example be a sign of a change in regime (e.g. linear to non-linear

wakefield).

It should however be noted that the exact form of the response curve depends on

the experimental setup: the amount of detected signal will, for example, be affected

by the light collection optics and the sensitivity of the camera chip. Illustrated in Sec-

tion 4.1.3, the exposure window started somewhat later than beam-arrival, meaning

that the signal at earlier times was not measured. In a similar way, the varying spec-

tral response of the camera chip plus the chromaticity of the collection optics meant

that only wavelengths within a finite spectral range were detected. Even if the total

light signal integrated over all times and wavelengths varies linearly with the energy

dumped into the plasma, this is not necessarily true for the Ip measured in the finite

detection window used here. In this way, the choice of exposure settings and spectral

bandwidth also become imprinted on the shape of f (∆Wwake). While the measurement

configuration remained identical throughout the results presented here, any changes

to the setup would mean that the response curve would need to be recalibrated.
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Figure 4.9: Excess captured plasma emission-light Ip is plotted against (a) the total en-
ergy loss of the driver and (b) the total energy gain of the witness, varied by adjusting
the position of the tail collimator. The response curve f constructed in (a) can be esti-
mated via a linear fit (orange dashed line) for ∆Wdec = ∆Wwake ≳ 10 mJ.
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Although in operation it is likely that the diagnostic settings remain unchanged,

the response curve will also in general depend on the plasma and surrounding neu-

tral gas densities, affecting how the wake energy is dissipated and also the amount of

material there is to undergo ionisation and excitation processes [201, 205]. Calibrating

and applying the response curve therefore requires the initial plasma and gas con-

ditions to be stable—a prerequisite any functioning plasma accelerator stage should

already fulfil. If small enough, jitters in the initial state of the plasma, for example

due to fluctuations in the ionisation source (in this case a discharge), would therefore

simply contribute to the random error of the measurement. It is however reasonable

to expect that the practical operation of a plasma accelerator will involve changing the

initial conditions of the plasma; for example, the plasma density will likely act as a pri-

mary control over the energy gain in a given plasma stage. Provided that the plasma

can be reliably reproduced with a given set of experimental settings—in this case the

discharge voltage, gas pressure and beam arrival-time—a whole family of response

curves can be constructed, one for every point in the parameter space. The f (∆Wwake)

measured and utilized here is therefore that corresponding to this specific working

point; an array of response curves could, if needed, be calibrated for a whole range of

different gas and discharge settings.

On a related note, when constructing or using the response curve, it is important

to know with confidence the proportion of the light increase that is due to the excess

wake energy, as opposed to e.g. beam-field ionisation or direct ionisation from the

wakefields. For the beam intensities at FLASHForward, no beam-field ionisation was

anticipated or indeed observed; using the estimate for the maximum radial field of

a gaussian bunch derived from Equation 2.45, Er,max ≈ 0.45 Ip
2πϵ0cσr

only begins to ap-

proach the threshold for the ionisation of Ar-I (∼ 60 GV m−1, see Figure 2.4) for a beam

of peak current Ip = 800 A when the radial beam size σr ≲ 0.35 µm. Given that the

beta functions were most likely close to the matched beta function for this optimised

working point—βm ≈ 2.9 mm for ne = 7 × 1015 cm−3 and an energy of 1050 MeV—it

can be expected that σr ≈ 1.2 µm throughout the plasma, if an optimistic normalised

emittance of 1 mm mrad is assumed. Similarly, the wakefield strength—calculated in

Section 4.2.1 to be approximately 1 GV m−1 in the accelerating region of the wake—is

far below that needed for field ionisation of argon. As such, it was not possible in this

experiment to assess how these extra sources of ionisation would effect the relation

between the energy deposition and the measured emission-light signals; if these ef-

fects were present, it may be reasonable to expect that the calibration becomes more

complicated. However, returning to the case in Ref. [205] where beam-field ionisation
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is not only present but also necessary for plasma generation, relations between the

emission-light and the wake energy can apparently still be drawn provided that the

energy loss due to ionisation is comparatively small.

Plasma emission-light reduction with energy extraction

Figure 4.9 (b) plots the excess captured plasma emission-light against the total energy

gain of the trailing bunch ∆Wacc for the tail collimator position scan shown in Figure

4.8. Only shots where approximately all of the witness charge was transported to the

spectrometer were included in this analysis, precluding any for a tail scraper position

≤ 188 steps [i.e. to the right of the black dashed line in Figure 4.8 (b)]. For the remain-

ing data, the systematic error due to imperfect charge-coupling was further mitigated

by again discarding shots with less than 90% of the maximum trailing-bunch charge

measured on the screen for each collimator setting.

Intuitively, for a driver depositing energy ∆Wdec into the wake, the remaining wake

energy after a trailing-bunch extracts energy ∆Wacc can be written as

∆Wwake = ∆Wdec − ∆Wacc = f−1(Ip), (4.1)

implying that the plasma light yield Ip is, for a given response curve f , uniquely deter-

mined by the wake energy ∆Wwake. In other words, the excess plasma emission-light

yield is independent of the details of the energy exchange within the blowout; whether

the wake has seen only energy deposition by a driver or also extraction by a witness,

it is only the final value of ∆Wwake that matters.

4.2.4 Comparison of energy-transfer efficiencies measured with the spec-
trometer and plasma-light based methods

In order to test the statement about the wake energy in Equation 4.1, it can first be

re-cast into a different form. Rearranging Equation 4.1, we find that the total witness

energy gain can be inferred from a measurement of Ip in combination with knowledge

of the driver total energy loss and the response curve i.e. ∆Wacc = ∆Wdec − f−1(Ip).

Substituting this into Equation (2.68), the energy-transfer efficiency can be expressed

as

ηp = 1 −
f−1(Ip)

∆Wdec
, (4.2)

where the notation ηp is used to distinguish between the efficiency measured with the

plasma-light and that measured purely with the spectrometer, ηs. Provided that the
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spectrometer gives an accurate value of the energy-transfer efficiency, the validity of

both Equations (4.1) and (4.2) can therefore be proven by confirming that ηp = ηs.

Both the calculation of ηp and ηs however require knowledge of the total driver

energy loss ∆Wdec. As in the efficiency calculations in Section 4.2.1, one option is to

simply measure the drive beam spectrum separately and assume its value of ∆Wdec

to be constant throughout measurements of the trailing-bunch energy gain. However,

drifts and jitters of the total driver energy loss away from this value will decrease the

accuracy of any comparison of ηp and ηs—especially as the rate-of-change in each of

these efficiencies have opposite directions for the same error in ∆Wdec. Shot-to-shot

estimates of ∆Wdec simultaneous to measurements of the witness total energy gain

are therefore ideally required but, as mentioned in Section 4.2.1, are made difficult

by the fact that only part of the spectrum can be accurately measured at a given in-

stance. Naturally, point-to-point imaging of the trailing-bunch is usually a priority

when measurements of its spectrum are involved—as was the case here. A way to

estimate the total driver energy loss on a shot-to-shot basis using the unfocused drive

beam spectrum is therefore explored in the next section.

Driver total energy loss estimates during witness spectral measurements

As a basis for estimates of the driver total energy loss when an accurate spectral char-

acterisation of the drive beam is unavailable, we can in fact turn again to the plasma

emission-light. Provided that no witness beam is present and that the experimental

conditions are still such that the previously constructed response curve is valid, the

driver total energy loss can be estimated from ∆Wdec = f−1(Ip). For the first two posi-

tions in the scraper scan of the witness beam the witness remains completely blocked

whilst the driver is completely transmitted. Thus, only driver charge is detected on the

spectrometer while an average plasma light-yield ⟨Ip⟩0 = (2.36 ± 0.06)× 107 counts

is measured, where the error represents the standard deviation. Using the response

curve, the driver total energy loss at the beginning of the witness scraper scan is then

calculated to be ⟨∆Wdec⟩0 = f−1(⟨Ip⟩0) = (28.38 ± 1.71)mJ. Note that the uncertainty

on this value has a contribution from that on ⟨Ip⟩0, but also from the error on the slope

and intercept of the linear fit representing f , all of which are combined via Monte-

Carlo sampling with 100000 samples to produce the estimate of ⟨∆Wdec⟩0 quoted here.

To further improve this estimate, we make use of the unfocused drive beam spec-

tra. Although unable to provide absolute measurements of the driver total energy loss,

these spectra can be utilized to account for drifts and jitters relative to the value mea-

sured with the plasma light. Figure 4.10 illustrates how this was achieved. Firstly, the
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charge Qdec and mean electron energy decrease ∆Edec can be extracted from the spectra

of the same driver-only shots used in the calculation of ⟨∆Wdec⟩0 (see Figure 4.10 (a))

and used to calculate ⟨Qdec∆Edec⟩0. Although not an accurate estimate of the driver

total energy loss, fluctuations relative to this value can be used to correct the estimate

of ⟨∆Wdec⟩0 for drifts and jitters on a shot-to-shot basis. Strictly speaking, the driver

charge loss—and therefore the shape of the unfocused driver spectra—in the imag-

ing beamline will depend on the divergence of the driver particles, which will vary

both as a function of the slice energy and slice emittance. In this experiment how-

ever, for simplicity it is assumed that the spectrum roughly maintains its normalised

shape (i.e., charge is lost approximately uniformly across the spectrum). Calculating

Qdec∆Edec for the driver spectra of the shots considered in the witness collimator scan

(see Figure 4.10 (b)), a first-order correction factor for ⟨∆Wdec⟩0 can be determined as
Qdec∆Edec

⟨Qdec∆Edec⟩0
. Plotted against the tail collimator position in Figure 4.10 (c), this correc-

tion factor indicates that the value of the driver total energy loss can drift as low as

86% of the value estimated at the beginning of this scan. Represented by the error-

bars, the uncertainty on the correction factor derives from the error on the value of

⟨Qdec∆Edec⟩0—estimated here to be on the level of ≈ 3%. The corrected value of the

driver total energy loss, written as

∆Wdec ≈ ⟨∆Wdec⟩0
Qdec∆Edec

⟨Qdec∆Edec⟩0
= f−1(⟨Ip⟩0)

Qdec∆Edec

⟨Qdec∆Edec⟩0
, (4.3)

therefore receives uncertainty contributions from f , ⟨Ip⟩0 and ⟨Qdec∆Edec⟩0 that will

propagate through to efficiency calculations and can again be estimated via Monte-

Carlo sampling.

Note additionally that just as the driver total energy can be corrected using this

method, so can e.g. the driver charge. This becomes useful in later analysis (see Sec-

tion 4.2.5), where the driver-only BPM charge can be combined with a correction fac-

tor Qdec
⟨Qdec⟩0

measured on the spectrometer. Yielding shot-to-shot values of the driver

charge, this method therefore enables an estimate of the incoming witness charge via

subtraction from an upstream BPM charge measurement.
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Figure 4.10: Driver total energy loss correction using unfocused drive beam spectra.
(a) Mean spectrum of the unfocused driver on the spectrometer screen for shots in the
witness collimator position scan containing only drive beam charge, where the error
band represents the standard deviation of the spectra. (b) Unfocused driver spectra
and (c) drive beam total energy loss correction factors for the points in Figure 4.9 (b) are
also shown, with the corresponding tail collimator positions indicated.

Spectrometer versus plasma-light based efficiency measurements

For consistency, when calculating the values of ηs and ηp for each of the shots in Figure

4.9 (b), the same estimate of the driver total energy loss is used in both Equations (2.68)

and (4.2).

Figure 4.11 compares the energy-transfer efficiencies calculated from the electron

spectrometer with those derived from the plasma emission-light. Figure 4.11 (a) first

of all shows the efficiency values for the case where the driver total energy loss is es-

timated from the plasma light yield when only the driver is present, but assumes that

this remains constant throughout the scan i.e. no shot-to-shot correction is applied.
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Although the results here demonstrate a direct correlation between ηp and ηs, there is

also a disagreement in their absolute values, particularly at higher efficiencies where

the points begin to stray from the line ηp = ηs that represents 100% agreement. Indeed,

rather than a gradient equal to 1, fitting a straight line passing through (0,0) to this data

via Orthogonal Distance Regression (orange line) yields a slope of (1.33 ± 0.03), indi-

cating that ηs is being underestimated and/or ηp is being overestimated. As explained

previously, this can be attributed mainly to an underestimation of ∆Wdec.
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Figure 4.11: Agreement between spectrometer and plasma-light based energy-transfer
efficiency methods. Energy-transfer efficiencies from the electron spectrometer ηs and
plasma emission-light ηp are plotted against each other, with the driver total energy
loss estimated (a) as constant and (b) with an additional correction factor. Agreement
between the two methods is signified by linear fits to the points (solid lines) following
ηp = ηs (black dashed line), which is improved by the inclusion of the correction factor
in (b).

Figure 4.11 (b) demonstrates how accounting for a changing ∆Wdec improves the

agreement between the two methods. By calculating the driver total energy loss with

the correction factor (see Equation 4.3), what appears to be an overall decrease in

∆Wdec (see Figure 4.10 (c)) is accounted for. The improvement in the agreement that

this affords is clear; most of the points in Figure 4.11 lie within experimental error of

the agreement line ηp = ηs, including those at higher efficiencies. Due to the addi-

tional error contributions in the calculation of the correction factor, the errorbars are

slightly larger here than in Figure 4.11 (a); the uncertainty on ηp is on average larger

than that on ηs, with a mean error of 4.8 percentage points. Nevertheless, a line fit-

ted to this data (blue line) in a similar way to that in Figure 4.11 (a) has a slope of
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(1.14 ± 0.04)—an improvement of 19% compared to the previous estimate. A poten-

tial reason for the 14% discrepancy that remains may be a consequence of imperfect

witness charge coupling. Although this effect is already reduced by considering only

those shots with a high percentage of witness charge transmission to the spectrometer,

this does not guarantee 100% of the trailing-bunch charge is measured in every shot,

necessarily leading to a systematic underestimate of ∆Wacc and therefore ηs.

Note that in both of the cases in Figure 4.11 (a) and (b), there exists some data

points with ηp < 0. Physically, this would correspond to the situation where a witness

beam actually deposits more energy than it extracts. However, the negative efficien-

cies measured here are simply a result of the calculation of ⟨∆Wdec⟩0 = f−1(⟨Ip⟩0) and

⟨Qdec∆Edec⟩0. By examining Equation (4.2) with Equation (4.3) substituted in, we find

that ηp can be negative if the term f−1(Ip)
∆Wdec

=
f−1(Ip)

f−1(⟨Ip⟩0)
⟨Qdec∆Edec⟩0

Qdec∆Edec
is greater than unity.

This can happen if Qdec∆Edec < ⟨Qdec∆Edec⟩0 or, given that f−1 is a monotonic increas-

ing function, if Ip > ⟨Ip⟩0. For the shots used to calculate ⟨Ip⟩0 and ⟨Qdec∆Edec⟩0, there

are by definition some shots with Qdec∆Edec < ⟨Qdec∆Edec⟩0 and/or Ip > ⟨Ip⟩0, which

can therefore yield ηp < 0.

Capabilities of spectrometer and plasma-light based efficiency-transfer diagnostics

At this stage, it is useful to compare and contrast the different capabilities of efficiency

measurements performed with a conventional electron spectrometer to those made

with the plasma-light based method.

Electron spectrometers are, and will remain, vital components of any plasma ac-

celerator, especially where accurate diagnosis of bunch spectra is needed. Further-

more, they are still required for the construction of the wake-energy-to-plasma-light

response curve Ip = f (∆Wwake) that forms the foundation of the plasma-light based

method. However, as a consequence of the natural chromaticity of any quadrupoles

that are used to transport the beam to the spectrometer screen, only a finite bandwidth

of the spectrum can be properly imaged at once—problematic for shot-to-shot mea-

surements of bunches with a wide spread of energies. Moreover, any measurement

performed with the spectrometer must contend with potential beam losses between

the location-of-interest—e.g. the plasma stage—and the spectrometer, at which point

the beam is necessarily destroyed after being dispersed by the dipole and scattered by

the diagnostic screen. The latter is particularly relevant for multi-stage plasma acceler-

ators and applications, where the trailing-bunch must be transported between stages

and/or to the point-of-use unimpeded.

The plasma-light based method on the other hand essentially exchanges a mea-
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surement of the witness total energy gain for that of the wake energy. This makes

the method potentially non-invasive to the trailing-bunch; although an estimate of the

driver total energy loss is still needed, the drive beam could in principle still be di-

agnosed with a spectrometer, with an imaging energy better suited for measuring its

spectrum. Another benefit of the plasma-light method is that measurements require

only a small amount of additional equipment—an extra camera and some collection

optics per plasma stage. Furthermore, measurements are performed directly at the

location of acceleration with this method, in contrast to trailing bunches that are mea-

sured on a downstream spectrometer that are prone to imperfect charge-coupling.

One of the key features of the plasma-light method stems from the fact that each

measurement is an image that contains spatial information. Whereas the spectrome-

ter only measures the efficiency downstream of the acceleration process, the plasma-

light is detected along the full length of the accelerator stage. Whilst the spectrometer

can therefore only give a longitudinally averaged energy-transfer efficiency, the plasma

emission-light measurement can in principle yield local information about the accel-

eration process that is longitudinally resolved.

4.2.5 Longitudinally resolved efficiency measurements using the plasma-
light based method

By separating the plasma into longitudinal sections, the energy-transfer efficiency in

the ith slice can be generally defined as

ηi = 1 − ∆Wwake,i

∆Wdec,i
, (4.4)

where ∆Wwake,i and ∆Wdec,i are the energy transferred to the wake and the driver total

energy loss within the ith segment. With analogy to the longitudinally averaged case,

in order to measure ∆Wwake,i with the plasma-light emitted from the ith segment Ip,i,

a relationship between the two must be found, relying on a driver-only measurement

of ∆Wdec,i = ∆Wwake,i. Here however, a calculation of ∆Wdec,i was impossible; only the

total driver energy loss after the plasma could be measured. In principle, one could

foresee an experimental configuration in which segments of plasma are isolated and

∆Wdec,i measured for each e.g. variable length gas cells, but no such capability was

available here.

An assumption must therefore be made about the relationship between ∆Wdec and

∆Wdec,i that at least holds during the construction of the response curve. It can be

expected that the drive beam energy deposited in each segment simply scales linearly
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with the driver total energy loss at the end of the plasma,

∆Wdec,i = ki∆Wdec, (4.5)

where ki is a constant of proportionality for the ith segment. Next, response curves

fi for each longitudinal slice that are functions of the longitudinally integrated driver

total energy loss i.e. Ip,i = fi(∆Wdec) can be constructed, such that ∆Wdec = f−1
i (Ip,i).

Substituting this into Equation (4.5), the driver energy deposited in the ith segment

can be written as ∆Wdec,i = ki f−1
i (Ip,i). This is true in the driver-only case, but applies

more generally written in terms of the wake energy,

∆Wwake,i = ki f−1
i (Ip,i). (4.6)

Substituting Equations (4.5) and (4.6) into Equation (4.4), the longitudinally resolved

energy-transfer efficiency can be written as

ηp,i = 1 −
f−1
i (Ip,i)

∆Wdec
, (4.7)

where ηp,i is the energy-transfer efficiency throughout the ith segment, calculated

from the segment emission-light yield and the longitudinally integrated driver en-

ergy deposition—both of which can be measured experimentally. Note that this is not

a statement about the specific shape of ∆Wdec,i; it is purely a way of estimating the

total driver energy deposited in a given segment from the total driver energy loss at

the end of the plasma. It is not, for example, required that the energy deposition is

uniform along the direction of propagation, as it indeed won’t be for e.g. the plasma

up- and downramps. Additionally, although relying on Equation (4.5) holding true,

any error in this assumption will simply imprint a systematic trend on ηp,i, meaning

that comparisons of the local energy-transfer efficiency between shots will therefore

still be valid.

Response curve construction for longitudinally resolved efficiency measurements

Figure 4.12 illustrates how the plasma-light signal was separated into longitudinal

segments and how using the driver-only collimator scan, response curves can be con-

structed for each of the resulting slices.

Figure 4.12 (a) displays an example plasma-light image with only the drive bunch

present. This was separated into 55 segments, each 3 mm long, providing a reasonable
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balance between resolution and statistical noise. The extent of the capillary from its

entrance to the edge of the camera field-of-view is shown; unfortunately, no data was

available for the last ∼ 20 mm of the cell.
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Figure 4.12: Longitudinal segment response curve construction. (a) Plasma-light
image with only driver interaction, separated into 55 longitudinal segments, each
3 mm-long. (b) Plasma-light yield as a function of longitudinal position z for differ-
ent amounts of longitudinally integrated driver energy deposition ∆Wdec. Each curve
was found by averaging over multiple shots for a given collimator setting, with the
errorband representing the standard deviation of Ip,i; the value of ∆Wdec corresponds
to the mean for that collimator position. Example response curves of Ip,i versus ∆Wdec

(light blue errorbars) for the (c) 5th, (d) 30th and (e) 50th segments. Straight lines (orange
dashed lines) are fitted to the linear region of each curve.

For each segment, the captured plasma emission-light yield Ip,i can be measured

shot-to-shot, where i is the segment number, increasing from upstream (i = 0) to

downstream (i = 54). Figure 4.12 (b) plots the values of Ip,i for every segment against

their longitudinal positions z, where each curve constitutes an average over shots

taken at the same collimator position, with the shaded bands signifying standard de-

viations. These curves are then colour-coded according to the mean value of the driver

total energy loss ∆Wdec measured on the spectrometer for the corresponding shots. By

plotting Ip,i against ∆Wdec for each individual i, a response curve Ip,i = fi(∆Wwake) for

every segment can be constructed, remembering that in the driver-only case, ∆Wdec =
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∆Wwake. Figures 4.12 (c–e) show example response curves for the 5th, 30th and 50th

segments.

Longitudinally resolved efficiency measurements

Figure 4.13 shows examples of the longitudinally resolved energy-transfer efficiency

calculated with Equation 4.7 and the response curves fi generated in Figure 4.12.

An example plasma-light image with both driver and witness beam interaction is

shown in Figure 4.13 (a), separated once again into 55, 3 mm-long segments—the re-

sulting ηp,i of which are displayed in Figure 4.13 (b) for four different shots, labelled

(I)–(IV). Each curve in Figure 4.13 represents the mean value of ηp,i for every segment,

with the errorbands depicting the systematic uncertainty resulting from errors in the

models fi and the driver total energy loss estimates ∆Wdec—similar to that explained

in Section 4.2.4. Dashed horizontal lines in Figure 4.13 (b) indicate the longitudinal

average of ηp,i for each shot, which correspond almost exactly to the value of ηp calcu-

lated with the whole image. In addition, the longitudinally averaged efficiency values

measured with the ESPEC ηs are also displayed in Figure 4.13 (c) for comparison.

Note that for this analysis, it is useful to have an estimate of the incoming witness

charge. In a similar way as in Section 4.2.4, the drive beam charge can be estimated

using the last BPM before the plasma chamber for driver-only collimator settings, and

corrected shot-to-shot by a factor Qdec
⟨Qdec⟩0

measured using the unfocused driver spectra

on the spectrometer. With an estimate of the driver charge for every shot, this can

be subtracted from the upstream BPM charge, yielding the charge of the incoming

trailing-bunch.

All of the shots here are taken from the same collimator position [189 steps in Fig-

ure 4.8 (b)]; the requirement that they have high charge-coupling is however relaxed.

As a result, although the shots have similar input conditions—the incoming trailing-

bunch charge Qacc,in for each shot lies in the range 48–56 pC—the evolution of the

local plasma efficiency and also the efficiency measured at the spectrometer can vary

dramatically.

Before looking at their behaviour in detail, it is first useful to highlight features

that are common to all shots. For example, in all cases there is a rapid initial increase

in the local efficiency (for up to s ∼ 20 mm)—likely due to the plasma density upramp

at the start of the cell caused by the expulsion of gas into vacuum. After acceleration,

the efficiency measured on the spectrometer for a given shot is also consistently lower

than its longitudinally averaged value from the plasma. As discussed previously, an

obvious reason for this is imperfect charge-coupling, the degree of which is dependent
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on transport both in and after the plasma. However, another factor affecting the value

of ηp is that the cell exit was not captured by the field-of-view of the camera. This low-

density downramp region, as with the plasma entrance, would be expected to have a

lower local energy-transfer efficiency than the bulk plasma; the absence of this part of

the measurement could therefore be responsible for a small overestimate of ηp, which

also applies to the results in Figure 4.11.
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Figure 4.13: Longitudinally resolved energy-transfer efficiency measurements from
the plasma emission-light. (a) Plasma-light image with driver and witness interac-
tion, separated into 55, 3 mm-long longitudinal segments. (b) Local energy-transfer
efficiency ηp,i as a function of longitudinal position in the plasma cell, measured for
four separate shots. The errorband on each curve represents the systematic uncertainty
on the driver total energy loss and the response curves. Longitudinally averaged val-
ues of the efficiency ⟨ηp,i⟩ = ηp are also shown for each shot (horizontal dashed lines).
(c) Longitudinally averaged efficiencies measured on the spectrometer corresponding
to each shot.

Beginning with shots (I) and (II), the local and averaged efficiencies measured with

the plasma-light and spectrometer respectively can be compared between cases. With

incoming witness charges Qacc,in equal to (I) (48 ± 2)pC and (II) (56 ± 2)pC, the local

energy-transfer efficiencies of these shots show a similar evolution, remaining rela-

tively uniform, with the exception of a slight decrease towards the end of the cell in

the case of (I). The similarity of ηp,i for these shots is also reflected in the longitu-

dinally averaged efficiencies from the plasma light, where ηp equals (36 ± 4)% and
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(38 ± 4)% for shots (I) and (II) respectively. However, a significant difference be-

tween these cases is evident in the longitudinally averaged efficiency measurements

on the spectrometer. Whereas for shot (I) the efficiency measured on the spectrome-

ter ηs = (31 ± 2)% lies within experimental error of its corresponding ηp value, for

shot (II) ηs = (19 ± 1)%—much less than measured with the plasma-light. As the be-

haviour of ηp,i is relatively similar in each case, this would suggest that the reason for

the discrepancy arises in the transport from the plasma to the spectrometer. Indeed,

by calculating the witness charge detected on the spectrometer screen as a fraction of

that detected upstream of the plasma chamber, we find charge-couplings of (85± 4)%

for (I) and (46 ± 2)% for (II)—implying that increased trailing-bunch charge losses,

likely in the spectrometer imaging beamline, are responsible for the low value of ηs

measured in the latter case.

Similar comparisons can also be extended to shots (III) and (IV). Whereas both

of these shots reach higher local efficiencies than in (I) and (II) initially—as much as

(58 ± 3)% in the case of (IV)—the value of ηp,i decreases as a function of longitudi-

nal position in the plasma cell, possibly as a result of an evolution of the wakefield

generated by the driver. However, despite having the same incoming trailing-bunch

charge of (50± 2)pC, the rate of this decline, found by fitting straight lines to the data

points from ∼ 20 mm onwards, was found to be 0.23 %mm−1 for shot (IV)—around

twice as high as that in shot (III). Naturally, this also results in a lower ηp for (IV)

where ηp = (37 ± 4)%, than for (III) in which ηp = (44 ± 4)%. Looking again at

the efficiencies measured on the ESPEC, for shot (III) ηs = (38 ± 3)% is in agreement

with ηp, whereas the ηs in the case of (IV) is much lower at a value of (16 ± 1)%. This

again is likely a symptom of low charge-coupling; whereas (98± 4)% of the incoming

witness charge is detected on the spectrometer in (III), this was only (38 ± 2)% for

shot (IV). Whilst the fact that ηp > ηs for the latter again indicates imperfect trans-

port between the plasma and spectrometer, the rapidly decreasing ηp,i from around

50–70 mm suggests that continuous charge loss already begins within the plasma. As

the input parameters of (III) and (IV) are approximately the same, the behaviour of the

low charge-coupling shot is therefore consistent with the growth of a transverse insta-

bility. Moreover, as the local energy-transverse efficiency is initially high, this could

be connected to the efficiency-instability relation [137, 138], in which trailing bunches

accelerated with high-efficiency are inherently prone to transverse instabilities.

Independent of whether the behaviour exhibited by shot (IV) is truly a result of a

transverse instability, the fact that this may be discussed at all highlights an impor-

tant and novel capability of the plasma-light based diagnostic; with this method, the
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evolution of the acceleration process can, for the first time, be studied experimentally

with longitudinal resolution. This includes, but is not limited to, the investigation of

transverse instabilities, which have been historically difficult to diagnose.

4.3 Outlook

Looking ahead, the study of instabilities is just one potential application of the plasma-

light-based diagnostic. As a measure of the energy remaining in the plasma wake, the

plasma emission-light signal may also be relevant in high repetition rate PWFA, where

any excess heat dissipated into the plasma will prolong its relaxation time and even

damage components such as the gas cell [165, 199, 208]. Mentioned previously in

Section 4.1.3, greater insight into the long-term evolution of the plasma may also be

afforded by decomposing the emission-light temporally and/or spectrally [201, 205].

For instance, the change in the relative intensity of certain spectral lines may indicate

the levels of the plasma that are reionised by the energy deposited by the driver, and

if there is any difference when part of that energy is extracted by a trailing bunch.

Already then, there are potentially multiple ways in which this diagnostic can be ex-

tended to study interesting physics in a single PWFA stage.

However, as alluded to in the comparison to traditional dipole spectrometers (see

Section 4.2.4), the nature of the plasma-light-based diagnostic that makes it non-invasive

to the trailing bunch particularly lends to applications and also multi-stage accelera-

tors [209–212]. Figure 4.14 shows a schematic of how the individual stages in a plasma-

based linac could be diagnosed with this new method on a shot-to-shot basis. In each

stage, the witness bunch is accelerated in a plasma wake driven by a fresh drive beam.

At the end of a stage, the decelerated driver is separated from the trailing bunch, af-

ter which the driver energy deposited in that stage can be estimated from the imaged

drive beam spectrum. The emission-light collected by cameras observing each plasma

can then provide single-shot measurements of the longitudinally resolved energy-

transfer efficiency measurements along the accelerator. Regardless of the details of

the acceleration scheme, it is foreseen that the plasma-light-based diagnostic will be

key in the operation of future plasma-based accelerators, enabling the online moni-

toring and optimisation of the acceleration process in a way that integrated, invasive

measurements of the trailing-bunch do not allow.
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Figure 4.14: Plasma-light based efficiency diagnosis of a multi-stage plasma accelera-
tor. Shown is a conceptual drawing of how the emission-light from consecutive PWFA
stages could be used to provide longitudinally resolved energy-transfer efficiency mea-
surements (red lines) along a plasma-based linac. In each stage, drive beams (blue) are
used to generate plasma wakes before being dumped and diagnosed; the trailing-bunch
(green) on the other hand is free to propagate to subsequent stages and eventually ap-
plications.

As a final outlook, one may ask whether the plasma-light based diagnostic could

also be applied to Laser Wakefield Accelerators, with either a single or multiple stages

[213, 214]. Fundamentally this would seem possible; just as with a particle driver,

a laser driver deposits energy in the wake that can either be extracted by a witness

bunch or dissipated into the surrounding plasma, which should manifest itself as ex-

cess emission-light. A relation between the emitted light and the wake energy could

then be constructed, but relies on the experimental conditions being stable enough

such that the calibration holds. The applicability of this technique to LWFA is there-

fore likely dependent on practical issues, such as whether reliable response curves

can be generated. For instance, the driver in LWFA is often used to also produce the

plasma channel via field ionisation, meaning the initial plasma density itself can also

depend on the properties of the driver. This could then complicate finding the con-

nection between wake energy and plasma emission-light— the initial ionisation due

to the laser driver would have to be stable enough such that the plasma could be con-

sidered constant shot-to-shot, which may be the case when using low-Z gases such as

hydrogen and helium.

4.4 Summary

Beginning from a high energy-transfer efficiency working point, it was shown in this

chapter that the excess light emitted from a plasma after beam-interaction depends

on how much energy was deposited in the driven wake. Moreover, a reduction in

this light was shown to be a signature of loading of the wake by an energy-extracting

trailing-bunch. By constructing a light-versus-wake-energy response curve, the emission-
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light signal could therefore be used to non-intrusively estimate the wake energy re-

maining in the plasma and in turn the energy-transfer efficiency of the acceleration

process. After confirming that efficiency measurements based on the plasma light

agree with those of a traditional electron spectrometer, the capabilities of the two

methods were compared.

In addition to the non-invasiveness of the plasma-light-based method to the wit-

ness bunch, this technique was found to be uniquely capable of measuring the longi-

tudinally resolved energy-transfer efficiency. Using this, the acceleration process for

a number of shots was studied with longitudinal resolution, revealing local efficien-

cies of up to 58 % for one shot and also potential evidence of transverse instabilities in

another. It is therefore foreseen that this technique will be useful in the short-term in

studying the acceleration process in more detail at the single-stage level. In the long-

term however, it is believed that this diagnostic will become a vital part of the online

operation and optimisation of multi-stage plasma accelerators, ultimately enabling

them to serve practical applications.
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Chapter 5

Optimisation of a plasma cathode
PWFA stage

As well as boosting the energy of existing particle bunches, plasma wakefield accel-

erators can themselves also act as particle sources, generating witness beams directly

in the blowout structure in what is often termed a plasma cathode. Different methods

of achieving internal injection in a plasma wakefield are discussed in Section 2.4.2, as

well as the merits of using a PWFA-based plasma cathode rather than one based on

LWFA. In general, most of these schemes promise injection of beams with low emit-

tance and high current, resulting in correspondingly high brightnesses. One advan-

tage of PWFA-based plasma cathodes is that the properties of the injected beams are

in principle largely independent of the quality of the drive beam; all that is needed

is a driver that can generate a strong enough wake to trap particles that are not yet

travelling close to the speed of light. Furthermore, if the resulting witness beams have

brightnesses that surpass that of the drive beam, such injection stages may be seen as

brightness transformers.

The X-1 plasma cathode experiment at FLASHForward aims to demonstrate such

an internal injection stage [152]—with the eventual goal to act as a brightness trans-

former for the FLASH drive beam. Here, internal injection of electron beams is achieved

on the downramp of a sharp plasma density spike, generated via optical ionisation of

higher levels of a base gas species with a transversely propagating injection laser—

often referred to as a ‘plasma torch’ [56]. First demonstrated at FACET [215, 216],

this method was then deployed in the X-1 experiment, producing internally injected

bunches in a PWFA with unprecedented stability for a plasma accelerator [197]. Some

of the main properties of these bunches were measured, but never fully optimised.

In this chapter, further studies from the X-1 project are presented. This includes the
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establishment of the plasma cathode stage that, through improved optimisation tech-

niques, produced beams with enhanced properties that were more thoroughly charac-

terised. Data presented for this experiment was obtained over a campaign consisting

mainly of runs taking place in April, June, September, October and November of 2021.

These runs took place largely in parallel to FLASH user experiments; although this re-

stricted some of the beam parameters (e.g. the beam energy), the flexibility offered by

the FLASH linac (see Section 3.1.3) allowed largely independent control over e.g. the

driver compression. Detailed tailoring of the longitudinal phase space was also not a

priority in the plasma cathode experiment, making these ‘grey’ shifts well-suited for

internal injection studies. In particular, June 2021 yielded results that culminated in

the most complete characterisation of internally injected beams; the presented mea-

surements are therefore primarily from this run, with measurements from other shifts

included where illustrative or necessary. Supplementary to experimental work, simu-

lation studies are shown that aim to replicate the real-life conditions of the experiment

and thus recreate and understand the injected bunches produced by the plasma cath-

ode. Ultimately, the final product of the work in this chapter is that the brightness

transformation of an input drive beam was successfully demonstrated, which forms

the core result of Ref. [217].

5.1 Experimental Setup

Figure 5.1 summarises the setup of the plasma cathode stage in the X-1 project. The

hexapod was carefully positioned for maximum transmission of all beams—namely

the driver, along with the preionisation and injection lasers—through the capillary.

In almost all cases, the 50 mm-long channel was used in this experiment, filled with

the standard 97:3 Ar:H2 mixture. At the buffer pressure of 46 mbar commonly used

in all internal injection experimental runs ANSYS fluid flow simulations corrobo-

rate this, indicate a corresponding neutral gas density in the centre of the channel

of 3.5× 1017 cm−3 (see Section 5.1.3). Production of the accelerating plasma channel in

the context of this experiment was performed by the longitudinal laser—in principle

the threshold nature of field ionisation should allow better control of the ionisation

levels of the argon than the discharge (see Section 2.3.1). The transverse laser, with its

significantly more intense focus, was used to ionise higher levels of the neutral gas,

forming a sharp density spike at a position 20 mm along the channel generated by its

longitudinal counterpart. Simulations of the ionisation degree achieved by each of

these lasers are presented in Section 5.1.3.
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Figure 5.1: Plasma cathode stage setup. The 50 mm-long capillary is positioned such
that the longitudinal laser and drive beam propagate freely through the channel (red
and navy horizontal lines). Travelling perpendicular to these beams through the hole
20 mm downstream of the cell entrance, the transverse laser propagates directly to the
upstream alignment camera for continual diagnosis (red vertical line). The plasma side-
view camera also provides observations of the plasma generated by the longitudinal
laser within the capillary.

A wake generated by the drive beam in this plasma could then experience internal

injection of a witness beam when traversing the density downramp produced by the

transverse laser (blue filled curve in inset of Figure 5.1). After acceleration in the re-

maining 30 mm of the plasma cell, this witness beam, as well as the decelerated driver,

were then transported to and diagnosed by the downstream electron spectrometers.

In addition to these, the upstream alignment diagnostic provided online monitoring

of the transverse laser spot, whilst the plasma sideview camera proved further useful

for observing the longitudinal plasma and its interaction with the drive beam. Ul-

timately, this setup formed the basis for our PWFA-based plasma cathode stage; if

the brightness of the injected bunch Bi exceeds that of the driver Bd, the stage can be
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considered a brightness booster. The preparation of the individual components of this

setup is described in more detail in the following sections.

5.1.1 Driver setup and characterisation

Experimental runs generally began with the compression of the drive beam to high

peak currents, followed by the focusing of the driver to a spot size that was small

enough for coupling into the plasma. The following section illustrates how the driver

was compressed and focused for the purposes of the plasma cathode experiment,

along side characterisation of both the longitudinal and transverse properties of the

resulting bunches.

Driver longitudinal phase space

Although important for generating wakefields that can accelerate witness beams with

high gradients, high-current drive bunches are also key for the trapping of sub-

relativistic electrons that are internally injected into the wake. Drive bunches for this

experiment were in general therefore highly compressed, primarily via tuning of the

applied chirp in the ACC139 SRF module in order to produce strong compression in

the linac bunch compressors, in which the R56 is kept constant (see Section 3.1.2). This

is illustrated by a TDS measurement made in the June 2021 experimental run, pre-

sented in Figure 5.2. Figure 5.2 (a) shows an example of the (304 ± 2)pC drive beam’s

longitudinal phase space at a highly compressed working point, with a shot-averaged

current-profile made at the same compression setting displayed in Figure 5.2 (b). For

this particular working point, a peak current of (1.9 ± 0.2) kA and a (96 ± 6) fs rms

duration were measured. Doubling also as a measurement of the spectrum, the mean

electron energy of its driver was found to be 689 MeV, with am rms energy spread of

5 MeV and a peak spectral density 47 pCMeV−1.

The relatively large driver currents measured here did however come at a price.

Firstly, note the complicated longitudinal phase space; in general, such strong com-

pression was essentially mutually exclusive from a linear longitudinal phase space,

such as that used in the experiment described in Chapter 4. This therefore precluded

detailed tailoring of the bunch profile via collimation (see Section 3.2.2), but also meant

that the focusing of the beam was generally more complicated in the presence of chro-

maticity. Furthermore, such strongly compressed beams are susceptible to effects such

as CSR, which will inevitably increase the transverse emittance and can potentially re-

sult in a beam that can no longer be focused tightly enough to drive a strong wake.
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Tuning of the compression is therefore often a trade-off between maximising the peak

current of the driver whilst keeping undesirable side effects to tolerable levels.
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Figure 5.2: Driver longitudinal phase space characterisation at high compression. (a)
Example of the longitudinal phase space of the drive beam, measured on the TDS at
a ACC139 chirp setting of −4.38 m−1. (b) Shot-averaged current-profile of the driver
at the same setting as in (a) (navy line), with the shaded band representing the shot-
to-shot rms variation of the profile. Data displayed here was acquired during the June
2021 experimental run.

An example of a compression scan performed in the June 2021 experimental run by

varying the ACC139 chirp is presented in Figure 5.3. Figure 5.3 (a) shows the current-

profiles measured by the TDS for different ACC139 chirp values. As shown in Figure

5.3 (b), the average rms duration measured by the TDS (navy points) decreases for

stronger compressions (more negative chirps), reaching a minimum value of 77 fs at a

chirp of −4.44 m−1 before increasing again. This minimum point is likely that at which

the bunch is fully compressed, with either side of this value representing under- and

over- compressed regimes [218]. The minimum bunch length when fully-compressed

is essentially a fundamental limit, ultimately governed by the longitudinal emittance

and uncorrelated energy spread of the drive bunch. Before reaching this point how-

ever, the effects of CSR are likely to be non-negligible, increasing the emittance of the
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beam and therefore its spot size at focus. This therefore means a practical limit on

the compression may be more restrictive than that of over-compression; in the context

of this experiment, this limit is found as the point where increasing the compression

begins to negatively impact the injection process (see Section 5.2.3 later).
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Figure 5.3: Driver bunch length measurements with the TDS and BCM, during a com-
pression scan. (a) Waterfall plot of the driver current-profile, measured by the TDS and
grouped by the chirp in the ACC139 accelerator module. (b) Mean driver rms bunch
length measured by the TDS and BCM, as a function of the compression, where the er-
rorbars represent the standard deviation. The TDS bunch length reaches a minimum at
a chirp setting of -4.44, delineating between over- and undercompressed regimes (black
dashed line). (c) Mean ratio between the two bunch length measurements for each com-
pression setting, with each errorbar representing the standard error on the mean. In the
undercompressed region, the ratio is approximately constant at an average value of
Rτrms ,0 ∼ 0.86 (green horizontal line). In the overcompressed regime, the ratio increases
(grey shaded region).

In addition to the TDS measurements, rms bunch lengths were simultaneously ob-

tained with a BCM located shortly after BC3 (orange points in Figure 5.3 (b)). Note that
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the discrepancy between the two diagnostics is likely a result of a non-zero R56 in the

FLFCOMP section; the shorter bunch length at the TDS when undercompressing in

the linac suggests that the bunch is further compressed in the FLASHForward beam-

line. If however the bunch is beginning to be overcompressed (i.e positive chirp) after

BC3, the effect of the same R56 would then be to decompress the bunch, such that the

length measured by the TDS increases again. Although the absolute values of the rms

bunch lengths from the TDS and BCM are therefore not in full agreement, important

comparisons can still be drawn between the trends they exhibit. Figure 5.3 (c) shows

the ratio of the two bunch length measurements for each compression setting. From

this data, one can see that the ratio between the two bunch lengths Rτrms =
τrms,TDS
τrms,BCM

is

fairly constant in the undercompressed regime at a mean value of Rτrms,0 ∼ 0.86. In the

overcompressed regime this ratio increases, suggesting that the BCM measurement is

not as reliable in this region. Nevertheless, whereas TDS measurements of a driver

are impossible after hard focusing into a plasma, the BCMs can always provide on-

line bunch length monitoring. Readings from the BCM can therefore be multiplied

by Rτrms,0 to estimate the true bunch length when TDS measurements are unavailable,

with the caveat that this becomes unreliable in the overcompressed regime.

Driver focusing and transverse emittance

With a suitable high compression working point found and characterised on the TDS,

the next step in any experimental run was to establish a hard focus at the location of

the plasma cell. Starting from the optical arrangement used to transport the beam to

the TDS, a setting was typically found that produced a waist beta function in both

planes of size β0,d = O(10 mm) (see example from November 2021 experimental run

in Figure 5.4.) As described in Section 3.2.3, an optic was often chosen that also al-

lowed for the position and size of the waist to be tuned approximately independently

in each transverse plane, using only the final focusing quadrupoles—an important

capability when optimising the internal injection process (see Section 5.2.3 later).
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Figure 5.4: Driver beta function setup at the plasma cell location in the internal injec-
tion experiment. Measured using the two-BPM tomography method, these beta func-
tions are purely estimates used as a quick way of placing the driver waist at the correct
position with a small focus.

With the driver now strongly focused at the position of the plasma cell, its trans-

verse properties could be more accurately characterised via an object plane scan mea-

surement (see Section 2.2.2 on page 18); to ensure the highest resolution, this was

performed with the LEMS diagnostic (see Section 3.2.5). Making such measurements

before attempting to couple the beam in to the plasma was important for understand-

ing whether the beam density at focus would be enough to drive a strong blowout.

They were also vital in quantifying the emittance and therefore brightness of the in-

coming drive beams. During optimisation of internal injection, these properties were

subject to change. Consequently, these measurements were also performed immedi-

ately after any characterisation of the witness beams transverse properties, such that

the brightness of the driver and witness could be compared.

An example of such a measurement performed at the end of the April 2021 experi-

mental run is presented in Figure 5.5. Figure 5.5 (a) shows the drive beam x-projection

on the LEMS diagnostic for each shot in the scan, sorted in order of increasing object

plane position sobj,x. The horizontal drive beam size σx,d at the location of the object

plane was found by dividing the rms widths of the profiles in Figure 5.5 (a) by the

calculated magnification Mx. Plotting σx,d against sobj,x (navy points) and fitting Equa-

tion 2.38 characterises the driver waist at the location of the plasma (see Figure 5.5

(b)). Here, a tight horizontal waist size of σx,0,d = (35 ± 1)µm was measured, owing

to a small waist beta function βx,0,d = 60 mm—the measurement of which also cor-
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roborates the values obtained via the two-BPM method. The driver however has a

large normalised emittance of ϵn,x,d = (21.7 ± 0.4)mm · mrad—likely a result of de-

terioration due to CSR effects when strongly compressing in the linac. Such driver

emittances were common for any of the experimental runs presented here. As will

be demonstrated, provided that it can still generate a strong enough wakefield, the

quality of the witness beams that can be produced via internal injection is largely in-

dependent from—and can substantially exceed—that of the drive beam.
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Figure 5.5: Driver horizontal emittance measurement via an object plane scan on the
LEMS diagnostic, for an internal injection working point. (a) Waterfall plot of the driver
x-projections, sorted in order of ascending object plane position sobj,x. (b) Drive beam
horizontal widths σx,d versus sobj,x (navy points), to which Equation 2.38 was fit (navy
curve); the extracted fit parameters are displayed in the legend. The extent of the
plasma cell (grey box) is also shown, with its entrance at s = 0 mm and its exit at
s = 50 mm.

5.1.2 Laser setup and characterisation

A key part of preparations for an experimental run was also the setup and charac-

terisation of the longitudinal and transverse laser arms, most of which could be per-

formed before or in parallel to the establishment of the drive beam. The initial stage of

this preparation was the activation of the laser system, followed by the alignment of

the laser beamline, as described in Section 3.3.2. From here, the lasers were optimised
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for the purposes of the plasma cathode experiment. A useful tool for gauging the abil-

ity of the lasers to ionise the neutral gas mixture again involved the plasma afterglow

light: the stronger the ionisation, the greater the light yield [201]. Figure 5.6 illustrates

how the plasma afterglow light signal was observed in this context. With the baseplate

and its attachments moved clear of the paths of all beams, the chamber was flooded

with a low density gas—in this case, the Ar:H2 mixture. Upon the release of the lasers

and ionisation of a region of the neutral gas, the plasma afterglow light signal could

be detected with the various cameras located around the chamber. For this purpose,

the ‘top’ (Basler model acA640-120gm) and ‘front’ (Basler model acA2040-35gm) view

cameras were best suited, each with a field-of-view that could in principle capture the

light from both laser-generated plasmas (orange box in Figure 5.6). In particular, the

top view camera provided a good view of the upstream part of the chamber, and could

prove particularly useful in overlapping the two plasmas in the x-direction, forming

a cross where they met perpendicularly. Importantly, this camera was able to view a

large section of the length of the longitudinal plasma (rightmost inset in Figure 5.6).

On the other hand, the front view camera was best suited to observe the transverse

plasma (leftmost inset in Figure 5.6) as it could image the whole of the x − y plane

that the column could potentially move within. Note that for all cameras observing

the light emission from laser-generated plasmas in this chapter, the camera exposure

window was set to begin O(10 ns) after the arrival of the laser, such that any stray

laser light—or indeed other effects that occur on the timescale of the laser propaga-

tion e.g. Thomson scattering—would be gated-out temporally. The exposure duration

used was then dependent on the camera and experimental run, but in all cases lasted

much longer than the lifetime of the plasma. Additionally, as with the camera used

in Chapter 4, no spectral filters were used in front of these cameras; the spectral re-

sponse was purely determined by the camera chip, spanning ∼ 400 nm–1000 nm with

a maximum between ∼ 500 nm–600 nm for all cameras. Ultimately, the appearance

and relative changes in this signal were important in this context, rather than its abso-

lute values. The optimisation that this signal enabled, along with measurements of the

temporal and spatial profiles for each laser arm, forms the basis of the next sections.
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Figure 5.6: Setup for measuring plasma afterglow light signals for driver-laser spatio-
temporal alignment. Center: A side view of the plasma chamber is shown, with a
sketch of the longitudinal (light blue column, axis in z direction) and transverse (dark
blue column, axis in x direction) plasmas generated by their respective lasers in a low
density gas; the baseplate and its attachments are moved clear of all beams in this con-
figuration. The front and top view cameras each have a field-of-view (orange box) that
allows observations of the emission light signals from the longitudinal and transverse
plasmas. Left: an example image from the front view camera of the light emitted by the
transverse laser-generated plasma. Right: an example image from the top view camera
of the light emitted by the longitudinal laser-generated plasma.

Laser pulse compression and temporal profile

Tuning of the pulse length of the lasers was typically achieved through adjustments of

the second order spectral phase using the Dazzler (see Section 3.3.1 on page 59). Opti-

misation of the pulse length could in principle be performed by observing the plasma

light generated by either of the laser arms since they are coupled; owing to higher light

yield, the longitudinal signal was most commonly used. Starting at the lowest energy

available in the high power mode, the longitudinal laser was released into the flooded

plasma chamber. The laser energy was then gradually increased until a plasma was

ignited and its light visible on the diagnostic cameras. From there, the second order

spectral phase was adjusted until the plasma light yield was maximised—indicating

the optimal pulse length that would be used in internal injection experiments.
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Figure 5.7: Laser pulse length measurement at optimal compression settings. An ex-
ample Wizzler measurement for a single shot is shown (black points) with a gaussian
fitted to the main part of the pulse (red shaded curve).

Assuming that B-integral effects e.g. in the windows were not too severe, the pulse

length could be considered to be similar in both the transverse and longitudinal beam-

lines. A Wizzler pulse length measurement performed immediately after the first

periscope in the transverse beamline (see Figure 3.12) therefore served as an estimate

of the pulse duration for both lasers (see Section 3.3.1 on page 59 for details of the Wiz-

zler diagnostic). Configuring the Dazzler with the same settings used to produce the

maximum ionisation signal, a total of 101 shots were measured with this diagnostic.

Gaussian profiles were then fit to the main pulse of each shot, an example of which

is presented in Figure 5.7. From each fit the intensity FWHM duration was extracted,

with a shot-averaged value of (32.6 ± 0.2) fs, where the error represents the standard

deviation. As expected in the absence of any major changes to the compressor, the

same Dazzler settings were found to be optimal for all the experimental runs pre-

sented here. This measurement is therefore assumed to provide a reasonable estimate

of the laser pulse length that was used for all the experimental data presented in this

chapter.
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Laser focusing and spatial profiles

As well as information about the duration of the pulses, characterisation of the inten-

sity distribution also required measurements of the spatial profile and energy content

of the lasers. To estimate the latter, the mean pulse energy and its jitter at the exit

of MPA2 were measured regularly. If such a measurement was unavailable at the

start of an experimental run, the values recorded most recently were used e.g. after

routine maintenance. In any case, combined with an estimate of the transmission to

each of the laser arms, these measurements provided a means to calculate the energy

for any laser power setting in a given experimental run. An estimate of the energy

throughput began with a measurement in the transverse laser beamline. At a laser

power of 100% in low power mode, a pulse energy of 102.2 µJ was measured by fo-

cusing the beam down onto an energy meter immediately before the M212 mirror

(see Figure 3.12 on page 62). Accounting for the 4 mirrors that follow (3 silver and

1 gold with approximate reflectances of 96%), the energy in the chamber was esti-

mated as 102.2 µJ × 0.964 = 86.8 µJ; the 93% reflectances of the two surfaces of the

fused silica chamber window were assumed to be effectively mimicked by those of

the lens that was used in the measurement. From this, the transverse laser energy

in the plasma chamber at a 100% high power setting was found via multiplication

by 170—the attenuation factor between low and high power mode. The maximum

energy available at the interaction point of the transverse laser was in this instance

therefore 86.8 µJ × 170 = 14.8 mJ. To calculate this energy at any other occasion, this

value was scaled by the ratio of the MPA2 energy, measured here as (775.0 ± 9.3)mJ,

to that measured at the other given time. Adjustments could then be made for the

amount of attenuation used for a given setting.

With a means of estimating its pulse energy for given settings, the intensity distri-

bution of the transverse laser could be measured. This was achieved by direct mea-

surement of the transverse laser on the upstream alignment camera after propagation

straight through the chamber. Figure 5.8 shows how this was done, along with an

example spot from the June 2021 experimental run. The translation stage position

of the upstream alignment camera was generally set such that the waist of the beam

was imaged i.e. where the spot size was at a minimum and the intensity highest. By

dividing the summed pixel count for a given image by the estimated energy in the

transverse laser pulse at that time, the amount of energy measured for each pixel was

calculated—with this calibration of course only valid for the same camera settings,

including any camera filtering. From this, the flux was calculated by dividing by the

area that one pixel represents in the object plane. Assuming a gaussian temporal pro-
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file, the intensity of the laser could then be found from the previously detailed pulse

length measurements.

Generally, transverse laser peak intensities of approximately 5× 1015 Wcm−2 were

measured for the power settings typically used in plasma cathode experiments , corre-

sponding to a pulse energy of 7.4 mJ. The core widths of each spot, estimated by tak-

ing the FWHM of gaussians fitted to the central lineout along each axis, were found to

be consistently between 40 − 50 µm, with some asymmetry in the y and z directions.

Limited improvements to these values could be achieved through further optimisa-

tion of the OAP, with efforts made to produce a tight focus with as little astigmatism

as possible. The amount of light emitted from the transverse plasma column could

also be used as an indicator of the ionising power of this laser, and thus the quality

of the focal spot. This being said, in later shifts the quality of this spot did appear to

deteriorate—possibly as a result of optical damage in the transverse laser beamline.

Upstream
 alignment camera

x

zy

(a) (b)

Figure 5.8: Transverse laser intensity characterisation. (a) Plasma chamber configu-
ration for measurements of the transverse laser spot. (b) Example of the transverse
laser intensity distribution at focus from the June 2021 experimental run. Plotted along
each axis are also the relative intensities along a central lineout in each direction (black
curves), with a gaussian fitted to each (red curves). The FWHM of these fits, plus the
maximum intensity I0 of the spot, are included within the image, where the values and
their errors represent the mean and standard deviation calculated over multiple shots.

Reflecting the longitudinal laser off the upstream OTR screen into the upstream

alignment camera also allowed the intensity of this beam to be characterised. Figure

5.9 shows the chamber configuration for this, as well as an example longitudinal laser

spot for the June 2021 experimental run. Provided that the same camera settings were

used as for the measurements of the transverse laser on that occasion, the same cali-
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bration of energy per pixel count could be applied and the intensity calculated in the

same way. For simplicity, the OTR screen is assumed to have been 100% reflective.

At the same attenuation setting that produces the transverse laser intensity shown in

Figure 5.8 (b), the pulse energy in the longitudinal laser was ∼ 29 mJ. However, with

larger core spot widths of ∼ 300 − 450 µm in each direction (see Figure 5.9 for exact

values), the intensity of the longitudinal laser (∼ 3× 1014 Wcm−2) was around and or-

der of magnitude lower than that of the transverse laser. The reason for the apparently

poor transport of energy in the longitudinal laser arm remains unknown; options for

optimising the quality of the longitudinal laser spot were limited, with no obvious

adjustments that could be made without intrusively opening the longitudinal laser

beamline. On the other hand, further optimisation of this spot was not found to be a

priority, with its performance in generating the longitudinal plasma channel found to

be quite consistent, albeit with a low intensity.
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Figure 5.9: Longitudinal laser intensity characterisation. (a) Plasma chamber configu-
ration for measurements of the longitudinal laser spot. (b) Example of the longitudinal
laser intensity distribution at focus from the June 2021 experimental run. Plotted along
each axis are also the relative intensities along a central lineout in each direction (black
curves), with a gaussian fitted to each (red curves). The FWHM of these fits, plus the
maximum intensity I0 of the spots, are included within the image, where the values and
their errors represent the mean and standard deviation calculated over multiple shots.

5.1.3 Plasma generation via field ionisation

Sufficiently accurate density measurements of the laser-generated plasma were unfor-

tunately unavailable in this experiment. Simulations of the neutral gas profile for a

typical working point were instead performed that then served as an input for ion-

isation simulations involving the longitudinal and transverse lasers. The results of

112



Chapter 5. Optimisation of a plasma cathode PWFA stage

these simulations are then combined to model the complete plasma profile from ex-

periments.

Neutral gas profile

One dimensional simulations of the neutral gas profile along the axis of the 50 mm-

long capillary were performed in the Computational Fluid Dynamics code ANSYS.

The input parameters for these reflected those typical of the experiment; a gas of pure

Argon was modelled, with a maximum pressure in the capillary of 46 mbar. Note that

in experiment, a mixture of 97% argon with 3% molecular hydrogen was used in order

to enable density measurements via Optical Emission Spectroscopy [66]. However, the

small amount of hydrogen is not expected to change the obtained neutral gas profile

by a noticeable amount.

Figure 5.10 (a) shows the density profile of the neutral gas along the axis of the

capillary. As shown, the density has a maximum of 3.57 × 1017 cm−3, with a slight dip

down to a value of 3.52 × 1017 cm−3 at a position of z = 20 mm, where the 1.5 mm-

diameter transverse hole is located. For the purposes of transverse laser ionisation

simulations, the density profile across the width of the main capillary at this point is

modelled as a trapezoid, with flattop density equal to that at z = 20 mm (see inset Fig-

ure 5.10(b)). The flattop length of this profile is assumed to be equal to the diameter

of the capillary, with linear up- and downramps of length twice that of the transverse

hole diameter as a rule-of-thumb estimate. Towards the entrance and exits of the cap-

illary, the density begins to taper off as the gas flows out into vacuum, forming ramps

that extend beyond the length of the capillary. After ∼ 10 mm beyond the capillary

extent, the density already drops by approximately 2 orders of magnitude (see inset

Figure 5.10(c)). Although only a low density, this gas can still be ionised by the long

focal length longitudinal laser and produce a plasma that the beams interact with.

This is particularly important in the region beyond the exit of the capillary, where

small amounts of plasma can still have a noticeable focusing effect on injected witness

beams. In order to simulate this low density gas, the simulation domain is extended

as far as possible beyond the ends of capillary, until the flow becomes turbulent and

the results no longer reliable.

113



Chapter 5. Optimisation of a plasma cathode PWFA stage

40 20 0 20 40 60 80 100

z (mm)

0

1

2

3

4

5

6

7

8

n g
as

 (c
m

3 )

1e23

Capillary Length

(a)

1 0 1

r (mm)

0

2

4

6

n g
as

 (c
m

3 )

1e23

(b)

Capillary 
   Width

60 70 80 90 100

z (mm)

0

2

4

6

n g
as

 (c
m

3 )

1e21

(c)

Figure 5.10: Simulations of the neutral gas profile in the 50 mm capillary for internal
injection experiments. (a) Neutral gas density profile along axis of the 50 mm capil-
lary. (b) Estimated density profile as a function of the transverse position r within the
capillary, at the location of the transverse hole. (c) Low density gas (∼ 1 × 1015 cm−3)
beyond the exit of the capillary. ANSYS fluid flow simulations were performed by T.
Parikh.

Longitudinal laser ionisation

In order to model the shape of the main accelerating plasma channel, ionisation simu-

lations involving the longitudinal laser were performed in the PIC code FBPIC [151].

The gas initialised in the simulation follows the same profile modelled in Section 5.1.3,

with only a longitudinal dependence. To accurately model the experiment, a gas of

97% Ar and 3% H2 by volume is used. As discussed in Section 2.3.1, the hydrogen is

approximated in these simulations as fully dissociated atoms, with an ionisation en-

ergy of 15.4 eV. Accounting for the dissociated hydrogen also slightly changes the gas

mixture. In terms of atoms, the ratio is 97:6 Ar:H, and the atomic number density is

1.03 × nneutral , where nneutral is the gas density obtained in Section 5.1.3.

The simulated longitudinal laser pulse was reflective of the optimal working point

found in the June 2021 experimental run (see Section 5.2.3). A linearly polarised,

800 nm-wavelength gaussian beam with a 35 fs FWHM pulse length, peak intensity of

3× 1014 Wcm−2 and a radially symmetric spatial distribution of FWHM width 400 µm
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was initialised 15 mm upstream of the capillary entrance, at which point the low den-

sity gas at the capillary entrance was made to decrease linearly to zero such that the

laser began in vacuum. Owing to the long rayleigh length of this beam, the laser is

assumed to be initially at focus and in the absence of plasma does not diverge signif-

icantly over the propagation distances modelled here. A co-propagating window of

radius 600 µm and length 45 µm with open boundaries was used—enough to contain

the pulse in both dimensions for the duration of the simulation. The simulation do-

main was split into (120 × 1200) cells in (r, z), with 2 azimuthal modes used. For the

neutral gas, the number of macroparticles per cell in (r, z, θ) was (4 × 1 × 4).

Figure 5.11 demonstrates the evolution of the laser pulse and its ability to ionise the

neutral gas in the simulation. Initially, the laser pulse enters the gas and has enough

intensity to partially ionise the Ar and H2 species (see Figure 5.11 (a)). The resulting

plasma is non-uniform, with density gradients in the radial direction that cause parts

of the pulse to begin to diffract—an effect referred to as ionisation defocusing (see Fig-

ure 5.11 (b)) [57]. An obvious consequence of this is that the intensity at the centre

of the pulse begins to drop, such that the fraction of the neutral gas that is ionised

decreases along the length of the capillary. In order to create a map of the resulting

density, the plasma electron density field for each species is averaged longitudinally

over a 20 µm window at the back of the simulation box for every dump. This yields

a series of radial density distributions corresponding to different distances along the

resulting plasma. Combining these distributions produces the density profile in (r, z)
shown in Figure 5.11 (c). Whilst the plasma density is initially higher on axis, as the

energy in the laser pulse begins to move outwards, the density gradually becomes

lower in the centre, with an almost parabolic radial profile towards the end of the

capillary. A density lineout along r = 0 (orange dashed line, Figure 5.11) shows the

ionisation fractions in more detail, which is displayed in Figure 5.11 (d). After reach-

ing a maximum of 0.44 initially, the ionisation fraction of argon gradually decreases

with propagation, with only a fraction of 0.05 being ionised by the end of the cap-

illary. With its slightly lower ionisation energy, the fraction of H2 that is ionised is

marginally larger but has only a small contribution to the overall plasma profile due

to the hydrogen only constituting 6% of the available atoms. As the laser leaves the

capillary, it nevertheless still has enough intensity to ionise some of the residual gas

that exists in the transition to vacuum—albeit only in small amounts (< 1× 1014 cm−3

for z > 60 mm).
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Figure 5.11: Ionisation simulations with the longitudinal laser. (a) Intensity distribu-
tion of the laser pulse at a distance of 13.22 mm into the capillary. The distribution is
initially gaussian, with electron macroparticles released by ionisation shown as light
blue dots. (b) Intensity distribution of the laser pulse at a distance of 47.66 mm into
the capillary. As the pulse interacts with the generated plasma, the density gradients
cause energy to be defocused away from the centre of the intensity distribution. (c)
Density distribution of the released plasma electrons as a function of (r, z). As the laser
undergoes ionisation defocusing, plasma is generated at larger radii, with less plasma
generated on-axis (orange dashed line). (d) On-axis ionisation fractions of argon and
hydrogen atoms. The laser only partially ionises hydrogen and the first level of argon,
with the ionisation fraction decreasing along the direction of propagation.

Due to this ionisation defocusing, the resulting plasma profile is a non-linear func-

tion of the laser intensity and neutral gas density. For example, whereas a higher

neutral gas density exacerbates the defocusing of the laser pulse, the reduced ionisa-

tion fraction is to some degree countered by more atoms being available to be ionised.

An obvious consequence of ionisation defocusing is that it limits the amount by which

a longer capillary will be useful; at some point, the laser will have defocused so much

that it is no longer able to ionise any more neutral gas. Ultimately, to fully understand

the ramifications of this effect on the experiment, full PWFA simulations are needed,
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with the resulting profile in this section used as the main plasma channel.

Transverse laser ionisation

Similar simulations as those outlined for the longitudinal laser were also performed

for the transverse laser. In this case, the target neutral gas followed the estimated

profile shown in Figure 5.10 (b), i.e. the neutral gas profile that the transverse laser

propagates through as it crosses the capillary diameter. For simplicity, the gas sampled

by the laser is assumed to be completely neutral. Identical gas mixture considerations

as in Section 5.1.3 also apply here. The parameters of the transverse laser are again

derived from the June 2021 experimental run; a 800 nm-wavelength, linearly polarised

gaussian pulse with a FWHM length of 37.2 fs, peak intensity of 5.2 × 1015 Wcm−2

and a radially symmetric spatial distribution of FWHM width 45 µm was simulated.

Starting in vacuum, the pulse is initially converging, with a focal plane located at the

centre of the capillary diameter. The co-propagating simulation box had a radius of

150 µm and a length of 60 µm, with open boundary conditions. (272 × 2400) cells in

(r, z) were used, with 2 azimuthal modes. Again, for the neutral gas, the number of

macroparticles per cell in (r, z, θ) was (4 × 1 × 4).

Figure 5.12 illustrates the ionising behaviour of the transverse laser as it propa-

gates across the diameter of the capillary. Similar to the longitudinal case, the intensity

distribution is initially gaussian but starts to experience the effects of ionisation defo-

cusing as it generates and interacts with the plasma (see Figure 5.12 (a-b)). However,

due to the relatively short amount of gas that this pulse traverses, the consequences of

this effect are not as severe as in Figure 5.11. Figure 5.12 (c) shows the resulting plasma

electron density from the transverse laser, constructed in the same way as that in Fig-

ure 5.11 (c). By the end of the neutral gas, the width of this plasma column begins

to increase, with the central density decreasing slightly—both symptoms of ionisation

defocusing. Lineouts of the relative contributions of each ionisation level to the elec-

tron density profile at x = 0 (i.e. the centre of the capillary diameter) are displayed

at the bottom of Figure 5.12. Owing to the relatively high intensity of this pulse, the

argon is fully ionised up to a level of Ar3+ across a large part of the transverse laser’s

radial extent. This is also true for hydrogen, although as discussed before, the rel-

atively low volume of this species means that it only contributes a small amount of

electrons to the overall density. At the very centre of the pulse, the intensity is also

high enough to partially ionise the 4th level of Argon. However, due to ionisation

defocusing, the degree to which this happens also relies on the exact position along

the propagation axis x. Regardless, the ability of this laser to locally ionise multiple
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levels of argon in principle makes it ideal for generating a sharp downramp for the

purpose of internal injection into a PWFA, but this also depends on the height of this

ramp relative to the base density of the main accelerating channel.
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Figure 5.12: Ionisation simulations with the transverse laser. (a) Intensity distribution
of the transverse laser pulse at a position x = −0.86 mm relative to the centre of the
capillary. The distribution is initially gaussian, with electron macroparticles released
by ionisation shown as light blue dots. (b) Intensity distribution of the laser pulse at
a position x = 0.90 mm relative to the centre of the capillary. Ionisation defocusing
begins to move intensity away from the centre of the laser spot, out to larger radii. (c)
Density distribution of the released plasma electrons as a function of (x, r), alongside
the relative neutral gas density (grey filled curve, left). Lineouts of the different relative
ionisation fractions of each species at x = 0 (orange dashed line) are shown at the
bottom of the panel.

Combined plasma profile

In order to model the plasma that the drive beam experiences in the experiment, the

plasma profiles created by the longitudinal and transverse lasers (see Figures 5.11 and
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5.12 respectively) are combined. The plasma column formed by the transverse laser

is placed at the position of the transverse hole in the capillary i.e. z = 20 mm. For

simplicity, the column is made uniform along the x-axis (i.e. the direction of transverse

laser propagation), with ionisation fractions equal to those at x = 0 in Figure 5.12.

The overall plasma shape is found by taking the maximum plasma density of the two

profiles at every point in space . This treatment essentially assumes that the generation

of one plasma is independent of the other. In the case that the main channel is formed

after the transverse plasma, the presence of the small density column is unlikely to

influence the ionisation from the longitudinal laser. If the longitudinal laser arrives

before the transverse, the relatively low plasma density that exists at z = 20 mm is not

expected to dramatically change the formation of the transverse plasma column.

Figure 5.13 shows the results of this combination. In the case that the transverse

plasma is vertically aligned with the longitudinal axis of the main plasma channel, the

centre of the transverse column sits with its centre at (0 mm , 20 mm) in the (y, z) plane

(see Figure 5.13 (a)). The column extends to a radius of ∼ 50 µm about its centre in this

plane, meaning the downramp that is generated has finite extent in the y-direction,

with some curvature (see inset in Figure 5.13 (a)). In the x-direction (i.e. into the

page), the column has infinite extent; the rayleigh length of the laser is much longer

than any expected driver misalignment in the x-direction, and the evolution caused

by ionisation defocusing is considered small.

By taking a lineout along the longitudinal axis of this combined profile, the rel-

ative densities around the transverse plasma position can be compared (see Figure

5.13 (b)). In this region, whereas the longitudinal laser only partially ionises the

first level of argon producing a density of 0.06nneutral = 2.0 × 1016 cm−3, the trans-

verse laser reaches into the 4th ionisation level of argon, generating a peak density

of ∼ 3.5nneutral = 1.3 × 1018 cm−3. The peak of the density spike is therefore higher

than the surrounding base density by a factor of ∼ 65. Combined with the short ramp

lengths of this density spike (∼ 50 µm peak to base), this makes the downramps gener-

ated here rather extreme in the context of internal injection into PWFA, where previous

studies have been limited to ramp-base height ratios ∼ 10. Ultimately, PWFA simula-

tions with the plasma profile shown here are required to understand the consequences

of these conditions for downramp injection.
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Figure 5.13: Combined plasma profile generated by the longitudinal and transverse
lasers. (a) Plasma density in (y, z), from a slice across x = 0. The axis of the trans-
verse column intersects perpendicularly to that of the longitudinal channel at the posi-
tion (y, z) = (0 mm, 20 mm). Inset is the density profile in a 200 µm × 200 µm window
around the centre of the transverse plasma (orange dot). (b) Lineout of the combined
density profile along the z-axis at (x, y) = (0, 0) (blue shaded profile). For comparison,
the neutral gas density is also displayed (grey shaded profile). Inset is a 200 µm-wide
section of the density lineout centred on the position of the transverse plasma column.

Other sources of field ionisation

Note that—if strong enough—the electric fields due to the driver and the wake also

have the potential to ionise the neutral gas. It is therefore worth briefly consider-

ing these additional sources of ionisation which, if present, could in principle lead to

changes in the plasma profile and even the unwanted injection of electrons into the

plasma wake.

In the case of the driver fields, rough estimates can be made for the maximum

transverse fields of a gaussian bunch. From Equation 2.45 and the estimate for the
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maximum radial field Er,max that follows, Er,max ≈ 0.45 Ip
2πϵ0cσr

= O(5 GV m−1) for a

peak current Ip = 2 kA and radial size of σr = O(10 µm). Consulting Figure 2.4,

this is far below the required field strength to ionise even the first level of argon (∼
60 GV m−1); only if the radial beam size were to reduce to < 1 µm would this field

begin to approach the required threshold. In principle, an unmatched drive beam

can potentially exhibit ’pinching’ of the beam envelope within the plasma, where the

transverse size of a beam slice decreases sharply producing an increased radial field

strength [219]. Given the large transverse emittance of the drive beam in question

however, it is unlikely that pinching extreme enough as to result in ionisation would

occur in this case.

As for ionisation due to wakefields [102], simple estimates can be made based on

the wave-breaking field (see Equation 2.60). As the simulation of the longitudinal laser

ionisation shows (see Figure 5.11), the maximum expected plasma density in the main

plasma channel is O(1017cm−3), resulting in a maximum wakefield strength estimate

of O(30 GV m−1). Like the driver field then, it is unlikely that any ionisation due to

wakefields will occur in the context of this experiment; the plasma profile is therefore

assumed to arise purely from laser ionisation, resembling one like that presented in

Figure 5.13.

5.1.4 Electron and laser beam overlap

Before coupling the focused drive beam and lasers into the plasma cell, the three sepa-

rate beams first required overlapping in time and space. As explained in the following

sections, this was typically achieved in two stages: coarse overlap, followed by fine

synchronisation and alignment.

Coarse Overlap

Coarse overlap of the electron and laser beams was primarily achieved with the OTR

screens, located at up- and downstream positions on the baseplate in the chamber (see

Figure 5.14).

At the injection position, the upstream OTR screen could be positioned to intercept

both the driver and longitudinal laser, whilst the transverse laser passed through a

gap between the screen and its mounting (see Fig 5.14 (a)). Imaging the plane of this

screen, the upstream alignment camera was simultaneously able to observe the focal

spots of the drive beam and both lasers. With the waist of the driver set approximately

at this longitudinal position, only small adjustments could be made to its focal spot
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Figure 5.14: Up- and downstream alignment of the driver and laser beams on the OTR
screens. (a) Chamber configuration for the upstream alignment of the longitudinal and
transverse lasers (red) with the drive beam (blue). (b) Chamber configuration for the
downstream alignment of the longitudinal laser with the driver.

position in the x − y plane; therefore, the positions of the laser spots were adjusted

in order to achieve spatial overlap with the drive beam. For the longitudinal laser,

angular movements of the final spherical mirror were used to directly overlap its spot

with that of the drive beam in x and y. The transverse laser was then brought to the

same height as the longitudinal laser and driver via vertical translation of the OAP

mirror and/or adjusting the angle of the turning mirror.

Whilst the procedure on the upstream alignment camera ensured that the paths

of the lasers and drive beam intersected at the injection position, the orbits of the

longitudinal laser and the driver would ideally be overlapped for at least the length

of the capillary. This was ensured by also viewing the drive and longitudinal laser

beams on the downstream OTR, with the downstream alignment camera (see Figure

5.14 (b)). Misalignment at this position could here be corrected by moving the driver,

with little effect on its transverse position at the injection point.

Temporally, the laser pulses and drive bunch could be approximately brought to-

gether by simply gating the signals on the upstream alignment camera. At this stage,

the time-of-arrival of the driver was considered fixed. By first shifting the delay of the

the camera until the signal from the drive beam on the OTR disappeared, its timing

was found in units of camera delay. The laser pulse timing could then be adjusted in

steps of 18.46 ns by pulse-picking in the Booster stage of the laser (see Section 3.3.1 on

page 57) until it reached the edge of the upramp of the camera exposure. At this point,

the lasers and drive bunch were timed within ∼ 100 ns of each other.
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Fine alignment and synchronisation using plasma afterglow light enhancement

Although the previous procedure provided a good basis for the overlap of the laser

and drive beams, more was required. This particularly applied to the temporal syn-

chronisation; it was necessary—at least initially—to find the relative time-of-arrival

tdriver − tlaser of the beams at around the ∼ps level, where tdriver and tlaser refer to the

absolute time-of-arrival of the driver and laser respectively. Control with this granu-

larity was possible, again through more shifting of the pulses that leave the laser os-

cillator. However, the alignment cameras were not ‘fast’ enough to be able to provide

this kind of time-of-arrival information, and thus a different method was needed. We

therefore turn again to the plasma afterglow light technique, relying on the increase in

emitted plasma light when an electron beam transfers energy to the plasma [201].

The flooded chamber configuration introduced in Figure 5.6 was again adopted,

with the difference now that the drive beam would also be present. Beginning with

only the longitudinal plasma being generated, the driver was released. If the drive

bunch arrived before the laser (tdriver − tlaser < 0 in Figure 5.15), the driver would not

interact with the plasma and the emission light signal thus remained the same as that

with only the laser present. However, by bringing the arrival of the laser before that

of the driver (tdriver − tlaser > 0), the drive bunch would begin to interact with the

plasma and produce a substantial increase in the light emitted once the plasma had

decayed (∼ 2 orders of magnitude higher in the region-of-interest shown in Figure

5.6). This dramatic transition occurred at what is defined here as tdriver − tlaser = 0

i.e. the delay at which the longitudinal laser and drive beams had the same time-of-

arrival. In practice, this transition was first roughly found by more scanning of the

laser timing via pulse-picking (i.e. to a resolution of 18.46 ns), but was then located

on the picosecond level by adjusting the delay via movements of the oscillator cavity

mirrors. Finely scanning the delay over this region yielded a curve like that in Figure

5.15 (b)—a step-like transition from which the exact definition of tdriver − tlaser = 0

was determined. In this case, this was achieved by fitting an error function to the data

around where the increase in light occured (solid light blue line); the transition timing

was then defined as that where the integrated light signal was half way between the

upper and lower plateaus (black dashed line).
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Figure 5.15: Beam-interacted afterglow light signal from the longitudinal plasma as a
function of driver—laser delay. (a) Waterfall plot of the longitudinal plasma afterglow
light signal measured by the top view camera, projected along the plasma column axis
and sorted by the driver—laser delay. (b) Log-lin plot of the average integrated plasma
light yield versus the delay between the drive beam and the longitudinal laser, with
errorbars that represent the standard deviation. An error function (solid blue line) is fit
to data points around the transition time (dashed black line). Inset are example images
of the longitudinal plasma light with and without drive beam interaction (right and left
respectively).

A perhaps interesting observation in the scan shown in Figure 5.15 was that for

tdriver − tlaser > 7.5 ps, the light emitted by the plasma post-interaction began to de-

crease slightly. The reasons for this are unclear; it may be that this was simply a

symptom of the spatial overlap found in the previous section deteriorating, and thus

changing the interaction.

A similar procedure could then also be applied to the transverse plasma. Figure

5.16 shows the results of a picosecond-level timing scan, this time involving the trans-

verse laser and driver. tdriver − tlaser = 0 is still defined as the delay at which the

longitudinal laser and drive bunch coincided in time. Scanning the delay revealed

again a sigmoid-like transition between a region of interaction and no-interaction (see

Figure 5.16 (b)).
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Figure 5.16: Beam-interacted afterglow light signal from the transverse plasma as a
function of driver—laser delay. (a) Waterfall plot of the transverse plasma emission
light signal measured by the front view camera, projected along the plasma column axis
and sorted by the driver-laser delay. (b) The average integrated transverse plasma light
yield versus the delay between the drive beam and the transverse laser, with errorbars
that represent the standard deviation. An error function fit to these data points gives a
transition time (black dashed line) of tdriver − tlaser = −3.34 ps, where tdriver − tlaser = 0
remains the timing at which the longitudinal laser coincides with the driver. Inset are
example images of the transverse plasma light with and without drive beam interaction
(left and right respectively).

Peculiarly however, the case where the transverse plasma and drive beam interact

was in this instance characterised by a lower plasma light yield than when the driver

did not interact. This is in contrast not just to the case of the longitudinal plasma, but

also to observations of the same interaction in previous iterations of this experiment

(see Appendix B of Ref. [197]). Such behaviour suggests that the plasma was somehow

receiving energy from the drive beam, but not transferring this to the surrounding

neutral gas in a way that enhanced the plasma light yield. Speculating, the interaction

of the strong drive beam with a narrow-width, low-density plasma column is likely

to expel the plasma electrons with high-velocities, leaving an exposed column of ions

that then expands due to coulomb forces. If the kinetic energies of the plasma column

consituents are such that they have lower collisionality compared to the laser-only

case, this could explain the reduction in emitted light upon relaxation. Nevertheless,
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this interaction, albeit unusual, was still one that could be used to find the time-of-

arrival between the transverse laser and drive bunch at the picosecond level. Fitting an

error function to the data yields a transition time that in this case was tdriver − tlaser =

−3.34 ps after that of the longitudinal laser. With this measurement, the time-of-arrival

difference between the longitudinal and transverse lasers could then be adjusted with

the delay stage described in Section 3.3.4, and if desired measured again with the same

method.

With the transverse laser arriving before the drive beam, the spatial overlap be-

tween the two could also be further optimised using the plasma afterglow light en-

hancement method. Figure 5.17 shows the variation in the emission light from the

transverse plasma column as the vertical alignment between the transverse laser and

electron beam was adjusted. In a similar way to the timing scan in Figure 5.16, when

the beam and plasma were better overlapped, the light yield decreased. As shown in

Figure 5.17 (b), the amount of emission light is reduced for offsets |∆ytrans| ≲ 400 µm.

Compared to the widths of the transverse laser and drive beam at focus, the extent of

this region where the signal drops suggests some long-range interaction between the

driver and plasma column that occurred without the two truly overlapping in space.

However, around |∆ytrans| ≲ 20 µm the signal experienced a small increase which was

found to be repeatable; a finer scan of this region is shown in the inset of Figure 5.17

(b). This spike in the signal was assumed to be an indication that the actual spatial

extent of the driver and plasma column were overlapped. The centre of this spike

was then taken as the point where the driver and transverse plasma were optimally

aligned in y i.e. ∆ytrans = 0. Again, this behaviour was unusual in the context of

aligning the transverse laser and drive beam, and has not been observed in previous

iterations of this experiment. Regardless, the interaction was still such that it provided

a useful figure-of-merit for initial alignment.
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Figure 5.17: Beam-interacted afterglow light signal from the transverse plasma as a
function of transverse laser vertical offset. (a) Waterfall plot of the transverse plasma
afterglow light signal measured by the front view camera, projected along the plasma
column axis and sorted by the transverse laser vertical position. (b) The average in-
tegrated transverse plasma light yield versus the vertical offset of the transverse laser,
with errorbars that represent the standard deviation. As the driver—plasma overlap
grows, the plasma emission light drops, with a small spike in the signal at the centre.
Inset is data from a finer scan of this region.

It should be noted that all of the alignment and synchronisation discussed in this

section was subject to change due to drifts, particularly in the spatial alignment. Nev-

ertheless, careful alignment was still crucial to have any chance of initially achieving

internal injection. Once this injection was achieved, various experimental parameters—

including the spatio-temporal alignment—could be adjusted with the goal of optimis-

ing the witness beams that were produced.

5.2 Experimental Results

With the different components of the experiment in place, studies of internal injection

could begin. In a similar way to Section 5.1, this section introduces these studies in the

order that they typically took place in an experimental run.
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5.2.1 Driver interaction

Figure 5.18 presents a measurement of the driver interaction with the laser-generated

plasma, performed during the June 2021 experimental run. Shown is an example drive

beam measured on the high-energy ESPEC screen with an imaging energy of 685 MeV

(red dashed line). Note that some clipping of the beam in the imaging quadrupoles,

particularly at lower energies, was likely present in this measurement. Nevertheless,

the FWHM width of the spectrum (blue filled curve) gives a useful estimate of the

maximum deceleration that the driver electrons experienced. Roughly 100 MeV for a

typical shot, this energy loss corresponds to a decelerating field of ∼ 2 GVm−1, lon-

gitudinally averaged over the 50 mm-long cell. Observe also the acceleration of driver

charge to energies of ≳ 725 MeV—suggesting that for this shot and others like it, part

of the drive beam was located in the accelerating phase of the plasma wake.
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Figure 5.18: Driver deceleration measurement in the internal injection experiment. The
spectrum (navy filled curve) was imaged at an energy of 685 MeV (red dashed line). On
this occasion, the charge calibration was found by dividing the total number of counts
on the screen by the charge measured a BPM just before the ESPEC.

5.2.2 Observation of internally injected charge

In the first instance, releasing the transverse laser often resulted in low-charge witness

beams that were only intermittently injected. Figure 5.19 presents witness beams that

were measured just after injection was established in the June 2021 experimental run.

Here, the longitudinal and transverse lasers were initially set to promptly arrive on the

order of picoseconds before the drive beam and the laser system was set to a power

setting of 45 %. Any evolution of the injection behaviour—as in Figure 5.19 (a)—was

likely a result in a drift in the experimental conditions e.g. the laser—driver spatial
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alignment. Histograms of the peak spectral densities ( dQi
dE )peak, as well as the energy at

which these peaks occur Epeak, are plotted in Figures 5.19 (b) and (c). Considering only

shots with a non-negligible injected charge (Qi > 0.1 pC), an average charge ⟨Qi⟩ =

(0.6± 0.6)pC was measured, with an average peak spectral density ⟨(dQi/dE)peak⟩) =
(0.9 ± 0.9)pCMeV−1 and average peak energy ⟨Epeak⟩ = (28 ± 2)MeV. Here, the

errors quoted represent the standard deviation of each quantity, indicating large jitters

of order ±100 % on the injected charge and peak spectral density. Initially, the focus of

optimisation was therefore the stability of the injection process. In addition, the goal

would be to maximise the spectral density, with a maximum of only 4.6 pCMeV−1

measured for the best shot in this dataset (see Figure 5.19 (d)).
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Figure 5.19: Initial injection statistics example. (a) Waterfall plot of the witness beam
energy spectra over 400 consecutive shots, measured on the ESPEC and displayed in
chronological order. Histograms of the (b) peak spectral densities and (c) peak energies
are shown, each using 75 bins. The shot with the highest ( dQi

dE )peak measured for this

dataset—( dQi
dE )peak = 4.6 pCMeV−1—is plotted in (d), along with its spectrum (navy

shaded curve).

5.2.3 Injection optimisation

Using the initially injected beams as a basis for optimisation, vast improvements could

be made, specifically to the stability of injection and the charge of the injected bunches;

it was generally found that the latter correlated well with the peak spectral density of
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the bunches and so initially optimising for charge was the first step in producing high

brightness beams. The following section therefore explores the impact of the different

experimental variables on the measured injected charge, before presenting witness

beam data from a fully optimised working point.

Laser Energy

Figure 5.20 investigates the effect of increasing laser energy on the injection by ad-

justing the attenuation in the main laser beamline with data acquired in the June 2021

experimental run. As the two are coupled, this affects the intensities of both the longi-

tudinal and transverse lasers simultaneously. As evident in the spectra in Figure 5.20

(a), the injection of charge was detected only for peak intensities ≳ 1.8 × 1014 W/cm2

and ≳ 3× 1015 W/cm2 in the longitudinal and transverse lasers respectively. Any less

than this may have resulted in a downramp that was not steep enough to inject and/or

a longitudinal channel with insufficiently high density for acceleration.
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Figure 5.20: Injection dependence on laser intensities. (a) Waterfall plot of the injected
witness beam spectra, measured on the ESPEC and grouped by the laser attenuation
setting. (b) Mean injected charge detected on the ESPEC plotted against both the longi-
tudinal and transverse laser peak intensities, with errorbars indicating the rms variation
of the charge at a given attenuation setting.

The injected charge Qi roughly increased for peak intensities up to ∼ 2.8× 1014 W/cm2
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in the longitudinal laser and ∼ 4.6× 1015 W/cm2 in the transverse laser, beyond which

there was no clear improvement. Interestingly, although one may naively expect an

increase in plasma density and therefore accelerating field with increasing longitudi-

nal laser intensities, the energy of the injected bunches remained saturated at a level

of ∼ 28 MeV. This then is likely a result of the ionisation defocusing effect of the lon-

gitudinal laser pulse discussed in Section 5.1.3. Nevertheless, this still corresponds

to average accelerating fields of order ∼ 1 GVm−1 in the latter 30 mm of the short

plasma cell, and was found to be common for almost all datasets from this iteration of

the plasma cathode. Wary to avoid high laser intensities that may deteriorate the laser

optics, a peak intensities of 3 × 1014 W/cm2 and 5 × 1015 W/cm2 in the longitudinal

and transverse lasers were generally used, producing a reasonable amount of charge

with relatively high stability.

Transverse laser alignment

Although previously aligned via the OTR and plasma afterglow light-based methods,

the alignment between the transverse laser and drive beam could typically be fur-

ther improved. Figure 5.21 shows the variation in the injected beams whilst vertically

translating the transverse laser during the June 2021 experimental run.

Intuitively, the injection was optimal both in terms of spectral density and stability

around the centre of a ∼ 50µm-wide region—approximately the FWHM spot size of

the transverse laser. Either side of this region however, the quality and stability of the

injection diminished as the overlap between the wake and the downramp generated

by the transverse laser decreased [197, 216]. Typical operation involved performing

such a scan and identifying the centre of this region that was characterised by large

amounts of charge injected with high stability. Placing the transverse laser here meant

that the injection was improved at that time but was also more resistant to inevitable

drifts in the transverse laser and drive beam alignment; a drift of ∼ 25µm in either

direction was necessary to dramatically effect the injection. Nevertheless, such drifts

could occur and so this procedure was often revisited when an otherwise unexplained

drop in injected charge was detected.
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Figure 5.21: Injection dependence on transverse laser offset. (a) Waterfall plot of the
injected witness beam spectra, measured on the ESPEC grouped by the transverse laser
offset position. (b) The mean injected charge detected on the ESPEC for each transverse
laser offset position, with errorbars indicating the rms variation of the charge at a given
offset position. Here, the transverse laser position equal to zero was set as the point in
the middle of the region with high injection stability.

Longitudinal laser alignment

In a similar way to the transverse laser, the pointing of the longitudinal laser could

also be further optimised for injected charge despite already being aligned to the drive

beam during setup. By tilting the last spherical mirror in the longitudinal laser beam-

line, the overlap between the longitudinal plasma and the driver could be varied and

optimised. In the figures that follow, the spherical mirror was tilted in the horizontal

direction; similar scans along the other axis also exist and show similar trends. As this

movement was performed with a picomotor, the absolute positions that correspond to

the given steps are not completely reproducible. Nevertheless, the scans still illustrate

how changes in the alignment of the drive beam and longitudinal laser impacted the

interaction.
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Figure 5.22: Driver energy loss variation with longitudinal laser pointing. (a) Water-
fall plot of the drive beam energy spectra, measured on the ESPEC and grouped by the
spherical mirror horizontal motor position. (b) Mean energy of the drive beam elec-
trons, averaged for each spherical mirror motor position, with errorbars indicating the
rms variation of the mean driver electron energy each position. The spherical mirror
motor position corresponding to zero was set as the centre of the scan with the most
strong and stable driver interaction. Data presented in this figure was acquired during
the October 2021 experimental run.

Misalignment of the longitudinal laser with respect to the drive beam resulted in a

variation in the wake that is being driven. Figure 5.22 illustrates this with a systematic

study of the effect of the longitudinal laser pointing on the driver energy spectrum,

carried out in the October 2021 experiment run.

The increased energy loss at the centre of this scan range indicates that the beam

was sampling a higher plasma density, averaged along the length of the longitudinal

plasma. The approximate symmetry about this point suggests that this was the posi-

tion where the drive beam was most central with respect to the plasma channel. Any

interaction of the wake with the edges of the plasma would likely effect the injection

and transport of the witness beams, and so driving a wake as close to the middle of

the channel as possible was crucial.
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Figure 5.23: Injection dependence on longitudinal laser pointing. (a) Waterfall plot of
the witness beam energy spectra, measured on the ESPEC and grouped by the spherical
mirror horizontal motor position. (b) Mean injected charge detected on the ESPEC for
each longitudinal laser offset position, with errorbars indicating the rms variation of the
charge at a given offset position. The spherical mirror motor position corresponding to
zero was again the optimal for injection, and should roughly correspond to the same
zero position in Figure 5.22.

This is supported by an analogous scan presented in Figure 5.23, this time study-

ing the witness beam injection as a function of longitudinal laser pointing. Both in

terms of the amount of charge and the stability with which it was injected, it is clear

that maintaining alignment between the driver and longitudinal laser was crucial.

Again, an optimal position existed at the centre of the scan range, where deviations

away from this resulted in poorer injection. An interesting observation here is that

as the alignment became sub-optimal, the average energy of the injected beams also

increased. An obvious explanation for this is beam loading; as the charge decreased,

beam loading was reduced and the charge that was injected saw a higher accelerat-

ing field. However, both the acceleration of the witness beams and the energy loss

of the drive beam will be dependent on the details of the laser-generated longitudinal

plasma—something explored in more detail in simulations in Section 5.1.3. Figure 5.13

shows that the longitudinal plasma channel initially has a maximum density on-axis;

transverse misalignment of this plasma would therefore translate to lower decelera-
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tion of the drive beam. However, due to ionisation defocussing, the radial profile that

the injected bunches experience is in fact lower at the centre. Transverse misalignment

of the accelerating plasma channel with respect to the injector laser would therefore

result in injected bunches experiencing a higher plasma density during acceleration,

offering another potential explanation as to why the accelerated bunches gain more

energy when the longitudinal laser has a radial offset.

From the previous results, it is clear that the measured witness beams were sensi-

tive to any misalignment between the driver and the longitudinal laser. As this laser

propagated through a relatively long beamline, it was also particularly susceptible to

drifts and jitters. However, the degree of overlap could also be monitored via another

observation—the amount of plasma light measured after interaction (see Figure 5.24)

[201, 206].
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Figure 5.24: Integrated plasma light yield variation with longitudinal laser pointing.
(a) Waterfall plot of the plasma light signal measured with the side view camera, pro-
jected along the capillary and grouped by the spherical mirror horizontal motor posi-
tion. (b) Mean integrated plasma light yield for each longitudinal laser offset position,
with errorbars indicating the rms variation of the signal at a given offset position. The
data displayed in this figure was acquired simultaneously to that in Figure 5.22.

As the driver energy loss increased with improved overlap, so did the excess

plasma light detected through the side of the capillary—as in Chapter 4. The plasma

afterglow light therefore again served as a useful, non-intrusive diagnostic—this time
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as a proxy for the overlap between driver and longitudinal plasma. Typical operation

often involved frequently monitoring the plasma light and, after a drift occured, re-

aligning the longitudinal laser until this signal was maximised. In most cases, such

a correction substantially improved injection. Combatting shot-to-shot jitters during

online operation was however more difficult; although a well aligned laser and drive

beam was less susceptible to random jitter, it could not be mitigated fully. Never-

theless, the excess plasma light could then be effective in identifying shots with poor

overlap in subsequent analysis.

Driver compression

A key factor affecting the amount of injected charge is the driver current-profile; higher

currents generally mean a stronger wake with a deeper trapping potential. In this ex-

periment, the driver current-profile was modified by adjusting the compression set-

tings in the FLASH linac, as described in Section 5.1.1.

Figure 5.25 shows the dependence of the injected charge on the driver compression

in the June 2021 experimental run, where the driver bunch length was obtained from a

BCM reading, multiplied by the factor RBL,0 that was determined from the data shown

in Figure 5.3 (c). For bunch lengths ≳ 160 fs, only very small amounts of charge were

injected. Compressing the bunch length down to ∼ 100 fs, the amount of injected

charge increased approximately linearly to a value of ∼ 35 pC. For bunch lengths

shorter than this, the injected charge began to decrease again before completely ceas-

ing at a value of ∼ 70 fs, approximately coinciding with the corrected BCM bunch

length measured at the point where overcompression begins in Figure 5.3 (b) (black

dashed line at 73 fs). This was likely a manifestation of the negative side effects of

strong compression, discussed previously in Section 5.1.1. Ultimately, this data illus-

trates the importance of driver compression as a factor affecting injected charge, as

well as the limit beyond which stronger compression proved counter-productive to

the injection process.
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Figure 5.25: Injection dependence on the drive beam compression. (a) Waterfall plot of
the witness beam energy spectra, measured on the ESPEC and sorted by driver bunch
length. (b) Injected charge detected on the ESPEC versus the driver bunch length
measured by the BCM with the correction factor calculated from Figure 5.3. A clear
optimum in the injected charge was observed for measured bunch lengths ∼ 100 fs;
approaching the overcompression regime (black dashed line), the injected charge de-
creased again. Note that drifts in the machine meant that the chirp settings required to
compress the driver were different to the data in Figure 5.3, which was acquired some
time earlier in the experimental run.

Driver focusing

Although the current-profile of the driver plays a vital part in how the wake is gener-

ated, it more generally depends on how much of this current is located transversely

within the wake (σr,d ≲ k−1
p )—meaning that the transverse phase space of the beam is

also equally important. In experiment, this translated to proper focusing of the driver

into the plasma, in order to produce a strong enough wake.

Figure 5.26 shows a 2D scan of the two final focusing quadrupoles, performed in

the June 2021 experimental run. As explained in Section 5.1.1, the optical configu-

ration was such that these magnets were able to change the longitudinal position of

the driver waist in the x and y planes approximately independently, with little effect

on the driver waist size. Accordingly, the normalised strengths of these quadrupoles

are denoted as ∆kx and ∆ky, controlling the position of the waist in the horizontal and
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vertical planes respectively. Whilst calculations of the absolute waist position from the

quadrupole currents would not be accurate enough at this scale, an important obser-

vation can be made about the sensitivity of the injection process to the driver focusing.

As shown in Figure 5.26, changes to the quadrupole strengths on the order of 1% were

enough to move the system from an optimised working point to one where injection

had completely ceased. This therefore highlights the need for precise control over

the focusing of the driver—something that is currently only achievable with the low

energy spread, highly stable beams produced by conventional machines like FLASH.
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Figure 5.26: Injection dependence on the drive beam focusing. (a) 2D grid of waterfall
plots of the witness beam energy spectra, measured on the ESPEC and grouped by the
relative focusing strengths of the final focusing quadrupoles ∆kx and ∆ky that control
the position of the driver waist in the x and y planes respectively. (b) 2D histogram
of the average injected charge detected on the ESPEC for each combination of ∆kx and
∆ky.

Laser—electron beam timing

During experimentation, a further powerful method of increasing the injected charge

was discovered. In previous iterations of this experiment, both lasers arrived promptly

before the drive beam (∼ 10 ps earlier), interacting with the plasma just after its cre-

ation. However, it was found that by letting the plasma evolve over timescales on

the order of tens of nanoseconds, the quality of injected bunches was dramatically

improved.

Figure 5.27 shows a demonstration of this from the June 2021 experimental run,

where the lasers were made to arrive earlier than the driver by multiple nanoseconds.

This was easily achieved by selecting earlier laser pulses from the oscillator to be am-
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plified, but meant that the delay could only be varied in steps of 18.46 ns (see Figure 3.9

on page 58 for the different options in adjusting the laser—electron beam timing). De-

spite this, a significant improvement in the injected charge was observed as the lasers

arrived earlier in time to the driver, with an optimum found at a setting of 18.46 ns.

For arrival times earlier than this, the amount of injected charge decreased again.
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Figure 5.27: Injection dependence on driver-laser arrival time difference, varied by
picking earlier laser pulses. (a) Waterfall plot of the witness beam energy spectra, mea-
sured on the ESPEC and grouped by the difference in laser and driver arrival time. (b)
Mean injected charge detected on the ESPEC for each arrival time difference, with er-
rorbars indicating the rms variation of the charge at a given timing.

The reason for the dramatic change in injected charge is not immediately obvious;

over these timescales, both the longitudinal and transverse plasma columns can be

expected to evolve in a way that is dependent on their initial density and temperature

distributions after generation—parameters that themselves depend on the neutral gas

mixture, the laser intensities and the laser polarisation [54]. Recall that the lasers are

both linearly polarised in the vertical directions in this case; as investigated in Ref.

[54], any ellipticity of the polarisation would indeed be expected to increase the tem-

perature of the resulting plasma. Note that internal injection of witness bunches us-

ing laser-seeded, hydrodynamically generated downramps has been experimentally

demonstrated before in both LWFA [110, 220, 221] and PWFA [118]. In this case how-
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ever, the injection mechanism does not rely purely on hydrodynamic expansion; the

transverse plasma column is still able to inject ∼ ps after it is generated by ionisa-

tion, before any evolution has taken place. Rather, hydrodynamic expansion modifies

the existing ’plasma torch’ structure, leading to in this case an increase in the injected

charge. Section 5.3.2 specifically explores the effect of a changing downramp on the

injection process in this context and attempts to explain how the evolution of these

downramps led to a change in the injected charge.

Another option to vary the arrival time between driver and lasers on the tens of

nanoseconds timescale was to make the drive beam arrive later. Adopted in later

experimental runs, this method involved selecting different RF buckets to accelerate

the drive beam in, with the advantage that this could be used to delay the drive beam

in steps of 0.77 ns—a much higher resolution than could be achieved with the laser

pulse selection technique (see again Figure 3.9 on page 58).

Figure 5.28 displays data from the experimental run in November 2021, where this

method was deployed. Again, by allowing the driver to arrive later than the lasers

by multiple nanoseconds, the injected charge increased, reaching an optimal value be-

fore declining again. The higher resolution of this scan provides more confidence that

the timing with the highest amount of injected injected charge was a true optimum in

the parameter space. However, one immediately notices that the timescale of this be-

haviour was shorter than in the previous case; the injection was optimal with 5.39 ns

drive beam delay, and almost completely ceased after ∼ 18.5 ns. The causes for these

disparate timescales are not clear, but it should be stressed that these measurements

were taken from separate experimental runs, with slightly different experimental con-

ditions. For instance, the drive beam peak current in November 2021 was measured

on the TDS to be ∼ 1.25 kA, as opposed to the 1.9 kA measured in June 2021 (see Fig-

ure 5.2). Moreover, changes in the focal spots of the lasers between shifts—specifically

deterioration of the transverse laser focus quality mentioned in Section 5.1.2—would

also be imprinted on the resulting plasma channels, inevitably impacting their subse-

quent evolution.
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Figure 5.28: Injection dependence on driver-laser arrival time difference, varied by
accelerating the driver beam in later RF buckets. (a) Waterfall plot of the witness beam
energy spectra, measured on the ESPEC and grouped by the difference in laser and
driver arrival time. (b) Mean injected charge detected on the ESPEC for each arrival
time difference, with errorbars indicating the rms variation of the charge at a given
timing.

5.2.4 Optimised working point

Using the methods detailed in the previous section, the injection process was opti-

mised for high charge and consequently high spectral density. Such an optimised

working point with 1000 consecutive shots from the June experimental run is dis-

played in Figure 5.29. Injection here was highly reproducible, generating witness

beams with low mean energy spreads of 1.3% FWHM and peak beam energies nar-

rowly distributed around a mean of (29.4 ± 1.5)MeV. A high average charge of

(19 ± 7)pC translated also to a high average peak spectral density ⟨(dQi/dE)peak⟩ =
(14± 6)pC MeV−1, with a maximum measured value of 36 pC MeV−1 (see Figure 5.29

(d)).
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Figure 5.29: Optimised injection working point. (a) Waterfall plot of the witness beam
energy spectra over 1000 consecutive shots, measured on the ESPEC and displayed in
chronological order. Histograms of the (b) peak spectral densities and (c) peak energies
are shown, each using 75 bins. (d) Example ESPEC image of a beam and its spectral
density profile (navy shaded curve) that reaches a peak value of 37 pC MeV−1—the
highest of all the shots in this dataset.

As alluded to in Section 5.2.3, the influences of the longitudinal laser pointing

could also be observed in the integrated plasma light yield. The plasma light sig-

nal could therefore be used to identify shots where the alignment of the drive beam

and the main accelerating channel were non-optimal for injection. Figure 5.30 demon-

strates this by sorting the shots by increasing integrated plasma light yield. For the

shots with the lowest integrated plasma light yields, little to no charge was injected.

Beyond this, one can see from the waterfall plot in Figure 5.30 that the injection be-

came visibly more stable for higher plasma light yields; for example, considering

only the 20 % of shots with the highest plasma light yields, the mean peak energy

is (28.6 ± 0.8)MeV—a lower energy than overall but with a relative rms jitter of 2.8 %

rather than 5 %. This then suggests that the longitudinal laser—driver alignment was

at least partly responsible for the overall jitter of the injection process and so decreas-

ing the jitter of this parameter should increase the stability of the injected witness

beams.

142



Chapter 5. Optimisation of a plasma cathode PWFA stage

15

20

25

30

35

E 
(M

eV
)

(a)

0

10

20

30

dQ dE
 (p

C
 M

eV
1 )

0

100000

200000

300000

400000

500000

600000

Pr
oj

ec
te

d 
Pl

as
m

a 
 L

ig
ht

 S
ig

na
l (

co
un

ts
)

0 200 400 600 800

Shots (sorted by integrated plasma light)

10

0

10

20

30

s 
(m

m
)

(b)

0
20
40

Q
m

ov
in

g

Figure 5.30: Optimised injection working point, with shots sorted by increasing
plasma light yield. (a) Waterfall plot of the witness beam energy spectra over 1000
consecutive shots, measured on the ESPEC and sorted in order of increasing plasma
light yield. Overlayed is a moving average of the injected charge (orange line), with a
window size of 10 shots. (b) Waterfall plot of the plasma light signal, projected over the
transverse axis and so illustrating the longitudinal variation of the plasma light.

5.2.5 Emittance measurements

A key part of characterising high-brightness beams is a measurement of their emit-

tance, typically involving the retrieval of the divergence and waist size of the beams

as they expand in free space. In this section, the previously optimised working point

is used as a basis for multi-shot object plane scan measurements (see Section 2.2.2

on page 18) of the witness beam divergence on the ESPEC. The dependence of this

divergence on a key experimental parameter—the laser-to-driver timing—is also in-

vestigated. Ultimately, the emittance measurements are limited on the ESPEC due to

an inability to resolve the waist size of the witness beams at the plasma exit. Mea-

surements on the LEMS for a particular high-brightness candidate working point are

therefore used, where a higher resolution makes true estimates of the witness waist

size possible. For the same data, the single-shot butterfly emittance measurement

is also attempted [183]—the results of which are then compared with its multi-shot

counterpart.
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ESPEC object plane scans

In order to ensure the highest resolution possible when characterising the transverse

properties of the injected witness beams, measurements at the ESPEC are performed

on the high energy screens (see Section 3.2.5 on page 53)

For the low-energy electron beams produced in this experiment, this involved op-

erating the ESPEC dipole with only small currents in order to deflect them to the

higher resolution screen. A drawback of this method was that hysteresis effects there-

fore became non-negligible, meaning previous calibrations obtained e.g. with a dipole

current scan of the high-energy drive beam would develop a systematic error. Al-

though the effect of hysteresis could in principle be mitigated by ’cycling’ the magnet—

ramping the field up and down to maximum and minimum values several times be-

fore returning to the desired setting—this would need to be performed many times

before the field could be reliably known for such small values. Additionally, the field

of this magnet often needed to be changed when switching between different screens,

requiring a cycling procedure each time which would ultimately become unfeasible.

However, this error could instead be accounted for using knowledge of the witness

beam mean energy that was already reliably measured on the low-energy screen. For

datasets taken on the high-energy screen, the mean energy was measured and com-

pared with the mean energy of witness beams obtained on the low energy screens,

with experimental conditions that were as close as possible to the working point in

question. The ratio of these two mean energies then served as a correction factor to be

multiplied with the energy axis of beams measured on the high energy screen, essen-

tially enforcing that the same mean energy was measured as that on the low-energy

screen.

Figure 5.31 shows an object plane scan measurement of the injected beams on the

ESPEC, performed in the June 2021 experimental run. The working point is that dis-

played in Figure 5.29. Figure 5.31 (a) displays the injected beams on the ESPEC screen,

projected onto the x-axis. In order to quantify the sizes of the beams on the screen

σx,i,screen, a gaussian is fitted to each projection whose width is taken to represent that

of the beam in the non-dispersive direction. The real size of each beam σx,i =
σx,i,screen
|Mx |

is plotted as a function of sobj,x in Figure 5.31 (b), where the magnification Mx and ob-

ject plane position sobj,x were calculated using the mean witness electron energy and

quadrupole strengths for each shot, following the procedure in Section 3.2.5.
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Figure 5.31: Example object plane scan measurement of internally injected beams on
the ESPEC. The working point is the same as that displayed in Figure 5.29. (a) Waterfall
plot of the screen x-projections, sorted in order of ascending object plane position sobj,x.
(b) Beam widths in the x-direction (navy dots), found from gaussian fits to the projec-
tions in (a) and plotted versus sobj,x, with the magnification of each beam Mx accounted
for. Equation 2.38 is fitted to the data (navy curve), with the errors on each width (from
the gaussian fits) used as variance-defined weights. From this fit, values relating to the
waist and divergence of the beam are extracted and displayed in the legend, along with
their fit errors.

By fitting Equation 2.38 to the points in Figure 5.31 (b), the expansion of the beam

into free-space was characterised, yielding a divergence σx′ = (0.32 ± 0.02)mrad and

waist size σx,0 = (167 ± 3)µm. Due primarily to the large waist size, the emittance

estimated here is also relatively large—ϵx,n,i = (3.5 ± 0.3)mm · mrad. Note that, the

waist position returned by this method also appears downstream of the end of the

plasma cell—by approximately (370± 20)mm in this case. This effect was reproduced

in many of the injected beam object plane scans performed in this experiment, includ-

ing in Ref. [197], where the presence of long exit ramps formed by the laser-ionisation

of residual gas beyond the capillary extent was suggested as a mechanism with which

the beam could be refocused downstream of the plasma cell. The feasibility of this

explanation is further discussed with the aid of simulations in Section 5.3.1.

In addition to the optimised working point, object plane scans were also per-

formed for different values of the laser—driver arrival time delay in order to investi-
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gate whether further improvements to the injected beam’s divergence could be made.

Figure 5.32 shows the divergences and waist sizes from object plane scans performed

at 3 different laser delay values—including the working point measured at the delay

tdriver − tlaser = 18.46 ns in Figure 5.31. As well as having a significant effect on the

injected charge (see Figures 5.27 and 5.28), allowing the driver to arrive on the order

of tens of nanoseconds after plasma generation also influenced the transverse proper-

ties of the internally injected beams. Figure 5.32 (a) shows that the divergence of the

injected beams decreased from a value of (0.71 ± 0.01)mrad, where the lasers arrived

promptly before the driver, down to a value of (0.30 ± 0.01)mrad, where the driver

arrived 36.92 ns after the lasers. Just as with the variation in injected charge, the reason

for the change in the divergence of the injected beams is not immediately clear. Over

these timescales, both the longitudinal and transverse plasma channels are expected to

evolve, in principle affecting both the initial injection event but also how the beams are

transported in and released from the plasma. In any case, the decreased divergence—

in combination with the increase in charge—suggests that allowing the driver to arrive

after some evolution of the plasma resulted in an enhanced brightness of the injected

beams. As a compromise between low divergence and high charge, the working point

at a delay of tdriver − tlaser = 18.46 ns still proved optimal. The real brightness however

could only be determined with knowledge of the true emittance, necessarily requiring

a reliable measure of the witness beam waist size. Figure 5.32 (b) shows that although

also decreasing with laser delay, the injected beam waist size measured on the ESPEC

during object plane scans remained relatively large (> 150 µm).
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Figure 5.32: Variation of horizontal divergence and waist size with driver—laser ar-
rival delay, measured on the ESPEC. As the laser arrives progressively earlier than the
driver, both the (a) divergence and (b) waist size of the injected witness beams decrease,
as estimated with the same method demonstrated in Figure 5.31. In the case of both the
divergence and waist size, the values (navy dots) are those extracted from the fits of
Equation 2.38, with the error bars representing the fit errors on these parameters.

Owing to the expansion of the beam at the plasma—vacuum transition, the waist

size would indeed be expected to be larger than the transverse beam size inside the

blowout. Nevertheless, the values measured here are likely overestimated due to lim-

its in the measurement technique. One such limit was the spatial resolution of the

diagnostic, which was further degraded due to scattering of the relatively low-energy

electron beams in the chamber wall (see Section 3.2.5). Another limit however came

from the natural chromaticity of the imaging system, coupled with the relatively high

energy spread of the injected bunches. Due to this chromaticity, only a small band-

width of energies within the electron beam could be properely imaged at a given time.

Any beam slices at energies away from the imaging energy would therefore appear

larger, resulting in a projected beam size that was an overestimate of the real beam

size. This is especially true around the waist, where the signal would form a ‘but-

terfly’ shape (see imaging beamline tracking simulations in Section 5.3.3). Ultimately,

whilst object plane scans on the ESPEC could provide a robust measurement of the

beam divergence, the combination of factors resulting in low spectral and spatial res-

olution made this diagnostic unsuitable for diagnosing the waist size of the injected

beams produced in this experiment.
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LEMS measurements

In contrast to the ESPEC, the LEMS is an in-vacuum diagnostic with a large amount

of pixels in the field-of-view, removing the measurement limits due to scattering and

poor screen resolution (see Section 3.2.5 on page 53). This results in both far higher

spatial and also spectral resolution, meaning that the widths of individual beam en-

ergy slices could be measured accurately. The beam waist size could therefore be bet-

ter characterised with this diagnostic, even in the presence of the natural chromaticity

of the imaging system. As is often the case however, this increased resolution comes

at a price; the bandwidth of the LEMS is much narrower than that of the ESPEC,

meaning that beams with an energy jitter often partially or even fully miss the screen.

Furthermore, the LEMS is positioned further downstream of the ESPEC in a beamline

designed for high-energy, 100 pC-charge bunches, making the stable transport of these

injected beams even more challenging. Such issues essentially precluded the applica-

tion of the multi-shot object plane scan method on the LEMS to the beams generated

in this experiment. Nevertheless, by collecting as many shots as possible whilst at-

tempting to image the waist of the injected beams, a more accurate value of the beam

waist size was estimated. Using Equation 2.29 in the absence of the correlation term,

ϵx,n ≈ γ · σx,0 · σx′ , (5.1)

this waist size σx,0 could be combined with the mean electron relativistic factor γ and

the divergence σx′ measured in Figure 5.31 to obtain upper limits on the average emit-

tance of the injected beams at this optimised working point.

Due to low signal-to-noise ratio, identification of shots that contain a reasonable

amount of charge was difficult. Even after subtraction of a background image acquired

with all beams blocked, the ambient noise around the signal when an injected beam

was present could fluctuate significantly. Consequently, a simple filter based on the

pixel count of the images does not provide a clear enough threshold. A technique that

instead worked well was to simply fit a gaussian to the projection each of the beams

in the x-direction. Shots were then discarded by filtering based on the fit peak value

and fit width. For example, if the fit has a high peak value but very narrow width,

the likelihood is that no beam signal is present and so the fit instead converges on hot

pixels. Conversely, if the fit peak is a similar level to that of the background and the

width of the fit very large, there is again likely no signal on the screen and the fit is

instead dominated by the background noise. Ultimately, this procedure identifies 154

images out of a set of 620 that contain a reasonable amount of injected beam signal;

148



Chapter 5. Optimisation of a plasma cathode PWFA stage

a manual inspection also confirms that little to no viable shots are rejected by this

method.
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Figure 5.33: Example injected beams measured on the LEMS diagnostic. A subset of
64 images are shown, with the median filter and binning procedure described in the
text applied.

Figure 5.33 shows a subset of the images that were identified with the aforemen-

tioned routine. Just as in the case of the ESPEC, the horizontal beam size for each shot

can be estimated from the widths of the gaussian fits to the projections in the previous

step. However, the width of the beam in a given shot is not constant across energy

slices, primiarly as a consequence of the chromaticity of the imaging system. Further-
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more, not all beams are perfectly straight, often possessing a slight tilt. Both of these

effects will result in an inflated projected width that contributes to an overestimate of

the actual beam waist. A more accurate measurement of the waist size would instead

be provided by the width of the beam slice that is properly imaged on the screen,

minimising the effects of chromaticity and tilt.

Identification of energy slices that are well-imaged is however non-trivial. Ideally,

each beam would make a clear ‘butterfly’ shape, from which a waist could be identi-

fied and measured. Although some shots show hints of this behaviour, a large amount

do not. This is likely because the divergence of the beam has to be large enough such

that the ‘butterfly’ structure appears over a relatively narrow bandwidth of energies,

which may only occur for a small number of shots. Furthermore, precisely imaging

a particular slice was challenging; the transport of the beams was very sensitive to

changes to the quadrupole settings, and optimisation of the imaging was made harder

still by the relatively unstable nature of the injected beams.

To obtain a fair measurement of the waist size from the images, a statistical ap-

proach was therefore adopted. In order to combat the relatively low signal-to-noise

ratio of this measurement, an image processing routine was first executed for each

shot. This involved the application of a 3 × 3 median filter, followed by the binning of

the image along the energy axis into slices 11 pixels wide. The background noise level

Cn of this image was then estimated by taking the maximum pixel value of a region

far from the signal. Only slices that have a maximum value that is greater than NminCn

are considered to contain enough charge to be viable, where Nmin is a free parameter.

Moreover, any images that contain no viable slices are completely rejected. With this

in mind, a value of Nmin = 2.5 was found to minimise the amount of low charge slices

that were selected, whilst also resulting in relatively few images being completely dis-

carded. Gaussians were then fit to the remaining energy slices and the width of the

narrowest slice in the x-direction was taken as the estimate of the true waist size.

The resulting widths found using this method are displayed in Figure 5.34 (a),

along with the projected beam sizes for comparison. Figure 5.34 (b) shows these

widths binned into histograms. Extracting the mean and standard deviation from

these distributions yields a shot-averaged projected beam width ⟨σx,proj⟩ = (143 ±
8)µm and minimum energy slice width ⟨σx,slice⟩ = (69 ± 4)µm, indicating that the

projected beam width does indeed result in an overestimate of the beam waist size.

As a test of the robustness of the minimum slice width method, the free parameters of

the algorithm—namely the median filter kernel size, bin width and the factor Nmin—

were varied. It was found that by independently adjusting these parameters by a
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factor of 2 resulted in a change of around only 10% in the value of ⟨σx,slice⟩, suggesting

that the procedure is reliable. Whilst the performance of this algorithm will have some

impact on the widths that are obtained, the range of values measured will also be due

to the fact that each beam will differ in quality, and also that the imaging is quite often

imperfect—the latter of which is likely to increase the estimated beam size.

Using ⟨σx,i,slice⟩ therefore as an upper limit on the waist size σx,0,i of the beams,

this can be combined in Equation 5.1 with the divergence measured for this work-

ing point on the ESPEC to yield an upper bound on the emittance of ϵx,n,i = (1.2 ±
0.1)mm · mrad. As a more optimistic estimate, taking the modal value (σx,slice,i)mode =

43 µm from the histogram in Figure 5.34 as the value of σx,0,i yields ϵx,n,i = 0.8 mm · mrad.
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x, proj = (143 ± 8) m
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Figure 5.34: Width measurements of injected beams on the LEMS. (a) Projected beam
widths (navy dots) and, for viable shots, minimum energy slice widths (orange crosses).
The mean values from the two width definitions are displayed as two horizontal lines
with colours that correspond to their respective data points; the shaded band around
each represents the standard error on the mean. (b) Histograms of the projected (navy)
and minimum energy slice (orange) widths, each made using the same 40 bins.

In addition to these multi-shot measurements of the emittance, another method

was also attempted that could be applied on a shot-by-shot basis [183]. In this case,

the chromaticity of the beam was used to our advantage, as beam slices with different

energies could be attributed their own object planes (and magnifications) for a given

set of quadrupole strengths. This essentially formed an object plane scan for a sin-

gle shot, from which the waist size and divergence could be extracted and the slice

emittance then calculated. The caveat of this method is that it necessarily relies on the

assumption that the emittance of each slice was equal. Furthermore, the appearance of

the ‘butterfly’ structure necessary to perform this analysis is not a given; only beams

that exhibited a clear waist on the screen can reasonably be used. This required beams
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to be well-imaged, but also favoured those with a larger divergence, such that a vari-

ation in the slice size due to chromaticity could be detected over a relatively narrow

energy bandwidth.
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Figure 5.35: Single-shot ‘butterfly’ emittance analysis of internally-injected beams on
the LEMS diagnostic. (a-d) Four examples of beams detected on the LEMS diagnostic
to which the ‘butterfly’ emittance measurement was applied. For each of the 40 energy
slices in a given image, a gaussian was fit to the x-profile; the width of each slice, di-
vided by the slice magnification, is plotted as a function of the energy E (orange points),
with the errorbars representing the error on the fitted gaussian widths. A fit of Equation
2.38 to the widths of the high-charge slices around the apparent waist of each beam is
also plotted as a function of E (red curves), with the corresponding fit parameters and
their errors displayed in the legend.

Figure 5.35 presents four beams to which this treatment was applied, as well as

the results that the analysis yields. Again, for reasons of low signal-to-noise ratio, a

median filter with a 3 × 3 kernel size was applied to each image, before dividing the

image into 40 energy bins—each of width 0.05 MeV. Gaussians were then fitted to

every energy slice, the widths of which divided by the slice magnification resulted in

the slice beam sizes σx,i,slice. In a plot of σx,i,slice versus the slice object plane sobj,x,slice,

a fit of Equation 2.38 to the high-charge, well-imaged energy slices yielded the waist

size, divergence and slice emittance.
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A common feature of the four beams presented in Figure 5.35 was the relatively

high divergence, with σx′ ≳ 1 mrad in all cases. Again, by exhibiting the butterfly

structure required for this analysis, beams necessarily have a relatively high diver-

gence, implying also large emittances. This is especially true if the measured waist size

is also large; σx,0,slice = (82 ± 2)µm for the beam in Figure 5.35 (c), which combined

with a large divergence σx′ = (1.7 ± 0.2)mrad results in an emittance of ϵn,x,slice =

(6.6 ± 0.5)mm · mrad. On the other hand, the shot shown in Figure 5.35 (d) provides

a more optimistic example. First of all, this beam acts as an exemplary candidate for

this type of analysis, possessing a clearly imaged waist with high charge density, away

from which the beam shows clear evidence of divergence. Moreover, the waist size of

this beam is one of the smallest measured with this technique—σx,0,slice = (22 ± 1)µm

, with a peak spectral density of ( dQi
dE )peak = 8 pCMeV−1 detected on the screen. Com-

bining the waist size of this beam with its modest divergence σx′ = (1.1 ± 0.1)mrad

results in a slice emittance of ϵn,x,slice = (1.2 ± 0.1)mm · mrad.

5.2.6 Brightness comparison

As a final step in the characterisation of the plasma cathode, the brightnesses of the

injected bunches can be compared to that of the incoming drive beam. Due to a lack of

information about the emittance of the beams in the y direction and also the length of

the injected bunches, a full 6D brightness estimate B6D was impossible for either the

driver or witness. However, using the properties that could be commonly measured

for both beams—namely the charge Q, energy spread σE and horizontal emittance

ϵx,n—the 3D brightness could instead be calculated as

B3D =
Q

ϵx,nσE
≈

( dQ
dE )peak

ϵx,n
, (5.2)

where Q
σE

is approximated by the peak spectral density ( dQ
dE )peak for a given beam. Since

ϵx,n was almost exclusively determined via multi-shot measurements and so roughly

constitutes a shot-averaged measurement of the horizontal emittance, mean values of

the peak spectral density are also used when calculating the 3D brightness.

For the June 2021 experimental run, the driver peak spectral density before plasma

interaction was found on average to be ⟨( dQd
dE )peak⟩ = 47 pC MeV−1. Although a di-

rect driver emittance measurement was not available from June 2021, the results from

April 2021 shown in Figure 5.5, where ϵx,n,d = (21.7 ± 0.4)mm · mrad, are believed to

be representative of the typical driver emittances used in the plasma cathode experi-
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ment. Combining these emittance and spectral density estimates using Equation 5.2

therefore yields a 3D driver brightness of B3D,d = 2.4 pC/MeV/mm · mrad.

In the case of the injected bunches, the average peak spectral density was mea-

sured to be
(

dQi
dE

)
peak

= (14± 6)pCMeV−1 for the optimised working point presented

in Figure 5.29. Characterisation of these beams on the ESPEC and LEMS then gave a

number of estimates of their emittances (see Section 5.2.5), each resulting in different

values of the witness 3D brightness B3D,i that are summarised in Table 5.1. Conserva-

tively estimating the injected beam emittance via the shot-averaged minimum energy

slice width detected on the LEMS yields B3D,i = 11.6 pC/MeV/mm · mrad—implying

a 3D brightness boost compared to the driver by a factor B3D,i
B3D,d

= 4.8. Moreover, using

the modal minimum energy slice width from the same data results in a more opti-

mistic estimate B3D,i = 17.5 pC/MeV/mm · mrad, amplifying the driver brightness

by an factor of 7.3 on average. Additionally, the brightness estimated using the slice

emittance ϵx,n,slice calculated for the shot in Figure 5.35 (d) is also included; its emit-

tance, combined with its peak spectral density of 8 pCMeV−1 yields a brightness of

B3D,i = 10.0 pC/MeV/mm · mrad, corresponding to a brightness boost by a factor of

4.2.

Emittance estimate
(

dQi
dE

)
peak

ϵx,n,i (mm · mrad)
B3D,i

(pC/MeV/mm · mrad)
B3D,i
B3D,d

γ · ⟨σx,0,slice⟩ · σx′ (14 ± 6) (1.2 ± 0.1) 11.6 4.8
γ · (σx,0,slice)mode · σx′ (14 ± 6) 0.8 17.5 7.3

ϵx,n,slice 8 (1.2 ± 0.1) 10.0 4.2

Table 5.1: Driver—witness brightness comparison. Each row represents a different
method of estimating the emittance and therefore 3D brightness of the injected beams.

Even in the most conservative case, these results therefore act as a demonstration

that the brightness of a drive beam in the 3D phase space defined by the energy dimen-

sion and a single transverse plane can be boosted via generation of a new, high-quality

witness beam directly inside the plasma wake. It can be expected that an amplification

in B3D likely also implies an increase in B6D. For a driver that longitudinally fills the

decelerating region of the blowout and a witness that is injected over all accelerating

phases of the wake, the lengths of the two bunches can be considered approximately

equal. Assuming that the driver emittance was similarly deteriorated in the vertical

plane and that the emittances in each direction were approximately symmetric for the

injected beam, a similar brightness increase can be expected from the reduced emit-

tance in the vertical dimension. Although the witness emittance is expected to be

slightly higher in y due to the asymmetry of the injection mechanism (see simula-
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tions in Section 5.3.1), it is not predicted to differ by orders of magnitude. Owing to

a similar emittance reduction in both transverse planes, these estimates predict a 6D

driver—witness brightness amplification by a factor of ∼ 85. Naturally, to truly val-

idate these predictions, experimental measurements are necessary. Possible methods

for measuring the currently inaccessible dimensions of the beams involved here are

therefore discussed as an outlook in Section 5.4.

It is also demonstrative to compare the quality of the injected bunches produced in

this experiment with that from other internal injection experiments. Although produc-

ing beams of slightly higher mean energy (∼ 50 MeV) and higher charge (∼ 30 pC), the

previous iteration of this experiment presented in Ref. [197] only managed to measure

an injected bunch emittance of ϵx,n,i = (9.3 ± 0.3)mm mrad. Whilst demonstrating an

injection stability that was similar or even better than in Ref. [197], the major step of

the current work was to produce and measure injected beams with around a factor of

10 lower emittance—owed primarily to improved optimisation techniques and better

characterisation e.g. with the high resolution LEMS.

One can also draw a comparison with the internal injection experiment at FACET

reported in Ref. [215]. Here, a best-case estimate of the emittance of ϵn,x,i ≈ 1 mm mrad

was found—a similar level to the conservative estimates resulting from the multi-shot

characterisation in this work. On the other hand, the absolute spectral density of these

bunches is lower than in this work; a maximum of around 0.45 pC MeV−1 is shown in

Figure 4 (a) of Ref. [215]. A major difference between the work here and in Ref. [215]

is the much lower energy gain achieved in the former; it is possible that the relatively

high spectral density achieved in the current experiment would decrease if accelerated

to higher energies in a non-uniform accelerating field. As a fairer comparison, we can

therefore compare the spectral densities in units of charge divided by percentage energy
spread. In the case of Ref. [215] with energy gains of ∼ 500 MeV, the peak spectral

density is estimated as
(

dQi
dE

)
peak

= 0.45 pC MeV−1 × 500 MeV/100 = 2.25 pC %−1.

For the current work with energy gains on the level of ∼ 30 MeV, a similar calcula-

tion yields
(

dQi
dE

)
peak

= 4.2 pC %−1—still larger than Ref. [215], although by a lower

amount than when considering absolute energy spreads.

Ultimately, a future challenge will be to maintain the relatively high absolute spec-

tral density of the injected bunches in this experiment whilst accelerating them to

higher energies. The low witness energies in this experiment were attributed to the

method of generating the longitudinal plasma, with a more thorough understanding

obtained through simulations presented in Section 5.1.3. Additional results in the next

section however demonstrate a promising alternative for forming the main channel in
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a plasma cathode experiment that can overcome the limits of the laser-only method

discussed so far.

5.2.7 Discharge preionised case

During the June 2021 experimental run, it was found that by firing the discharge in ad-

dition to both lasers resulted in a significant increase in energy of the injected beams.

Figure 5.36 shows witness beam spectra for a discharge timing scan, measured on the

low energy ESPEC screen. Peculiarly, in this case no injected charge was detected

with the longitudinal laser blocked. With the discharge arriving after the drive beam

and lasers, the plasma density that the driver initially experienced was identical to the

laser-only case. Firing the discharge such that its arrival preceded that of the driver

then began to increase the energy gain of the injected bunches up to a measured max-

imum of ∼ 180 MeV. This was presumably a result of an increase in the degree of

ionisation; by scanning the rising edge of the discharge pulse over the time-of-arrival

of the driver, the average plasma density in which the wake was driven increased,

along with the average accelerating gradient. This came at the expense of charge,

with only ∼ 1 pC-level beams being detected for the highest energies. Whilst a non-

optimal imaging energy for these beams could be partly responsible for this, it should

be emphasised that the driver was still optimised for the laser-only case, and not for

the completely different plasma that the additional discharge inevitably generated.

One may expect that the density profile generated by the discharge—which increases

with the rising current of the discharge pulse—is slightly modified by the longitudi-

nal laser, which will also be able to ionise neutral gas beyond the discharge electrodes

at the exits of the capillary. From the perspective of the injector, it is also unclear

how much of the upper levels of argon remained unionised after the discharge for the

transverse laser to generate the density downramp. For an improved understanding

of this density profile, detailed simulations of both the discharge plasma which the

lasers then propagate through are ultimately required, but are beyond the scope of

this work. Nevertheless, this data demonstrates that a discharge is compatible with

optically-generated downramp injection, and with it, energy gains that are more ex-

pected of a PWFA can be achieved.
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Figure 5.36: Injection dependence on discharge timing in the laser-plus-discharge
preionised plasma cathode. Witness beam energy spectra measured on the ESPEC di-
agnostics show an increasing energy gain as the discharge is brought earlier in time.
Throughout the scan, the imaging energy remains at 50 MeV (horizontal black dashed
line).

In the September 2021 experimental run, another attempt at a discharge-assisted

plasma cathode was made—this time demonstrating that internal injection was pos-

sible without the need for the longitudinal laser. Figure 5.37 displays one of a handful

of beams that were detected on the low energy ESPEC screen, with only the discharge

and the transverse laser firing. Like those in Figure 5.36, the energy gain of the beams

here already more than doubled those achieved in the laser only case. As in the laser-

plus-discharge case, the spectral density of the bunches was also not very high, with

a peak of only 0.3 pCMeV−1 for the 2 pC-charge beam in Figure 5.37. Similar reasons

for the low amounts of injected charge apply here as for the data in Figure 5.36, but

conditions of the injection on this occasion were also made less clear by the fact that

the discharge triggered the desynchronisation of the laser to FLASH—likely the re-

sult of an electromagnetic disturbance from the discharge pulser unit that interfered

with the laser synchronisation electronics in the room above. Ultimately, this meant

that the relative time-of-arrival of the injector laser to that of the driver and discharge

was completely unknown. In spite of these drawbacks, this data demonstrates that a

plasma cathode can in principle be operated with discharge preionisation and a low

energy injector laser. The advantages of such an operation mode, and how it could be

achieved in the future, are discussed in Section 5.4.
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Figure 5.37: Example injected beam from a purely discharge-preionised plasma cath-
ode stage. The spectrum of the bunch is also shown (navy shaded curve) , with a peak
spectral density of 0.3 pCMeV−1. The imaging energy for this measurement was set to
100 MeV (black dashed line).

5.3 Simulations

In the following section, a variety of simulations are presented that are intended to

give a deeper understanding of the internally injected witness beams that were mea-

sured in experiment and also provides information about properties of the injected

bunches that were impossible to measure in the experiment.

5.3.1 Plasma cathode stage modelling

Simulations of the PWFA-based plasma cathode stage were performed in the full 3D

PIC code WarpX [150]. A 200 µm × 200 µm × 400 µm co-moving simulation domain

was used, with cell sizes dx = dy = 0.39 µm and dz = 0.14 µm shown to produce

convergence in key parameters e.g. the injected bunch charge and emittances.

Based on that characterised for the June 2021 experimental run in Section 5.1.1,

the 304 pC, 689 MeV drive beam in this simulation was initialised in vacuum with
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3 × 105 equal-weight macroparticles. The mean profile in Figure 5.2 (b) was used

as the current-profile of the driver. For simplicity, the driver was modelled with a

gaussian energy distribution of rms width of 5 MeV. Similarly, the transverse phase

space of the beam was gaussian and symmetric in x and y, with emittance ϵn,x,d =

ϵn,y,d = 20 mm mrad; the driver was initialised such that it reaches a symmetric focus

that would have an rms width in vacuum of σx,0,d = σy,0,d = 16 µm at the location

z = 0 i.e. the start of the plasma cell.

The plasma profile used in the simulation is based on that derived from laser-

plasma generation simulations in Figure 5.13. For simplicity, the case where the driver

propagates on-axis with the main plasma column is modelled; the main plasma chan-

nel is assumed to vary only in the longitudinal direction [i.e. as in Figure 5.13 (b)],

whereas the transverse plasma’s shape in (y,z) is still fully captured [see inset of Fig-

ure 5.13 (b)]. The profile continues until z = 60 mm, after which the exiting driver

and injected bunch propagate for around an extra 10 mm in vacuum. For the majority

of the plasma, 1 × 1 × 1 macroparticles per cell in (x, y, z) are used. This is with the

exception of a 400 µm-long region centred on the middle of the plasma density spike,

which has a higher macroparticle-per-cell number of 1 × 1 × 4—i.e a 4 times higher

macroparticle density along the z axis—in order to better sample the injected bunch.

Although a non-zero plasma temperature is known to effect the fine structure of the

wake [222] and the fields therein [223–226], the initial plasma temperature in these

simulations was assumed to be 0 K for simplicity—a common practice for simulations

of the plasma acceleration of electrons. Whether this would effect the injection and ac-

celeration of electron bunches in this particular case was out-of-scope for this project,

but could be investigated in the future.

Figure 5.38 summarises the key events in the plasma cathode stage simulation. As

depicted in Figure 5.38 (a), the driver is focused into the plasma and drives a wake

in the relatively high density region at the start of the plasma cell. At a longitudinal

position of z = 20 mm, the driver reaches the density spike formed by the transverse

laser, where the plasma wake rapidly contracts before again extending on the down-

ramp [see Figure 5.38 (b)]. This promotes the injection of plasma electrons into the

wake, some of which become trapped and accelerated. For a short distance after injec-

tion, the injected witness bunch is located at the back of the plasma wake with some

evidence of beam loading apparent in the flattened shape of the longitudinal electric

field (red lineout), as shown in Figure 5.38 (c). This however is short-lived; as the

plasma density decreases with propagation, the wake expands such that the witness

is no longer located near the wake vertex and instead experiences a gradually reduc-
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ing accelerating field [see Figure 5.38 (d)]. Eventually, the driver and injected bunches

reach the end of the plasma and are released into vacuum.

The next sections cover the key aspects of the plasma cathode stage simulation in

more detail, namely the generation of the plasma wake by the driver, followed by the

injection, acceleration and extraction of the injected witness bunches.
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Figure 5.38: Plasma cathode stage simulation snapshots. Four steps in the simulation
are shown: (a) initial wake generation by the driver, (b) downramp injection of wit-
ness beam electrons, (c) acceleration of an injected bunch at the back of the wake with
beam loading and (d) acceleration of the witness electrons in a low density plasma. The
simulation is visualised by plotting a slice at x = 0 of the driver nd , plasma ne and in-
jected ni electron number densities. A lineout of the longitudinal electric field Ez along
(x, y) = (0, 0) is also plotted (red lines).

Wake generation

Figure 5.39 shows how the drive beam is coupled into the plasma in the simulation

and its transverse dynamics within the wakefield that it generates. The evolution of

the driver beam width in the absence of plasma is represented by the navy dashed

line in Figure 5.39 (a). However, with the plasma present (filled blue curve), the driver

experiences an extra focusing force to due plasma lensing (navy curve), reaching a

minimum rms width of 9.5 µm at z = 2 mm. After this however, the driver continu-

ally expands as the focusing force of the wakefield driven in the decreasing plasma
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density profile is smaller than the effective defocusing force due to the beam’s large

emittance (see Equation 2.71). At all points along the accelerator, the drive beam width

is less than the plasma skin depth k−1
p [orange line in Figure 5.39 (a)]—one of the pre-

conditions for driving a non-linear wakefield [77, 227].

The evolution of the longitudinal wakefield Ez along the propagation axis is de-

picted by the waterfall plot in Figure 5.39 (b). The co-moving coordinate z − ct is

defined such that ct is the longitudinal centroid position of the driver. In the first

∼ 10 mm after the start of the plasma cell, wakefields of amplitude O(10 GVm−1)

are driven in the first blowout; initially, multiple periods of the plasma oscillation are

present in the simulation box. However, as the plasma density decreases, the wake ex-

pands, leading also to a decrease in the wakefield strength. For example, at z = 30 mm

the wakefield amplitude has decreased to O(1 GVm−1), and the first wakefield period

only just fits into the simulation box. This behaviour is interrupted only momentarily

at the injection point due to the high density plasma spike, but this has no discernible

effect on the driver evolution downstream.

Figure 5.39 (c) shows the consequences of the wakefield evolution on the slice

transverse size of the drive beam σx,slice,driver. Slices towards the front of the beam

are focused into the plasma, before expanding due to the driver’s emittance. This

expansion is indeed faster for charge at the very head of the beam that resides out-

side of the wake cavity and so does not experience the focusing force of the exposed

plasma ions. At the tail, the full longitudinal extent of the driver does not initially fit

inside the first wake cavity; some slices are, for a period of time, located behind the

first wake vertex (solid red line) and as such experience a defocusing force, causing

their σx,slice,driver to increase before eventually being lost from the simulation. This de-

focusing is also evidenced by a temporary rapid increase in the projected beam size

σx,driver [see Figure 5.39 (a)], before decreasing again as the charge is lost. Slices that are

contained within the first wake but are located behind the first zero crossing (dashed

red line) will at that point reside in the accelerating region of the wakefield, actually

gaining energy. This energy gain, as well as the energy loss that most of the driver

electrons experience, is summarised in Figure 5.40.
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Figure 5.39: Wake generation in the plasma cathode stage simulation. (a) The evolu-
tion of the driver rms width in vacuum σx,driver,vac (dashed navy line) and in the plasma
σx,driver (solid navy line) are shown. For comparison, the skin depth k−1

p (orange line)
calculated from the plasma density ne (blue filled curve) is also plotted. (b) The longi-
tudinal electric field Ez is plotted as a function of propagation distance, decreasing in
amplitude as ne reduces. (c) A waterfall of the slice driver width σx,slice,driver variation
with propagation is shown. Extracted from the plot in (b), the positions of the first zero
crossing of Ez (dashed red line) and the first wake vertex (solid red line) are also plot-
ted.

Figure 5.40 (a) shows the evolution of the driver energy spectrum as a function of

propagation distance. As the driver enters the plasma, a large amount of the charge

decelerates; a small amount resides for a time in the accelerating region of the wake,

reaching energies as high as ∼ 800 MeV. Due to the decreasing plasma density, the

rate of deceleration decreases as the driver propagates. Charge that was originally

accelerated also eventually becomes placed in the decelerating region of the expanded

wake and so is decelerated back down to lower energies.

The longitudinal phase space of the drive beam at the end of the simulation is de-

picted in Figure 5.40 (b). As highlighted, the final, maximum energy loss of the driver

electrons was around 130 MeV—somewhat larger than the experimental measurement

shown in Figure 5.18. This discrepancy can likely be attributed to the idealised, sim-

plified input beam used in this simulation, as well as any imperfect modelling of the

plasma profile. On the other hand, the experimental measurement is also imperfect,

where only a finite range of energies can be imaged simultaneously. Overall however,
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these results indicate that the main features of the drive beam interaction with the

plasma are approximately captured.
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Figure 5.40: Driver deceleration in the plasma cathode stage simulation. As shown
by the evolution of the drive beam spectrum in (a), the overall driver loses energy to
the wakefield, with a small amount of electrons located in the accelerating region of
the wake gaining energy—resulting in the longitudinal phase space at the end of the
simulation depicted in (b).

Longitudinal phase space evolution of injected bunches

After injection into the wake, the trapped witness bunch is accelerated by the wake-

field. This acceleration process is summarised in Figure 5.41. As shown by the witness

energy spectrum evolution in Figure 5.41 (a), the mean energy and rms energy spread

of the injected bunch increases to values of 27.3 MeV and 2.0 MeV respectively. The

rate of growth of both of these quantities depends on the plasma density ne [filled blue

curve in Figure 5.41 (a)] at the given position, determining both the wakefield ampli-

tude and also the accelerating phase at which the injected bunch is located within the

blowout.

Figure 5.41 (b) shows a similar plot of the longitudinal electric field as that in Figure

5.39 (b) but with more emphasis on the the accelerating field that the injected bunch

experiences. The position and extent of the witness bunch in the co-moving coordi-

nate is represented by the orange band; after acceleration to relativistic velocities, the

bunch stays at approximately the same comoving position relative to the driver. As

the plasma density reduces however, the decreasing wakefield amplitude, as well as

the fact that the witness is located at phases further forward in the expanding wake,

decreases the acceleration gradient that the bunch experiences until the evolution of

its energy spectrum essentially plateaus.

As well as the overall, correlated energy spread of the injected bunch, also of in-
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terest is its uncorrelated, slice energy spread δErms,slice—the evolution of which is de-

picted in Figure 5.41 (c). Just after the formation of the witness, the slice energy spread

across the bunch is on the level of ∼ 0.1–0.2 %. The energy spread of slices at the

front of the bunch however increases with propagation distance, reaching values of

∼ 0.4 % by the end of the plasma. An apparent reason for this is phase slippage; note

how in Figure 5.41 (c), the bunch slices appear to move backwards in the co-moving

frame. This is more pronounced for slices at the head of the bunch, implying dif-

ferential phase slippage across the bunch’s length. A consequence of this is that the

bunch becomes slightly shorter as electrons originally located further forward begin

to slip into slices further back. These particles will also have experienced a lower

energy gain to those at later accelerating phases, such that the slippage of these elec-

trons into later slices leads to an increase in the slice energy spread. This is due to

the bunch having a spread of velocities due to its energy spread, with electrons at the

head travelling slower. Specifically, once the bunch has reached βz ∼ 1 and is near-

phase-locked at around z = 30 mm, the rms spread of the longitudinal velocities due

to the bunch energy spread is given by σβz ≈ 2.7 × 10−4, implying a decrease in the

rms bunch length of around 0.5 µm between z = 30 mm and z = 50 mm. This is in

agreement with the bunch length decrease observed in simulation; whereas the rms

bunch length is around σz = 10.7 µm at z = 30 mm, the bunch length decreases to

10.2 µm by z = 50 mm, suggesting that the phase slippage is a result of the bunch’s

velocity spread rather than e.g. betatron motion [228].
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Figure 5.41: Acceleration of injected bunches in the plasma cathode simulation. (a) The
evolution of the injected bunch’s spectrum is shown, overlaid with the plasma density
profile (filled blue curve). The decreasing rate of acceleration can be explained by the
evolution of the wakefield shown in (b), with the location of the witness bunch therein
represented by the orange band. (c) Due to phase slippage of the witness electrons, the
slice energy spread also evolves during acceleration.

Transverse phase space evolution of injected bunches

As the injected bunch accelerates, its transverse phase space also evolves. The evolu-

tion of key transverse properties of the injected bunch—namely its width, divergence

and emittance—are summarised in Figure 5.42.

After injection, the beam width and divergence oscillate, as shown by the solid

blue and red lines in Figure 5.42 (a) and (b). Overall, the size of the beam envelope

and also its divergence is larger in y than in x, presumably due to the curvature of the

downramp in the y-direction. As the injected bunch propagates into regions of lower

plasma density, the restoring focusing force of the plasma ions decreases, allowing the

beam to slightly expand whilst simultaneously reducing its divergence. Beyond the

end of the plasma cell (z > 50 mm), the plasma density decreases gradually to zero;

in this region, the divergence of the beam in x and y is reduced from around 1.9 mrad

and 4.1 mrad to 0.8 mrad and 1.4 mrad respectively. Note that beyond z = 60 mm—

where the divergence has already began to plateau—the plasma density is assumed

to be zero. After this the divergence no longer decreases and the beam width grows

as the bunch diverges into free-space.
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Figure 5.42: Transverse phase space evolution of injected bunches in the plasma cath-
ode stage simulation. The evolution of the injected bunch’s rms (a) width, (b) diver-
gence and (c) normalised emittance is plotted, with the blue and red solid lines rep-
resenting the respective quantities in each direction. In addition, the dashed lines in
(a) depict the virtual waist of the outgoing injected bunch. Slice emittances across the
bunch are also plotted in (d) for z = 30 mm (dashed lines) and z = 50 mm (solid lines).

By back-propagating the injected bunch’s Twiss functions, the virtual waist of the

beam can be plotted in both dimensions (red and blue dashed lines in Figure 5.42

(a)). Object plane scan measurements of the beam should in principle reconstruct this

virtual waist, which shares the same divergence as the bunch has in vacuum but has

a minimum beam size that is necessarily larger than the bunch width inside the wake.

In this case, the virtual waist sizes in x and y are σx,virtual,0 = 3.5 µm and σy,virtual,0 =

7.5 µm.

Figure 5.42 (c) shows the evolution of the normalised emittance in x and y through-

out the plasma stage. Again, there is an asymmetry between the two transverse

directions; the emittance in y is greater than that in x. In both x and y the beam

also experiences some projected emittance growth, up to values of 0.14 mm mrad and

0.55 mm mrad respectively at z = 50 mm. In order to determine the source of this

increase, the slice emittance can also be studied.

The lines in Figure 5.42 (d) depict the slice emittance in x (blue) and y (red), at

propagation distances of z = 30 mm (dashed) and z = 50 mm (solid). Although there

is some increase in the slice emittance—the average slice emittance in y for exam-

ple increases from 0.14 mm mrad to 0.17 mm mrad—this growth likely arises from the

phase slippage of electrons between slices, in a similar way to the increase in slice
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energy spread. Moreover, the slice emittance change due to phase slippage would

not impact the projected emittance and even for the maximum emittance slice in y, its

value only grows to a value of 0.4 mm mrad and so cannot account for the full increase

of the projected emittance growth in that direction.

Rather than an increase in the intrinsic emittance of the bunch, this growth in pro-

jected emittance appears more consistent with that due to betatron decoherence, which

also explains the oscillations that are visible in ϵx,n and ϵy,n [31]. Figure 5.43 explores

this by extracting the Twiss parameters of the individual slices of the injected bunch

and using these to plot their corresponding trace space ellipses. As shown in Fig-

ure 5.43 (a) and (b), the slice ellipses at z = 22 mm in both x and y trace spaces are

relatively well aligned, with the exception of some low-charge slices.

However, this situation changes as the bunch propagates. Figure 5.42 (c) and (d)

plot the evolution of the slice Twiss α function for each direction αx,slice and αy,slice—a

parameter quantifying the position-angle correlation and thus the orientation of the

slice trace space ellipses. As with the oscillations in the beam width and divergence in

Figure 5.42 (a) and (b), the oscillatory behaviour of the α function shows that the slices

were at no point matched to the plasma; if this were the case, this parameter would

equal zero. In addition, the particles in different slices undergo betatron oscillations

at different frequencies across the length of the bunch, highlighted by the curvature

of the vertical bands in the plots of αx,slice and αy,slice. Due to the fact that the wake

is driven in the blowout regime, the focusing field that each bunch slice experiences

is the same. The reason for the variation in betatron frequency is therefore due to the

energy spread of the bunch, rather than the bunch length. In any case, the result is

that as the bunch propagates, the slice trace space ellipses will rotate at different rates,

resulting in an overall larger projected emittance.
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Figure 5.43: Betatron decoherence of injected bunches in the plasma cathode stage
simulation. At a position in the plasma of z = 22 mm, the slice trace space ellipses
in the (a) x-x′ and (b) y-y′ planes have approximately the same orientation, with the
projected trace space ellipse in each plane plotted with a black dashed line. As the
bunch propagates, different slices oscillate with different frequencies, as shown by the
evolution of (c) αx,slice and (d) αy,slice. At z = 47 mm, the slice phase trace ellipses were
therefore misaligned in both (e) x-x′ and (f) y-y′, leading to projected ellipses (black
dashed lines) with larger areas (i.e. larger emittances). Note that all of the ellipses
shown are colour-coded based on the charge in their respective slice Qslice, normalised
by that of the maximum-charge slice Qslice,max.

This is illustrated by the slice trace space ellipses in Figure 5.43 (e) and (f), taken

at z = 47 mm. Observe that the ellipses are in general less well aligned than those

in Figure 5.43 (a) and (b), which includes also those slices with significant charge.

Although the ellipses have not fully decohered (which would lead to a saturation in

the emittance growth), this suggests that betatron decoherence is indeed the primary

source of the in-plasma projected emittance increase observed in these simulations.

Note that a related source of emittance growth is that due to misalignment, as

explained in Section 2.2.2 on page 16. Any misalignment of the injected bunch—for

example due to any asymmetries in the wake as it transitions the density downramp—

could therefore lead to an even higher growth in the projected emittance than that

shown here.

Another potential source of in-plasma emittance growth that is not explicitly mod-
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elled in the PIC simulation is that due to scattering of the injected beam by on-axis

atoms and ions [see Section 2.2.2 on page 15] [39, 229, 230]. As the plasma generated

consists mainly of relatively heavy, singly ionised argon ions, the ion scattering term

in Equation 2.35 is considered negligible. The neutral atom scattering term may how-

ever contribute to emittance growth; due to the fact that only a small fraction of the

gas is ionised over the later parts of the plasma cell, a significant amount of neutral

atoms are present in the path of the injected bunch.

Equation 2.35 is therefore applied—considering only neutral atom collisions—to

the beam parameters extracted from the injection simulation in order to estimate the

emittance growth in each direction due to scattering, the results of which are presented

in Figure 5.44. The neutral density ngas (grey filled area in Figure 5.44) is inferred by

subtracting the longitudinal plasma profile from Figure 5.11 from the initial neutral

gas profile in Figure 5.10. Although initially high as the bunch is injected, the emit-

tance growth per unit distance in both planes, dϵx,n
ds and dϵy,n

ds [red and navy dashed lines

in Figure 5.44], on average decreases as the bunch accelerates. Due to its dependence

on the beta functions in each plane βx,y [navy and red solid lines in Figure 5.44], the

emittance growth-rate oscillates with the bunch width. Although the beta functions

naturally expand at the plasma exit, the low amount of neutral gas at this point means

that the emittance growth-rate does not increase dramatically.
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Figure 5.44: Neutral gas scattering-induced emittance growth estimates in the plasma
cathode stage simulation. The emittance growth rate in x and y (blue and red dashed
lines) is calculated from the beta functions in the respective directions (blue and red
solid lines) and the remaining on-axis neutral gas density after laser ionisation (grey
filled curve).
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By integrating dϵn
ds over all s, the total amount of emittance growth due to scat-

tering is found to be ∆ϵx,n = 0.03 mm mrad and ∆ϵy,n = 0.04 mm mrad in x and y
respectively—on the level of 10 % of the final injected beam emittance in the PIC sim-

ulations. This in principle means that neutral gas scattering could contribute a non-

negligible amount to the in-plasma emittance growth in experiment. To explore this

further, the effect of scattering could be computed during the PIC cycle—a capability

that is indeed offered by WarpX [231, 232]—such that any evolution of e.g. the injected

beam’s beta functions due to the scattering-induced emittance degradation are taken

into account in the calculations.

Finally, note that increasing the ionisation degree of the plasma would have a two-

fold positive effect in mitigating emittance growth from neutral gas collisions. Firstly,

a higher ionisation degree naturally means a lower amount of neutral gas for the beam

to collide with. Secondly, the bunch would be accelerated by a greater average acceler-

ating field, leading to higher energies and thus further reducing the effect of scattering.

Any neutral gas scattering-induced emittance degradation present in this experiment

is therefore yet another consequence of the sub-optimal plasma generation method.

Injected bunch overview

At this stage, it is instructive to review the key properties of the injected bunches

at the end of the simulated plasma stage and also compare them with experimental

results. Figure 5.45 depicts the longitudinal phase space of the bunch at a position z =

50.4 mm, with key properties such as the spectral density (filled purple curve) and slice

quantities also plotted. Remembering that the working point being modelled is one

in which the plasma has not been allowed to evolve after it is created, the simulation

results here should be compared to those in experiment where the lasers arrive just

before the drive beam.
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Figure 5.45: Injected bunch spectrum, longitudinal phase space and slice properties at
the exit of the simulated plasma cathode stage. The injected bunch (a) spectrum and its
corresponding (b) longitudinal phase space are plotted, where E is the particle energy
and δz is the longitudinal position relative to the bunch centroid. Included also in (c) are
lines representing the slice emittance in x and y (blue and red), the slice energy spread
(orange) and the current (black).

In the case of the injected charge, the charge Q = 19.3 pC simulated here should be

compared to the first scan point corresponding to a delay tdriver − tlaser = 0 in Figure

5.27 on page 139, where the average charge is measured to be Qi = (3.7 ± 3.2)pC and

the maximum charge (not shown) is 15.6 pC. As the simulation represents a rather

idealised case (e.g. with optimal driver—downramp alignment and a transversely

symmetric driver), it is reasonable to make the comparison to the maximum measured

injected charge , which is closer than the average but still around 20 % lower than in

the simulated case.

In terms of the spectrum of the injected bunch, the peak spectral density
(

dQ
dE

)
peak

in the simulation is 5.7 pCMeV−1. In spite of the higher charge in simulation, this is
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in fact lower than that of the maximum charge bunch from experiment discussed pre-

viously, where
(

dQi
dE

)
peak

= 10.3 pCMeV−1. This is due to a discrepancy in the energy

spread of the two spectra, which is lower in the experimental case (1.5 MeV FWHM)

than in simulation (2.4 MeV FWHM). On the other hand, the energy gain of the simu-

lated injected bunch is remarkably consistent with experiment. As found in nearly all

of the experimental results that use only the longitudinal laser to preionise the plasma

cathode stage, the energy gain was limited to around 30 MeV. In the simulation, the

energy Epeak at which the peak spectral density occurs is 29.0 MeV, giving further con-

fidence that the modelling of the plasma profile and the wake generated therein is

representative of the experiment.

A noteable discrepancy between the injected beams measured in experiments and

those modelled in simulations lies in their transverse properties. Considering only the

x direction (i.e. the only direction in which transverse beam measurements could be

made with the spectrometers), the 0.80 mrad rms divergence at the end of the simu-

lated plasma cathode stage is at a similar level to the (0.7 ± 0.1)mrad measured for

this working point in experiment [see first data point in Figure 5.32 (a)]. The size of the

virtual waist at the plasma exit is however smaller in simulations [σx,virtual,0 = 3.5 µm

in Figure 5.42] than at any working point measured in experiment; one of the smallest

waist size estimates was provided by the minimum energy slice beam size of the shot

displayed in Figure 5.35 (d), at a value of σx,slice,0 = (22 ± 1)µm. Consequently, the

emittance of the simulated injected bunch ϵx,n = 0.14 mm mrad is much smaller than

any measured in experiment. This may indicate further limits to the resolution of the

experimental measurements that have not been considered, but is likely also a result

of emittance growth sources that are not captured by the current model.

Some sources of in-plasma emittance growth have already been investigated in

simulation—namely those due to betatron decoherence and neutral gas scattering. Al-

beit studied in a rather idealised model, these effects alone do not appear to explain the

larger emittances measured in the experiment. Further sources of emittance growth,

whether real or apparent, may however also arise in the transport and measurement

of the injected beams on the spectrometer screen—something studied in Section 5.3.3.

For now, brightness calculations can be performed for the simulated beam as it

exits the plasma. As defined by Equation 5.2, the 3D brightness of the injected beams

in these simulations is 41 pC/MeV/mm · mrad; an amplification of ∼ 34 compared

to the 1.2 pC/MeV/mm · mrad 3D brightness of the simulated driver. However, with

full access to the full 6D phase space in simulations, calculations of the 6D brightness

can also be performed. Using the 0.19 kA peak current of the simulated witness bunch
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and including also its emittance in y, the 6D brightness of the injected bunch from

Equation 2.31 is 1.2 kA MeV−1 mm−2 mrad−2. Despite the reduction in current, this

represents a brightness boost by a factor of ∼ 1300 compared to the simulated driver

and its initial 6D brightness of 9.5 × 10−4 kA MeV−1 mm−2 mrad−2.

5.3.2 Injection downramp evolution

As noted, the working point modelled up to this point is one in which the driver

samples a plasma immediately after the latter is generated by the lasers i.e. tdriver −
tlaser = 0. However, it was found in experiment that allowing the plasma to evolve

on the tens of nanoseconds scale yielded both an increase (initially) in the measured

injected bunch charge (see Figure 5.27) and a decrease in its divergence [see Figure

5.32 (a)]—implying therefore an increase in the resulting brightness.

To understand how the plasmas might evolve on this time scale, consider that a

plasma column generated by a gaussian laser pulse will be hottest along its axis; from

longituidnal and transverse laser ionisation simulations in Figures 5.11 and 5.12, the

mean axial temperatures were found to be ∼ 2 eV and ∼ 10 eV respectively. This

results in a pressure gradient that leads to radial expansion. At least initially, this

will lead to a drop in the peak density of the column. Eventually, the supersonic

flow of the plasma will cause a Sedov-Taylor-like shock front to form [54], but will be

unsupported and its amplitude will decay as it propagates.

Exact modelling of this effect would require magneto-hydrodynamics simulations

of both the longitudinal and transverse plasma channels with precise knowledge of

the initial conditions of the system—something currently out of reach (and out of

scope) in this work. Nevertheless, progress can be made by constructing a simple,

idealised model of the injection process and considering how hydrodynamic evolu-

tion of the plasma would change the simulation parameters and therefore the injected

bunches.

Such a model was created using FBPIC, concentrating in this case purely on the

evolution of the injection downramp and its ramifications for the injected bunches.

Here, the simulation box had dimensions in (r, z) of (106 µm × 354 µm), with corre-

sponding cell sizes in each direction of (0.4 µm × 0.25 µm) and 2 azimuthal modes.

The gaussian driver initialised in this simulation is the same as in the WarpX case

(see Section 5.3.1 on page 158 for parameters) in all respects apart from the current;

although a peak current of 1.9 kA was again used, the driver was modelled here with

a gaussian temporal profile. A total of 3 × 105 fixed-weight macroparticles were used

to model the driver electrons.
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Figure 5.46: Idealised injection downramp simulation plasma profile. The main
plasma channel is modelled as a trapezoid varying only in the longitudinal direction
with a flattop density of n0. An additional trapezoid in the centre of this profile with
a peak density hrn0 above the base provides an idealized injection downramp (shown
in more detail in inset), with ramp height hr and length Lr as parameters that can be
varied.

This driver comes to focus at the end of the entrance upramp of the plasma pro-

file presented in Figure 5.46. In this case, the accelerating channel was modelled by

a trapezoid function with a 9 mm-long flattop and 0.5 mm-long linear entrance and

exit ramps. The maximum density of this channel n0 is 2× 1016 cm−3—approximately

the density of the main plasma channel in the injection region (see Figure 5.13). At the

centre of this profile is a density spike modelled by a trapezoid of additional peak den-

sity hrn0 and ramp length Lr, where hr and Lr are parameters to be varied. The flattop

length of this density spike is fixed at 40 µm; changing this parameter to lengths of

25 µm , 10 µm and 2.5 µm was however not shown to have a large effect over the pa-

rameter space considered here. For simplicity, and for cylindrical symmetry in FBPIC,

the ramp was considered to only vary longitudinally; rather than the plasma column

with finite y-extent that was previously modelled, the transverse plasma is instead

here a density slab, extending infinitely in both x and y. For the majority of the plasma

(2 × 2 × 8) macroparticles per cell were used in (r, z, θ), with the exception of a 1 mm-

wide region around the injection spike where there were (4 × 4 × 8). Again, as in the

Warp-X case, the plasma was initialised with zero temperature.

Using this model as a basis, a 2D scan of Lr and hr was performed, with the results

presented in Figure 5.47. Three key parameters were extracted from the witness bunch
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straight after injection: the (a) charge Q (and peak spectral density
(

dQ
dE

)
peak

), (b) hor-

izontal emittance ϵx,n and (c) the corresponding 3D brightness defined by Equation

5.2.

A downramp with hr = 60 and Lr = 30 µm best approximates that modelled

for the tdriver − tlaser = 0 case in Figure 5.13—a working point labelled here as (I). A

charge of QI = 22 pC is injected for these parameters [see Figure 5.47 (a)], whereas

the optimum in the parameter space is in fact provided by downramps of lower peak

density (hr = 8–12) and longer ramp length (Lr = 45 µm). As shown by Figure 5.47 (b),

ϵx,n varies only weakly between ∼ 0.4–0.6 mm mrad. The resulting optimum in B3D

[see Figure 5.47 (c)] therefore occurs at a similar place to the optimal charge, labelled

(II) with hr = 12 and Lr = 45 µm where QI I = 45 pC.
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Figure 5.47: Injected bunch dependence on downramp height and length in idealised
injection downramp simulations. The injected bunch (a) charge Q , (b) horizontal emit-
tance ϵx,n and (c) 3D brightness B3D are plotted as a function of injection downramp
height hr and length Lr. Two cases are highlighted: (I) with parameters most resem-
bling the downramp modelled in Figure 5.13 and (II) with parameters that provide the
highest value of B3D within the parameter space. The downramp profiles for (I) (black
dashed line) and (II) (black solid line) are plotted in (d), along with the initial positions
of the injected electrons before the arrival of the driver given as line charge densities dQ

dz
(orange and blue filled curves).

175



Chapter 5. Optimisation of a plasma cathode PWFA stage

At first glance, this observation runs counter to the downramp dynamics predicted

by Equation 2.64, where a steeper downramp leads to a greater reduction in the wake

phase velocity, allowing more charge to be trapped. This can however be explained by

looking in detail at the initial positions of the injected electrons and the relative densi-

ties of the driver and plasma in the injection region [see Figure 5.47 (d)]. In the case of

(I), the majority of the injection spike profile (black dashed line) has a higher density

than that of the drive beam (red line) at the injection point (nd = 3.2 × 1017 cm−3 <

hrn0); where this is true, the driver is not able to generate a strong blowout. Only at

the end of the downramp is the drive beam density comparable to the plasma den-

sity, where once again a blowout forms and injection can occur. Electrons are injected

in this case at a high rate, but only over a short distance confined to the end of the

downramp, as shown by the initial longitudinal locations of the witness electrons be-

fore the arrival of the driver [filled orange curve in Figure 5.47 (d)]. For case (II) on

the other hand, the density in the downramp (solid black line) is similar to that of

the driver, meaning a wake is driven throughout and injection occurs over a longer

region. Although the rate of injection is less overall, this—along with the fact that the

downramp length is slightly longer—leads to more injected charge. Case (I) then rep-

resents a rather unusual parameter regime; previous studies have confined themselves

to cases where hr = 1–2 [56, 216] and where nd ≫ ne throughout. This also applies

to the short ramp lengths in this case; in other studies where Lr > k−1
p (k−1

p being the

skin depth of the base plasma density), the injected charge is shown to decrease with

ramp length [116].

To explain how allowing the transverse plasma to expand moves the system from

point (I) to different regions in the parameter space, consider the previous discussion

of how a hot column of laser-generated plasma would evolve. At the beginning of

the expansion, the column height would decrease, increasing the amount of injected

charge [down in Figure 5.47 (a)]. However, once a shock forms Lr will decrease, reduc-

ing the injected charge along with it [left in Figure 5.47 (a)]. Eventually, this shockwave

will dissipate and injection will consequently cease.

Note that, although this serves as an explanation for the evolution in charge in

experiment when allowing the plasma to evolve, it does not explain the decrease in

divergence. This then could perhaps be explained by evolution of the longitudinal

plasma, which has not yet been considered. Although a lower temperature than the

transverse plasma column and thus expected to evolve less quickly, expansion of this

channel will inevitably have an effect on the shape of the exit ramps of the longi-

tudinal plasma and subsequently the divergence of the injected bunches leaving the
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plasma cathode stage. Along with more accurate modelling of the transverse plasma

(e.g. with full MHD simulations), studies of the longitudinal plasma evolution would

therefore be required to fully understand the experimental results.

5.3.3 Plasma-to-spectrometer tracking simulations

In order to understand how the injected bunch parameters at the end of the plasma

stage may translate into measured parameters on the spectrometer diagnostics, beam

tracking simulations were performed using OCELOT [147]. For simplicity, a trans-

versely symmetric beam is assumed that is gaussian in all directions. Based on an av-

erage injected beam at the optimised experimental working point in Figure 5.29, the

simulated bunch is given 20 pC of charge, a central energy of 30 MeV and a 1.5 MeV

rms energy spread. Additionally, the divergence of this beam is set as 0.3 mrad from

the measurement in Figure 5.31. Modelled as diverging from a point in vacuum,

a waist size of 20 µm is used—similar to the smallest waist sizes measured in Fig-

ure 5.34 (a) and that of the single beam in Figure 5.35 (d)—implying an emittance of

ϵx,n = ϵy,n = 0.36 mm mrad. Finally, the rms bunch length—of which no experimen-

tal measurement is available—is estimated from simulations as 10 µm, giving a peak

current of 0.24 kA.

Figure 5.48 summarises the simulated optics of the ESPEC and LEMS beamlines

during an object plane scan about the plasma exit. Based on the beamlines described

in Figure 3.6, the transport from the plasma exit to the ESPEC and LEMS [see Figure

5.48 (a) and (b) respectively] is modelled.

The dipoles are in both cases dispersive only in the y-direction [see red lines in

Figure 5.48 (c) and (d)], increasing the vertical beam size of the beam on the screen

according to the energy spread. An object plane scan is then performed by altering

the imaging quadrupole strengths in the same way as in experiment [see Section 2.2.2].

Example beta functions in x (blue lines) and y (red lines) for different object planes are

displayed in Figure 5.48 (e) and (f) for the ESPEC and LEMS respectively. Accounting

for the magnification for each quadrupole setting, the beam size in x at the object plane

sobj,x can be calculated from the rms beam sizes on the virtual screen.
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Figure 5.48: Beta and dispersion function evolution during object plane scans in
plasma-to-spectrometer tracking simulations. The ESPEC (a) and LEMS (b) beamlines
are modelled by a series of drifts (black lines), quadrupole magnets (green boxes) and a
bending dipole magnet (blue boxes) before reaching the virtual diagnostic screen (yel-
low line). In both cases the dispersion (blue and red lines for x and y respectively)
of the (c) ESPEC and (d) LEMS dipoles is in y-only and remains constant throughout
measurements. Changing the quadrupole strengths alters the beta functions in x and
y (blue and red lines respectively), changing the object plane sobj,x imaged on the (e)
ESPEC and (f) LEMS diagnostics.

Note that whereas in the ESPEC case the beta function in y at the screen location

is consistently small throughout the scan (∼ 10 m maximum), the same is not true on

the LEMS. Here, the βy at the screen was as large as ∼ 500 m. Whilst allowing larger

beta functions in y at the diagnostic screen can in some cases make finding an imaging

solution for the desired object plane and magnification in x easier, this in principle

will provide worse energy resolution in the dispersive plane. Nevertheless, it can be

shown that the dispersive contribution to the vertical beam size Dyσδ, where σδ is the

relative energy spread, is much larger than that from the optics, βyϵy,n
γ . With Dy = 0.2 m

and βy = 500 m at the LEMS screen, typical parameters γ ∼ 60 and σδ ∼ 1 % lead to a

vertical beam size σy =
√
(Dyσδ)2 + (

βyϵy,n
γ )2 = 2.0017 mm, where a pessimistic value

of the vertical normalised emittance ϵy,n = 10 mm mrad was used. This is then only

around 0.085 % larger than the vertical beam size with only the dispersive contribution

present—a negligible contribution.

An object plane scan of the previously described, idealised beam about its waist

is first simulated for the ESPEC case; the results of this are presented in Figure 5.49.

Three different simulations are performed considering increasingly higher order ef-

fects, represented by the three different sets of data (different colours) in Figure 5.49
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(a). For each case, two measures of the beam size are considered. First of all, the rms

projected beam size in x is calculated for each imaging setting; the resulting data is

plotted and Equation 2.38 fitted (points and solid lines), allowing the waist size σx,0

and divergence σx′ to be extracted for each case (see legend at bottom of Figure 5.49).

Secondly, the size of the central energy slice for each imaging setting is also extracted

[i.e. the width of a slice taken along the black dashed lines in the example virtual

spectrometer images in Figure 5.49 (b–g)]. The width of this slice at the object plane

scan waist σx,slice,0 is plotted as horizontal dashed lines in Figure 5.49 (a), and is also

displayed in the legend.
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Figure 5.49: Simulated object plane scan of injected bunches on the ESPEC. (a) Vir-
tual measurements of the horizontal beam size σx as a function of object plane position
sobj,x are displayed for three cases: first order tracking (navy), higher order tracking (or-
ange) and higher order tracking with space charge (green); the relevant fit parameters
extracted in each case are displayed in the legend below. In addition, virtual spectrom-
eter images are displayed showing the beam in and out of focus for (b–d) the first order
tracking case and (e–g) the higher order tracking case. Black vertical dashes lines here
highlight the central energy from which σx,slice is extracted, which is equal to σx,slice,0 at
a waist.

In the first simulated object plane scan, the tracking is performed entirely with first

order transfer maps, with the projected beam sizes perfectly reconstructing the waist

of the beam at the plasma exit (navy points and fit). This is due to the fact that first

order transfer maps in OCELOT consider all of the particles to be at the design energy

when focusing in the quadrupoles, such that no effect of chromaticity is visible on the

spectrometer screen and the energy slices all reach a waist at the same imaging setting

[see Figure 5.49 (b–d)], such that the energy slice waist size is approximately equal to

the projected waist size (σx,0 ≈ σx,slice,0).

179



Chapter 5. Optimisation of a plasma cathode PWFA stage

This situation changes however in the second case, where high order tracking—

specifically treating the drifts with second order matrices and the quadrupoles with a

Runge-Kutta integrator—means that particles of different energy will be imaged dif-

ferently on the spectrometer screen. The chromatic effect that this induces is demon-

strated by Figure 5.49 (e–g), where around the beam waist a ‘butterfly’ shape appears

because not all of the energy slices can be focused simultaneously. Naturally, as noted

in Section 5.2.5, this chromaticity leads to an overestimation of the beam waist when

using the projected beam size, as shown by the orange data points and fit in Figure

5.49 (a) where σx,0 = 61 µm. Considering only a single energy slice however removes

this chromatic effect, with σx,slice,0 the same for both this case and the first order track-

ing case. Note that the divergence measured by looking at the projected beam width

slightly increases (by around 10 %) compared to the true divergence at the waist—

indicating that the divergence measured in e.g. Figure 5.31 is at worst slightly overes-

timated due to this effect.

In addition to higher order tracking, preliminary studies have taken place into the

effect of space charge on the beam transport, which can have a non-negligible effect

on the apparent emittance of low energy beams measured via the object plane scan

method [233]. As evidenced by the green data points and fit line in Figure 5.49, space

charge can increase the apparent divergence (σx′ = 0.50 mrad) and waist size (σx,0 =

99 µm, σx,slice,0 = 31 µm) of the beam, with the waist appearing further downstream

than the true waist location. This effect however is dependent on a number of different

beam properties, for example: the beam energy, the initial beam size and divergence,

the current (which is only approximated here from simulations) and the amount of

dispersion the beam experiences in the dipole (i.e. an energy spread dependence).

More accurate knowledge of the input parameters would be required to conclude for

sure whether this effect is present in experiment; in the case that it does, it provides

another source of overestimation of the apparent measured emittance.

Albeit subject to some potential over-estimations, the divergence σx′ can therefore

be measured from the fit to the projected beam size whereas a more accurate value of

the waist size is provided by the minimum slice energy size σx,slice,0. Note however

that none of the resolution issues on the ESPEC—namely due to the low resolution of

the camera chip paired with scattering in the vacuum chamber wall—are modelled in

this simulation, the presence of which results in a blurred, round beam [see example in

Figure 5.29 (d)] on the screen from which σx,slice,0 cannot be identified. This therefore

motivates the measurements of σx,slice,0 with the high-resolution LEMS diagnostic, as

was presented in Section 5.2.5.
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Figure 5.50: Simulated object plane scan of injected bunches on the LEMS. Follow-
ing the same format as for the ESPEC case (see Figure 5.49 for more details), the object
plane scans for the three different tracking cases are shown in (a). Similarly, virtual spec-
trometer images are shown for the first order tracking (b–d) and higher order tracking
(e–g) cases; note that a smaller energy range is plotted to reflect the narrow bandwidth
(∼ 2 MeV) of the LEMS diagnostic.

Modelling of the LEMS object plane scans was performed in the same way as de-

scribed for the ESPEC, except now transporting the beams further to the LEMS diag-

nostic; the results are presented in a similar format in Figure 5.50. With the results

displayed in Figure 5.50 (a), the object plane scan simulations are performed for the

same three cases: first order tracking (navy data), higher order tracking (orange data)

and higher order tracking with space charge (green data). Again, in the first order

case, there is no effect of chromaticity [see virtual spectrometer images in Figure 5.50

(b–d)] and so using the projected beam sizes perfectly reconstructs the true waist of the

beam. In a similar fashion to the ESPEC case, the modelling of higher order chromatic

effects [see Figure 5.50 (e–g)] overestimates the waist size when using the projected

profile, where σx,0 = 127 µm [c.f. the mean projected beam size measured on the

LEMS in Figure 5.34, where ⟨σx,proj⟩ = (143 ± 8)µm]. This effect can be negated by

again measuring the minimum energy slice width σx,slice,0—which the high resolution

LEMS diagnostic is able to achieve in reality. As the divergence can be provided more

easily by the ESPEC measurements, the estimation of the waist size from σx,slice,0 is the

main goal here. Finally, space charge can potentially lead to an overestimation of this

value; σx,slice,0 = 34 µm in this case, which is comparable to some of the measurements

displayed in Figure 5.34.

Just as in Section 5.2.5, we can combine the divergence σx′ obtained from the ES-

PEC with the minimum slice energy width σx,slice,0 from the LEMS in Equation 5.1. In
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both cases, the effects of space charge would appear to lead to overestimates of the

values, with σx,slice,0 = 34 µm from the LEMS and σx′ = 0.50 mrad from the ESPEC—

consequently leading to an overestimation of the emittance as ϵx,n ≈ 1 mm mrad.

5.4 Outlook

The results reported here constitute another important step in beam-driven plasma

cathode development. As well as acting as a proof-of-principle that the brightness of

a drive beam can be boosted (at least in three dimensions) by internal injection of a

low emittance bunch, there are many lessons that can be drawn from this experiment,

with many different avenues of research to explore in the future.

One of the main drawbacks in this iteration of a plasma cathode stage was the

rather low energy (∼ 30 MeV) of the injected bunches—understood now to be a conse-

quence of the plasma generation method. In previous experiments, the preionisation

laser was found to produce an accelerating channel that was too narrow, resulting in

broken wakefields and therefore unstable transport of injected beams [215]. Here, the

use of a long-rayleigh-length, large-focal-spot preionisation laser afforded the genera-

tion of a wide accelerating channel, but unfortunately aggravated the issue of ionisa-

tion defocusing, resulting in a diminished average accelerating field and an inhomo-

geneous plasma that may have also contributed to the unstable transport of injected

bunches—an effect now better understood via simulations. One possible solution to

this issue is an improvement of the longitudinal laser focusing method (e.g. some

variant of the axicon optics in Ref. [215] but with the avoidance of plasma channels

that are again too narrow). An attractive alternative has however been briefly stud-

ied here—using a discharge to form the accelerating channel, whilst an independent

laser triggers the injection. As the example beam in Figure 5.37 proves, a discharge

alone can be used to produce the longitudinal plasma whilst still allowing a density

spike to be generated by the transverse laser, injecting bunches that are then acceler-

ated to higher energies (∼ 90 MeV) than the laser-only case. This setup was far from

optimised and, as noted, the exact experimental conditions were unclear; it there-

fore remains an open question as to whether this method can produce high-charge

bunches with enough stability to properly measure their qualities. If this proves to be

the case however, not only would this method overcome the energy gain limitations

of the laser-generated plasma here, but it could provide a pathway to internal injec-

tion at the high-repetition rates compatible with discharge systems and low energy

lasers—an area of significant interest at FLASHForward and indeed the entire plasma
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wakefield acceleration community.

Regardless of exactly how it is achieved, an increase in the energy of the injected

bunches in this experiment would greatly benefit their diagnosis; for example, any

uncertainties about the effects of e.g. space charge would quickly be eliminated.

This would then provide a more suitable platform to achieve the next experimen-

tal milestones in this research: the diagnosis of the longitudinal and ultimately six-

dimensional phase spaces of the injected beams. Such an endeavour would inevitably

require transport of the bunches to the TDS further downstream and would therefore

naturally benefit from increased injected charge (such that the beams can be detected

on e.g. the BPMs) and of course increased stability. Section 5.2.3 illustrated several

methods for optimising both of these aspects of the injected beams. Further improve-

ments could be made through the use of e.g. an astigmatic focus to remove the depen-

dence on driver—downramp alignment [118] and also the reintroduction of multiple

gas species, affording more tunability of the downramp height and length [56].

In parallel to the improved diagnosis of injected bunches in the experiment, more

thought can also be given to increasing their 6D brightness. Whilst more charge

should, if the injected bunch length is constant (bunch length ≲ the extent of the

wake’s accelerating phase at injection), yield higher currents, improvements in the

transverse and spectral directions should also be considered.

For the transverse planes, this would involve limiting the amount of in- and out-

of-plasma emittance growth, but would also no doubt benefit from an improvement of

the internal injection method. Still considering downramp injection, it has been sug-

gested that using gentler downramps can in fact generate high-current bunches that

are injected with low transverse momentum, resulting in a corresponding decrease in

the emittance [117]; this however may require higher driver currents to ensure that

reasonable amounts of charge are still trapped. Although ionisation injection schemes

could also be considered, the peak currents that are required to trap from rest may

remain prohibitively high for a FLASHForward-like machine (although schemes have

been proposed that may relax this restriction e.g. Ref. [234]). Furthermore, these

methods are yet to match the stability demonstrated with the downramp injection

method demonstrated here, which is necessary for the multi-shot characterisation of

the injected beams. For those methods relying on the precise synchronisation of the

injector to the wake (e.g. a Trojan Horse plasma photocathode), upgrades to e.g. the

laser—driver synchronisation would also be required [176].

Large energy spreads remain one of the inherent drawbacks of plasma accelerators

and make it difficult to compete with the relatively monoenergetic beams produced
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by conventional machines like FLASH. Removal of the correlated energy spread of

the injected bunches is therefore a key step in truly boosting the 6D brightness of the

FLASH linac (i.e. before the FLASH bunches are subjected to CSR effects in strong

compression). Ideally, this could be accomplished via proper shaping of the bunches

to achieve optimal beam loading [127] via control over their injection positions [216,

235]. Alternatively however, plasma-based dechirping methods may also provide a

solution to the large energy spread of the injected beams; for schemes that currently

exist, these would require either multiple plasma stages [200, 236] or the injection of

multiple bunches [237]. Without the energy spread reduction afforded by these meth-

ods, using the injected bunches to achieve FEL gain—seen as a key application of

this technology—would be typically seen as impossible. A notable exception to this

however is a novel scheme that in fact utilises the large time-energy correlation and

small slice energy spread of internally injected bunches from a PWFA (see e.g. those in

Figure 5.45) to its advantage. By compressing the strongly chirped bunch with a chi-

cane consisting of only small bend angles, the Plasma-driven Attosecond X-ray (PAX)

scheme allows the generation of ultra-short bunches with a peak current that is in

principle limited only by the bunch’s uncorrelated energy spread [238, 239]. Driving

an x-ray FEL light source with such pre-bunched electron beams also relaxes the re-

strictive tolerances on e.g. the emittance, energy spread and pointing stability which

have previously made plasma accelerator-driven XFELs difficult to realise, making

PAX a yet more attractive scheme.

For any of the above endeavours, simulations will continue to compliment exper-

iments, either by providing understanding of a working plasma stage (as was done

here) or by testing the feasibility of any of the suggested schemes before they are im-

plemented in reality. Ultimately, start-to-end simulations will be necessary. Specifi-

cally, this means starting with a driver that is known to be obtainable in the machine,

propagating this through a simulated plasma profile motivated by experimental mea-

surements that has the injection method of choice implemented, before ending with

simulations of the diagnostics to ensure that the beams that are generated can be prop-

erly measured. Naturally, this can also be extended to applications of the injected

bunches (e.g. FEL simulations).

Looking briefly outside of the context of this project, it is clear that PWFA-based

plasma cathode research will also continue to rapidly develop at other experimental

facilities. For instance, FACET II aims to utilize its extremely high driver currents to

further test some of the most demanding internal injection schemes [240, 241]. On the

other hand, the use of short, high charge LWFA-generated beams [242, 243] as drivers
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for PWFA stages in so-called hybrid plasma accelerators unlocks the possibility of in-

vestigating beam-driven plasma acceleration with high drive currents at small scale

facilities [244–246]—something that is already empowering internal injection studies

[118, 119]. In addition to this, such schemes also profit from the inherent synchroni-

sation of the PWFA drive beam to any lasers (e.g. those used as probes or injectors)

that are derived from the LWFA driver. Whether the LWFA-produced beams have the

qualities and tunability needed to drive a truly stable plasma cathode stage remains

to be seen however. For instance, whilst the high energy spread of drivers from an

LWFA stage can make them resistant to instabilities such as hosing [247], the focusing

of these beams into the PWFA stage—shown in Section 5.2.3 on page 137 to be an im-

portant control over the injected charge—may be a challenge [248]. Moreover, hybrid

plasma accelerators still inherit the currently low wall-plug-efficiency and repetition-

rate of their LWFA stages which, until addressed, may limit their future applicability.

Facilities based on conventional machines therefore remain a key part of PWFA-based

internal injection research.

5.5 Summary

Building upon a previous iteration of the X-1 plasma cathode experiment at FLASH-

Forward [197], the work presented in this chapter has studied in greater detail the

experimental dependencies of downramp-injected bunches. Armed with this knowl-

edge, a stable working point injecting on-average high spectral density beams was

established. From this, robust multi-shot measurements of the injected beam’s trans-

verse properties were performed. Ultimately, this led to the demonstration that the

3D brightness of a drive beam—measurable here only in the spectral and horizontal

dimensions—can be boosted via the injection of a low-emittance witness bunch.

Throughout these studies, simulations of the real-life experiment—from the gen-

eration of the plasma, to the injection and acceleration of witness bunches, to their

detection on the spectrometers—have substantially increased the understanding of

the plasma cathode stage. Equipped with the tools and experience that experiments

and simulations have afforded, a multitude of different improvements to the plasma

cathode stage have been suggested for the future. For instance, a change of the preion-

isation method from laser to discharge—a technique that has been shown here to work

in principle—would increase the energy of the injected bunches whilst also providing

a potential pathway to a high-repetition-rate plasma cathode stage. Combined with

further optimisations of the stability and charge, this would then allow for even more
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rigorous characterisation of the generated beams, with the eventual goal being the

measurement of their full 6D phase space. Improvements to the transverse properties

of the injected beams may also be possible through the deployment of more advanced

injection techniques. Ultimately, this could then enable the overarching goals of the

plasma cathode experiment to be realised—the demonstration of a full 6D brightness

boost of the electron beams in the FLASH linac that could then be used to drive e.g.

an FEL light source.
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Conclusion

In summary, two features of a beam-driven plasma accelerator have been studied

throughout the course of this project. In Chapter 4, a new method for measuring the

energy transfer efficiency of a PWFA-based energy transformer stage was developed,

based on the light emitted from a plasma after interaction with the beam. In Chapter 5,

a PWFA-based plasma cathode stage was established and optimised to produce new

electron bunches which, after characterisation, demonstrated a brightness transfor-

mation of the incoming drive beam. Outlooks specific to each each of these sub-topics

have been given at the end of their respective chapters in Sections 4.3 and 5.4.

To conclude, we can briefly reflect on the overlaps between the two main concepts

of this work and also hypothesise as to how they may become more connected in the

future. An obvious link is the use of the emitted light from a plasma afterglow as a

diagnostic for plasma accelerators. Whereas this forms the basis of the longitudinally-

resolved efficiency measurements in Chapter 4, this signal had been previously ex-

ploited in the alignment and synchronisation of laser-generated plasmas and electron

beams, and indeed proved useful again in this way in Chapter 5—both as a tool for

setup and online monitoring. In general, this therefore illustrates the potential of this

diagnostic as a simple, versatile tool for the real-life operation of plasma accelerators.

Looking even further ahead, it is widely perceived that future plasma accelerators—

especially those intended for high-energy physics applications—will require multi-

ple stages. Such multi-stage accelerators pose a supreme technical challenge to the

plasma wakefield accelerator community. As noted in Section 4.3, the non-destructive,

longitudinally-resolved plasma light-based diagnostic may go some way to under-

standing and monitoring the instabilities in such a machine. Even if such research

progresses using primarily externally injected trailing bunches, the majority of the

lessons learnt will also apply to the case where the accelerated beams are provided via
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internal injection. Indeed, by using a robust plasma cathode stage as the first step in

a multi-stage plasma accelerator, internal injection could provide bunches with qual-

ities that surpass those provided by conventional technologies in a much more com-

pact configuration than, say, a damping ring. The accelerator providing the driver

bunches—whether it be a conventional linac or an LWFA in a hybrid configuration—

can then focus on optimising the drive beam such that the maximum energy is trans-

ferred to the trailing bunch. However, if such a plasma cathode stage is to become the

de-facto injector for such a machine, it must be proven to reliably produce the required

electron bunches with also the necessary tunability. Research therefore needs to con-

tinue into increasing the stability of both energy and brightness transformer PWFA

stages; with the eventual goal that they can be brought together to meet the demands

of future FEL light sources and eventually linear colliders.
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