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ABSTRACT 

 

 
Historically, the prediction of ship resistance has received its fair share of 

attention by the scientific community. Although there is a significant body of 

literature devoted to the study of ship hydrodynamics, several open research 

questions of great practical relevance remain unanswered. Among these are 

the extrapolation of ship resistance from model to full-scale in restricted, and 

unrestricted waters, as well as shallow water ship flows. 

Most approaches used to predict the performance of a ship have typically 

relied on the assumptions inherent in potential flow theories, namely, the fluid 

is treated as inviscid and irrotational. In many cases, these are justifiable 

assumptions, yielding accurate predictions. However, there are equally many 

occasions, in which the analyst may not obtain a correct picture of the 

performance of a ship when relying on the assumptions of potential flow 

theory. Predicting scale effects, and shallow water influences on ship 

performance are prime examples of such cases. 

Numerical techniques based on the Navier-Stokes equations can be thought of 

as a solution in cases where it is important to model a greater proportion of 

the physical phenomena. The numerical simulation of ship flows has evolved 

into a highly practical approach in naval architecture. The main advantages of 

using such an approach relate to the fact that it accounts for the action of 

viscosity and turbulence, and can therefore model scale effects and shallow 

water ship flows. 

However, with the rapid advent of computational methods in all fields of 

engineering, several areas have emerged as significant sources of ambiguity. 

Amongst these are the best approach to modelling turbulence, the numerical 



 

 

xvii 

 

uncertainty induced as a result of mapping the continuous governing 

equations onto a discrete grid, and boundary conditions within the 

computational domain.  

This thesis aims to address all of these issues using a commercially available 

Reynolds averaged Navier-Stokes solver. Firstly, a detailed literature review 

on the current methods and approaches to circumventing the problems 

mentioned above, both numerically and through the use of potential flow 

theory, is given. Then, studies on scale effects in deep and shallow waters are 

performed, supplemented by investigations into turbulence modelling and 

numerical uncertainty. Following these, the thesis’ focus shifts towards 

shallow water phenomena. In particular, the modelling of ship flows without 

the use of Galilean relativity, and the determination of the Kelvin half-angle in 

restricted waters. Abrupt changes in the cross-section of the canal in which a 

ship propagates are also explored, with focus on ship resistance and the 

properties of the wave field.  

Finally, the main results obtained from each chapter are summarised and 

compared against the aims and objectives of this thesis, before 

recommendations for future work are suggested. 
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 INTRODUCTION 

 

 
This chapter will provide a brief overview of the issues and topics this thesis 

aims to address. Then, the rationale behind the motivating factors for each 

subsequent chapter will be given. Following this, the research aims and 

objectives will be detailed. Finally, the thesis structure will be described. 

1.1 Background 

The prediction of ship resistance is a fundamental issue with great importance. 

If a naval architect does not have an adequately accurate estimate of the 

hydrodynamic forces, acting on a particular hull, the resulting decisions can 

prove to be wrong, with detrimental consequences.  

Several considerations should be taken into account when endeavouring to 

predict the resistance of the ship. A useful starting point is to utilise potential 

flow theories, which can be used to assess a great number of different designs 

quickly, even on modern day standard computers. However, over-reliance on 

potential flow theories should be avoided due to their limitations. The vast 

majority of these methods, some of these are formulated to treat the fluid flow 

as linear, irrotational, and inviscid (Beck and Reed, 2001). Although these 

assumptions may well be suitable in some situations, and are to a certain 

degree, able to achieve engineering accuracy, they never represent the full 

picture.  

The complexity of the problem is predominantly expressed in the mathematics 

required to numerically describe the flow around a ship. Particularly elusive 

are the vorticity and turbulence components. The latter is a very active field of 

research in itself, which has made great strides in recent years. However, a 

substantial number of the most state-of-the-art theories and methods are not 



 

2 

 

capable of providing the full mathematical description of the flow around a 

ship. Instead, Computational Fluid Dynamics (CFD) is used, particularly 

Reynolds Averaged Navier-Stokes (RANS) solvers. This approach allows the 

analyst to solve for the fully nonlinear viscous flow around the ship.  

Naturally, physical experiments are of immense value to the field of ship 

hydrodynamics. The problem here lies with the cost, time, and technological 

equipment which is a necessary prerequisite for such a study. A towing tank 

is an expensive facility itself, however, it is an absolute necessity for the rapid 

advancement of the field of hydrodynamics. Furthermore, high-accuracy 

sensors and high-speed processing units are also necessary in order to detect 

features such as flow velocity, free surface elevation, etc. in a towing tank 

experimental setting. 

The advances in modern computational processing power and speed, on the 

other hand, have resulted in the favourable situation where a model-scale 

RANS simulation can be performed on standard computers within a 

reasonable timeframe. Of course, the computational requirements frequently 

necessitate the use of high-performance computers (HPCs), especially when 

full-scale simulations are performed in CFD. HPCs are not only becoming 

more widely available, but the number and complexity of tasks they can 

handle is increasing exponentially (Slotnick et al., 2014). It is therefore 

reasonable to expect that RANS, and more widely used CFD methods will 

become the norm for routine analyses and standard hydrodynamic problems 

in the foreseeable future. In this thesis, a commercially available RANS solver, 

Star-CCM+, is used to perform analysis of ship hydrodynamics in deep and 

shallow water.  

1.2 Motivating factors 

The continued acceleration of the use of RANS methods calls for best practice 

approaches to be identified, especially in the fields currently identified as 

bottlenecks in ship hydrodynamics, and in CFD simulations of ship 

hydrodynamics. The present thesis attempts to use the strengths of CFD RANS 

simulations when compared to potential flow in the following areas: 

• Scale effects: Due to the fact that a ship operates at the air-water 

boundary interphase, there are both Reynolds number and Froude 

number dependencies on the flow. Since these two components scale 

differently, it is not possible to achieve full similarity experimentally, 

using a scaled model. Compounding on this issue is the fact that scale 
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effects on different components are not fully understood. There is also 

strong evidence that constituent components of ship resistance might 

not, strictly speaking, exist in the form currently assumed (that is, 

linearly decomposable components). This may be deduced by 

observing interdependencies between different components of ship 

resistance, which suggest nonlinear relationships between those 

components. CFD methods are well-placed to address these issues since 

they are capable of modelling the full spectrum of physical phenomena. 

In particular, RANS methods are fully nonlinear, inherently taking into 

account vorticity and an approximate description of turbulence. The 

present thesis will evaluate scale effects on a ship in deep and shallow 

waters following a geosim approach. Emphasis is placed on 

understanding the physical reasons behind the observed 

interdependencies (Chapters 3 and 5). 

• Turbulence dependence: Although there are many approaches to 

modelling turbulence, with alternatives emerging on a regular basis, 

the field of ship hydrodynamics is slow to adopt these new methods. A 

survey of over 100 studies concerning maritime CFD revealed that 

virtually all work is concentrated solely on two modelling approaches 

when it comes to closing the Navier-Stokes equations. Simultaneously, 

it was discovered that ship sinkage and trim have been identified as 

particularly difficult to simulate accurately as seen in the findings of 

several workshops focused on numerical ship hydrodynamics. The 

increased relative importance of these metrics on ship performance 

suggests that shallow and confined water cases require further 

research. Therefore, a turbulence dependence study in restricted waters 

is warranted and necessary to help settle the debate regarding which 

turbulence model, if any, is superior (Chapter 4). 

• Numerical uncertainty at full-scale: High Reynolds number flows are 

difficult and expensive to measure experimentally, often resulting in 

the lack of full-scale measurements used to validate numerical 

predictions. In such cases, the analyst has no choice but to rely on best 

practice approaches.  One difficulty relates to constructing an adequate 

grid onto which to solve the governing equations. Finite availability of 

computational resources also dictates that allocating solution nodes 

cannot be uniform across the entirety of the computational domain. 

This results in areas within the solution which one can discretise with 

different mesh densities. Parameters produced in the course of the 
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simulation also require different levels of mesh refinement. To begin 

addressing these issues, a study on local spatial numerical uncertainty 

within the domain was performed. Specifically, the elevation of the free 

surface and the skin friction of the ship were assessed (Chapter 6). 

• Ship-generated waves in restricted waters: The impact of ship-

generated waves, particularly in restricted waters, can lead to bank 

erosion and infrastructure damage. Their high degree of nonlinearity 

presents a challenge for potential flow methods. To assess the capability 

of CFD to model ship waves, a Fourier method was used to analyse the 

wavefield and compare the numerical output with a theoretical 

estimation of the Kelvin wake angle. In an attempt to reduce the 

modelling assumptions used in the study and be as consistent as 

possible with a physical towing tank, all open boundaries within the 

computational domain were removed. These were replaced with no-

slip walls, rendering a greater degree of similarity and conceptual 

consistency to the physical towing tank.  The newly constructed virtual 

towing tank is used to simulate a ship advancing through a rectangular 

canal and the New Suez Canal at model-scale. The analysis of the ship-

induced disturbance reveals that the Kelvin half-angle is modelled with 

a discrepancy of less than two degrees when compared to a linear 

theory for the rectangular canal. However, the inflection wavenumber 

at which the Kelvin half-angle occurs is shown to deviate from the 

theory (Chapter 7). 

• Depth transitions in shallow water: Restrictions in shallow water are 

in fact rarely maintained constant in shape over long distances as 

bathymetry may vary substantially over the track of a ship. Yet the 

majority of studies in shallow water ship hydrodynamics examine 

different conditions sequentially, and consequently treat them as 

independent. It is therefore prudent to numerically construct a towing 

tank featuring an abrupt change in the water depth, which the ship 

encounters and advances over, as it propagates in the tank. The 

characteristics of the wavefield were compared to analytical methods 

to provide a kind of validation to the study. Transmission of the ship-

induced disturbance over the depth discontinuity was also evaluated 

alongside the viscous dissipation of the generated waves (Chapter 8). 
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1.3 Research aims and objectives 

The research aim of this thesis is to evaluate the performance of ships in deep 

and shallow waters via CFD, to use the RANS method’s strengths, to the 

challenges, and seek to provide practical recommendations for improvement 

of modern methods. 

The specific objectives of this thesis have been designed to address the issues 

raised previously. The objectives are as follows: 

• To perform a thorough review of the literature on computational ship 

hydrodynamics and identify open research questions.  

• To perform a geosim analysis in deep and shallow waters. 

• To investigate the scale effects on ship resistance and identify the 

sources of these scale effects. 

• To identify the best turbulence model to close the RANS equations, 

providing consistent predictions over a range of parameters, at a small 

computational cost. 

• To demonstrate the application of numerical uncertainty estimators on 

different parameters and their use in full-scale CFD simulations. 

• To determine the performance of computational grids in terms of 

proximity to the asymptotic range. 

• To determine the Kelvin half-angle of a ship in restricted waters based 

on a numerical free surface analysis method. 

• To predict the impact of an abrupt change in the water depth on the 

resistance of a ship and its wavefield in shallow waters. 

1.4 Thesis structure 

This thesis is organised in accordance with the motivating factors, aims and 

objectives. The layout is summarised below. 

• Chapter 2 (Critical Review) is dedicated to a review of the literature. To 

begin with, a brief historical overview is presented, focusing on 

important contributions in the wider field of hydrodynamics. Then, 

recent work in the field of ship resistance prediction in deep and 

shallow waters is critically reviewed. The current understanding of 

scale effects is then summarised and further need for research is 

identified. Finally, a review is given on the modelling of ship-generated 

waves. 
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• Chapter 3 (A Geosim Analysis of Ship Resistance Decomposition and 

Scale Effects with the aid of CFD) presents a study on the scale effects 

of a ship in unrestricted waters. The analysis is performed within Star-

CCM+, and compared to experimental data at three different scales 

model-scale factors. Following this, a full-scale simulation is 

performed. The generated results suggest there is an interdependence 

between frictional and wave resistance, and demonstrate a Reynolds 

number influence on the latter. The form factor is shown to depend to 

the scale factor at which the analysis is ran.  

• Chapter 4 (Application of Eddy-Viscosity Turbulence Models to 

Problems in Ship Hydrodynamics) presents a thorough investigation 

into the best choice of modelling turbulence in shallow water ship 

hydrodynamics. A simple statistical approach is proposed to rank the 

turbulence models from 3 families to determine which candidate 

performs both accurately and consistently across case studies, while 

consuming the least computational resources in CFD.  

• Chapter 5 (A Numerical Assessment of the Scale Effects of a Ship 

Advancing Through Restricted Waters) presents an analysis of the scale 

effects of ships in restricted waters. The source of scale effects in a canal 

are identified as the presence of viscosity, and vorticity. These are 

generalised to the case of unrestricted waters, and the consequences of 

including those parameters are discussed. The results are shown to 

conform to theoretical estimations of the scale effect. An examination of 

the generated data in terms of frictional resistance coefficient and 

boundary layer profiles reveal that lateral restrictions of the waterway 

are not as significant as the level of vertical confinement for the 

examined case.   

• Chapter 6 (A Posteriori Error and Uncertainty Estimation in 

Computational Ship Hydrodynamics) presents an assessment and 

comparison of numerical uncertainty estimation procedures in CFD. 

The application of a local error approach is examined in detail, as well 

as the additional data, resulting from its application. A less-known 

approach to estimate the numerical error is applied, and its confidence 

interval is assessed. The results reveal that distinct metrics within the 

domain, are located at different distances from the asymptotic range. 

Therefore, the applicability and performance of uncertainty estimators 

varies significantly depending on the parameter chosen for the 

verification study.  
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• Chapter 7 (Virtual Replica of a Towing Tank Experiment to Determine 

the Kelvin Half-Angle of a Ship in Restricted Water) presents a virtual 

towing tank, physically consistent with model testing facilities. 

Specifically, the numerical simulation features no open boundaries. It 

is demonstrated that the approach can provide satisfactory predictions 

in terms of resistance, and can model the wavefield accurately. The 

wavefield is validated by means of a Fourier representation of the 

numerical free surface, which is compared to theoretical relations, 

derived from the linear dispersion relation. Differences between the 

theoretical and numerical Kelvin half-angle are demonstrated. These 

are found to stem from the magnitude and location of the wavenumber 

inflection point, at which the Kelvin half-angle is evaluated. 

• Chapter 8 (Modelling the Hydrodynamic Effect of Abrupt Water Depth 

Changes on a Ship Travelling in Restricted Waters Using CFD) presents 

an evaluation of the increase in resistance of a ship due to a step change 

in the water depth. The numerical simulations, performed at model-

scale, showed that magnifications of ship resistance of up to 226% are 

predicted when the depth Froude number is near the critical value past 

the transition. As the velocity is increased, the wavefield is shown to 

interact less with the depth discontinuity. The numerical data show 

very good agreement with analytical relations of wave transmission 

past a depth discontinuity and viscous dissipation of waves in canals. 

A strong formation of a boundary layer at the canal bottom is observed, 

which persists a significant time after the ship has passed.  

• Chapter 9 ( Conclusions and Future Work) summarises the findings of 

this thesis and lays out directions for future research. A discussion is 

given on the findings and how they relate to the aims and objectives.  
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  CRITICAL REVIEW 

 

 
This chapter is dedicated to an overview of the discipline to which this thesis 

pertains, i.e. numerical ship hydrodynamics. The origins of the field are briefly 

explored, before focus is shifted to the evolution of the discipline into its 

present form, its successes, challenges, and future directions. Then, each 

subset of problems examined in the following chapters is given a separate 

section, where the relevant literature is reviewed. Naturally, prevalence is 

given to the contributions made in the area of ship hydrodynamics. 

2.1 The origins of ship hydrodynamics  

The problem of ship resistance prediction has a long and rich history spanning 

over centuries, and forms a cornerstone in the field of hydrodynamics. The 

discipline itself, however, did not emerge as a result of the fundamental 

questions regarding ship resistance, asked by both Newton and Euler 

(Gotman, 2007). Nevertheless, so important was the study of fluid motion 

around ships that Newton devoted a significant section of his Principia 

Mathematica to it, where he asserted the proportionality of inertial resistance 

of a body to the square of its velocity (Darrigol and Frisch, 2008). Though 

Newton’s contributions are important, da Vinci is thought to have produced 

the first treatise of fluid motion many years earlier (Gotman, 2007). 

However, it was Daniel Bernoulli who first gave the present area of study its 

formal designation (Darrigol and Turner, 2006). He discovered the universally 

known law carrying his name. Hydrodynamics was then capable of explaining 

highly practical phenomena that seem counter-intuitive at first. For instance, 

Bernoulli’s equation described why the pressure drops in a pipe when its 

cross-section is reduced. This found applications in describing blood flow and 
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advanced the understanding of blood pressure within the cardiovascular 

system. Unfortunately, hydrodynamics could not maintain the perception of 

being a practical science for long. This is best explained by one of Daniel 

Bernoulli’s contemporaries, d’Alembert, whose contributions to science are 

many, particularly as they relate to fluid flow. 

Hydrodynamics ended up being seen by many researchers as a purely 

theoretical study of immense complexity with little to no bearing on the real 

world. This is best exemplified by d’Alembert’s paradox, stating that a body 

would encounter no resistance in an incompressible, inviscid fluid. Of course, 

the paradox, as interpreted at the time, contradicted everyday experience by 

precluding the possibility of, for example, bird flight. This was partially 

responsible for a fundamental split in the field itself, resulting in the two 

sciences of hydrodynamics and hydraulics (Darrigol and Turner, 2006).  

The primary reason behind the perceived fracture between the practical and 

theoretical was likely driven by the fact that Euler’s equations, describing fluid 

motion, presented not only the first nonlinear field theory, but remain 

shrouded in mystery even today. In effect, Euler’s equations are still thought 

to be sufficient to model ship-generated waves (Torsvik, 2009). This likely 

contributed to the confusion regarding d’Alembert’s paradox, which can be 

resolved as soon as one considers the complete description of the governing 

equations.  

There are many critical contributions to the field, without which 

hydrodynamics would not be as rich a science. Some of the important names 

include those of Navier, and Stokes, who derived the equations of motion in a 

viscous fluid; Rankine, who developed the theory of sinks and sources; 

Helmholtz, who founded the theory of vortex motion and introduced the 

velocity potential; Reynolds, who formulated the ideas of laminar and 

turbulent flow (Milne-Thomson, 1962); Froude (1874), who conceptualised the 

first scaling law in ship hydrodynamics; and Michell (1898), whose integral (or 

variations thereof) is still used extensively in practical and academic contexts 

to predict the wave resistance of a ship, despite being overlooked by his 

contemporaries.  

2.2 Contemporary perspectives 

The idea that it is practically relevant to obtain a good estimate of the resistance 

of a ship emerged when the first machine-powered craft were built (Gotman, 

2007). The mathematics of ship resistance prediction remains a highly active 
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field even today. In the last century, the linear description of the scientific 

problem at hand matured significantly. For instance, Havelock (1908) and Inui 

(1954, 1936a, 1936b) derived methods to predict the location of wave crests and 

the corresponding kelvin half-angle in deep and shallow waters. 

In recent years, the volume and pace of research in linear methods has reduced 

dramatically. However, linear methods remain of high regard and use due to 

their utility (Beck and Reed, 2001). Nevertheless, the 21st century, has seen an 

explosion of academic literature concerned with the application of the Navier-

Stokes equations. Largely driven by the exponential growth in available 

computational resources, the numerical solution of the fully nonlinear 

governing equations has become commonplace. However, there are still many 

problems in the application of all forms of the Navier-Stokes equations.  

Ranging from purely mathematical to fundamentally practical, the Navier-

Stokes equations offer a wealth of open research questions. The problems in 

applying the governing equations span many disciplines. For instance, it is 

still unknown whether the Navier-Stokes equations produce unique solutions 

in three dimensions (Carlson et al., 2014). Luckily, most of these issues do not 

concern practical applications of the Navier-Stokes equations (or more 

accurately, the Reynolds averaged form of the governing equations). From an 

engineering point of view, all that is required is consistent provision of results 

within some predefined measure of accuracy, which has been extensively 

demonstrated for ships in academic contexts.  

The remaining challenges relate to how one can guarantee that a solution 

satisfies the predefined measure of accuracy. This is particularly of concern 

when performing novel case studies. Efforts to improve predictions have been 

ongoing for many years. Their evolution in the field of ship hydrodynamics is 

best exemplified in a hierarchal form, as shown in Figure 2.1, adapted from 

Witherden and Jameson (2017). The main difference between the present 

interpretation of the hierarchy of fluid flow models and that of the above 

reference is that Large Eddy Simulation (LES) and Direct Numerical 

Simulation (DNS) have been incorporated at the top of the pyramid. This was 

done in light of recent publications on the matter, which demonstrated that 

LES can be used in practice, albeit subject to restrictions. An in-depth 

discussion on these can be accessed in the open literature (Fureby et al., 2016; 

Kornev et al., 2019; Kornev and Abbas, 2018; Liefvendahl and Fureby, 2017; 

Shevchuk and Kornev, 2017). Although DNS remains outside researchers 

capabilities for high Reynolds number flows at present, it can be anticipated 
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that this would not be the case indefinitely, keeping in mind the rapidly 

increasing availability of computational resources and improvements in 

algorithm efficiency. 

 
Figure 2.1. Hierarchy of fluid flow models, adapted from Witherden and 

Jameson (2017). 

The issues not addressed by Figure 2.1 relate to potential difficulties and their 

underlying sources relevant to each method. As one progresses towards the 

top of the hierarchy, different conceptual issues must be overcome. To 

elaborate, although the practicality of, for example, linear potential flow is not 

questioned, practitioners are aware of the situations where its use is 

admissible. The range of parameter definitions, computational resource and 

ease of implementation suggest that it is trivial to compare solutions obtained 

with linear potential flow solvers and experiments to build confidence.  

Near the top end of the complexity scale, RANS-based flow predictions feature 

dozens of parameters, models, sub-routines, and more generally, modelling 

approaches. These range from turbulence modelling, through boundary 

conditions, to numerical wave damping/definition, and interface 

tracking/capturing to name but a few. Each category mentioned above has 
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emerged as a field of study in its own right, rendering it practically impossible 

for the practitioner to have adequate expertise simultaneously in all fields. For 

this reason, studies have emerged aimed at providing specific 

recommendations to alleviate the burden. The required levels of technical 

knowledge can be reduced upon familiarisation with relevant research work 

for a wide spectrum of problems. For instance, Wackers et al. (2011) have given 

the most in-depth overview of strategies to model free surfaces in ship CFD, 

while Eca et al. (2015) provide an overview of the application of wall functions.  

Although they are highly valuable, guides, best practices, and reviews are 

insufficient to increase physical understanding in ship hydrodynamics. For 

this reason, the majority of studies are concerned with specific phenomena, i.e. 

a subset of the physics. These are typically carried out under idealised 

conditions to isolate a certain aspect of the solution and analyse it suitably in 

view of increasing the conceptual understanding of the underlying physics.  

2.3 Scale effects on a ship hull 

When designing a ship, its performance is usually assessed against a variety 

of parameters. One of these is the expected value of resistance that the ship 

will experience in calm waters. Having a good estimate of this value is crucial 

because it determines the power delivered by the propulsion plant. In some 

cases, the naval architect may choose to seek alternative hull forms if the 

resistance falls within an unfavourably high range. It is therefore of critical 

importance to obtain an accurate estimate of ship resistance in full-scale. 

Unfortunately, at the design stage, one rarely possesses full-scale data. To 

address this, towing tests are performed to predict the resistance in model-

scale, which is then extrapolated to full-scale. 

The earliest procedure for ship resistance extrapolation was devised by Froude 

(1874). It begins by assuming that ship resistance, in non-dimensional form, 

can be decomposed into frictional and residuary components. Central to the 

present argument is the latter being constant with scale, which is known not 

to be correct (Toki, 2008). On the other hand, the frictional components vary 

with Reynolds number (Re), and can be approximated by the skin friction of a 

flat plate with an equivalent submerged surface.  

The second and more widely used approach was proposed by Hughes (1954), 

who suggested the form factor approach. Within this approach, the resistance 

is decomposed into viscous and wave-making components. The latter is 

hypothesised to remain constant for geometrically similar ships, because, at 
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any scale, the ship is expected to produce a geometrically similar wave pattern. 

On the other hand, viscous resistance is further split into frictional and viscous 

pressure components by use of the form factor. Again, the frictional resistance 

approximated as that of an equivalent flat plate. Several problems plague this 

method, the most important of which is perhaps that the form factor (1+k), 

used in accounting for 3D effects, is assumed invariant with scale. To estimate 

(1+k), a model is towed at a low speed, where the wave resistance is supposed 

to be negligible, also known as the Prohaska test. Alternatively, the ITTC’78 

method introduces a factor to be determined via regression analysis to account 

for the wave resistance in the form factor calculation, shown in Eq. (2.1): 

𝐶𝑇 = (1 + 𝑘)𝐶𝐹 + 𝑐𝐹𝑟
𝑁       (2.1) 

where c is a constant, chosen to fit as many 𝐶𝑇 (total resistance coefficient) 

measurements as possible, while N normally attains a value between 4 and 6 

(van Mannen and van Oossanem, 1988), and 𝐶𝐹 is the frictional resistance 

coefficient. 

Although the 2D and 3D extrapolation procedures, summarised graphically in 

Figure 2.2, can provide a good estimate of the resistance prediction, they are 

just that – estimates. Differences between the two methods are expected to 

stem from a variety of sources. The obvious ones are associated with the 

assumptions mentioned above: in the first case, the residuary resistance, 

whereas in the second – the wave resistance, both assumed constant with scale.  

The problem becomes worse because, while a linear decomposition is 

assumed, it is well-known that resistance is a nonlinear problem (van Mannen 

and van Oossanem, 1988). Furthermore, this falls within the category of 

processes in which linearly breaking up physical phenomena and treating 

each part separately cannot adequately describe reality. This is due to the 

inability of linear systems to account for interactions between the different 

components in a nonlinear system, yielding properties not exhibited by the 

linear system (Saaty and Bram, 1964). An example of this problem is the 

interaction between frictional and wave resistance. 

Underpinning the field of engineering is dimensional analysis, defined by 

White (2010) as the practice of reducing the number and complexity of 

variables upon which a physical process depends. Consequently, dimensional 

analysis rests on scientists’ ability to define proper relationships between 

variables. Having established the difficulty in achieving this fully implies that 

one can never predict exactly the full-scale resistance of a ship with precision, 
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using model experiments. To tackle this, towing tank facilities rely on 

experience and large databases of model and full-scale data recorded during 

sea trials. 

It should be noted that the use of sea trial measurements for validation 

purposes is used infrequently. This is the case because the equipment and cost, 

required to perform such an activity tend to be prohibitive. A testament to this 

fact is the scarcity of full-scale validation work in the literature. However, in 

2016, the Lloyd’s Register organised a blind workshop on full-scale ship 

hydrodynamics. The findings, and anonymised results from participants were 

published in Ponkratov (2016). The aforementioned report begins with an 

extensive summary of the 3D laser measurements of the hull, performed 

during dry docking. Then, the experimental equipment is detailed, before the 

aggregated results are given. These highlight the difficulty in performing full-

scale simulation, as only 3 participants achieved an error of approximately 3% 

or less. 

 

 

Figure 2.2. Resistance extrapolation 

One of the most fundamental problems in model tests, and the subsequent 

extrapolation is that the intrinsic physical properties of the medium (air and 

water) have not been scaled down along with the ship. In this respect, potential 

flow can be a useful starting point. Specifically, linear potential flow theories 

predict no scale effect in the wave pattern, generated by a ship for a given 

Froude number. To reveal scale effects, the physical phenomena not modelled 

by the abovementioned approach should be taken into account, specifically, 



 

15 

 

the action of viscosity. Therefore, it can be stated that the action of viscosity in 

the fluid is responsible for scale effects. 

In his experiments, García-Gómez (2000) demonstrated changes in the form 

factor of a ship as a result of scaling on several different hull forms. He also 

suggested an empirical correction to account for the difference in the model 

and full-scale ship form factors. It is important to note that according to García-

Gómez, (2000), scale effects are due to Reynolds number-dependency only, 

and they are due to the friction line used. 

It is well documented that the form factor (1+k) changes with Re, as 

demonstrated by many researchers (García-Gómez, 2000; Kouh et al., 2009; 

Lee et al., 2018; Terziev et al., 2019a; Zeng et al., 2019), but its use is still 

endorsed as part of the ITTC extrapolation procedure (ITTC, 2017a). However, 

placing all scale effects on the skin friction line is not correct, because every 

component of ship resistance is expected to be associated with a scale effect in 

its own right. This may be confirmed by examining the non-dimensional form 

of the Navier-Stokes equations. Specifically, the effect of viscosity is 

represented as 1/Re (Fox et al., 2015). Therefore, any viscous fluid will change 

its behaviour with varying Reynolds number. This implies that at a change 

from model to full-scale, where the Reynolds number changes order of 

magnitude from O(106) to O(109) may induce palpable scale effects. 

The wave resistance is also typically assumed invariant of Re, but boundary 

layer physics suggests otherwise. To elaborate, Brard (1970) predicted that 

viscosity and vorticity act on near-field waves as 1 (𝑅𝑒 × 𝐹𝑛
2)⁄

1/3
, while on far 

field waves as 1/(𝑅𝑒 × 𝐹𝑛
4 ), where 𝐹𝑛 is the Froude number. Thus, rendering 

the effect of near-field waves more significant. Coincidently, these are also of 

greater practical importance in the low speed regime, where ships are tested 

according to the Prohaska test, used to determine the form factor. This is 

because ships generate predominantly near-field disturbances at low speeds. 

The influence of turbulence is also known to impact on ship-generated waves 

(Brard, 1970; Tatinclaux, 1970). Since it is not possible to achieve both Reynolds 

and Froude similarity simultaneously in practice, one retains different flow 

properties in terms of turbulence and vorticity when extrapolating from model 

to full-scale. Here, it is useful to introduce the concept of an “equivalent ship”. 

This is sometimes used in potential flow theories in an attempt to account for 

boundary layer displacement thickness and its impact on flow properties 

(Gotman, 2002; Lazauskas, 2009). In this concept, an “equivalent ship” is the 
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ship’s underwater geometry, plus the displacement thickness of the boundary 

layer. Now, the displacement thickness being different at each scale, inevitably 

means that this equivalent ship is different in shape at each scale.  

One could consider the aforementioned statements from the classical point of 

view of source strength distribution used by potential flow to model the ship 

as a wave maker. If boundary layer physics are taken into account, then the 

source strength, assigned to the stern is not the same at different scales. This is 

true because the boundary layer is relatively thicker at model scale than at full-

scale. Moreover, a higher Reynolds number implies a broadening of the 

turbulent kinetic energy spectrum (Durbin and Pettersson Reif, 2011). The net 

effect of this is the presence of eddies of different characteristic lengths and 

time scales. All of the above serve to point towards the existence of a viscous 

effect on the wave resistance, as suggested by Brard (1970) and Tatinclaux 

(1970), and therefore, scale effects. 

The arguments laid out so far must also be considered in conjunction with the 

fact that in each scale factor of a geosim series, the fraction of the ship over 

which a laminar boundary layer may be observed is different. Furthermore, 

knowledge that a thickening of the boundary layer occurs with an increase in 

scale factor (decrease in linear dimension) suggests that one may expect wave 

resistance coefficient to decrease as one moves up the Reynolds number scale 

in a geosim series. This was one of the conclusions of Ferguson (1977), who 

observed this effect experimentally. More recently, studies on ship hull 

roughness demonstrated the that a thicker boundary layer, resulting from 

surface roughness increases wave resistance (Song et al., 2019). However, 

Brard (1970) discovered that turbulence and vorticity supress ship waves. 

Indeed, the presence of turbulence is typically interpreted mathematically as 

a “sink” for large scale motions (Golbraikh et al., 2013). It is therefore not 

straightforward to predict whether the wave resistance will be higher or lower 

a priori. This is the case because the combined effect of turbulence, vorticity, 

and change of boundary layer properties on ship waves are difficult to 

quantify. Moreover, the relationship between these components, and their 

relative impact may alter for different shapes. 

Flow separation is also known to play an important part in model-scale, but 

not in full-scale (Kouh et al., 2009; Raven et al., 2008). Vortex formation is 

typically delayed in full-scale, and when it occurs, vortices encounter higher 

damping than in model-scale (Hochkirch and Mallol, 2000). Both of these 

effects are likely related to the change in the laminar-turbulent boundary layer 
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transition location. This causes the different flow properties generated at each 

scale to cascade and snowball towards the stern and into the wake itself.  

At this stage, it is important to make some brief observations regarding the 

frictional component of ship resistance. As stated earlier, this is assumed to be 

one of the independent components of the total resistance. Its prediction has 

received its fair share of attention form the scientific community, resulting in 

numerous approaches.  

Methods to calculate the frictional resistance coefficient can be classified into 

three categories, all of which define the frictional resistance coefficient as a 

function of the Reynolds number. The first category consist of correlation lines, 

such as that of White (2006),  as well as Prandtl-Schlichting and Schultz-

Grunow, reported in Schlichting (1979). The second category consists of 

formulae, derived using integrated analytical two dimensional boundary layer 

equations expressing the local frictional resistance of a flat plate,  such as those 

of Schoenherr (1932), Hughes (1954), Grigson (1999), Katsui et al. (2005), and 

Lazauskas (2009). The third category is numerical lines, such as those of Eça 

and Hoekstra (2008), who developed three formulations by fitting curves to 

data obtained via a RANS solver - one based on the of Hughes (1954) line (in 

rational form); and two in polynomial form (one linear and one cubic). More 

recent numerical friction lines include that of Wang et al. (2015) and  Korkmaz 

et al. (2019).  

While there is a plethora of available friction lines, it is important to keep in 

mind that the vast majority do not take into account free-surface effects. The 

analytically derived ones use the integral value of two-dimensional boundary 

layer equations to express the friction coefficient. Even the numerical friction 

lines were established with the use of double body models. However, as 

pointed out by Stern (1985), the presence of a free surface causes a highly 

complex three-dimensional flow. Thus, not only does one expect differences 

due to the presence of a free surface in the frictional coefficient, but also, the 

wave resistance is modified as a result of the different nature of the boundary 

layer (Marquardt, 2009).  

So far, primarily analytical and experimental studies aiming to determine the 

resistance of a ship have been mentioned. However, an approach of rapidly 

emerging popularity in the context of ship hydrodynamics is the use of 

Reynolds averaged Navier-Stokes methods, as shown in Figure 2.3. Some of 

the early work in which scale effects using a CFD approach have been 
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examined includes the work of Oh and Kang (1992). They modelled viscous 

flow over the stern of a ship by invoking the double body approximation. 

According to Gotman (2007), Foettinger first described the double body idea 

by replacing the free surface with a symmetry boundary in 1924. Since then, 

tests in wind tunnels using the underwater shape of a ship and its mirror 

image have been performed, for example, by Patel and Sarda (1990). They 

studied the turbulence and boundary layer characteristics of the Wigley 

parabolic hull. The contribution of the abovementioned work is that it 

describes features of the 3D flow used for numerical turbulence modelling. 

 

Figure 2.3. Annual publications listed under the category “ship CFD” 

according to Web of Science (2020) as of 26.04.2020. Extrapolated numbers 

based on the trend1 up to 2030 are represented by empty bars. 

Researchers were constrained for several years to modelling only a part of a 

ship’s hull.  Using the double body approach and placing the inlet amidships, 

Eca and Hoekstra (2001) predicted the scale effect on a tanker by varying the 

Reynolds number. One of the problems highlighted in their study is the 

scarcity of experimental data for comparison. Although the problem is still  

unresolved today, Kim et al. (2001) performed a systematic series of 

experiments to alleviate this. Their motivation for performing the study was 

specifically to provide validation data for CFD codes. Later, Tahara et al. (2002) 

investigated the appropriate numerical setup applicable to full-scale ship 

hydrodynamic performance prediction. Their findings include that one of the 

key issues “for full-scale ship flow simulation is to maintain the accuracy in 

the resolution of the flow within a viscous and turbulent boundary layer of 

decreasing thickness.”  

 
1 The data and associated fit to extrapolate the number publications to the year 2030 can be 

found in Appendix A 
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In RANS solvers, turbulence modelling has been shown to be one of the main 

factors in modelling scale effects. Duvigneau et al. (2003) performed a study 

on hull form optimisation in both model and full-scale. Their findings indicate 

the calculated parameters are highly dependent on the turbulence model 

chosen. Indeed, Visonneau (2005) reported the same finding within the 

European Full-scale Flow Research and Technology (EFFORT) project 

(Bugalski, 2007). He also pointed towards free-surface effects as a potential 

source of difficulties for RANS solvers in full scale. However, the main 

problem remains the lack of full-scale data for validation. 

Later, Raven et al. (2008) examined the capabilities of an inviscid solver and a 

viscous solver to predict the full-scale performance of a ship. They found that 

the wave resistance coefficient is up to 20% higher in full-scale when compared 

to model-scale. However, the scaling of viscous resistance was computed via 

a double body model. Continuing the trend of using the double body method, 

Kouh et al. (2009) demonstrated the Reynolds number dependence of the form 

factor. Their study featured several hull forms, including the KRISO 

containership (KCS), which allowed them to draw comparisons between 

different shapes. They demonstrated that the form factor decreases with 

Reynolds number for all examined shapes. 

Min and Kang (2010) questioned the basic assumptions of the extrapolation 

procedure recommended by the ITTC (2017). Their paper represents the end 

of the sequence of studies confirming that the form factor is Reynolds number-

dependent. However, they went further, suggesting the form factor be treated 

as a function of Froude number as well, and called on other researchers to 

investigate this. Min and Kang (2010) also provided a correction formula to be 

used in the determination of the form factor. 

An interesting approach to resolving the scaling problem was presented by 

Guo et al. (2015), who utilised a non-geometrically similar approach, namely, 

a similar ship, whose flow characteristics at model-scale match the parent hull 

in full-scale. Although this method would be very useful if refined, it is yet to 

be implemented elsewhere. 

As recently as 2016, researchers opted to use the double body method to study 

ship performance. For instance, Wang et al. (2016) chose this approach to 

examine the effect of different draughts on the form factor. However, the main 

event of 2016 in this respect was the publication of the Lloyd’s Register’s 

workshop on ship scale hydrodynamics (Ponkratov, 2016), in which the 



 

20 

 

problems of CFD predictions in full-scale could be seen more easily. Although 

attention is limited to the bare-hull submissions in the workshop in this thesis, 

it is worth noting that only 3 participants achieved an acceptable level of 

accuracy between the full-scale CFD result and the sea-trial data in terms of 

total resistance and propeller rotation rate (3% deviation). For the purposes of 

the workshop, sea trials were conducted post-docking of a general cargo ship 

between Istanbul, Turkey and Varna, Bulgaria. The results indicated that air 

resistance (cranes and superstructure) plays a much more important role in 

the total resistance (7% contribution) than trim (3% contribution) for the 

particular ship investigated. The Ponkratov (2016) report highlights the 

differences between numerical setups. For instance, Starke et al. (2017), who 

were one of the participants, showed that a level-set method for free surface 

capturing is not capable of modelling the overturning bow wave.  

The main obstacles to be overcome prior to the routine use of CFD in full-scale 

computations require further research as suggested by the literature. One of 

the issues frequently pointed out is the large number of cells. However, 

Tezdogan et al. (2015) demonstrated that it is possible to carry out RANS 

numerical simulations directly in full-scale. Alternatively, Haase et al. (2016) 

proposed to verify a numerical grid in model-scale (based on Froude 

similarity). Then, by altering the value of viscosity, the Reynolds number can 

be changed to match the corresponding full-scale ship.  

Recent work in the field of computational ship hydrodynamics has 

concentrated on tackling the problem referred to above, directly (Niklas and 

Pruszko, 2019a, 2019b). For instance, Sun et al. (2020) performed a numerical 

analysis in model and full-scale and compared the latter with sea trial data. 

Their work features double body and multiphase in for both model and full-

scale conditions. Incorporating a spinning propeller allowed Sun et al. (2020) 

to determine that vortex formation is noticeably damped at full-scale when 

compared at model-scale.  

Other researchers have opted to focus on the action of turbulence in full-scale. 

Turbulence modelling is typically a source of modelling errors, which are 

difficult to quantify at full-scale (Bhushan et al., 2009, 2007; Duvigneau et al., 

2003; Pereira et al., 2017). Thus, alternatives to RANS techniques, which 

resolve at least part of the turbulent kinetic energy spectrum, have emerged 

and are rapidly gaining popularity. In this respect, Liefvendahl and Fureby 

(2017) estimated that a full-scale Large Eddy Simulation (LES)  for the Japan 

Bulk Carrier (JCB) would require between 9.7×109 and 6.7×1012 cells, 
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depending on the approach (wall-modelled LES vs. wall-resolved LES). Such 

grids are difficult to handle, even in academic contexts, demonstrating that 

resolving the turbulent kinetic energy spectrum in full-scale is not currently 

practical.  

According to Pena et al. (2019), the bridging alternative (resolving part of the 

turbulent kinetic energy spectrum), known as Detached Eddy Simulation 

(DES), can be successfully employed to predict full-scale ship performance. In 

their study, the aforementioned authors performed full-scale simulations on 

the cargo ship investigated within the Lloyd’s Register workshop. The novelty 

within their study is expressed in the fact that they opted to use the DES 

approach. Although this is typically associated with considerably higher 

requirements in cell numbers and lower time-steps, the authors achieved high 

predictive accuracy. More importantly, they demonstrated that an accurate 

solution can be achieved not only for integral properties, such as resistance, 

but for the flow field near the ship as well. 

Grid numbers are currently of some interest to the academic community. For 

instance, Jasak et al. (2018) performed grid sensitivity studies in full-scale. 

Their results suggest that full-scale simulations may be performed with a 

relatively low number of cells while achieving high accuracy. Specifically, 

simulations on a car carrier in the aforementioned work were performed with 

approximately 6.4 million cells and achieved 0.24% deviation from the sea trial 

result.  

It is clear that full-scale simulations are possible even with current 

computational power availability. However, best practice approaches should 

be established to avoid the scenario observed in the Lloyd’s Register report, 

where a relatively low number of participants obtained the desired level of 

accuracy.  

2.3.1 Shallow water effects 

In many cases, instead of isolating a certain part of the physics to analyse it 

separately, it is worthwhile to do the opposite in order to magnify certain 

parameters, thereby making them stand out for easier analysis. In essence, this 

results in seeking more challenging case studies which will accentuate sought 

after phenomena. Shallow water studies can be thought to represent a such 

reasoning. This is thought of in the sense that many phenomena, and their 

interactions are highlighted due to the proximity of the seabed in the case of 

shallow waters. Therefore, in carefully constructed experiments (physical or 
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numerical), one can deduce effects that may be obscured in deep waters due 

to their small magnitude, for example, scale effects.  

It is also important to have an appreciation that although a ship may spend 

large parts of its operational life in unrestricted waters, it inevitably must enter 

shallow/restricted waters. Therefore, to obtain a complete picture of a ship’s 

performance, the designer must also understand how the ship will react to a 

reduction in underkeel clearance (Tuck and Taylor, 1970). This may occur 

whilst entering a port, or traversing one of the famous man-built waterways 

(the Panama and Suez canals (Tuck, 1966)). It is known that an increase in ship 

resistance can be expected when operating in shallow waters. Typically, this 

is offset by a reduction in speed, also used to ensure against groundings, which 

are the most frequently occurring accidents in the Suez Canal. While a 

grounding at low forward speed may not damage the ship from a structural 

point of view, it creates congestion. The low speed requirement has also meant 

that the abovementioned waterways have become bottlenecks, restricting the 

amount of freight passing through.  

In fact, while the average annual vessel traffic has remained largely constant 

in the past four decades, freight has increased in an exponential fashion (Suez 

Canal Authority, 2018). Therefore, ship size must have increased 

proportionally. This has meant that the main task of the Suez Canal Authority 

is to now perform bathymetric surveys, since larger vessels require greater 

under keel clearance and safety margins. Moreover, disproportionately many 

incidents occur in shallow water according to EMSA (European Maritime 

Safety Agency, 2019, 2018, 2017, 2016, 2015). 

The principal phenomena, occurring in shallow waters are related to the 

reduction in underkeel clearance and lateral extent of the waterway (in rivers 

and canals, for example). These cause sinkage and trim of the ship, the 

combined effect of which is termed ship squat.  Unlike deep waters, waves 

propagate at a single speed, √𝑔ℎ, where h is the water depth. In such 

conditions, wave resistance is known to be nonlinear. Consequently, Michell's 

(1898) integral, and variations thereof predict no resistance in shallow water 

for subcritical speeds (Beck et al., 1975; Tuck, 1967, 1966). A ship propagates at 

a subcritical speed when its velocity smaller than √𝑔ℎ. Conversely, when 

U>√𝑔ℎ, the regime is called supercritical, whereas when the two quantities are 

equal, the flow is termed critical.  
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By analogy to aerodynamics, and the associated wave resistance emanating as 

sound when crafts break the sound barrier, Michell's (1898) integral predicts a 

non-vanishing resistance for supercritical speeds. However, the sustained 

generation of waves by sub-critically propagating objects in water of finite 

depth suggests some energy transfer must occur from the object to the wave 

system. Therefore, a result to the contrary defies physical experience, and was 

part of the reason why Michell's (1898) integral was overlooked by his 

contemporaries.  

The reasons behind the non-existing predictions for subcritical speeds are 

rooted in the linear nature of the aforementioned integral. In essence, wave 

resistance in shallow water is non-linear. Obviously, such phenomena cannot 

scale linearly. Therefore, understanding how wave resistance scales in shallow 

water can increase knowledge of the deep-water equivalent, which contains a 

substantial, if not dominant, linear component. This is true because the two 

phenomena have the same origin and therefore share the physical mechanism 

producing them. If one were to couple this fact with Tuck's (1978) forecast of 

greater relative scale effect in shallow water, it is easy to see why the 

examination of such cases is worthwhile.  

The origins of scale effects in shallow water have several additional 

dimensions. Firstly, the boundary layer changes in relative thickness with 

scale, as discussed earlier. Its interaction with the seabed and/or sides causes 

greater scale effects. For instance, Gourlay (2006) predicted that a ship’s 

boundary layer may intersect the seabed. This may be the case even when the 

depth-to-draught ratio (h/T) is not very small. For instance, Terziev et al. 

(2019b) showed this to be the case for h/T=1.6. A study by Shevchuk et al. 

(2016), and subsequently Böttner et al. (2020) examined the narrow gap 

between a ship hull and seabed numerically and experimentally.  

The findings of the aforementioned studies include the formation of a 

boundary layer on the seabed. Knowing that a boundary layer will not scale 

linearly implies that in full-scale, the ship operates under different conditions 

than those in towing tanks. The extent to which this is impactful is yet to be 

determined. In any event, scale effects are expected as a result of the disparity 

between the ‘equivalent’ ship in different scales. Since the forces acting on the 

hull will also be different, stemming from the scale-inconsistent boundary 

layers, it is reasonable to forecast differences in ship squat as well. Indeed, 

numerical and experimental studies have shown this assertion to be justifiable 

(Duffy, 2008; Ferguson, 1977; Shevchuk et al., 2019). 
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However, in contrast to the above-mentioned studies a recent paper suggested 

that scale effects on ship squat are negligible (Kok et al., 2020). Examining the 

results presented in the aforementioned paper, it becomes apparent to the 

author that such scale effects are actually predicted. For instance, the authors 

of the previously mentioned paper state that “at h/T= 1.23 and 𝐹ℎ= 0.53, the 

difference between the full scale and the model scale non-dimensional squat 

is only 5.32%”. However, this may be a substantial difference when carried to 

full-scale and could realistically cause grounding.  

A systematic geosim series in shallow waters would likely to resolve the 

questions posed above. However, when devising such an experiment, the 

equivalent ship concept should be taken into account. A vessel at different 

scales operates at different effective underkeel clearances due to changes in 

the boundary layer thickness. It is therefore not immediately apparent how a 

meaningful comparison should be carried out if the conditions are to be 

maintained identical for all Reynolds numbers. The proximity of lateral 

boundaries will also scale nonlinearly, inducing further effects.  

Frictional resistance in shallow water is also of some importance for ships. 

Studies have shown that the proximity of the seabed causes an increase in CF, 

which according to the most recent research on the matter, is unique for each 

ship (Zeng et al., 2019). This is caused as a result of three-dimensional effects 

on the frictional resistance (Raven, 2019). In deep waters, these are relatively 

mild, and cause a tolerable deviation from the well-known friction relations 

used to predicting CF.  Since scaling behaviour of the 3D contribution is 

unknown, the use of relationships expressing CF should be scrutinised further. 

Three-dimensional effects on the frictional resistance are an inherent aspect of 

the tangential force itself (Dand, 1967). To the best of the author’s knowledge, 

there are no methods to remove the 3D contribution of the frictional 

component on a ship’s hull from the flat plate equivalent. Indeed, the 

boundary layer of a ship is fundamentally different from that of a plate. 

Therefore, there are many aspects in which a ship’s hydrodynamic behaviour 

differs from that of a simpler body. 

2.4 Ship waves 

One fascinating consequence of operating at the air-water interphase is the 

continuous production of waves. It is convenient to begin by examining the 

deep-water case first. In deep waters, the ship generates a wave system, 

confined within a semi-infinite wedge, extending aft of the ship. To gain a 
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picture of the waves generated by a surface-piercing disturbance, one must 

simply place one wedge of half-angle ≈19° 28’ at the bow and one at the stern. 

The entire wave system will be confined within these regions regardless of the 

speed or underwater shape. This was described for the first time by Kelvin, 

after whom the half-angle is named (Thomson, 1887). 

The interesting phenomena occur once again in shallow water, where the half 

angle which the wave system makes with the ship’s trajectory is speed 

dependent. The shallow water case causes the previously described wedges to 

be confined between the deep water limit (19° 28’) and 90° increasing as the 

depth Froude number approaches to unity (Havelock, 1908; Inui, 1936a, 

1936b). In other words, the waves fill the entire half-plane aft of the ship and 

propagate in the same direction as the ship. The prediction of the Kelvin half-

angle is an active field of study even today, with regular new contributions 

being published (Jiang et al., 2002; Lee and Lee, 2019; Rozman, 2009; Tunaley, 

2014). That is, despite the fact that it has been over a century since the Kelvin 

half-angle’s value in deep waters was first documented and subjected to 

mathematical analysis (Thomson, 1887). This serves to highlight the wealth of 

phenomena associated with ship-generated waves, rather than an inability to 

describe the system. 

Scientists have the habit of advancing hypotheses, which are either confirmed 

or discredited experimentally. However, the opposite occurred in the study of 

ship waves. John Scott Russel observed solitary waves in Scotland’s canals 

years before they were subjected to appropriate mathematical analysis 

successfully (Darrigol, 2003). Russel’s observations that a solitary wave may 

cause a drop in the resistance at high speeds was belittled at first, only to be 

vindicated years later.  

Today, significant advances have occurred in the modelling of ship waves at 

all water depths (Dias, 2014; Pethiyagoda et al., 2014; Rozman, 2009; Soomere, 

2007). The methods range from Thomson's (1887) ray argument, through the 

stationary phase method of Newman (1970) and Lighthill (1990), up to more 

recent approaches reminiscent of Thomson's (1887) reasoning (Lee and Lee, 

2019). These deep water relationships are also studied in a towing tank (Gomit 

et al., 2014), and via satellite imagery (Rabaud and Moisy, 2013; Wu, 1992).  

Using RANS solvers, one can simulate cases of arbitrary underwater cross 

sections. For instance, an asymmetric canal was investigated by several 

researchers as part of the PreSquat workshop (Mucha et al., 2014).  Gourlay 
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(2014) modelled the required case studies using the slender body theory. 

However, this method cannot recreate the free surface, which produces highly 

intricate and complex patterns, as demonstrated by Tezdogan et al. (2016b). 

Later, Terziev et al. (2018) simulated a set of horizontally unrestricted shallow 

waters alongside dredged channels and a canal case. All of these studies 

highlight that a ship’s wavefield will be highly influenced by any change in 

the bathymetry. Even if the seabed is perfectly flat, the nonlinear effect in ship 

waves is not fully understood. For this reason, many researchers have used 

the RANS approach to model the problem at hand (Kinaci et al., 2016; Li, 2003; 

Pacuraru and Domnisoru, 2017; Rotteveel and Hekkenberg, 2015; 

Schweighofer, 2004; Song et al., 2019; Wackers et al., 2011; Wilson et al., 2006). 

However, the extent to which a ship-generated wave is modelled by RANS 

solvers in accordance with linear dispersion properties is yet unknown. That 

is although significant demonstration of the accuracy of RANS solvers has 

been demonstrated in a series of workshops on numerical ship 

hydrodynamics, for example, Larsson et al. (2014). Human perception of 

differences in between experimental and numerical free surfaces is notoriously 

unreliable. For this reason, within this thesis, a study is performed to assess 

the degree of agreement between the linear dispersion relation-based Kelvin 

half-angle in shallow water and its numerical counterpart (Chapter 7). The 

dispersion relation for canals of sloping sides is also of some interest in practice 

due to their geometric similarity to riverbeds, used extensively for navigation 

even nowadays.  

Ship waves can cause erosion and infrastructure damage in many cases. This 

is particularly relevant for ships operating in otherwise low-energy coastal 

areas or lakes (Bourne, 2000; Hofmann et al., 2008; Schoellhamer, 1996). 

Another equally important concern relates to the impact ship waves on fish 

and their assemblages, a review of which is given in Wolter and Arlinghaus 

(2003). More severe events are reported in Soomere (2009) where, firstly a case 

where holidaymakers were being “forced to flee for their lives when enormous 

waves erupted…”, and secondly, a case where ship waves caused a fatal 

incident on the East coast of England. It is therefore important to understand 

how ship waves transform over a sloping wall, representing a beach or a 

canal/river side. This problem is reminiscent of that investigated by Tezdogan 

et al. (2016b), Torsvik et al. (2009), Bechthold and Kastens (2020), Terziev et al. 

(2020), Kok et al. (2020), and  Elsherbiny et al. (2020, 2019a, 2019b) to name but 

a few. 



 

27 

 

It is also important to note that RANS-based predictions of ship waves have 

attracted some mixed opinions from researchers in terms of utility for the 

present context. Although there does not seem to be any objection to using this 

modelling approach per se, there is an awareness of the computational expense 

at which such predictions come (Jiang et al., 2002). Even in cases where ship 

hydrodynamics and the resulting waves are investigated, the wavefield is 

destroyed at no more than 4~5 ship lengths aft of the stern, at most. This occurs 

at the outlet boundary and is irreversible. From a naval architect’s perspective, 

this may not be of great consequence, but in coastal engineering practice, these 

waves need to be captured a long distance aft of the ship. Their interactions 

with infrastructure can occur several miles from the ship track (Grue, 2017; 

Soomere, 2009).   

An economical approach to modelling ship waves is found in the Korteweg-

de Vries (KdV) equation, which accounts for dispersive and weakly nonlinear 

effects. This has been used to model ship waves by many researchers (Cole, 

1987; Hur, 2019; Katsis and Akylas, 1987, 1984). If the ambient pressure term 

is retained  in the formulation of the KdV equation, one obtains its forced 

version (fKdV), which is only valid for waves propagating in a single direction 

(Torsvik, 2009). An extension of the fKdV equation, capable of accounting for 

waves propagating at a small angle relative to the ship’s track is the 

Kadomstev-Petvianshili (KP) equation. This approach has also been 

extensively used to model ship waves(Beji, 2018; Mathew and Akylas, 1990; 

Sharma, 1995). These equations are frequently used in the present context 

because they are susceptible to producing closed form solutions (Whitham, 

2011). By contrast, the Euler form of the governing equations admits this for 

simple, and therefore predominantly unrealistic cases (Torsvik, 2009). 

Unlike the fKdV or KP equations, the Boussinesq equations, also members of 

the long wave family of theories, have no known closed forms. In this respect, 

they are related to the Euler equations. However, Boussinesq-type solutions 

can account for motion in any direction. Moreover, they can handle 

intermediate wavelengths, as opposed to solely long ones. Their derivation 

also does not rely on a balance between dispersive and nonlinear phenomena, 

as is the case with the two earlier types of equations. For this reason, the 

Boussinesq form is frequently preferred (Dam et al., 2008; David et al., 2017; 

Grue, 2017; Jiang et al., 2002; Torsvik et al., 2006; Wu and Wu, 1982). For 

instance, according to Nwogu (1993), the Boussinesq equations, as derived by 

Peregrine (1967) can model nonlinear transformations in shallow waters. 
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Nwogu's (1993) derivation, was used to examine ship waves recently by David 

et al. (2017) to study ship waves propagating over an irregular bathymetry. 

They compared their model with measurements made in the port of Hamburg 

to demonstrate the validity of the Boussinesq approach. 

The utility of Euler-based methods is indisputable. That is the case especially 

when viscosity is of little to no importance and solutions can be obtained at 

low cost. However, there are cases where the subtle action of viscosity has only 

recently been uncovered. Specifically, as stated earlier, Böttner et al. (2020) and 

Shevchuk et al. (2016) demonstrated the formation of a boundary layer on the 

seabed in very shallow waters. It is in such cases that RANS methods can be 

used, showcasing their strengths. For vessels with high block coefficients, i.e. 

non-slender shapes, the action of viscosity may be significant. This would be 

expressed as an influence in the near-field pressure distribution, which can 

impact on the far-field waves.  

On the other hand, in very shallow and/or narrow canals and rivers, the 

reflection of waves would unavoidably interact with the aforementioned 

boundary layer, found at the river or canal bottom, thus altering the wave-

induced velocity of water particles. In such cases, an Euler-based method 

would not necessarily be suited for the modelling of ship-induced waves and 

related wave fields.  

2.5 Summary and conclusions 

This chapter examined several, widely studied as independent, but 

fundamentally linked topics. Firstly, a brief historical overview of the broader 

discipline of ship hydrodynamics was given. This illustrated that as is typical 

of phenomena within the field itself, the evolution of hydrodynamics was 

frequently nonlinear. That is, great strides were made by, for instance, Euler 

in describing the inviscid form of the governing equations. However, his 

contributions present such levels of complexity, that even today, the Euler 

equations carry open research questions.  

Then, conceptual difficulties and challenges were summarised. Following this, 

scale effects were described in some detail for deep and shallow water cases 

sequentially. It was illustrated that phenomena observed in the latter cases can 

exist in a generalised form within the former cases. Thus, it may be frequently 

desirable to examine cases of greater complexity to enable a better 

understanding of the physics. Shallow water flows past ships are 
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representative of such cases due to the amplification in relative importance of 

nonlinear phenomena.  

In line with the research aims and objectives, a survey of the literature was 

performed. This suggested that scale effects in the context of ship resistance 

originate from the nonlinear nature of the problems, which are treated 

linearly. This is true for both deep and shallow waters. To overcome this 

obstacle, one could perform simulations directly in full-scale. However, as 

demonstrated by the literature, validation data for such cases is scarce. To 

make matters worse, the computational cost associated with full-scale 

simulations currently tends to be high. 

Several aspects requiring further research were identified. These can be 

summarised as follows, and are addressed in subsequent chapters: 

• Scale effects on the wave resistance coefficient, form factorhave not 

been investigated simultaneously in any previous study. 

• Interactions between different components of ship resistance, 

specifically wave and frictional resistance, have not been investigated 

using a RANS solver in previous studies. 

• Turbulence dependence is a source of ambiguity, therefore requiring a 

separate investigation. 

• Restricted water effects on the scaling of ship resistance have not been 

examined in sufficient detail. 

• Ship waves modelled via RANS solvers have not been extensively 

compared against other methods. 

• Cases where a ship advances over a change in the water depth have not 

been investigated using a RANS solver. 
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  A GEOSIM ANALYSIS OF SHIP 

RESISTANCE DECOMPOSITION 

AND SCALE EFFECTS WITH THE AID 

OF CFD 

 

 
This chapter examines the scale effects on a ship in deep, unrestricted waters. 

The analysis is performed for the KCS hull in three different model-scale 

factors, forming a geosim series, which culminates in a full-scale set of 

simulations. The specific condition to which the analysis is performed reflects 

the operational speed of the ship. Simulations are performed in multiphase 

and double body regimes with and without sinkage and trim. Moreover, the 

viscous scaling approach is applied to gauge its performance when compared 

to the linear scaling method. 

3.1 Introduction 

In 2011, the International Maritime Organisation (IMO) introduced the first 

mandatory measure since the Kyoto Protocol (UNFCCC, 1998) to improve the 

energy efficiency of ships and accelerate innovation in the maritime sector 

(IMO, 2011). This regulation requires every ship that has been built after 

January 1st, 2013 to be certified using the Energy Efficiency Design Index 

(EEDI). EEDI can be broadly thought of as a measure of the energy efficiency 

per tonne-mile. As such, ship resistance is one of the primary parameters used 

in its calculation. Hou et al. (2019) discussed the two sources of uncertainty 

that arise when calculating the EEDI of a ship: aleatory uncertainty, which 

exists objectively due to the operating environment, for example; and 
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epistemic uncertainty, which relates to lack of knowledge. Here, the latter is 

examined only. 

The source of epistemic uncertainty lies with the complexity of estimating ship 

resistance – a problem that remains unsolved despite the fact that scientists 

have been attempting to overcome it for several centuries. For instance, 

Gotman (2007) reported that both Newton and Euler had devised 

approximations based on different mathematical approaches. Even with the 

advent of Computational Fluid Dynamics (CFD) methods, one cannot 

guarantee that a calculated value for the resistance of a ship will match 

experimentally obtained data. Instead, the uncertainty is estimated and 

reported on, for knowledge of the exact value of the error would allow us to 

simply correct results accordingly. For this reason, expensive experiments are 

routinely performed in towing tanks around the world.  

While one is free to geometrically scale down a ship to a convenient size, the 

physical properties of water do not change (Tropea et al., 2007). Therefore, the 

troubles of the naval architect do not end once the experiment has run its 

course. One may only keep the ratio of inertial and viscous forces (the 

Reynolds number – Re), or the ratio of gravitational and inertial forces (the 

Froude number – Fr) the same between model and ship (Lee et al., 2018). 

Extrapolation procedures have been devised to keep these ratios, the earliest 

by William Froude in the 1870s (Molland et al., 2017). Theoretically, these 

allow us to predict the resistance of the full-scale ship using a model 

experiment in any scale.  

This chapter will attempt to establish a better understanding of the epistemic 

uncertainty involved in calculating full-scale ship resistance using a Reynolds 

Averaged Navier-Stokes (RANS) solver. To achieve the task at hand, 

experimental data for the well-known KCS hull form in three different scale 

factors were collected. At each scale factor, numerical simulations are 

performed in three different ways to predict the components of bare hull 

resistance. Specifically, the ship is scaled geometrically and simulated in both 

double body and multiphase conditions. Additionally, by modifying the value 

of dynamic viscosity only, the ship’s Reynolds number is changed to match its 

respective value at higher scale factors without a change in characteristic 

length. 

The novelty in this part of the thesis is expressed in the unique approach 

adopted to predicting ship resistance. While a plethora of researchers have 
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examined scale effects in the present context, to the best of the author’s 

knowledge, none have performed this with a variety of methods incorporating 

all physical phenomena, simultaneously validating numerical predictions 

against experimental data. Specifically, the adopted methodology enables 

prediction of interactions between the linearly decomposed components of 

ship resistance and examine scale effects on each individually.  

Of particular interest is wave resistance, which is typically assumed scale 

invariant at a constant Froude number. Although the work of Raven et al. 

(2008) suggested otherwise, this assumption is still applied widely. In this 

context, it will be attempted to confirm and further examine the presence of 

scale effects in wave resistance in an attempt to stimulate more research in this 

area. 

The remainder of chapter first justifies the adopted research methodology in 

section 3.2, and gives the ship geometry and examined conditions in section 

3.3. Then, the numerical modelling is presented in section 3.4, before the 

resulting data is shown in section 3.5, accompanied by a discussion on its 

significance. Finally, section 3.6 provides summary and conclusion. 

3.2 Methodology  

The adopted methodology revolves around the capabilities of Star-CCM+, an 

extensively used, validated, and verified commercially available RANS solver 

(Siemens, 2018). Making this choice allows the exploitation of the versatility 

inherent in numerical simulations. In reality, one is limited to performing 

‘multiphase experiments’, unless the underwater shape of a ship and its mirror 

image are tested in a wind tunnel. The wider literature suggest that such 

experiments are extremely rare, even in an academic context (Lee et al., 2003). 

However, numerically, not only is this a possibility, but it is an approach 

capable of substantially accelerating convergence characteristics of the 

numerical solution. 

In particular, some aspects of a simulation requiring attention are the decay of 

ship motions (in steady state cases) and the convergence of the wave field. In 

other words, the wave pattern must become invariant with respect to the ship. 

Invoking the double body assumption implies replacing the free surface with 

a symmetry plane as well as eliminating the rigid body motions of the ship. 

This is thought to be the main reason why the earlier studies cited in Chapter 

2 use the double body approach: insufficient computational power to fully 

simulate the flow field and ship motions. Alternatively, researchers have 
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sought to predict the form factor via double body simulations. Naturally, 

deviating from the actual physics of the problem examined renders 

predictions less reliable. 

Keeping in mind the inherent consequences present in performing simulations 

under the double body assumption, it should also be mentioned why applying 

it here is beneficial. The resistance decomposition of a ship according to the 

ITTC (2017) is shown in Eq. (3.2): 

𝐶𝑇 = (1 + 𝑘)𝐶𝐹 + 𝐶𝑊       (3.2) 

Where (1+k) is the form factor, while 𝐶𝑇 , 𝐶𝐹, and 𝐶𝑊 are the total, frictional, and 

wave resistance coefficients, respectively. These constitute the measured force, 

non-dimensionalised by 0.5𝜌𝑆𝑉2, where 𝜌 (997.561 kg/m3) is the freshwater 

density, S is the wetted surface area in m2, and V is the ship speed in m/s.  

Replacing the free surface with a non-deformable symmetry plane renders 

𝐶𝑊 = 0, therefore  Eq. (3.2) becomes 𝐶𝑇 = (1 + 𝑘)𝐶𝐹 = 𝐶𝑉𝑃 + 𝐶𝐹, where 𝐶𝑉𝑃 is 

the viscous pressure resistance coefficient. This matches the resistance 

definition in all RANS solvers. Namely, the total resistance is the sum of 

tangential and normal components. In multiphase simulations, RANS solvers 

compute the total as 𝐶𝑇 = 𝐶𝑃 + 𝐶𝐹, where 𝐶𝑃 is the pressure resistance. Clearly, 

all components are interrelated and calculating each presents its own 

challenges. Here, relying on methods can be avoided, whether potential (in the 

case of 𝐶𝑊) or otherwise (for (1+k) and 𝐶𝐹), to predict their value by defining 

the wave resistance coefficient as shown in Eq. (3.3) and form factor in Eq. 

(3.4): 

𝐶𝑊 = 𝐶𝑇multiphase
− 𝐶𝑇double body

      (3.3) 

(1 + 𝑘) = 𝐶𝑇double body
𝐶𝐹double body

⁄       (3.4) 

The definitions of Eq. (3.3) and (3.4) are used in to predict scale effects on each 

component of ship resistance.  

Additionally, seeking to confirm the assertion that sinkage and trim do not 

contribute much to the total resistance in deep waters, double body 

simulations are run in both level and translated conditions, the latter matching 

the multiphase orientation of the ship. To isolate Reynolds number effects on 

resistance coefficients and the form factor, a single Froude number is used (Fr 

= 0.26, which corresponds to the service condition), chosen to match available 

experimental data. 
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Finally, an explanation is owed to the assertion that a change fluid viscosity 

can be used to scale the ship without altering its dimensions. The term ‘viscous 

scaling’ is used to describe the altering of the value of dynamic viscosity (μ) 

that changes the Reynolds number. This approach was adopted following 

Haase et al. (2016), where it was applied on a catamaran. The method relies on 

verifying the mesh in model-scale versus experiments and changing the 

viscosity value to match the full-scale Re. Here, this is performed in steps, 

which match the examined scale factors to more accurately gauge its 

performance. It is only applied on the double body simulations after the 

orientation of the ship has been adjusted according to the running trim and 

the sinkage, calculated using the multiphase approach.  

Naturally, the most economical simulations are sought in terms of 

computational power and time. For this reason, viscous scaling is applied to 

the hull form in the 75th scale. Therefore, the values for μ shown in Table 3.1 

correspond to those needed to make the Re (75) match Re (52.676), Re (31.599) and Re 
(1), where the bracketed superscripts indicate the scale factor (Re (λ)). To account 

for the geometric scaling, all results are multiplied by λ3 (Haase et al., 2016b). 

To elaborate, the resistance values are multiplied by the ratio of scale factors, 

raised to the third power. Specifically, using λ=75→ λ=31.599 as an example, 

after modifying μ according to the value shown in Table 3.1 (μ(31.599) = 2.431×10-

4 Pa-s) each constituent component of the measured resistance would be 

multiplied by (75/31.599)3=13.371 at the end of the simulation. This procedure 

is applied analogously at each scale factor examined. 

3.3 Ship geometry and conditions 

There are many examples of research that attempt to resolve the ship scaling 

problem. Some significant contributions to the field were discussed in Chapter 

2. Here, the aim is to elaborate on the selected case-studies. 

The best way to determine scaling effects is to test the same ship at different 

scales while measuring parameters of interest. By doing this, the scope is 

limited to a single hull form, and therefore, it would put into question the 

generalisations that one might be tempted to make about other hulls forms. 

Still, the literature on this subject suggests that incorporating multiple hull 

forms is not advantageous. For instance, García-Gómez (2000), Min and Kang, 

(2010), and Lee et al. (2018) showed scattering in results produced by different 

hull forms, even when considering non-dimensional quantities, such as the 

form factor. Although one is by no means insured against the same outcome, 



 

35 

 

it is maintained that a more in-depth study is possible considering a single hull 

form.  

The only choices worth considering in detail in terms of hull forms are those 

created for numerical benchmark purposes. From the large number of 

experiments conducted on them in different scale factors, the most attractive 

proves to be the KCS, because resistance measurements (for Fr=0.26) have been 

performed in a scale factor (λ) of 75 by Shivachev et al. (2017), 52.667 by 

Simonsen et al., (2013) and 31.599 by Kim et al. (2001). Table 3.1 shows the 

principal dimensions and case-studies in each scale. Here, the value of 

dynamic viscosity in the 75th scale is in bold to highlight it as the default value 

for the simulations. By contrast, viscous scaling has been performed in the 

places where other values are listed. 

 Table 3.1. KCS Principal characteristics and case-studies 

Quantity Symbol Value Unit 

Scale factor λ 1 31.599 52.667 75 - 

Length L 230 7.279 4.367 3.067 m 

Beam B 32.2 1.019 0.611 0.429 m 

Depth D 19 0.601 0.361 0.253 m 

Draught T 10.8 0.342 0.205 0.144 m 

Displacement ∇ 51990.120 1.649 0.356 0.123 m3 

Block coefficient CB 0.6505 0.651 0.651 0.651 - 

Wetted area with 

rudder S 9539 9.553 3.439 1.696 m2 

Longitudinal centre 

of gravity LCG 111.603 3.532 2.119 1.488 m 

Vertical centre of 

gravity VCG 7.28 0.230 0.138 0.097 m 

Metacentric height GMT 0.6 0.019 0.011 0.008 m 

Velocity U 12.350 2.196 1.702 1.426 m/s 

Froude number Fr 0.26 0.26 0.26 0.26 - 

Reynolds number Re 3.188×109 1.794×107 8.342×106 4.909×106 - 

Dynamic viscosity 

for scaling μ 1.368×10-6 2.431×10-4 5.229×10-4 8.887×10-4 Pa-s 

 

Selecting the KCS as the case study for this chapter and the remainder of the 

thesis is justifiable for two reasons. Firstly, one ought to use realistic hull forms 

for numerical investigations. For instance, if an alternative benchmarking hull 

were to be selected, for example, the parabolic hull, the results may not be 

equally applicable, restricting the possible findings and discussions. This is the 

case due to the fact that the Wigley hull is a simple shape, and lacks some 
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prominent features many ships possess. Specifically, the bulbous bow, a 

concave-convex variation in the surface curvature between the bow and stern, 

as well as a flat bottom. The second aspect, worth considering is the wealth of 

available experimental data. These were hinted at earlier in this chapter, and 

will be detailed in the results sub-section. Moreover, the numerous 

experiments performed with the KCS allow for validation potential in the 

remaining chapters of this thesis as well. Therefore, the KCS is considered an 

ideal case for the purposes of this thesis.  

As mentioned earlier, a single Froude number is used. This approach is 

adopted in order to isolate Reynolds number effects in the examined 

parameters. The Reynolds number changes several orders of magnitude 

between the smallest and largest scale factors used herein. It is therefore 

anticipated that the Reynolds number would produce the most noticeable. 

While Froude number effects may also be present in the scaling of ship 

resistance, their effect is not forecast to be as significant as that stemming from 

the Reynolds number change, since the Froude number solely changes by a 

considerably smaller amount.  

3.4 Numerical set-up  

In this section, the relevant details regarding the numerical setup are 

discussed. Prevalence is given to parameters likely to affect the computed 

results. Where possible, a discussion is included on the potential effect each 

decision could have. 

3.4.1 Physics modelling  

The RANS solver used, Siemens’ Star-CCM+, version 13.4.011, employs a 

Finite Volume Method (FVM) to discretise the integral form of the Navier-

Stokes equations. Continuity and momentum are linked via a predictor-

corrector scheme. 

As mentioned in Chapter 2, turbulence modelling is suspected to play a crucial 

part in scale effects. Here, the realisable k-ε turbulence model with the all y+ 

wall treatment is used. There are several advantages of selecting this two-

equation turbulent kinetic energy-dissipation model. Primarily, interest lies in 

accuracy and economy. The findings of Larsson et al. (2014) indicate that there 

is no discernible change in resistance predictions with more complex models. 

On the other hand, Salim and Cheah (2009) performed systematic RANS 

simulations using ANSYS on the frictional resistance of a flat plate and 
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compared their results with a variety of turbulence models. The k-ε model was 

shown to deliver better predictions than the k-ω model, provided that the 

viscous sublayer is resolved. In other words, the y+ value should be lower than 

1. Indeed, the accuracy of the result depends strongly on the ability to maintain 

y+<1.  

Eça et al. (2015) showed that values of y+ within the buffer zone (5<y+<30) may 

lead to an error in the region of 10% when calculating the frictional resistance. 

For grids featuring cells within the viscous sublayer (y+<1), a single difficulty 

is reported by both Eça et al. (2015) and the ITTC (2011): large number of high-

aspect-ratio cells, which make convergence problematic. In other words, 

resistance predictions are vastly superior in terms of accuracy when y+<1 is 

maintained over the wetted area of the ship, as long as convergence is not 

compromised. Stern et al. (2013) reported that a challenge for full-scale 

computations would be the number of near-wall cells. Indeed,  Piomelli and 

Balaras (2002) predicted that wall-normal cell numbers would have to vary 

with Re0.4 only within the outer boundary layer. Thus, the y+ value is allowed 

to exceed unity in full-scale due to the prohibitively large cell number needed 

otherwise. The impact of this choice is yet unknown, requiring further 

investigation. 

The k-ε turbulence model, widely used for full-scale flows (Schweighofer, 

2004; Tezdogan et al., 2016b), is also advantageous due to its relative 

computational economy. Quérard et al. (2008) found that a reduction of up to 

25% in computational time is possible compared to more sophisticated 

models. Furthermore, the simulations of Simonsen et al. (2013) were 

performed using the k-ω model in Star-CCM+ and CFDSHIP-IOWA, which 

will allow comparison of turbulence models. 

In the case of multiphase simulations, the Volume of Fluid (VOF) method, 

introduced by Hirt and Nichols (1981), is used to model the free surface, and 

the movement of the water. This is done via the flat wave concept. The VOF 

method describes the two phases by assigning a scalar value of 0 to air and 1 

to water. The interface between the two, i.e. cells containing equal parts of air 

and water attain a value of 0.5. Therefore, the inlet and outlet boundaries have 

a field function associated with them. At the inlet, the velocity and direction 

of the flat wave is specified, whereas the outlet is set to maintain the 

hydrostatic pressure. The VOF model depends on both fluids accounting for 

large parts of the domain, while maintaining a relatively small contact area. 

For the double-body simulations, the movement of water cannot be modelled 
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in such a way. Instead, the velocity is defined at the inlet boundary, whereas 

at the outlet, a pressure of 0 Pa is preserved.  

The segregated flow model is used to solve the equations of state in an 

uncoupled manner. In all simulations, the convective terms are solved via a 

second order scheme, while the overall solution is obtained using a SIMPLE 

algorithm. The dynamic trim and sinkage of the ship is captured using a 

Dynamic Fluid-Body Interaction (DFBI) model, where only heave and pitch 

modes of motion are allowed. More information on the aforementioned 

choices may be found in Siemens (2018). 

3.4.2 Time step selection 

The Courant-Friedreichs-Lewy (CFL) number is sometimes used as a 

condition to assess the convergence of simulated flows. It expresses the idea 

that if a flow is moving across a discrete spatial grid, one must choose a 

suitable time step 𝛥𝑡 and spacing 𝛥x to guarantee that the properties of the 

fluid (velocity, pressure) are solved for at each grid point. In such a case, 

CFL≤1. The ITTC (2011) recommends the use of 𝛥𝑡=0.005~0.01L/U, where L 

and U are the ship’s length and speed, respectively. Tezdogan et al. (2016) and 

Terziev et al. (2018) demonstrated that the use of 𝛥𝑡=0.0035L/U showed little 

error due to the discretisation of the temporal term in the Navier-Stokes 

equation, which was set as first order, and is therefore chosen as well.  

3.4.3 Mesh generation 

Mesh generation was performed using the automatic facilities of Star-CCM+, 

which allows the user to make use of several operations. The trimmed cell 

mesher is used to fabricate predominantly hexahedral cells. The alternative, 

using tetrahedral cells, has been shown to deliver unreliable results by Jones 

and Clarke (2010). The near-wall cells were generated using the prism layer 

mesher, which is used to fabricate orthogonal cells near the hull surface. Star-

CCM+ automatically places these cells using a geometric progression to 

determine their dimensions. The prism layer thickness is set to equal the 

approximate value of the turbulent boundary layer thickness, derived by the 

1/7 power law, found in White (2006). 



 

39 

 

 

Figure 3.1. Domain boundary conditions and dimensions for the typical 

multiphase simulations 

3.4.1 Computational domain and boundaries 

According to Date and Turnock (1999), the boundary conditions of a CFD 

simulation play a critical role in both the accuracy and convergence of the 

solution. Their position as relative to the ship is equally important because, in 

rare cases, wave reflections may occur and that would invalidate the solution. 

To insure against this, the computational domain is constructed following the 

recommendations of the ITTC (2011). The resulting dimensions and boundary 

conditions are shown in Figure 3.1. A numerical beach model, the VOF 

damping length, is also applied to the outlet boundary equal to approximately 

1.24L in each scale. This allows the wavefield to develop prior to reaching the 

damping zone, and guarantees no reflections will occur. 
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Figure 3.2. 3-D view of the generated mesh. Depicted: Full-scale 

Only half of the ship is simulated, thus, a symmetry plane is applied to all case 

studies to alleviate the computational load and allow a larger number of cells 

to be used. The side boundary is set as symmetry because it does not allow 

changes in velocity or pressure across it to occur, i.e. it approximates an 

infinitely wide, deep sea. In any case, it is reasonable not to expect the Kelvin 

wake to reach the side boundary. The computational domain, shown in Figure 

3.2, is scaled with the ship linearly to minimise numerical scale effects. The 

resulting three-dimensional grid properties are shown in Table 3.2. Here, the 

cell count for the translated double body simulation in λ=75 have been 

highlighted to indicate their use in the viscous scaling procedure.  

Table 3.2. Number of cells in each scale  

Scale  1 31.599 52.667 75 

Number of cells 

Multiphase 20,554,263 12,343,685 5,832,169 3,338,447 

Double body: level 5,166,585 3,750,965 2,703,735 1,615,244 

Double body: translated 5,532,073 3,491,712 2,739,160 1,632,931 

 

3.4.2 Time-history of the numerical solution 

Calm water ship resistance is a steady state-problem. In other words, the 

solution is not affected regardless of how long the computation is performed 

for. However, in CFD, the ship experiences a well-known shock at the 

beginning of the simulation (Mucha, 2017). This can be mitigated by 

hydrostatic balancing (also referred to as ‘equilibrium’), but is not 

implemented here to avoid contaminating the solution with deficiencies of 
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numerical algorithms. According to Siemens (2018), the equilibrium option is 

a purely mathematical procedure that has no basis on physical rigid body 

motion. The alternative offered by the RANS solver consists of ‘free motion’, 

where the body is translated and rotated as a result of the forces acting on it at 

each time step, and is implemented here.  

To reduce the shock effect, the ship is constrained in all directions for the first 

5 seconds of the simulations. In Figure 3.3, the time-history is illustrated for 

the three components of resistance for λ=31.599. A ramp time of 10 seconds is 

also adopted, which gradually applies the forces on the hull to help reduce 

oscillatory motions. The combined effect of these two settings can be seen in 

Figure 3.3. 

Transient effects in CFD have a potential to invalidate the results, which is 

why, as explained earlier, the domain boundaries must also be placed suitably. 

Figure 3.3 also demonstrates that the placement of the boundaries in the 

computational domain was successful, as well as the adequate decay of 

transient solution characteristics.  

 
Figure 3.3. Example time-history of resistance and sinkage for case λ=31.599 

To evaluate the iterative errors, the procedure of Roy and Blottner (2006) was 

used on the total resistance coefficients in multiphase and double body 
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regimes. The analysis showed an absolute error of approximately 5.504×10-4 % 

and 2.112×10-6 % for multiphase and double body 𝐶𝑇 values, respectively, 

which was representative of other cases as well.  These are used to justify the 

use of the numerical verification procedure, which assumes that iterative 

errors must be at least two orders of magnitude smaller than discretisation 

errors. In any case, all final values reported here are averaged over the last 25 

seconds to ensure the final value is affected as little as possible by the iterative 

error. 

Convergence properties can also be judged based on residuals. The residual of 

a numerical scheme can be broadly thought of as the (usually scaled) 

difference between the iteratively approximated solution and the perfect 

conservation of mass and momentum (ITTC, 2014). Typically, these are 

required to reduce by several orders of magnitude for the simulation result to 

be accepted. However, this is strictly dependent on how close the initial state 

of the simulation is to satisfying perfectly the discretised form of the governing 

equations (Siemens, 2018). This true is because if the initial state of the 

simulation is very close to satisfying the laws of conservation perfectly, the 

residuals will not reduce at all (Siemens, 2018). In other words, residual time-

histories should not be used on their own to assess for convergence, although 

they are a powerful tool in any numerical analysis problem. Furthermore, the 

observed reduction in residual values is highly case-specific: a large reduction 

can still lead to a high validation error. 

The double body residuals were found to reduce quickly by about five orders 

of magnitude (to 10-5 ~ 10-6) within approximately the first 4000 iterations (the 

ITTC's (2011) recommendation is a reduction of three orders of magnitude). 

This is a highly attractive feature of this type of set-up. It is also the reason 

why ship CFD simulations were performed in double body mode in the early 

days of the field. In the case of multiphase simulations, all residuals decreased 

by two orders of magnitude within the first 8000 iterations (considerably later 

than in the double body case). Reducing the magnitude of residuals further 

proved difficult. This is not considered problematic, as stated by the ITTC 

(2011) A representative case for the residual behaviour in both multiphase and 

double body modes is shown in Figure 3.4 (λ=31.599). 
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Figure 3.4. Residual time-history (“Water” refers to the volume fraction 

residual). Depicted: λ=31.599 

In all cases, following the end of the transient oscillatory motion, residuals did 

not exhibit signs of reducing further. This is because the flow had fully 

developed at this stage. This is not problematic per se, because ship CFD – 

especially towed, calm water predictions – are not characterised by large ship 

motions or deformations of the free surface. Thus, while it is desirable to 

achieve a magnitude of the residuals that is as low as possible, a small 

reduction does not imply a ‘bad’ solution by itself.  

According to ITTC (2014), even if the recommended three order of magnitude 

residual reduction cannot be achieved, integral values can be used to assess 

convergence of the solution, in particular, forces and moments acting on the 

hull (this is primarily in view of the complexity associated with the numerical 

simulation of ship flows). This was done earlier in this section in the case of 

iterative errors in resistance for λ=31.599. The following section presents the 

numerical verification study, which expands on the expected uncertainties 

due to spatial and temporal discretisation. 
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3.4.3 Verification study 

It is inevitable to induce errors when temporally or spatially discretising the 

Navier-Stokes equations. Since the governing equations cannot be modelled 

continuously, it is assumed that errors decay rapidly as Δt and Δx decrease. In 

other words, the continuous equations should match the discretised versions 

as Δt, Δx→0.  

The current method of estimating uncertainty in CFD simulations is based on 

expanding the error as a power series with integer powers of Δt or Δx (Xing 

and Stern, 2010), introduced by Richardson (1911). The four types of 

conditions which govern whether a solution is convergent or divergent as Δt 

and Δx are refined can be summarised as follows: 

1. Monotonic convergence: 0 < R < 1 

2. Oscillatory convergence: R < 0; |R| < 1 

3. Monotonic divergence: R  > 1 

4. Oscillatory divergence: R < 0; |R| > 1 

For conditions 3 and 4, neither error nor uncertainty can be estimated. Here, R 

is the convergence ratio, defined in Eq. (3.5): 

𝑅𝑘 = 𝜀21 𝜀32⁄          (3.5) 

where 𝜀21 is the difference between the medium (𝑓2) and fine (𝑓1) solutions, 

while 𝜀32 is the difference between the coarse (𝑓3) and medium (𝑓2) solutions. 

These (𝑓1,2,3) are obtained by systematically coarsening (by using the 

refinement ratio r = √2, recommended by the ITTC, (2008)) the respective input 

parameter – time-step or mesh (Stern et al., 2006). In other words, the base size 

is multiplied by √2 while maintaining the smallest time step. The resulting cell 

counts are 1,674,346 and 880,876 for the medium and coarse mesh study for 

λ=75, respectively. The same procedure is applied to the time step, which is 

lessened by the same factor on the finest grid to isolate errors due to changes 

in temporal discretisation.  

Since r is maintained  constant, the order-of-accuracy (p) takes the form of: 

𝑝𝑘 = ln(𝜀𝑘32 𝜀𝑘21⁄ ) ln (𝑟)⁄        (3.6) 

Thus, one arrives at the extrapolated value (𝑓𝑒𝑥𝑡
21 ), according to Celik et al. 

(2008): 

𝑓𝑒𝑥𝑡
21 = (𝑟𝑝 × 𝑓1 − 𝑓2)/(𝑟𝑝 − 1)      (3.7) 
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Next, the approximate relative error, defined in Eq. (3.8), and extrapolated 

relative error, defined in Eq. (3.9), can be estimated. 

𝑒𝑎
21 = |(𝑓1 − 𝑓2)/𝑓1|         (3.8) 

𝑒𝑒𝑥𝑡
21 = |(𝑓𝑒𝑥𝑡

12 − 𝑓1)/𝑓𝑒𝑥𝑡
12  |       (3.9) 

Table 3.3. Grid convergence for trim and total resistance coefficient 

 

Trim at CoG (with monotonic 

convergence) 

𝐶𝑇 (with monotonic 

convergence) 

 r  √2 √2 

 𝑓1 0.1642 4.2908×10-3 

 𝑓2 0.1653 4.2794×10-3 

 𝑓3 0.1693 4.2454×10-3  

 R 0.2963 0.3600    

 p 3.5102 2.9480 

 𝑓𝑒𝑥𝑡
21  0.1637 4.2972×10-3 

 𝜀𝑎
21 (%) 0.6914 0.2673 

 𝜀𝑒𝑥𝑡
21  (%) 0.3010 0.1486 

𝐺𝐶𝐼𝑓𝑖𝑛𝑒
21  (%) 0.3638 0.1879 

Finally, the grid convergence index (GCI) can be calculated, shown in Eq. 

(3.10). This marks the end of the error estimation, mentioned earlier. 

𝐺𝐶𝐼𝑓𝑖𝑛𝑒
21 = 1.25𝜀𝑎

21 (𝑟𝑝 − 1⁄ )              (3.10) 

Table 3.4. Time step convergence for trim and total resistance coefficient 

 

Trim at CoG (with monotonic 

convergence) 

𝐶𝑇 (with monotonic 

convergence) 

 r  √2  √2  

 φ1  0.1642 4.2908×10-3 

 φ2 0.1612 4.3002×10-3 

 φ3 0.1566 4.3315×10-3 

 R 0.6716 0.2983 

 p 1.1483 3.4904 

 𝑓𝑒𝑥𝑡
21  0.1703 4.2868×10-3 

 𝜀𝑎
21 (%) 1.8436 0.2180 

 𝜀𝑒𝑥𝑡
21  (%) 3.6346 0.0927 

𝐺𝐶𝐼𝑓𝑖𝑛𝑒
21  (%) 4.7147 0.1158 
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Table 3.3 and Table 3.4 collectively show the numerical uncertainty is bound 

within acceptable limits (arbitrarily set as 5%). The adopted numerical set-up 

is more sensitive to changes due to the time step than due to cell number 

variations in the case of trim, as shown in Table 3.3 and Table 3.4. The results 

suggest the opposite is true for the computed total resistance coefficients. The 

suspected cause for this is the turbulence model: even in the coarse mesh 

condition, the y+≲1 condition is not deviated from, where the k-ε turbulence 

model is known to perform well. It is not difficult to see that the y+ condition 

has been maintained because the number of wall-normal cells, as well as the 

thickness of the prism layer are independent of the base size, although the cell 

aspect ratio changes dramatically as the mesh is coarsened. On the other hand, 

trim is tied to the dynamic behaviour of the ship, where the lessening of Δt has 

greater potential for impact. This, coupled with the uncertainty described 

previously regarding the effect turbulence modelling has on sinkage and trim 

is thought to be the root cause of the elevated 𝐺𝐶𝐼 indices for trim. 

3.5 Results and discussion 

In this section, the obtained results are presented and compared against 

experimental values where possible. At the onset of this chapter, the 

parameters of interest were defined as the total resistance and its constituent 

components. Although prevalence will be given to these, running trim and 

sinkage are also considered. 

3.5.1 Error evaluation 

Experimental data were collected for three different scale factors. For λ=75, 

Shivachev et al. (2017) performed both tests, and CFD computations on the 

KCS without appendages. Simonsen et al. (2013) modelled the rudder, but not 

the propeller of the KCS in λ=52.667. Kim et al. (2001) performed experiments 

on the KCS without the rudder or propeller, and did not allow the ship to trim 

or sink. While the aim is to present results that are as realistic as possible, it is 

not possible to satisfy all three experimental set-ups. The decision made for 

the purposes of this thesis is that the ship should be modelled with the rudder, 

since it has the potential to modify substantially the flow field near the stern. 

On the other hand, the propeller was omitted so as to avoid deviating too 

much from the experiments, the majority of which omitted the propeller. 

Finally, as explained in the previous section, the DFBI method is used to model 

sinkage and trim. 
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Table 3.5 shows the numerical and experimental total resistance coefficients. 

The error in λ=31.599 is based on the results of Kim et al. (2001). In all model 

scales, the error is bounded within an acceptable limit (3% deviation). An 

easily observed trend is that 𝐶𝑇 values are always under predicted, albeit 

slightly, by the adopted numerical set-up. 

In the cases of sinkage and trim, the numerical calculations show a greater 

scatter. In λ=75, the trim was predicted within 1.3% of the experimental value 

(Table 3.6), which the present CFD set-up suggests remain largely unchanged 

as the ship is scaled. However, the experimental results show a greater trim in 

λ=52.667. The opposite seems to be suggested by the limited sample points for 

sinkage, which has been non-dimensionalised by ship length, shown in Table 

3.7. Here, the results predict a reduction in sinkage with scale. Despite the 

aforementioned errors in trim and sinkage, the results presented suggest the 

principle of dimensional similarity holds to a greater degree than experiments 

do. 

The errors reported could stem from a variety of sources. In model-scale 

experiments, turbulence stimulators are mounted near the bow of the ship. 

Thus, the numerical and experimental flows around the hull in each scale 

would have exhibited different turbulence characteristics. Furthermore, some 

variability is expected in the approach to turbulence stimulators between 

testing facilities. While their effect cannot be accounted for in sinkage and trim, 

the induced parasitic drag is subtracted. As reported in Larsson et al. (2014), 

turbulence modelling has a pronounced effect on sinkage, and one could, 

therefore, speculate that it could also have a similar effect on the trim. 

Factoring in the small uncertainty reported in each experimental study, it can 

be said that the resistance values have been predicted very well. 

Although an acceptable level of error was established in all model-scale case 

studies examined, it would be wrong to generalise this to full-scale. Indeed, 

without full-scale measurements one should be wary of making such a claim. 

The choice of the adopting the KCS provided the possibility of comparing 

against experiments at each model-scale λ. However, it also prohibits us from 

attempting to carry this forward to full-scale since no real, full-scale equivalent 

of the KCS exists. Therefore, the full-scale wave resistance coefficients and 

form factors for the highest Reynolds number should be considered as an 

estimation rather than a concrete prediction. Furthermore, it is not practical to 

achieve y+ ≲1 in full-scale due to the prohibitively large number of cells doing 

so would entail. Hence, the numerical set-up, where it can confidently be 
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claimed that the results are accurate, strictly speaking, is not identical to the 

implemented full-scale set-up.  Keeping this in mind, there are sufficient 

grounds and indeed verifiable data samples in model-scale to justify every 

conclusion drawn in the following sub-sections. 

Table 3.5. Numerical and experimental total resistance coefficients, Fr = 0.26 

Method or source 
Scale 

(λ) 
Re 

Software 

package 
Numerical 

Experime

ntal 

Error 

(%) 

 Shivachev et al. 

(2017), no appendages 
75 4.909×106 Star-CCM+ 

4.32×10-3 

4.41×10-3 

2.041 

4.3×10-3 2.494 

4.23×10-3 4.023 

The current CFD: 

multiphase 
4.291×10-3 2.703 

Simonsen et al. (2013) 

52.667 8.342×106 

CFDSHIP-

IOWA 
4.07×10-3 

4.31×10-3 

5.568 

Star-CCM+ 

4.42×10-3 -2.552 

The current CFD: 

multiphase 
4.232×10-3 1.818 

The current CFD: 

multiphase 
31.599 1.794×107 3.51×10-3 3.557×10-3 1.312 

Tezdogan et al. (2015) 

1 3.188×109 

2.295×10-3 - - 

The current CFD: 

multiphase 
2.294×10-3 - - 

 

Table 3.6. Numerical and experimental trim, Fr = 0.26 

Method or source 
Scale 

(λ) 
Re 

Software 

package 

Numerical 

(deg) 

Experimental 

(deg) 

Error 

(%) 

Shivachev et al. 

(2017), no 

appendages 75 4.909×106 Star-CCM+ 

0.198 

0.162 

-22.222 

0.198 -22.222 

0.195 -20.370 

The current CFD: 

multiphase 
0.164 -1.330 

Simonsen et al. 

(2013) 

52.66

7 
8.342×106 

CFDSHIP-

IOWA 
0.178 

0.185 

3.940 

Simonsen et al. 

(2013) 

Star-CCM+ 

0.18 2.860 

The current CFD: 

multiphase 
0.165 10.708 

The current CFD: 

multiphase 

31.59

9 
1.794×107 0.163 - - 

The current CFD: 

multiphase 
1 3.188×109 0.153 - - 
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Table 3.7. Numerical and experimental sinkage/length, Fr = 0.26 

Method or source Scale (λ) Re 
Software 

package 
Numerical Experimental 

Error 

(%) 

Shivachev et al. 

(2017), no 

appendages 75 4.909×106 Star-CCM+ 

-1.957×10-3 

-2.283×10-3 

14.286 

-1.950×10-3 14.571 

-1.924×10-3 15.714 

The current CFD: 

multiphase 
-1.890×10-3 17.218 

Simonsen et al. 

(2013) 

52.667 8.342×106 

CFDSHIP-

IOWA 
-2×10-3 

-2.100×10-3 

4.762 

Simonsen et al. 

(2013) 

Star-CCM+ 

-2.706×10-3 -9.524 

The current CFD: 

multiphase 

-1.897 ×10-

3 
-9.667 

The current CFD: 

multiphase 
31.599 1.794×107 -1.907×10-3 - - 

The current CFD: 

multiphase 
1 3.188×109 -1.902×10-3 - - 

 

3.5.2 Resistance decomposition  

 Here, the form factor approach is adopted, because it contains one parameter 

more than the Froude’s approach on which scale effects can be examined: the 

form factor itself. As explained in earlier, by making use of the double body 

approach, there is no free surface (𝐶𝑊=0) which modifies the form factor 

equation to yield (1+k) = 𝐶𝑇/𝐶𝐹. In this form, (1+k) can be calculated directly 

using CFD (under the double body assumption), whether scaled 

geometrically, or via a modification to the value of dynamic viscosity (μ). 

An initial estimate of the form factor during the early design stage can be as 

valuable as a precise calculation down the line. Therefore, three empirical 

relations to predict (1+k) have been adopted from Molland et al. (2017). 

Alongside these, the corrections of García-Gómez (2000) and Min and Kang 

(2010) are applied.  

3.5.2.1 Wave resistance 

While Reynolds number effects on the form factor are practically uncontested, 

scale effects on wave resistance are largely unexamined. Doctors et al. (2007) 

suggested a ‘wave resistance form factor’ (1+kw), but did not provide a 

recommendation regarding its value. Doctors (2007) and  Lazauskas (2009) 

defined this as |kw| < 1, and kw < 0: a fundamentally different concept from the 

‘traditional’ form factor. Unfortunately, a sufficiently large dataset for the KCS 

to establish a value for kw using a regression procedure is not available. Even if 
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that were the case, many hull forms must be examined under the same criteria 

to achieve a meaningful estimation applicable in general. 

 

Figure 3.5. Wave resistance coefficients. 

Figure 3.5 shows the predicted wave resistance coefficients for each scale 

according to the three different methods using CFD (calculated as the 

difference in total resistance of the multiphase and double body simulations). 

Here, the Slender-body prediction, calculated using Bentley’s Maxsurf 

Resistance software, is represented by a flat line because it is invariant with a 

change in Reynolds number. This figure presents the first indication that it 

may not be possible to achieve a smoothly varying curve for which general 

predictions can be made when large changes are applied to the Re. While all 

methods agree the general direction of the curve in every examined scale, there 

are disagreements between them at every examined Re. It is worth mentioning 

that the first point of the viscous scaled values, i.e. λ=75, is the same as the 

translated double body value.  
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Figure 3.6. Wave cuts at y/L=0.1, 0.2, 0.3 for all examined scale factors. The 

ship is located at 0 < x/L <1, whereas the flow is in the negative x direction. 

 
Figure 3.7. Relative locations of the wave cuts. Depicted: λ=75. 

The change in wave resistance coefficient implies a geometrically non-similar 

wave pattern between scale factors. Here, these are not examined, as 
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identifying differences is difficult and subjective. Instead, to reveal differences, 

wave cuts are used, shown in Figure 3.6, at three different locations next to the 

ship. The relative positions of the wave cuts are shown in Figure 3.7. In all λ>1 

examined, the curves are sufficiently close to make them largely 

indistinguishable from each other. In full-scale, the differences become more 

pronounced. This is the suspected source of differences in wave resistance 

coefficient. It is interesting that changes are magnified as one moved further 

away from the ship centreline, i.e. into the fully developed wake. In other 

words, changes to the wave field with scale require time to propagate some 

distance from the wave maker before differences become apparent. Therefore, 

the geometric scaling of the ship’s bulbous bow, whose primary function is to 

modify the wave field is responsible for the observed differences in the wake. 

Indeed, the laminar portion of the boundary layer at the bulbous bow is 

appreciably stronger in model scale than that at full scale, inevitably creating 

discrepancies (Hochkirch and Mallol, 2000). On the other hand, the stern, 

being the second main source of wave-making, together with the interaction 

from the bow wave cause the dominant features observed between -2.5 < x/L 

< 0 in Figure 3.6. 

Albeit small, errors in the predicted total resistance coefficient and their 

influence on the wave resistance should not be disregarded. Nevertheless, 

once decomposed, it is reasonable to expect that these are distributed, to some 

extent, among the constituent components of the total resistance. Thus, it could 

be argued that the predicted error, spread over the frictional resistance, wave 

resistance, and form factor, is insignificant (in the 3D extrapolation case). 

Therefore, scale effects on wave resistance have been proven, conclusively 

rendering it a function of both the Reynolds number.  

In reality, the boundary layer’s interaction with the wave field, and therefore 

wave resistance, is expected to resemble an iterative process, where the former 

modifies the latter and vice versa. Although this is largely ignored, several 

studies have documented such effects, for example Stern (1985). The effects of 

free surface flow effects on flat plates were examined in Longo et al. (1998), 

who reported changes in Reynolds stresses and mean velocity components. 

Marquardt (2009) stated that wave effects on the boundary layer are 

proportional to wave steepness and may influence the boundary layer up to 

half a wavelength (in the -z direction). Suh et al. (2011) also identified 

deformation of vortical structures as a consequence of the presence of a phase 

interphase.  
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3.5.2.2 Frictional resistance 

To quantify free surface effects on the frictional component of resistance, 

Figure 3.8 contains all CFD simulations performed as part of this chapter as 

well as the friction lines used for extrapolation. Although not frequently used 

in the literature, (in full-scale) the Telfer (1927) line passes just below the CFD 

predictions, while the Grigson (1999) method slightly overpredicts the 

multiphase result. The method proposed by Gadd (1967), on the other hand, 

passes through the predicted frictional resistance coefficients. The ITTC’57 line 

also provides a good approximation, underpredicting the values slightly. 

The results of Figure 3.8 reveal that in the low Re range (high λ), free surface 

effects are much more pronounced than in full-scale. There are several reasons 

for this. Primarily, the boundary layer affected by the free surface grows much 

more slowly than the skin friction of a fully submerged body. The latter 

increases with the wetted area (λ2), while the former changes approximately 

with the reciprocal of the 7th root of the Reynolds number. Clearly, the 

boundary layer length will be equal to the length along the waterline, whereas 

the vertical distance at which it is disturbed can be estimated by the 

wavelength of the Kelvin wake. Methods to calculate this vary in complexity 

and robustness. Such a computation is not attempted, instead leaving it as a 

piece of future work. Such a study could seek to establish a relationship 

expressing the exact volume of the disturbed boundary layer by the generated 

waves. Simultaneously, the contribution of air resistance to the total friction 

was calculated as less than 0.3% of in all cases using the multiphase 

simulations. 

Naturally, at low Froude numbers, the free surface is hardly disturbed (which 

also forms the basis for calculating the form factor), and double body 

approximations can provide good predictions (Landweber and Patel, 1979). 

Since the relative importance of free surface effects on the boundary layer 

decay rapidly with scale (similar to the displacement thickness), the 

aforementioned approximation can be used successfully at full-scale without 

significantly compromising the accuracy of the desired solution. That is, 

provided one is equipped with a tool capable of estimating the wave resistance 

separately with sufficient fidelity directly at full-scale. 

Mitchell’s integral is used for many theoretical predictions of wave resistance, 

and forms the basis for the slender body method used in Figure 3.5. Its 

accuracy in full scale, however, is not as well documental as in model scale. 
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Gotman (2002) asserted that if the ship has a convex transom, the wave 

resistance is over predicted. The opposite was suggested to be the case for 

concave transoms, while if the waterline is straight, or near straight, the values 

agree well with experiments in the range Fr < 0.29. The results presented 

earlier suggest that the above is only true in λ=31.599 (the KCS transom is 

convex). Thus, while confidence in numerical tools is largely lacking, it should 

also be questionable to use a single wave resistance coefficient for all scales. 

It is a well-reported fact that the Schoenherr line matches almost exactly 

experimental values for the skin friction of plates (Bertram, 2012). The reason 

why a deviation is observed here between the friction lines and CFD results 

was partially examined by Magionesi and Di Mascio (2016). They focused their 

attention on flows over ship bulbous bows, because, while a flat plate is 

characterised by a 0 pressure gradient (Peltier and Hambric, 2007), this is not 

the case for large parts of the ship’s wetted area. Bulbous bows in particular 

exhibit pressure gradients, the boundary layer is three dimensional, and they 

are subject to free surface effects, which cannot be ignored (Ciappi and 

Magionesi, 2005). Ishihara et al. (2015) stated that turbulent boundary layers 

not only influence the large-scale wake behind a structure, but also the location 

of separation. In the case of a ship, the boundary layer at the bulbous bow, 

being different from that of a flat plate, causes changes to cascade astern, and 

likely into the wake itself.  
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Figure 3.8. Frictional resistance coefficients 

One final point to consider here is the Froude number. Having used a single 

Fr (0.26) in all simulations allowed the isolation of the effects of Re. Froude 

number effects on wave resistance are well documented. What is lacking in 

particular is its effect on the form factor. To resolve this, a larger scale study is 

required, featuring both numerical and experimental geosim analyses from a 

single institution to eliminate variability across testing facilities. This is 

suggested as a piece of future work. 

3.5.2.3 Form factor 

It is now appropriate to introduce the calculated form factors, shown in Figure 

3.9, against Reynolds number. Surprisingly, the (1+k) values do not exhibit a 

well-defined trend. Instead, some scatter is evident as the Reynolds number 

increases. A similar trend was discovered by Min and Kang, (2010), whose 

empirical correction depends solely on the Re. García-Gómez (2000) on the 

other hand, devised a formulae based on the scale factor. Both of these are 

shown in Figure 3.9 with the dashed, and dotted lines, respectively. What is 

most evident here is their change with scale factor or Reynolds number. 
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Indeed, the error between the empirically corrected, translated double body 

form factor and multiphase (1+k) value found is approximately 8.6%. In the 

level double body case, this is even higher, reaching 10.9%. It should be noted 

that the empirical form factors are placed for a λ=31.599. The abovementioned 

corrections are applied to them in order to demonstrate how they perform 

compared to the full-scale CFD results.  

 

 

Figure 3.9. Calculated form factors 
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3.5.2.4 Extrapolation to full-scale 

The presence of the scatter in values described previously implies there is a 

high degree of variability in the possible extrapolated value of the total 

resistance coefficient in full-scale. For example, two testing facilities using 

different scale factor to determine the wave resistance would find inconsistent 

𝐶𝑇 values. To illustrate this, Figure 3.10 was compiled using all combinations 

of wave resistance coefficients (CFD and slender body), form factors (CFD and 

empirical, with and without the corrections of Min and Kang (2010) and 

García-Gómez (2000)), yielding 126 unique predictions for each friction line. 

Clearly, it is not possible to show the corresponding category for each point. 

Instead, the average of each friction line, global average, and the multiphase 

CFD prediction for 𝐶𝑇 are shown in Figure 3.10. Now, it is imperative to 

highlight the importance of reliable predictions for each component of the total 

resistance. For instance, although the Telfer (1927) line showed excellent 

predictions for the frictional resistance, its use may be questioned depending 

on the values chosen for the form factor and wave resistance. Of course, this is 

also the case for all other methods used. Figure 3.10 suggests a ‘band’ of 

possible values for each friction line exists. Therefore, a large degree of 

uncertainty can be expected depending on the adopted methodology to 

calculating each component of 𝐶𝑇 . 
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Figure 3.10. Extrapolated total resistance coefficient based on the results 

obtained in this chapter 

The assertion that a small error in the total resistance coefficient is decomposed 

into even smaller errors over each constituent component worked 

advantageously earlier. However, if the process is reversed, the effect is 

magnified to yield a high degree of uncertainty. Thus, the importance of high-

fidelity methods cannot be overstated. One possible problem is that virtually 

all of the available literature treats these problems (the evaluation of the total’s 

constituent components) separately. For example, one may determine a 

method to calculate the exact frictional resistance for a specific Reynolds 

number. Indeed, the available methods perform very well, as shown in this 

chapter. However, if free surface effects are not accounted for in the 

extrapolation procedure from a Reynolds number in the region of 106, to one 

near 5×109, the results will not resemble reality. This would influence all 

parameters present in the decomposition of the total resistance coefficient and 

would likely be amplified when carried to full scale. An analogous argument 

can be made for the estimation of wave resistance, although there is 

uncertainty in its estimation due to the degree of complexity associated with 

ship wave making.  

A more fundamental problem arises from the ambiguity resulting from the 

amplification of errors discussed above: it becomes difficult to justify 
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validating the estimation of each constituent component of the total resistance 

when calculated separately. Perhaps the best example in this context is the 

prediction of wave resistance by potential flow methods. These are typically 

validated by subtracting the viscous resistance (1+k)𝐶𝐹 from the 

experimentally obtained total, for instance, Tuck and Lazauskas (2008). Now 

𝐶𝐹 is usually obtained via one of the friction lines in Figure 3.8 (typically the 

ITTC57 line), while (1+k) – experimentally using the procedure stated in 

earlier. As demonstrated, both of these are susceptible to scale effects and 

therefore contain a certain amount of error when carried to full-scale. 

Consequently, the use of wave resistance estimations using potential flow 

methods in extrapolation procedures should be approached with caution, not 

least because they fail to model scale effects. Referring to validation versus 

experiments, the problem is not confined to the use of methods based on 

Michell's (1898) integral. Instead, wave cut methods (Janson and Spinney, 

2004) and panel methods (Newman, 1992), both of which are deemed reliable 

and robust, must suffer from the above issue. To circumvent this obstacle, 

wave probes can be used during tank testing (Kim et al., 2001; Townsin, 1971, 

1968; Troesch and Beck, 1974).  

Alternatively, a recently emerging method is to capture high quality optical 

images of the free surface around the ship (Gomit et al., 2014). Applying this 

method, Caplier et al. (2016) estimated the energy contained in a ship’s wake 

by using its spectrogram, defined as a heat map used to visualise the time-

dependent height of the water surface in terms of a frequency spectrum 

(Pethiyagoda et al., 2018, 2017). Here, only half of the obstacle has been 

addressed. The remainder (scale effects) seems insurmountable with present 

methods, especially with the apparent scatter of 𝐶𝑊 observed in Figure 3.5. 

The use of CFD methods undoubtedly increases understanding of the 

underlying phenomena and their relative importance. However, there is still 

a fundamental source of uncertainty present in their use: the statistical 

modelling of turbulence, usually referred to as turbulence modelling. In this 

chapter it was shown that it is the most probable source of errors in sinkage 

and trim, whose effect cannot be neglected. One could argue along the lines of 

Moore (1965) with regards to the availability of computational power, and 

claim that Direct Numerical Simulation (DNS) will solve the problems in this 

respect if one allows sufficient time to increase the available computational 

power. However, even today, the use of DNS is limited to a narrow range of 

Reynolds numbers, which is far from sufficient even for model-scale 
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computations (Beck and Reed, 2001). Simultaneously, the field of wall function 

derivation is very active (Kiš and Herwig, 2012). Even if one chooses to accept 

the use of turbulence modelling, Pereira et al. (2017) found that different 

models are best suited for hull resistance prediction and propeller dynamics.  

3.6 Summary and conclusion 

In line with the research aims and objectives, this chapter focused on scale 

effects on ship bare hull resistance in unrestricted waters. Several hypotheses 

were tested using a commercially available RANS solver. Emphasis was 

placed on challenging the widely used assumption of geometric similarity in 

ship wave patterns with scale, and thus a scale invariant wave resistance, 

which was shown to be untrue, confirming the results of Raven et al. (2008). 

Scale effects on all examined parameters were shown to be magnified with 

large changes in the Reynolds number. This was accomplished by maintaining 

the Froude number constant throughout all adopted case-studies (Fr = 0.26). 

It was demonstrated that the relative importance of free surface effects of 

frictional resistance decay rapidly with an increase in Reynolds number, but 

can substantially influence extrapolated results if not properly accounted for. 

Several sources for this have been identified, including boundary layer 

thickness and flow separation. These are also the likely cause of non-

geometrically similar wave patterns observed. 

An alternative path worth exploring is to perform all computations directly in 

full-scale. While the resources required to perform a full-scale computation 

seem to be limited, experience suggests that time improves computational 

availability. It could then be argued that it is only a matter of time before it 

becomes commonplace to routinely perform full-scale CFD simulations. One 

of the main issues academia must seek to resolve is that of turbulence 

modelling, which is a very active field of research where strides of progress 

are being made. 

In performing numerical simulations, the intention was to maintain the 

highest possible degree of similarity with the real-life physics of the problem. 

However, incorporating propeller effects was omitted. The complex, non-

uniform flow, generated by the presence of a rotating propeller is responsible 

for stark changes in the overall pressure and velocity fields near the ship’s 

stern. While by ignoring such effects, representing the overall problem may 

have been deviated from, it is thought that isolating the bare hull resistance is 

a worthwhile endeavour. Indeed, to the best of the author’s knowledge, the 
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work presented herein is the first to examine scale effects on the wave 

resistance and free surface effects on the frictional resistance using CFD. 
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  APPLICATION OF EDDY-

VISCOSITY TURBULENCE MODELS 

TO PROBLEMS IN SHIP 

HYDRODYNAMICS  

 

 
This chapter examines different approaches to close the Reynolds averaged 

form of the Navier-Stokes equations. This is identified as the most widely used 

method to model flows in marine hydrodynamics. A comparative assessment 

is performed on two families of two-equation eddy viscosity turbulence 

models and a one-equation closure. The time per iteration characteristics of 

each model is also recorded to determine which model is most economical. A 

statistical approach is proposed to rank the turbulence closures. 

4.1 Introduction 

Since the beginning of the 19th century, the fields of science and engineering 

have been underpinned by the concept of determinism. Its principle was first 

articulated by Pierre-Simon Laplace (van Strien, 2014) to express the idea that 

every event is causally determined by previous occurrences. Therefore, if one 

possesses sufficient information about these causes, it is possible to predict the 

state of a system at any point in the future. This idea likely feels natural to 

engineers in particular. 

Mathematically, determinism is merely an expression that a unique solution 

of the Navier-Stokes equations exists. In fact, this has been shown to be the 

case in two dimensions, but for three-dimensional cases it holds for finite times 
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only (Lesieur, 2008). In other words, it is not always possible to obtain 

sufficient knowledge of antecedent events in order to determine the exact state 

of the system at some future time. In practice, the engineer is rarely, if ever, 

interested in the level of detail referred to above. Hence, the use of statistical 

modelling of physical processes is justified as long as an accurate mean, or 

integral, value can be obtained.  

The question then shifts from the ability to capture the physical interaction of 

every molecule of the fluid, to its overall properties, such as velocity and 

pressure. In other words, the fluid is treated as a continuum. The difficulty 

here is associated with the complexity of turbulent phenomena. Although 

these can be observed in everyday life, modelling exact statistical averages of 

fluctuations inherent in turbulence has proven impossible (Durbin and 

Pettersson Reif, 2011). Thus, every time the numerical solution to a problem 

involving turbulent properties is invoked, it contains a degree of empiricism. 

This empiricism is required due to the averaging process, whether temporally 

or spatially, applied to the Navier-Stokes equations. Upon performing what is 

known as Reynolds averaging, additional terms are introduced as a 

consequence of nonlinearities in the governing equations. Perhaps 

surprisingly, the degree of empiricism (the number of empirically defined 

coefficients, or lack thereof) is not always an indication of accuracy. 

The addition of new unknowns to the governing equations means that the 

Reynolds Averaged Navier-Stokes (RANS) equations no longer form a closed 

set. In simple terms, there are now more unknowns than there are equations, 

which is why turbulence modelling is also referred to as providing closure. 

The additional (partial differential) equations introduced define the type of 

turbulence model. Hence, zero, one, or two-equation closures will be referred 

to. Now, the topic of investigation can safely be shifted to identifying which 

turbulence model is optimal for the particular case it is applied to. The optimal 

solution must exhibit several characteristics: 

1. The solution must lie within some predefined measure of accuracy. 

2. The effort required to obtain the solution must not be excessive. 

3. There should be no simpler method to achieve the same, or reasonably 

similar result. 

4. The method used should represent the underlying physical phenomena 

correctly. 
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In most cases, one can gain an idea of the expected level of accuracy depending 

on the method used. For example, it is well-known that linear potential flow 

theories do not perform well in extreme cases, where nonlinear phenomena 

dominate. However, the above (or any other) classification of turbulence 

models, cannot be used to establish such a hierarchy. Indeed, one-equation 

models can, and do perform better than two equation models in certain cases. 

This is true because the derivation of most of the currently available models 

are not rooted in the physics of the problem per se (Argyropoulos and 

Markatos, 2015). Simply put, some of the empirical constants contained within 

the turbulence models are determined by fitting data to simple experimental 

observations. There is no telling what their effect would be if they were 

applied to a different problem, as is often the case. Moreover, the mathematical 

formulation of the equations used to provide closure are rarely related to the 

physics of the problem either (Markatos, 1986). 

This chapter is addressed to practitioners as well as researchers of RANS-

based ship hydrodynamic analysis, with the goal of reducing some of the 

ambiguity inherent in the field. The aim is to analyse the issue of optimal 

turbulence model selection as applied to problems pertaining to the realm of 

ship hydrodynamics. Complex problems in the field are sought to test the 

turbulence models robustly. To elaborate, it would be counterproductive to 

select a simple, two-dimensional case since the aim is not to improve on the 

selected models. The parameters of interest are ship bare hull resistance, 

sinkage, and trim, due to the difficulties associated in with their prediction. 

Furthermore, Larsson et al., (2014) reported a scatter in sinkage and trim 

results when examining submissions to the Gothenburg numerical ship 

hydrodynamics workshop, justifying the above selections. Deliberately 

accentuating the effect each of these has on the remaining parameters as well 

as their overall importance implies the selection of a shallow water case study.  

In shallow water, the sinkage, trim, and resistance are influenced by the 

adverse pressure gradient acting longitudinally on the hull, generated as a 

result of the hull’s proximity with the seabed. Additionally, in terms of 

turbulence, pressure gradients present an extra layer of complexity, 

superimposed of the already difficult problems of predicting highly three-

dimensional boundary layers inherent in ship underwater shapes. The hull 

form selected is the benchmark KCS container ship, while the analysis is 

performed using Star-CCM+, version 13.01.011. 
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The remainder of this chapter will continue with an overview and 

identification of selected turbulence models. Then, the case studies and 

numerical implementation are presented in Section 4.3 and 4.4, respectively. 

Results and their analysis follows form these in Section 4.5, while a summary 

and conclusions are given in Section 4.6. 

4.2 Background  

This chapter is motivated partially by the findings of Larsson et al., (2014), who 

observed a scatter in sinkage and trim predictions, as mentioned previously, 

and partially by recent work undertaken within Chapter 3. Sinkage and trim 

proved more difficult to simulate accurately than resistance in CFD (Terziev 

et al., 2019a). In deep waters, the combined effect of sinkage and trim is known 

to be small on resistance and in some cases may even be neglected (Ponkratov, 

2016). However, their magnitude and influence are accentuated by the 

proximity of the seabed in shallow water cases. This not only represents a case 

where the underlying physics are not well understood, but also, an everyday 

situation all ships must cope with. More importantly, groundings, where the 

combined effect of sinkage and trim  (termed ship squat) play a central role, 

are consistently in the top five incident categories of EMSA (European 

Maritime Safety Agency, 2018, 2017, 2016, 2015) since records began in 2011. 

In fact, the annual figures published by EMSA suggest more than half of all 

incidents occur in shallow water, where ship squat is always a contributing 

factor. Thus, the accurate prediction of ship squat is of critical importance.  

While ship squat is a phenomenon requiring further research, turbulence 

modelling is a ‘known unknown’, which contributes to the present levels of 

ambiguity inherent in shallow water predictions. Greater levels of attention 

are typically attributed to the prediction of resistance. However, there is less 

ambiguity in its predictions. This has led to rule of thumb approaches even in 

CFD by international bodies, such as the International Towing Tank 

Conference (ITTC, 2014). On the other hand, sinkage and trim have proved 

more evasive. The results from the present research will enable generalisations 

to be carried into deep water cases for enhanced predictions, even when 

running trim and sinkage are of little importance. The remainder of this 

section will proceed by examining the turbulence models. 
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4.2.1 Turbulence 

Attempts to bring turbulence under mathematical scrutiny begin with 

Boussinesq’s concept of eddy-viscosity (Wilcox, 2006), which he developed 

from ideas expressed by Saint-Venant (Darrigol, 2017). This makes it possible 

to express the Reynolds stress tensor, which is the additional term introduced 

in the process of Reynolds averaging, as a function of mean flow properties 

(such as the eddy-viscosity). Here, Reynolds averaging refers to the process of 

averaging the decomposed total velocity (mean and fluctuating parts) (Durbin 

and Pettersson Reif, 2011).  The eddy-viscosity is a property of the flow, i.e. a 

function of space and time, unlike the molecular viscosity, which is an intrinsic 

physical constant (Bailly and Comte-Bellot, 2004). 

The first turbulence model was introduced by Prandtl (1925) using the mixing 

length concept to compute the eddy-viscosity. This model did not contain any 

Partial Differential Equations (PDEs), and is therefore known as zero-equation 

or algebraic. In practice, an n-equation model refers  to the number of 

additional PDEs introduced to close the Reynolds Averaged Navier-Stokes 

(RANS) equations (Wilcox, 2006). Twenty years passed before the next 

conceptual leap was made by Prandtl, when he modelled a PDE to express the 

turbulent kinetic energy, k, thereby creating the first one-equation turbulence 

model. Fundamentally, this allowed the local flow properties to be dependent 

on antecedent events. Then, van Driest (1956) devised a viscous damping 

modification to the mixing length model, which has been applied to virtually 

all algebraic closures since (Wilcox, 2006). A noteworthy example of a zero-

equation model includes that devised by Baldwin and Lomax (1978). 

Since the first one-equation model was born, an explosion of competing 

turbulence closures has occurred. Here, prevalence is given to those, used in 

the assessment. Thus, attention will be confined to the main eddy-viscosity 

models and their significant variants as implemented in the commercial RANS 

solver, Star-CCM+, version 13.01.011. The fundamental purpose of this class of 

closures is to predict an eddy-viscosity. Since this was first introduced by 

Boussinesq, it has since become the underlying hypothesis used to derive the 

vast majority of turbulence models. 

Although the Reynolds Stress turbulence (RST) model boasts as the most 

physically sound closure strategy (Sarkar and Lakshmanan, 1991), there are 

problems related to computational stability in its implementation (Parneix et 

al., 1998). Furthermore, for the present class of problems (ship 
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hydrodynamics), eddy-viscosity models dominate the literature, despite the 

fact that Rotta (1951) derived the first RST model decades prior to the first 

practical application of eddy-viscosity-type models. The prevalence of eddy-

viscosity models in the field is illustrated at the end of this section. 

Broadly speaking, the problem of closure is solved via two main classes of 

turbulence models. These are the k-ε, k-ω models and their variants. Here, k is 

the turbulent kinetic energy, ε is the dissipation rate, and ω is the dissipation 

frequency. Before each class is examined sequentially, a qualitative description 

of a one equation turbulence model is given. It should be noted that the 

underlying mathematical relations, expressing all turbulence models utilised 

in this thesis can be found in Appendix C. 

4.2.1.1 One equation Spalart-Allmaras turbulence closure 

A popular alternative to two-equation turbulence models is presented in one-

equation closures. The most successful of these is the formulation proposed by 

Spalart and Allmaras (1992). Breaking precedent, this closure uses a diffusivity 

equation in place of the turbulent kinetic energy to establish an eddy-viscosity. 

All prior work on models of this type had used the turbulent kinetic energy 

instead (Baldwin and Timothy, 1990; Johnson and King, 1984). The original 

formulation presented in Spalart and Allmaras (1992) was specifically 

designed for unstructured codes. Due to its ability to model separated flows 

and its popularity in the field of aerodynamics (Siemens, 2018), this model is 

incorporated.  

4.2.1.2 The k-ε model and its variants 

The k-ε model’s foundations were laid by Jones and Launder (1972). It is 

interesting to note that it the k-ε model does not owe its popularity to 

robustness or accuracy, but to the fact that it was the first two equation model 

applied in practice (Durbin and Pettersson Reif, 2011). That is, even though 

Kolmogorov's (1942) k-ω model had been described decades earlier. In Star-

CCM+, the original coefficients proposed have been replaced with those 

suggested by Launder and Sharma (1974) in the case of the standard 

formulation. However, the standard k-ε model cannot be applied on low 

Reynolds number (LRN) type cases due to the occurrence of a singularity near 

solid boundaries. Here, low Reynolds number refers to turbulent 𝑅𝑒𝑇, which 

is a function of wall distance (𝑅𝑒𝑇 = √𝑘𝑑/𝑣, where k is the turbulent kinetic 

energy, d is the distance from the wall to the nearest cell, and 𝑣 is the viscosity, 
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as opposed to 𝑅𝑒 = 𝑈𝐿/𝑣, where 𝑈 is the speed, and L represents the length of 

the ship). Thus, when y+ ~ 1, models capable of coping with LRN must be used. 

On the other hand, if y+ > 30, high Reynolds number (HRN) models are 

required. 

Jones and Launder (1972) originally formulated the k-ε model for HRN-type 

cases. However, in such a scenario, the use of wall functions is required, which 

are not compatible with complex flows (Pettersson Reif et al., 2009). Therefore, 

researchers use either a LRN or realizable versions, discussed below. 

According to Durbin (1996), two equation turbulence models have a tendency 

to overpredict turbulent kinetic energy in stagnation points. Realizability 

refers to the imposition of a suitable constraint to the model to alleviate this 

shortcoming. Additionally, Star-CCM+ offers the two-layer method, where a 

PDE is solved for k near the wall, but ε is algebraically prescribed based on the 

wall distance (Chen and Patel, 1988). The wall proximity indicator is then used 

to patch the two solutions onto each other, as suggested by Jongen (1998). On 

the other hand, the length scale and turbulent viscosity ratio, used to calculate 

ε, are adopted from Wolfshtein (1969) in the two layer approach. 

The realizable, two layer k-ε model, hereafter referred to as “k-ε 2l” for brevity, 

has been extensively used for practical applications (Cakici et al., 2017; Liu et 

al., 2018; Ozdemir et al., 2016; Song et al., 2019; Terziev et al., 2018; Tezdogan 

et al., 2016a, 2016b, to name but a few), making it an ideal candidate for this 

chapter’s purposes. However, there are a large number of variants of the k-ε 

model put forth by researchers, each claiming superiority. The motivation 

behind the plethora of alternatives lies with the shortcomings on the model. 

While its inability to model near-wall effects in the original form can be 

circumvented easily, the implicitly assumed linear stress-strain relationship 

poses further problems: linearity may be violated in strongly 3D boundary 

layers (Durbin and Pettersson Reif, 2011). This is certainly the case for ship 

boundary layers, as asserted by Magionesi and Di Mascio, (2016). Despite 

these shortcomings, the k-ε 2l has enjoyed considerable success and 

widespread implementation for industrial applications. It is therefore 

interesting to compare the performance of some k-ε variants available in Star-

CCM+. Alternatives include proposals by Shih et al. (1995), which cannot be 

incorporated since it is not offered by the RANS solver. 

Abe et al. (1994) proposed a modification of the standard k-ε model, henceforth 

referred to as ‘AKN’ (after the authors of the paper – Abe, Kondoh, Nagano), 

claiming their variant can predict flow reattachment better than the original. 
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As such, their model is of the LRN-type. The authors also altered the 

coefficients of the original model in their derivation. According to Siemens 

(2018), the AKN model is a suitable choice for flows over complex geometries, 

which is undoubtedly representative of a ship underwater shape. For these 

reasons, this model is selected for the present examination. Additionally, flow 

reattachment following separation is a crucially important parameter in the 

prediction of ship resistance, trim and sinkage.  

A widely discussed closure in turbulence research is the k-ε-v2-f model, 

hereafter referred to as ‘v2-f ’  (Durbin, 2017a), where v2 is the wall-normal 

stress component and f is the elliptic relaxation parameter. This model solves 

two additional equations in order to predict the eddy-viscosity. Its origins can 

be traced to work done by Durbin (1996, 1995, 1993, 1991), whereas some 

recent extensions and modifications include Pettersson Reif et al. (2009), 

Pettersson Reif, (2006), Laurence et al. (2004), Davidson et al. (2003), and Lien 

et al. (1998).  While this model cannot be classified as a two-equation model 

for obvious reasons, it retains its larger classification (eddy-viscosity-type 

model). The benefits of utilising the v2-f model include its ability to handle wall 

effects, simultaneously accounting for flow nonlocality. Thus, it can be applied 

directly to LRN-type meshes, without any modifications, or the need to patch 

regions of different solutions as was the case earlier. Siemens (2018) stated that 

selecting this model “is known to capture the near-wall turbulence effects 

more accurately, which is crucial for the accurate prediction of heat transfer, 

skin friction and flow separation.” Thus, it is included in the investigation 

within the k-ε-class models. The fundamental advantage in implementing the 

v2-f  model is related to its ability to account for anisotropy of turbulence 

stresses, which are not addressed in the variants examined so far (Gorji et al., 

2014). 

The final two models incorporated within the present category are elliptic 

blending closures, henceforth referred to as ‘EB’. Both of the variants 

integrated in this chapter solve for the turbulent kinetic energy, the dissipation 

rate, the normalised reduced wall-normal component, and the elliptic 

blending factor (α, rather than f). This is thought to be beneficial due to its 

inclusion of nonlocal, and pressure echo effects. The latter, observed near 

impermeable boundaries, are solved for via the method of images. The wall-

normal component is defined as the ratio of v2 and k, and therefore requires 

the solution of v2 in a similar manner to the v2-f model. The concept of elliptic 

relaxation was first introduced for the RST-class models by Durbin (1993b). As 
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such, it mandated the solution of six equations to provide closure, which was 

later simplified to a single equation (α). Later, Manceau and Hanjalić (2002) 

further simplified the EB model rendering it more industry friendly, which is 

the form utilised by Star-CCM+. The elliptic blending model’s conception can 

be traced to being a consequence of the development of the v2-f model.  

Up to this point, linear eddy-viscosity models have been the focus. Although, 

the v2-f has been extended to incorporate nonlinearities, Pettersson Reif (2006) 

found its linear variant to perform equally well, which is the version employed 

here. On the other hand, non-linear eddy-viscosity models, specifically of the 

elliptic blending-type have recently emerged and gained popularity. The main 

contributors to their development other than Manceau and Hanjalić (2002) 

include Manceau (2015) and Manceau et al. (2001), however, the conceptual 

origins of 2nd order closures can be traced to Chou (1945). In the present work, 

the standard and lag EB (referred to as ‘Lag-EB’) are adopted. The former, 

according to Billard and Laurence (2012), circumvents the k-ε 2l models near-

wall issues, while it exhibits stable performance for practical applications. 

The alterative, the Lag-EB model of Revell et al. (2005), was devised to address 

a fundamental shortcoming of almost all eddy-viscosity models. Namely, their 

imposition of a linear relationship between the stress tensor and rate-of-strain 

tensor, which follows directly from the Boussinesq hypothesis. Revell et al. 

(2005) implemented a phase lag, or angle between these two parameters to 

express their misalignment. In Star-CCM+, the implementation of Lag-EB 

follows the modifications suggested by Billard and Laurence (2012) for 

stability reasons (Siemens, 2018). 

This marks the end of the description of the five k-ε variants used. The next 

class of turbulence models replace the dissipation rate, ε, with ω – the 

dissipation frequency.  

4.2.1.3 The k-ω model and its variants 

The second most widely used strategy to close the governing equations 

involves the adoption of a k-ω type turbulence model. Here, only a brief 

overview of the variants used is given. Wilcox (2006) can be consulted for a 

comprehensive overview of the subject. It is worth noting that without having 

prior knowledge of the Kolmogorov (1942) k-ω model, Saffman (1970) 

formulated a k-ω model to close the RANS equations. The latter was applicable 

down to the wall, immediately showing distinct advantages over the k-ε 

model. 
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The modern version of the k-ω variant, here referred to as the standard ‘k-ω 

Wilcox’ model, can be traced to Wilcox (1988), although earlier work provided 

its basis (Saffman and Wilcox, 1974), it was later revised several times by the 

same author. Most notably, by Wilcox (2008, 2006), the most recent of which is 

incorporated in Star-CCM+. Siemens (2018) advise that the model coefficients 

of Wilcox (2008) have not been extensively verified for flows, other than two-

dimensional parabolic cases. Therefore, these corrections are included as an 

optional add-on. Since the objective of the present work is to test well-

established closures, these have not been made use of. 

The k-ω Wilcox model has faced primarily the criticism of free-stream 

sensitivity (Cazalbou et al., 1994). This refers to the fact that turbulent statistics 

must vanish at some distance from an impermeable wall. In the free-stream, 

their influence on the irrotational region (the region not affected by viscosity) 

is thought to decay as (y+)-4 (Phillips, 1955) which is not always the case when 

employing the k-ω closure. This problem was addressed by Wilcox (2008) and 

is thought to have been resolved in the latest version of his model. Menter 

(1994) transformed the transport of ε from the k-ε model to resolve the free-

stream sensitivity by a variable substitution in the k-ω Wilcox model. The 

formulation Menter (1994) arrived at is similar to the standard k-ω Wilcox 

model, but contains an additional term expressing the cross-diffusion of k and 

ω.  

In other words, the form derived by Menter (1994), referred to as the ‘k-ω  SST 

model’ (where SST stands for Shear Stress Transport), could potentially 

provide identical results to the k-ε  model. By incorporating a blending 

parameter, expressed as a function of wall distance, the k-ω SST model is 

thought to preserve the advantages inherited by both main closures used 

today (k-ε and k-ω). This is also one of the models gaining popularity in the 

field of ship hydrodynamics (Deng et al., 2015; Farkas et al., 2018; Haase et al., 

2016b; van Wijngaarden, 2005; Wang et al., 2018; Wnęk et al., 2018). As such, 

it is important that it is incorporated it within the set of case studies.  

The final aspect of turbulence research considered in this sub-section is 

associated with the concept of transition. This term is used to describe the 

change of a boundary layer from laminar to turbulent (Saric et al., 2002). This 

change is of practical importance because a turbulent boundary layer imparts 

a greater skin friction to the surface from which it is shed, than when in 

laminar state. Thus, the onset of turbulence, and its possible delay, is of great 

importance, especially considering that skin friction is one of the main 
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contributing components of ship resistance. According to Durbin (2017b), the 

primary modes in which transition occurs are: 

1. Natural 

2. Bypass (as a response to external disturbances) 

3. Separation-induced 

Transition models are required because most turbulence closures are by 

definition applicable to the fully turbulent part of a flow (HRN-type models). 

A related example is the difference and range of applicability of the Blasius 

(1908) and any other friction lines, for instance, the well-known Schoenherr 

(1932) line. The AKN model and the standard k-ε model, for example, contain 

empirical damping functions, which allow them to exhibit transition 

properties. However, this is a consequence of solution bifurcation, resulting 

from the use of damping functions rather than physical insight into the 

phenomenology of the process itself (Lesieur, 2008). Their use has also been 

widely criticised (Patel et al., 1984), in part because the only similarity between 

different empirical damping functions is the presence of exponentials in their 

derivation (Durbin, 1991; Shih, 1990). Some notable examples include Chien 

(2008) and Launder and Sharma (1974), to name but a few. 

The RANS solver employed, Star-CCM+, offers a variety of methods of 

modelling transition. The first, and arguably more difficult to implement (the 

turbulence suppression model) requires prior knowledge of the location of 

transition. Thus, it is not applicable in many cases. An alternative solution was 

provided by Abu-Ghannam and Shaw (1980), which is based on the concept 

of intermittency. This parameter can range from 0 to 1, describing the time the 

flow is in a turbulent state (in percentage values). The reason this is not 

implemented is related to its requirement of nonlocal quantities, which cannot 

be evaluated at cell centres. A local alternative was suggested by Langtry 

(2006). Since the formulation was originally incomplete, its adaptation in Star-

CCM+ requires user programming and definition of additional functions. 

Recognising that it is highly unlikely for the average user to accomplish this, 

the simpler ‘γ’ transition model has been opted for. Selecting the γ transition 

model activates the solution of an additional intermittency equation (γ) and 

couples its solution with the k-ω SST model via the kinetic energy – k (Menter 

et al., 2015). Non-local effects are handled via an approximation of the three-

dimensionality of boundary layer by using the concept of helicity, which is a 

measure of the cross-flow within a turbulent boundary layer (Müller and 

Herbst, 2014). 
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4.2.1.4 Potential alternatives 

As has been illustrated thus far, research and development of turbulence 

models has been rather chaotic, featuring small steps and large conceptual 

leaps. For instance, while elliptic blending-type models are thought to be 

superior, the development of one, and two-equation closures has continued 

since the former’s inception. One way to characterise the field would be via 

additions of small theoretically and empirically acquired pieces of information 

to existing models. Indeed, this sort of ‘tinkering’ is a defining feature of the 

field of turbulence research (Roache, 2016).  

Initially, model constants were calibrated against experiments. When Direct 

Numerical Simulation (DNS) data became available, the validation procedure 

shifted. Nowadays, the aim is to match DNS data instead of experiments. 

Regardless, due to the complexity and limitations of the DNS approach, the 

possible benchmarks are limited to simple two, or three-dimensional cases at 

best (a classical example is the backward facing step (Darrigol and Turner, 

2006)).  Thus, the coefficients selected for each model have been calibrated to 

perform best for these specific cases. It is therefore not possible to determine 

the precision, accuracy, or even tendency to over or underpredict values of 

any one turbulence model when applied elsewhere. The matter is worsened 

by the previously illustrated fact that all turbulence models contain a large 

degree of empiricism (arrived at by a process of tinkering), compounded by 

the simple truth that the mathematical formulations used do not represent 

real, physical processes.  

The degree of empiricism is a reflection of the complexity of the processes 

occurring in turbulent flows. If analytical solutions were possible, turbulence 

models would be exact, and empirical coefficients would not be required 

(Durbin and Pettersson Reif, 2011). Contrary to expectation, empiricism is not 

necessarily a drawback. The problem addressed here is the inability to 

establish a hierarchy in the modelling of turbulence in any meaningful way 

other than complexity. For this reason, research of the type of Gorji et al. (2014), 

and El-Behery and Hamed (2011) have emerged attempting to provide specific 

recommendations with regards to the use of different turbulence closures in a 

particular context. 

Turbulence models described thus far model statistically almost the entirety 

of the turbulent kinetic energy spectrum. This expresses a concept similar to 

wave spectra (St Denis and Pierson, 1953), where components of different 
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wavelength coexist simultaneously (turbulent eddies replacing waves in the 

present context). Richardson (1922) and Kolmogorov (1941) are chiefly 

attributed with the conceptualisation of the turbulent energy spectrum and its 

cascade into smaller scales. It is this cascading process that gives rise to 

nonlinear interactions, and thus inhibits its description. Researchers have 

devised a way to statistically model part of the spectrum via the turbulence 

models described above, leaving the remainder to be captured in the 

simulation. This is known as Large (or Very Large) Eddy Simulation (LES or 

VLES, alternatively, Detached Eddy Simulation - DES). Alongside the twofold 

increase of the order of magnitude in computational power requirements, 

Kornev et al. (2019) reported several difficulties when applying the LES 

technique to ship hydrodynamics problems. The main issue was related to the 

region used to patch the statistically averaged and resolved solution together. 

In light of this, the adoption of LES will not be considered. Studies, detailing 

the use of hybrid RANS-LES techniques in marine hydrodynamics include the 

work of Bhushan et al. (2013),  Carrica et al. (2010), Posa et al. (2019), and can 

be consulted for further information. 

Before the case study description is given, it is worth examining which 

turbulence models tend to be preferred in marine hydrodynamics. Here, the 

term ‘marine hydrodynamics’ is used in reference to research encompassing 

all aspects of ship and offshore research that includes the simulation of fluid 

flow using a RANS solver. Additionally, investigations centred on propeller 

performance are incorporated.  

The compiled dataset presents a sample of research work done during the past 

two decades using RANS solvers in the related field. The sample, collected 

from two of the biggest academic publishers (ScienceDirect, and Taylor and 

Francis), is split into categories corresponding to the turbulence model used in 

each work. No differentiation is made between different subtypes of models 

(e.g. realizable vs standard k-ε). Figure 4.1 presents the breakdown of the 

turbulence models among the same categories and provides a graphical 

representation of their cumulative use over the past roughly two decades. The 

results shown in Figure 4.1 demonstrate that the k-ω SST model has gained 

increasing popularity in the past decade, and that virtually all work done is 

concentrated in two categories. The purpose of this chapter will then serve to 

introduce some of the newer turbulence models (v2-f, EB, and Lag-EB) to the 

field of marine hydrodynamics.  
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Figure 4.1. Graphical representation of the use of turbulence models in 

marine hydrodynamics2. 

4.3 Case-studies 

An integral part of testing the performance of any turbulence model or 

numerical set-up involves comparing results against experimental data. 

Having established shallow water ship hydrodynamics will be focused upon 

due to the innate complexity of the field, restricts the choices available. In a 

recent study by Elsherbiny et al. (2019), the behaviour and performance of the 

well-known benchmark KCS container ship were tested. Although focus was 

placed on the new Suez Canal in the abovementioned work, a rectangular 

canal case study was investigated as well, and is adopted here. Doing so will 

allow the reduction in cell numbers because simulating the thin layer of water 

near the intersection of the sloping seabed and sides (as was the case in 

Tezdogan et al. (2016b)) is bypassed. Thus, the computational mesh can be 

refined in the vicinity of the ship, and gradually coarsened in every direction 

 
2 The full list of references used to construct Figure 4.1 can be found in Appendix B 
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without compromising the solution. Indeed, doing so is a mainstay in the 

practice of computational hydrodynamics. 

The case-studies examined by Elsherbiny et al. (2019) allow us to vary the 

speed of the ship and test the turbulence models while keeping all other 

parameters constant. However, one could argue that in shallow water ship 

hydrodynamics, a change in the depth can have an effect, comparable to the 

change in speed. Limiting the case-studies in such a way would prevent the 

results from being generalised to a wider pool of problems in the field. For this 

reason, two case studies adopted from Mucha and el Moctar (2014) are also 

replicated numerically. In their work, the authors used the same ship as in 

Elsherbiny et al. (2019), with a different draught (T=10m, rather than T=10.8m 

full-scale equivalent) and scale factor (λ=40, rather than λ=75 in Elsherbiny et 

al. (2019)). For the purposes of the present research, two ratios of depth and 

draught have been selected for a single ship speed. This translates into a 

different Depth Froude number (𝐹ℎ=𝑈/ √𝑔 × ℎ, where 𝑈 is the speed, 𝑔 is the 

gravitational acceleration and h is the depth), although the speed has been 

maintained constant. In shallow water, waves are nondispersive and can 

attain a single propagation speed defined by the denominator of the depth 

Froude number. 

The KCS principal characteristics are summarised in Table 4.1, while the case 

studies are graphically depicted in Figure 4.2. The conditions, against which 

the turbulence models are assessed are given in Table 4.2. All nine turbulence 

models are tested against each of the four case studies delineated jointly in 

Table 4.1 and Table 4.2, yielding a total of 36 simulations. 

Table 4.1. Principal characteristics of the KCS  

Quantity 
Elsherbiny et al. (2019) Mucha and el Moctar (2014) 

Full-scale Model-scale (1:75) Full-scale Model-scale (1:40) 

L [m] 230 3.067 230 5.75 

B [m] 32.2 0.429 32.2 0.805 

T [m] 10.8 0.144 10 0.25 

CB [-] 0.651 0.651 0.64 0.64 

S [m2] 9530 1.694 8992 5.62 

 

 

 

Table 4.2. Case-studies description 
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ID Reference λ 
h/

T 

h 

[m] 
𝐹ℎ  [-] Re [-] 

Umodel 

[m/s] 

Uship 

[kn] 

1 Elsherbin

y et al. 

(2019) 

7

5 
2.2 0.32 

0.30

3 

1.8297×10
6 

0.534 9.0 

2 0.57 
3.4759×10

6 
1.005 16.9 

3 
Mucha 

and el 

Moctar 

(2014) 

4

0 

1.3 
0.32

5 
0.37 

4.7116×10
6 

0.73 

8.1 

4 1.6 0.4 0.41 
4.7116×10

6 
8.1 

 

 

Figure 4.2. Graphical depiction of the adopted case-studies (not drawn to 

scale): (a) refers to the study of Elsherbiny et al. (2019), (b) and (c) refer to 

Mucha and el Moctar (2014). 

4.4 Numerical implementation  

The RANS solver used, Star-CCM+, employs the Finite Volume Method (FVM) 

to model the problem at hand by using the integral form of the governing 

equations and by discretising the computational domain into a finite number 
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of adjoining cells. Within the framework of Star-CCM+, pressure and 

continuity are linked via a predictor-corrector scheme.  

To simulate turbulent properties within the fluid, the closures described in 

Section 4.2.1 are applied. These are summarised in Table 4.3, where Roman 

numerals are used to assign each case with a number.  

Table 4.3. Summary of the tested turbulence models. 

ID Class Identifier 

I 

k-ε 

AKN 

II v2- f 

III EB 

IV Lag-EB 

V k-ε 2l 

VI 

k-ω 

k-ω γ 

VII k-ω SST 

VIII k-ω Wilcox 

IX One-equation Spalart-Allmaras 

 

4.4.1 Physics modelling  

The motion of the fluid is modelled via a flat wave by the Volume of fluid 

(VOF) method (Hirt and Nichols, 1981). Alternatives include the Level-Set 

method. However, Starke et al. (2017) showed that some features of the bow 

wave generated by the ship could not be captured using the Level-Set method. 

In some deep-water cases, the presence of the free surface may be omitted. 

However, in shallow water flows, the energy imparted onto the waves due to 

the disturbance caused by the ship has a higher relative importance than in 

deep waters. Thus, it is not admissible to neglect the presence of the water 

surface. A third approach was proposed by Carrica et al. (2007), where a single 

phase level set method is introduced. This eliminated the need to account for 

the air-filled part of the domain, reducing cell numbers. Unfortunately, it has 

not been incorporated within the solver used. Therefore, it cannot be applied 

for the here-examined conditions. 

The phase interface is captured by the RANS solver by assigning a scalar value 

between 0 and 1 to every cell in the domain. A value of 1 implies the cell is 

filled with water, conversely, 0 means the cell is in the air-filled part of the 

domain. A value of 0.5 indicates a cell is half full of air and water, thereby 

defining the location of the free surface. The adoption of the VOF method 
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requires that both immiscible fluids account for large parts of the domain, 

while their contact area should be relatively small (Siemens, 2018). To prevent 

reflections from the outlet, a VOF damping zone, equal to 1.25L is 

implemented in all cases. 

A critical feature of the simulation is the type of convection scheme, which was 

selected as second order upwind. This choice is made because reducing the 

order (to 1st order) compromises the accuracy, whereas increasing the order 

(to 3rd order) can potentially lead to problems related to stability (Siemens, 

2018). This is applied to all turbulence models in all case-studies. The 

segregated flow solver is used solve the Navier-Stokes equations in an 

uncoupled manner with the aid of a SIMPLE (Semi-Implicit Method for 

Pressure Linked Equations) algorithm.  

To model the motions of the ship, the Dynamic Fluid-Body Interaction (DFBI) 

module offered by Star-CCM+ is used. The ship is allowed to sink and trim 

only, which occur as a result of pressure (normal) and shear (tangential) forces 

acting on the hull. To avoid a large initial shock, resulting when the simulation 

is initiated, the ship is constrained during the first 5 seconds in all simulations. 

Implementing this constraint on the motions of the ship reduces the transient 

oscillatory motion typically observed in the early stages of the simulation. 

Since the type of problem is pseudo-steady, it is desirable to reduce the time 

taken to achieve a steady state. The time taken for the solver to complete a 

single iteration is also reduced during these first 5 seconds, since an update to 

the position of the ship is not required at the end of the inner loop, which is 

set to comprise of 10 iterations. It is important to note that the free surface is 

updated at every iteration, while sinkage, trim, and resistance are recorded 

and updated once the inner iterations loop has competed.  

4.4.2 Time step selection 

At the end of the inner loop of iterations, the time step must be updated. This 

is selected in all cases as Δt = 0.0035L/𝑈, following Terziev et al., (2018), and 

Tezdogan et al. (2016b), where the efficacy of this method of setting Δt has 

been demonstrated. This value is calculated for each case study, but is not 

changed across turbulence models. An advantage of using this method of 

setting the time step is that a change in the mesh is not necessary when the 

speed is altered. Thus, for the four case-studies, only 3 meshes are required. 

Cases 1 and 2 can be used with the same computational mesh (whose 

properties are examined in the following sub-section), while the time step is 
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altered according to the formula above. Case study 4 requires a slight increase 

in cell numbers due to the different depth, when compared to case 3 (see 

section 4.4.4, Table 4.4). All other characteristics, including the time step for 

cases 3 and 4 is the same because the speed is not changed. Alternative 

approaches to setting the time step include the ITTC's (2011) Δt=0.005 ~ 

0.01L/𝑈. Throughout all examined cases, the temporal discretisation is set as 

first order, and the solution is allowed to develop for a minimum of 150 

seconds of physical time to ensure convergence of the results.  

4.4.3 Computational domain 

The computational domain has been structured according to the 

recommendations of ITTC (2011) and Siemens (2018). Namely, the inlet 

boundary in resistance computations should be located between one and two 

ship lengths from the ship bow, while the outlet – between two and three ship 

lengths downstream. The velocity inlet is placed 1.5 ship lengths upstream 

from the forward perpendicular, while the pressure outlet – 2.5 ship lengths 

downstream from the aft perpendicular. The domain width and depth are 

dictated by the case studies, which are summarised in Table 4.2. The side 

boundary is set as a wall, while the domain bottom is a velocity inlet. The latter 

choice is made because the cells in the domain are linked to the ship’s centre 

of gravity (CoG), which is set as the origin of the local coordinate system. As 

the CoG translates and rotates, some cells cross the domain bottom. To ensure 

that the same amount of water flows past the ship, the domain bottom is 

allowed to introduce the lost amount of water back into the domain. This is 

done adding the same VOF flat wave speed to the domain bottom in the 

negative x – direction. In other words, the bottom acts as a reflective boundary, 

without developing a boundary layer as a result of the relative motion 

between it and the fluid, while simultaneously ensuring the h/T condition is 

maintained. 

To alleviate the computational cost, a symmetry boundary is imposed, 

coincident with the ship and canal centreline. Finally, the domain top is 

located 1.25 ship lengths from the undisturbed water level, where a velocity 

inlet condition is imposed. The domain is graphically shown in Figure 4.3. 
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Figure 4.3. Boundary conditions and dimensions for all computational 

domains. 

4.4.4 Mesh generation 

The mesh was generated within the facilities of Star-CCM+, which allow the 

user to make full use of the software’s automatic operations. The static, region-

based mesh comprises mainly of hexahedral cells with minimal skewness, 

generated via the trimmed cell mesher. According to the findings of  Jones and 

Clarke (2010), tetrahedral cells can compromise the accuracy of the solution. 

Concentric local volumetric refinements are imposed in the vicinity of the hull, 

ensuring the accurate representation of flow phenomena. Furthermore, the 

location where the free surface is expected to deform has been systematically 

refined.  

 

Figure 4.4. Sample y+ value distribution along the wetted hull: (a) refers to 

the study of Elsherbiny et al. (2019), (b) refers to Mucha and el Moctar (2014) 

– case 2. 

The prism layer mesher is used to capture the ship boundary layer by creating 

orthogonal prismatic cells. Resolving near-wall flow accurately is of critical 

b a 



 

82 

 

importance, which is why the y+ values are monitored, ensuring the average 

values remain below 1 in all cases (Eca et al., 2018). The distribution of y+ values 

along the wetted part of the hull are shown in Figure 4.4 for cases 1 and 3.  

While the vast majority of turbulence models predict the same y+ values, the 

AKN model (bright green) deviates significantly. In the next section, it will be 

shown that such behaviour leads to a compromised accuracy. For case 1 (of  

Elsherbiny et al. (2019)) the large scale factor (λ=75) allows an increased  

resolution to be imposed without the need  to resort to an excessively large 

number of cells. The second case is not as straightforward, which is why the y+ 

values are allowed to reach 0.9, although the average in all cases is smaller 

than 1, despite the two-fold increase in cell numbers (Table 4.4). The resulting 

computational mesh, mirrored using the central symmetry for illustration 

purposes, is shown in Figure 4.5, where the local volumetric refinements are 

clearly visible, including the Kelvin wedge. The properties of the 

computational domain for all case-studies are shown in Table 4.4. 

Strictly speaking, the imposition of a symmetry plane has the potential of 

invalidating the results presented herein. However, Mucha and el Moctar 

(2014) demonstrated a negligible difference resulting from the presence of a 

symmetry plane. For this reason, it is deemed safe to proceed directly with the 

computational mesh, as described previously. Finally, to enable a reliable 

comparison of the results, free of unregistered unknowns, all parameters 

described in this section have been kept identical across the case-studies. 

 
Figure 4.5. 3-D view of the computational mesh. Depicted: case 1 (mirrored 

using the central symmetry plane). 
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Table 4.4. Computational domain cell properties. 

Case study 

number 

Number of cells Number of faces Number of 

vertices 

1 and 2 1,446,076 4,281,940 1,491,537 

3 2,995,685 8,868,880 3,087,140 

4 3,032,015 8,984,576 3,125,549 
 

4.5 Results and discussion 

In this section, the results are presented and compared, both against each other 

and against the relevant experiments. The first sub-section is dedicated to the 

numerical uncertainties and error estimations against experiments. Presenting 

these first will later allow a fuller discussion of the results. 

4.5.1 Comparison against experimental data 

The first step taken in this section is to present the results in tabular form 

alongside the experimentally obtained values (EFD – Experimental Fluid 

Dynamics) and calculated error (E). This step is used to validate the solution. 

The error is defined as E=(EFD-CFD)/EFD×100, and is shown in Table 4.5. The 

values, highlighted in red were not used in the computation of averages 

shown in the same table. This is done in an attempt to allow the global average 

(shown in bold) of the error to represent the values in a meaningful way. If the 

error values for trim were taken into account, the global average error would 

be much higher.  

The first conclusion drawn from the errors shown in Table 4.5 suggest that 

resistance can be predicted by almost all turbulence models effectively. This is 

true especially considering the experimental force measurement uncertainty, 

which is up to 2.20% in Elsherbiny et al. (2019). As referred to previously, 

sinkage and trim present an additional layer of complexity. The numerical set-

up has not predicted values within acceptable margins for one row (case 3), in 

the case of sinkage and three (cases 1, 3, and 4) in the case of trim (discussed 

further in the following sections). This is the case for two reasons, which 

include numerical and experimental uncertainty.   
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Table 4.5. Numerical results and error calculations 

Description 
ID Type AKN v2- f EB Lag-EB k-ε 2l k-ω γ k-ω SST k-ω Wilcox SP-All Average 

R
es

is
ta

n
ce

 c
o

ef
fi

ci
en

t 
[-

] 

λ Fh h/T 

75 

0.303 

2.2 

1 

EFD 5.775×10-3 - 

CFD 4.401×10-3 5.559×10-3 5.559×10-3 5.614×10-3 5.439×10-3 5.298×10-3 5.340×10-3 5.505×10-3 5.596×10-3 5.489×10-3 

E 23.79% 3.74% 3.75% 2.79% 5.83% 8.26% 7.53% 4.67% 3.10% 4.96% 

0.570 2 

EFD 5.224×10-3 - 

CFD 4.087×10-3 5.212×10-3 5.199×10-3 5.247×10-3 5.096×10-3 5.034×10-3 5.014×10-3 5.138×10-3 5.239×10-3 5.147×10-3 

E 21.77% 0.24% 0.49% -0.44% 2.46% 3.64% 4.02% 1.65% -0.27% 1.47% 

40 

0.370 1.3 3 

EFD 2.784×10-3 - 

CFD 1.120×10-3 2.802×10-3 2.668×10-3 2.869×10-3 2.851×10-3 2.587×10-3 2.559×10-3 2.661×10-3 2.842×10-3 2.730×10-3 

E 59.76% -0.64% 4.15% -3.06% -2.42% 7.07% 8.09% 4.42% -2.07% 1.94% 

0.410 1.6 4 

EFD 4.74×10-3 - 

CFD 1.80×10-3 5.02×10-3 4.67×10-3 4.99×10-3 4.97×10-3 4.49×10-3 4.45×10-3 4.66×10-3 4.98×10-3 4.781×10-3 

E 62.02% -5.86% 1.50% -5.27% -4.79% 5.28% 6.24% 1.89% -5.01% -0.75% 

S
in

k
ag

e 
[m

] 

75 

0.303 

2.2 

1 

EFD -2.09×10-3 - 

CFD -2.09×10-3 -2.00×10-3 -2.00×10-3 -2.01×10-3 -2.01×10-3 -2.02×10-3 -2.03×10-3 -2.02×10-3 -2.01×10-3 -2.015×10-3 

E -0.07% 4.10% 4.18% 3.58% 3.54% 3.23% 2.97% 3.09% 3.65% 3.14% 

0.570 2 

EFD -8.85×10-3 - 

CFD -8.48×10-3 -8.18×10-3 -8.20×10-3 -8.22×10-3 -8.19×10-3 -8.25×10-3 -8.28×10-3 -8.25×10-3 -8.18×10-3 -8.221×10-3 

E 4.15% 7.52% 7.29% 7.09% 7.41% 6.76% 6.45% 6.78% 7.57% 7.11% 

40 

0.37 1.3 3 

EFD -6.16×10-3 - 

CFD -7.73×10-3 -7.60×10-3 -7.54×10-3 -7.56×10-3 -7.69×10-3 -7.61×10-3 -7.61×10-3 -7.60×10-3 -7.51×10-3 -7.591×10-3 

E -25.46% -23.35% -22.47% -22.72% -24.83% -23.59% -23.59% -23.34% -22.00% -23.24% 

0.41 1.6 4 

EFD -6.16×10-3 - 

CFD -6.01×10-3 -5.83×10-3 -5.85×10-3 -5.83×10-3 -5.88×10-3 -5.86×10-3 -5.89×10-3 -5.88×10-3 -5.77×10-3 -5.848×10-3 

E 2.49% 5.28% 5.11% 5.37% 4.58% 4.85% 4.37% 4.60% 6.38% 5.07% 

Table continued on the next page 
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T
ri

m
 [

°]
 

75 

0.303 

2.2 

1 

EFD -2.2×10-2 - 

CFD -3.79×10-2 -3.56×10-2 -3.52×10-2 -3.58×10-2 -3.55×10-2 -3.58×10-2 -3.54×10-2 -3.59×10-2 -3.64×10-2 -3.568×10-2 

E -69.15% -58.78% -56.92% -59.82% -58.38% -59.67% -57.84% -60.35% -62.29% -60.36% 

0.570 2 

EFD -1.03×10-1 - 

CFD -1.07×10-1 -9.95×10-2 -9.75×10-2 -9.96×10-2 -9.95×10-2 -1.02×10-1 -1.01×10-1 -1.02×10-1 -1.03×10-1 -1.005×10-1 

E -4.49% 3.22% 5.20% 3.12% 3.21% 1.27% 1.82% 0.67% -0.62% 1.49% 

40 

0.37 1.3 3 

EFD -2.24×10-2 - 

CFD 3.97×10-4 -5.39×10-3 -6.01×10-3 -5.67×10-3 -4.81×10-3 -5.44×10-3 -4.97×10-3 -4.99×10-3 -6.23×10-3 -5.438×10-3 

E 101.77% 75.93% 73.16% 74.69% 78.49% 75.70% 77.77% 77.73% 72.19% 75.71% 

0.41 1.6 4 

EFD -2.24×10-2 - 

CFD -9.10×10-4 -5.37×10-3 -5.48×10-3 -4.86×10-3 -4.98×10-3 -5.42×10-3 -5.03×10-3 -4.88×10-3 -6.54×10-3 -5.319×10-3 

E 95.93% 76.03% 75.53% 78.27% 77.74% 75.78% 77.55% 78.19% 70.79% 76.24% 

Average 24.57% 2.20% 3.96% 1.65% 2.48% 5.05% 5.19% 3.47% 1.59% 3.13% 
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Particularly in the case of trim for case-studies 3 and 4, no turbulence model 

has adequately predicted the experimentally measured results. This can stem 

from a variety of sources. One interesting observation is that in Mucha and el 

Moctar (2014) the reported Longitudinal Centre of Gravity (LCG) is different 

from what is typically reported elsewhere. In the numerical work done here, 

the LCG is located as prescribed in the relevant reference. However, this serves 

to highlight a problem in the results: the two pieces of research found a 

disagreement in a metric as fundamental as the LCG. In the presence of such 

uncertainties, it is imperative that an inter-facility test is conducted and 

assessed via a Youden (1972) style technique. 

4.5.2 Numerical verification 

The numerical verification adopted herein follows widely used procedures in 

the ship hydrodynamics community (Xing and Stern, 2010). Specifically, the 

Richardson Extrapolation (RE) procedure (Richardson, 1911). This consists of 

expressing the error as an expanded power series with integer powers of grid 

spacing (Δx) or time step (Δt) as a finite sum. If one assumes the solutions lie 

within the asymptotic range, it is admissible to take only the dominant term 

into account, leading to the so-called grid triplet study. Following Xing and 

Stern (2010), the Grid Convergence Index (GCI) is used, devised by Roache 

(1998). This method can be used to establish the uncertainty due to grid 

spacing and time step errors, as demonstrated in Terziev et al. (2018), 

Tezdogan et al. (2016b). This step is a crucially important part of any numerical 

solution, and its omission in computational science and engineering is not 

admissible (Roache et al., 1986). On the other hand, the iterative errors are 

calculated as being virtually zero in all cases following the procedure of Roy 

and Blottner (2001). 

The GCI procedure begins by calculating the convergence ratio (R), defined as 

the ratio between 𝜀21 = (𝑓2 – 𝑓1)  and 𝜀32 = (𝑓3 – 𝑓2). Here, 𝑓𝑖 refers to the 

solution obtained via the respective input parameter (mesh or time-step) using 

the ith solution. The solutions (i) are obtained by systematically coarsening each 

parameter by a factor of √2 (also known as the refinement ratio – r), as 

recommended by ITTC (2008). Thus, in the case of grid dependence, the base 

size is magnified by the above factor, whereas in the case of time dependence, 

the time step is lessened by r. This procedure yields a total of four extra 

solutions, used to define four possible scenarios for R for time and grid 

dependence (Stern et al., 2006): 
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1. Monotonic convergence, if 0>R >1 

2. Oscillatory convergence, if R <1 and |R| < 1 

3. Monotonic divergence, if R > 1 

4. Neither error nor uncertainty can be evaluated 

Once the type of convergence is known, the order of accuracy (Celik et al., 

2008), p is calculated as shown in Eq. (4.1). A monotonic convergence is 

assumed in all equations presented herein. 

𝑝 = ln(𝜀23 𝜀21⁄ ) ln (𝑟)⁄        (4.1) 

The next step is to find the extrapolated solution – Eq. (4.2), relative error – Eq. 

(4.3), and extrapolated error – Eq. (4.4): 

𝑓𝑒𝑥𝑡
21 = (𝑟𝑝 × 𝑓1 − 𝑓2)/(𝑟𝑝 − 1)      (4.2) 

𝜀𝑎
21 = |(𝑓1 − 𝑓2)/𝑓1|        (4.3) 

𝜀𝑒𝑥𝑡
21 = |(𝑓𝑒𝑥𝑡

12 − 𝑓1)/𝑓𝑒𝑥𝑡
12 |       (4.4) 

Finally, the grid convergence index can be calculated as shown in Eq. (4.5): 

𝐺𝐶𝐼𝑓𝑖𝑛𝑒
21 = 1.25𝜀𝑎

21 (𝑟𝑝 − 1) ⁄       (4.5) 

To obtain the solutions in the grid convergence study, the smallest time step 

is used while coarsening the grid. On the other hand, to obtain the time step 

convergence study results, the finest grid is used while lessening the time step. 

Throughout the numerical verification procedure, surface mesh characteristics 

were kept constant to maintain the accurate representation of the ship 

geometry. The convergence studies are summarised in Table 4.6. The results 

suggest that simulations are subject to greater uncertainty stemming from the 

grid, rather than the time step. Although a GCI of 12.47% (for sinkage) may 

seem high, Elsherbiny et al. (2019) report a 90% uncertainty for sinkage and 

trim. In other words, the simulations exhibit uncertainty, with an order of 

magnitude smaller than the experiment. The reason why this is the case is 

related to experimental measurement equipment. The displacements used to 

calculate sinkage and trim are too small to be reliably measured. Even in the 

case of resistance, the numerical uncertainty (1.94% and 0.01%) is smaller than 

the experimental uncertainty – 2.2%. This also explains the observed errors in 

Table 4.5. While the resistance has been predicted reasonably well in all cases, 

sinkage and trim are harder to capture, both experimentally and numerically.  
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Table 4.6. Convergence study for sinkage, trim, and resistance for case 1, 

λ=75, h/T=2.2, 𝐹ℎ=0.303, EB model. 

Paramete

r 

Grid dependence  Time dependence  

Sinkage 

[m] 
Trim [°] 

Resistanc

e [N] 

Sinkage 

[m] 
Trim [°] 

Resistanc

e [N] 

r √2 √2 √2 √2 √2 √2 

𝑓1 -2.002×10-3 -3.516×10-2 1.252 -2.002×10-3 -3.516×10-2 1.252 

𝑓2 -2.181×10-3 -3.402×10-2 1.269 -2.000×10-3 -3.510×10-2 1.252 

𝑓3 -2.655×10-3 -3.209×10-2 1.316 -1.946×10-3 -3.498×10-2 1.251 

R 0.380 0.591 0.360 0.367 0.575 0.111 

p 2.792 1.519 2.900 9.536 1.599 6.334 

𝑓𝑒𝑥𝑡
12  -1.822×10-3 -3.630×10-2 1.235 -2.004×10-3 -3.523×10-2 1.252 

𝜀𝑎
21 8.99% 3.25% 1.37% 0.10% 0.18% 0.01% 

𝜀𝑒𝑥𝑡
21  9.88% 3.14% 1.39% 0.10% 0.18% 0.00% 

𝐺𝐶𝐼𝑓𝑖𝑛𝑒
21  12.47% 7.56% 1.94% 0.19% 0.38% 0.01% 

Finally, the modelling errors induced by a change in turbulence models are 

known to differ depending on the closure selected (Pereira et al., 2017). 

Therefore, the results presented in Table 4.6 are not uniform across all case-

studies. However, having compared the solution against experimental data, it 

is not though necessary to verify the numerical solution for each turbulence 

model. The number of additional solutions required per case study (four) 

implies an unreasonably high number (140) of additional simulations 

necessary to bind the numerical error completely, as would be desirable. In 

consequence, due to the extreme computational expense associated with the 

procedure, this is left as a piece of future work. 

4.5.3 Results comparison 

Having established that resistance is predicted reasonably well by all 

turbulence models (with the exception of AKN), it is worthwhile examining its 

constituent components in more detail. In CFD assessments the resistance of a 

body subject to fluid flow is defined as the sum of tangential (shear) and 

normal (pressure) components. Each of these is non-dimensionalised by 

division by 0.5ρU2S, where ρ=997.561 kg/m3 is the water density, and S is the 

wetted surface area (CF and CP, respectively). Figure 4.6-Figure 4.9 show the 

distribution of resistance among the two categories (shear and pressure) as 

well the experimental values and error calculated for each turbulence model. 
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In the figures, the errors calculated by the AKN model have not been included 

in order to preserve the y-scale of the error within reasonable values for the 

remaining turbulence closures. 

4.5.3.1 Pressure resistance 

The results (Figure 4.6-Figure 4.9) suggest that all turbulence models predict 

the pressure component of resistance well, with little disagreement between 

the different approaches to closing the governing equations. This may seem a 

trivial observation, since the pressure resistance is not strongly coupled with 

viscous flow behaviour near impermeable walls. This has been widely used as 

a justification for the coupling of RANS and potential flow solvers (Tahara and 

Stern, 1994). However, this observation has wider implications: it suggests the 

wave resistance, which is part of pressure resistance, is computed with good 

accuracy regardless of the turbulence model. Wave resistance has been a 

particularly important and difficult metric to accurately capture in the past for 

several reasons. These include the complexity of the flow surrounding a ship. 

In some cases, the deep-water wave resistance problem is thought to be 

addressed reasonably well by potential flow. However, the vast majority of 

theories break down for shallow waters. A good example illustrating this is 

Michell's (1898) integral. As shown by Tuck and Lazauskas (2008), Beck (1977), 

Beck et al., (1975), Tuck (1967, 1966), Michell's (1898) integral can be extended 

to a large variety of shallow water problems, including deep water wave 

resistance, but not to the prediction of shallow water wave resistance. 

 
Figure 4.6. Resistance coefficient comparison for case 1 
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Figure 4.7. Resistance coefficient comparison for case 2. 

 
Figure 4.8. Resistance coefficient comparison for case 3. 
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Figure 4.9. Resistance coefficient comparison for case 4. 

Traditionally, ship resistance is extrapolated from model to full-scale 

following a towing tank experiment (Molland et al., 2017). Once the total 

resistance has been obtained, it is decomposed into a frictional component, a 

component due to wave making, and a viscous component. The assumption 

is that a ship’s form factor and wave resistance components remain constant 

with scale, while friction varies as prescribed by the friction line of choice 

(Grigson, 1999; ITTC, 1999; Katsui et al., 2005). The findings presented herein 

suggest the wave resistance (if assumed constant with scale) can be established 

with sufficient accuracy regardless of the turbulence model employed at a 

high scale factor, where the computational expense is small (refer to Table 4.4 

for cell numbers). Finally, the well-established trend of increase in pressure 

resistance with decreasing depth is observed in Figure 4.8 and Figure 4.9. 



 

92 

 

 

Figure 4.10. Free surface profile along the hull for all case-studies. 

One way to confirm that wave resistance is predicted well is to examine 

whether any differences are present in the location of the waterline along the 

hull. In this respect, in Figure 4.10, all wave-hull profiles are shown. The first 

observation made here is the agreement established between all turbulence 

models. The AKN closure seems to deviate slightly in cases 1 and 3. In case 2, 

the k-ω SST model diverges from the other turbulence models near the stern 

of the ship. Furthermore, it exhibits a slight oscillatory behaviour in case 4, not 

predicted by other closures. Indeed Table 4.5 can be consulted to confirm the 

presence of a systematic deviation in the predicted resistance values obtained 

via the k-ω SST model. This is surprising considering its popularity among the 

ship hydrodynamics research community. The reasons for this are explored 

later in this chapter.  
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4.5.3.2 Friction resistance 

The difference between the smallest and largest skin friction coefficient 

prediction, excluding AKN, is 2.7×10-3 for cases 1 and 2, and 2.9×10-3 for cases 

3 and 4. This an interesting observation, because it serves to highlight that 

depending on the turbulence model, vastly different results can be obtained in 

terms of friction. Naturally, this has a strong influence on the total resistance, 

since friction is one of the main contributing components. Keeping in mind the 

y+ distribution shown in Figure 4.4 (Section 4.3.1), it seems unlikely that 

predictions made by different turbulence models will collapse into a single 

value were the grid to be refined further. The skin friction coefficients are 

graphically compared to established friction lines in Figure 4.11. With the 

exception of the two variants based on the SST model (k-ω SST, and k-ω γ), the 

closures predict a significantly higher skin friction than any friction line would 

suggest. This can be used to highlight the shortcomings of form factor and 

wave resistance extrapolation techniques, since a reliable frictional resistance 

is integral to the procedure (Terziev et al., 2019a). Confidence in the 

predictions can be established due to their systematic predictions, as shown in 

Figure 4.11, in terms of their relative location on the plot. To elaborate, k-ω 

SST, and k-ω γ models are consistently the lowest predictions, whereas k-ε Lag-

EB – the highest. 

There are several likely sources of error in the solutions presented herein 

associated with the RANS technique. Stern et al. (2006) identify these errors as 

turbulence modelling (which is being here), artificial compressibility (also a 

part of some turbulence models), domain size (dictated by the experimental 

facilities), and round off errors. It is generally accepted that the latter are 

negligible. In Section 4.5.2 the numerical uncertainty was bound for an 

example test case. This allows for the turbulence model to be identified as the 

dominant contributor to all errors found. 

In terms of 𝐶𝐹, Fukagata et al. (2002) derived a relationship between skin 

friction and the Reynolds stress distribution across a surface. Their results 

confirm experimental observations suggesting that the Reynolds stress within 

80 wall units (y+ <80) accounts for the vast majority of skin friction (up to 90%). 

This region is viscosity-dominated and coincides with the location where 

turbulence modelling can have the greatest impact. Indeed, one of the aims of 

turbulence modelling is to predict a Reynolds stress. The three-dimensionality 

of ship boundary layers is also a critically important fact, since closures are 
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calibrated for two dimensions in almost all cases . In fact, the skin friction is 

known to consist of pressure development, laminar contribution, spatial 

development, and Reynold stress components (Stroh, 2016). Shallow waters 

amplify the three-dimensionality of boundary layer, which was one of the 

motivating factors cited in the adoption of the case-studies (Zeng et al., 2018). 

 

Figure 4.11. Skin friction comparison. Shapes connected via dotted lines 

correspond to cases 1 and 2. Solitary coloured shapes correspond to case 3, 

while the black shapes – case 4. 

Finally, the results shown in Figure 4.11 suggest that a change in water depth 

can have influence skin friction substantially. The mechanism by which this 

occurs is not well understood. Zeng et al. (2018) presented a modification of 

the ITTC friction line for shallow waters (ITTC, 2017a). Their derivation is 

based on flat plates, and is only applicable to the flat region of a ship’s bottom, 

whereas the friction line proposed by Katsui et al. (2005) is used for the 

remainder of the wetted area. There are obvious problems with this, mainly 

due to the fact that the KCS was allowed to sink and trim, rendering the 

boundary layer on the flat bottom highly three-dimensional, unlike that of a 

flat plate. The flow is also forced past the sides of the ship in virtually all 

shallow water cases, which avoids the violation of the Bernoulli principle. 

Figure 4.12 depicts the boundary layer and wake generated by the KCS in case 

4. The top half of the figure was generated to represent 90% of the free stream 
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velocity (𝑈90%=0.657 m/s)., while the bottom half – 99% of the free-stream 

velocity (𝑈99%=0.7227 m/s). Figure 4.12 shows the boundary layer is highly 

three-dimensional, especially near the bow and stern, where the 99% free-

stream iso-surface is in contact with the seabed over a significant area. In the 

figure, the dynamic pressure is used to colour the surfaces. This is done to 

highlight the differences in pressure, acting longitudinally and transversely 

due to the proximity of the seabed. Finally, the waves resulting from the 

disturbance, caused by the ship also register in the plot.  

 

Figure 4.12. Boundary layer and wake (top view), depicted: case 4. Top: iso-

surfaces for 0.9×𝑈. Bottom: iso-surfaces for 0.99×𝑈. 

4.5.3.3 An attempt to identify the optimum turbulence model 

The problem of consistency can be addressed via a modified Youden (1972) 

plot. Although the original purpose of the technique proposed by the 

abovementioned author was to establish experimental biases, it can also be 

used to provide an indication of accuracy and consistency. The required 

modification is that instead of dimensional quantities, plotted in the x and y 

axes, the error is used, calculated in Section 5.1.1, Table 4.5. 

The modified technique begins by plotting the error for each parameter in an 

x-y plane. As shown in Figure 4.13, the y-axis is chosen to represent error in 

resistance as calculated for case-studies 2 and 4, whereas the x-axis: the error 

in case-studies 1 and 3. Thus, the empty shapes in Figure 4.13 represent the 

points with coordinates [x, y] = [E1, E2] where the subscripts refer to case study 

number, and E is the error. The filled shapes correspond to points with 

coordinates [E3, E4]. For example, the empty blue circle (v2 – f model) in Figure 

4.13 has an x – coordinate equal to the total resistance error for case 1 (3.74%), 
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and a y – coordinate equal to the total resistance error for case 2 (0.24%). 

Similarly, the filled blue circle has x – coordinates equal to the 𝐶𝑇 error for case 

3, and y – coordinate equal to 𝐶𝑇  error for case 4. 

As described by Youden (1972), the next step is to construct the straight lines, 

representing the median x and y values. Depending on the location of each 

point within the plot, a systematic bias, or lack thereof can be established. For 

instance, a point lying in the first quadrant (the standard convention is 

adopted), established via the intersection of the median values, suggests a 

systematic overprediction. Using the intersection of the median x and y values, 

a 45-degree diagonal is drawn. This diagonal can be useful in giving a measure 

of consistency each turbulence model provides in its predictions. In other 

words, points close to the diagonal perform in a similar manner in all four 

case-studies, i.e. systematically. An extra layer of information can be extracted 

due to the fact that the error was made use of in Figure 4.13.  

By requiring that the error is the metric against which the points are assessed, 

it is possible to simultaneously take into account the closures’ performance 

against the relevant experiment. An additional consequence of the above 

choice is that the experimental uncertainty can be drawn directly onto the plot. 

For case-studies 1 and 2, this is 2.20%. For cases 3 and 4, the uncertainty is not 

reported, therefore, the same magnitude as in cases 1 and 4 is assumed. Armed 

with this information, a circle, centred at [0, 0], with a radius of 2.20 can be 

drawn, giving a graphical interpretation of the error and biases in all four cases 

(the red circle in Figure 4.13). If all experimental uncertainties were known, an 

ellipse would be required, as is the case with modified versions of the plot 

(Velázquez and Asuero, 2017). 

The mathematics behind different turbulence models cannot provide any 

information that could forecast whether the values will under or overpredict 

the experiment prior to running the simulation. If all turbulence models were 

made equal, the values would be scattered evenly in each quadrant around 

the median x-y intersection. This is true because all models are calibrated 

against a similar set of experiments, and therefore should be equally robust. 

Therefore, displacement along the diagonal can be interpreted as bias, whereas 

offset from the diagonal is an indication of erratic behaviour. 
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Figure 4.13. Bivariate error plot for resistance. 

A high deviation from the circle (representing the experimental uncertainty) 

indicates a turbulence model’s inability to cope well with the case it is applied 

to. Thus, the proximity of k-ω Wilcox, and k-ε EB (and its Lag extension) 

models, coupled with their small distance from the diagonal, indicates they 

perform well, consistently, and reliably. By contrast, the k-ε 2l model shows 

erratic behaviour, over and underpredicting results by a large margin 

depending on the case study. Thus, the results suggest that applying this 

closure, the user cannot hope to predict with any confidence what the outcome 

of a simulation will be. If either of the well-performing models mentioned 

above were to be used, one could expect to achieve results with a small, 

positive error. That is, provided the numerical set-up is reasonably similar to 

that presented herein. 

Unfortunately, Figure 4.13 takes into account only resistance. Thus, no 

information regarding the turbulence models’ behaviour in sinkage and trim 

can be deduced from it. For this reason, Figure 4.14 was constructed using 

case-studies 1, 2 and 4. On the x-axis, the error in sinkage is plotted, while on 

the y-axis – the corresponding case study’s error in resistance. As before, the 

empty shapes represent case 1, the filled shapes – case 2, and the black shapes 
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– case 4. Case 3 is omitted due to the large errors in sinkage, which would push 

the x scale too far for any meaningful discussion. 

 

Figure 4.14. Bivariate error plot: sinkage vs. resistance. 

A consequence of the arrangement of the points is that the diagonal, 

constructed from the intersection of the median x and y values has a negative 

slope. Since different experimental uncertainties are reported in Elsherbiny et 

al. (2019) for each axis, the shape constructed in Figure 4.14 is a rectangle with 

dimensions 3.47×2.2, matching the uncertainties in sinkage and resistance, 

respectively. As before, the lack of reported data for case-studies 3 and 4 

means a uniform cross-experimental uncertainty is assumed. 

All turbulence models seem to follow certain tendencies in Figure 4.14, where 

k-ε type models tend to fall beneath the diagonal, while k-ω based models are 

located above it. A notable exception to this is the k-ε 2l model, which has two 

points above, and one below the diagonal. Figure 4.14 happens to be 

constructed so that points below the diagonal are closer to the limits of the 

rectangle, and therefore closer to the experimental uncertainty bounds.  
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It is important to keep in mind that the ‘distance to the diagonal’ metric is 

purely artificial. However, since it depends on the overall scatter of the 

predictions, it serves as a good indication of erratic behaviour. As mentioned 

previously, if all turbulence models were equally robust, they would all lie 

within a small circle, centred at the median x and y values. Large deviations, 

prevalent to the k-ε-class models, point towards unreliable predictions. This is 

not in reference to the accuracy itself. Indeed, in some cases their predictions 

fall within the experimental uncertainty (e.g. v2 – f, EB, and LagEB models in 

resistance for case 2). Instead, reliable turbulence models are those that 

preform similarly across all case-studies they are applied to. 

For Figure 4.14, the set of criteria used to establish a hierarchy of performance 

follow from the assessment performed for Figure 4.13. Namely, the quadrant 

in which each point lies, as well as the distance to the diagonal, and origin are 

taken into account. These metrics, in addition to their overall Root Mean 

Square (RMS) values have been constructed graphically in Figure 4.15, where 

only the results depicted in Figure 4.14 are used. Here, the k-ω Wilcox model 

exhibits the desired characteristics to greater extent than the remaining 

candidates. Firstly, the distance to the diagonal is small throughout, relative 

to other cases. This is an indication the turbulence model is not an outlier in 

the scatter of predictions. Secondly, the distance to the origin is reasonable. 

Finally, two out of three points predicted via this model fall within the same 

(2nd) quadrant, indicating a degree of consistency.  
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Figure 4.15. Distances in the Error-Error plane and RMS error for case-

studies 1-3. 

The k-ε EB model performs marginally worse, with all three points within 

different quadrants. Other strong candidates include the v2 – f model, whose 

predictions tend to lie close to those obtained via the k-ε EB closure. Perhaps 

surprisingly, the results suggest that the two models accounting for over 80% 

of all research done in the field of ship hydrodynamics should be ruled out 

(based on the dataset established earlier). Namely, the k-ε 2l and k-ω SST 

models (see Figure 4.1). On the other hand, the SPAL model performs almost 

as well as the more complex, recent closures, such as k-ε EB and Lag-EB 

models. In part, the findings of Eça et al. (2018) have been echoed, who found 

that for the k-ω SST model, a y+≈0.1 is required to achieve the same level of 

accuracy as other turbulence models. This requirement restricts the use of the 

k-ω SST closure, because of the difficulties related to the constraint. 

Specifically, the cell numbers would increase substantially, as well as the their 

aspect ratio, which compromises the solution’s stability and convergence 

properties (Eca et al., 2015; ITTC, 2011). 
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4.5.3.4 Quantification of the computational resource 

The final metric, against which turbulence models are evaluated is time per 

iteration. Although the solver’s time per iteration has been recorded 

throughout the entire duration of the simulation, only values achieved during 

the first 5 seconds are reported. This is done because once the ship is allowed 

to translate and rotate, the time history is contaminated with the numerical 

algorithms responsible for doing this. Additionally, the auto save function of 

Star-CCM+ was employed to routinely save the simulation (every 5 seconds of 

physical time), which registers as a spike in the time per iteration monitor. 

Therefore, global averages would not be a suitable metric. 

 

Figure 4.16. Time per iteration for case 1. 

All simulations were performed using the high performance computer 

facilities at the University of Strathclyde, Archie-WeSt. The facility features 2 

Intel Xeon Gold 6138 20 core 2.0GHz CPUs, with 40 cores per node, and 192 

GB RAM allocated per node. To run the simulations described herein, one 

node (with 40 cores) was used per case per turbulence model (i.e. per 

simulation). The resulting time per iteration is shown graphically in Figure 

4.16 for case 1. It should be stressed that all results presented in Figure 4.16 are 

https://www.archie-west.ac.uk/information/archie-specification/
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highly dependent on the solver employed. The relationship between different 

closures would most likely be maintained if carried forward to a case using 

Star-CCM+ featuring different cell numbers. However, scalability is not 

uniform across all RANS solvers, as discussed by Robertson et al. (2015).  

The relationship between core numbers and efficiency in obtaining the 

solution is known to be inverse in nature (Axtmann and Rist, 2016). Therefore, 

as the cell numbers increase, the difference in computational time will likely 

decrease. For this reason, case 1, with the smallest number of cells, is chosen 

for this assessment. In this respect, the development of algorithms tasked with 

optimising parallelisation is an active field of research, although its 

relationship with DNS is stronger than RANS approaches (Cifani et al., 2018; 

Kooij et al., 2018; van der Poel et al., 2015).  

As expected, the SPAL model provides the smallest computational time 

requirements, and is used to establish a proportional increase metric for all 

other models. The k-ω Wilcox model provides the smallest time after the SPAL 

closure, closely followed by k-ω SST. All k-ε variants exhibit a higher time per 

iteration due to the additional near-wall treatments or extra equations 

introduced. For instance, the main source of differences between k-ω Wilcox 

and k-ε 2l in terms of time is the realizability requirements for the latter. On 

the other hand, the imposition of a γ transition is shown to increase 

substantially the computational requirements, while providing little, if any 

improvements in terms of accuracy, consistency or reliability of the solution. 

Furthermore, introducing additional equations into the turbulence closure 

implicitly destabilises the solution. Specifically, more ways in which the 

numerical calculation could fail are introduced. This is sometimes thought of 

as numerical stiffness of the solution, and was the reason given for employing 

a 2nd order convection scheme, rather than the more accurate 3rd order option. 

In this respect, the practitioner must have a sense of the accuracy, consistency, 

and computational resource required. Improving the latter is normally 

associated with a detrimental effect in the former two. The results suggest this 

trade-off may not always be necessary. That is, provided a suitable numerical 

set-up is employed. 

One final aspect requiring discussion is associated with the solver itself. 

Research has shown that it is dangerous to generalise outcomes achieved in 

one software to another. Specifically, the same mesh and set-up can lead to 

different solutions depending on the solver employed. This problem was 

highlighted by Iaccarino (2002), who found significant deviations across 
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RANS software. In consequence, the hierarchy established in this thesis 

would, in all likelihood differ if repeated using a different solver. This is true 

because software providers do not disclose all information related to the 

algorithms and sub-routines used. It is therefore not possible to predict what 

the effect of replicating the work reported in this chapter elsewhere would 

have. 

4.6 Summary and conclusion 

This chapter has focused on reducing the uncertainty in turbulence model 

selection for a class of problems in ship hydrodynamics. Nine turbulence 

models were identified as potential candidates for the assessment based on a 

literature survey. Emphasis was placed on devising a hierarchy depending on 

performance, since it is not possible to use any other meaningful metric. The 

adopted case-studies, attempting to replicate a set of shallow water 

experiments, were specifically selected to challenge the turbulence models.  

The validity of the implemented numerical set-up was demonstrated by 

validating the solutions against experimental data and by estimating the 

numerical uncertainty for an example case study. The results indicate that 

pressure resistance and its constituent components are predicted well by all 

turbulence models. This finding has wider implications in the extrapolation of 

ship resistance from model to full-scale, as it implies wave resistance is largely 

independent of turbulence modelling. Friction resistance was shown as the 

main source of errors. There are several identified areas contributing to the 

observed discrepancies, other than those due to the numerical set-up, which 

are bound within acceptable levels. While turbulence models tend to be 

calibrated against two dimensional cases, a strong three-dimensional 

boundary layer is observed in the investigated cases.  

The observed difference between the highest and smallest frictional resistance 

prediction was calculated to be nearly constant across all case-studies. This 

indicates that a strong turbulence modelling sensitivity should be prevalent 

for full-scale computations, as forecasted by Duvigneau et al. (2003). The 

difficulties in creating sufficiently fine meshes to resolve the boundary layer 

at full-scale is also a suspected contributor to the here-described uncertainty. 

Specifically, the work presented herein can be said to have established a 

hierarchy for similar numerical set-ups. If the y+ values are varied significantly, 

the ranking establishing could well be different.  
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An attempt to rank turbulence models with respect to their accuracy and 

consistency was performed, which identified the k-ω Wilcox and elliptic 

blending models as exhibiting the best performance. The assessment was 

carried out via a modified Youden bivariate plot, where the error in relation 

to the experimental values was plotted on both axes. The performance criteria 

included are thought to be capable of providing an initial estimate of the 

outcome prior to completing the simulation. Coupling these findings with the 

time per iteration characteristics of each turbulence model suggests the 

optimal choice is the k-ω Wilcox turbulence model for bare hull ship resistance 

computations. 
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  A NUMERICAL ASSESSMENT OF 

THE SCALE EFFECTS OF A SHIP 

ADVANCING THROUGH 

RESTRICTED WATERS 

 

 
This chapter uses the findings of the previous two chapters of this thesis to 

assess scale effects in restricted waters. A geosim series analysis is performed 

on a containership advancing through a canal. Multiphase and double body 

simulations are performed as part of the assessment. Viscous scaling is also 

explored for the adopted case study. Numerical estimates of the scale effects 

are shown to conform to theoretical analysis of the impact of viscosity and 

vorticity on the flow around the ship. 

5.1 Introduction 

Historically, naval architecture has primarily relied on Experimental Fluid 

Dynamics (EFD) due to the lack of consistently reliable theoretical predictions 

in the field. The advent of analytical and computational methods has not done 

enough to encourage naval architects to adopt theoretical predictions in their 

toolkit. Even where this has been the case, computational work usually takes 

a secondary place. While experimental work has its distinct advantages, the 

tendency of overreliance on the EFD predictions has some major drawbacks.  

Experiments are expensive, especially shallow water cases (Jiang, 2001), they 

require time, as well as facilities with adequate equipment. Even if all of these 

requirements are satisfied, one can run into the assumptions of the 
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extrapolation procedures used to determine the full-scale parameters. 

Specifically, scale effects have been documented in every component of ship 

resistance (García-Gómez, 2000; Kouh et al., 2009; Raven et al., 2008). 

The case of shallow water presents an additional layer of complexity, because 

scale effects are expected to be greater than in unrestricted waters (Tuck, 1978). 

Here, it is important to distinguish between inland ships, which spend their 

entire operational lives in restricted waters, and seagoing ships. Shallow water 

studies merit investigation because even seagoing ships enter shallow waters 

multiple times each voyage. It is precisely in these cases that a significant 

proportion of accidents occur according to EMSA (European Maritime Safety 

Agency, 2019, 2018, 2017, 2016, 2015). However, this does not represent the full 

picture. Inland transportation will play a major role if carbon dioxide 

emissions due to transportation are to be reduced. This has led to policies 

aimed at encouraging the use of navigable rivers and canals (Caris et al., 2014; 

European Commission, 2018; Mihic et al., 2011).  

To facilitate the transition to safer operations in shallow waters, the underlying 

hydrodynamic phenomena must be better understood. An action taken by the 

ship in deep water can have counter-intuitive consequences in shallow water 

(Tuck, 1978). These consequences are caused by the hydrodynamic interaction 

between the ship’s hull and the surrounding bathymetry. Effects include a 

reduction in under keel clearance which translates into a grounding hazard. 

Additionally, the resistance is known to increase, and the manoeuvrability 

characteristics are compromised (Fujino, 1976; Millward, 1996). Faced with the 

above challenges, many analysis methods are either inapplicable, or perform 

poorly in shallow water. 

The primary goal of this chapter is to examine scale effects of the total 

resistance and its constituent components in confined water. It is important to 

mention that there have been reports of scale effects in sinkage between 

model- and full-scale measurements in shallow water (Dand, 1967; Duffy, 

2008; Ferguson, 1977; Shevchuk et al., 2019; K. Song et al., 2019). The fact that 

external parameters, such as wind and waves are impossible to control, as well 

as the difficulties one faces in full-scale measurements might preclude the 

identification of the specific root these scale effects experimentally. It may not 

always be possible to ascertain whether a true scale effect is observed, or if the 

apparent differences are due to uncontrolled parameters, such as surface 

roughness, bathymetry irregularity, etc. The adopted case-studies therefore 

neglect the effects of sinkage ad trim. 
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The lack of experimental data at different scale factors (i.e. a geosim series in a 

controlled, laboratory environment) for the same ship in confined water 

motivates a purely numerical study in all but the smallest scale factor, where 

data is available. The geosim analysis is applied on the well-known KCS hull 

form, with conditions replicated from recent experimental work, reported in 

Elsherbiny et al. (2019). To reveal scale effects, double body and multiphase 

simulations are performed. In the present context, double body simulations 

refer to the modelling approach where the free surface has been replaced by a 

symmetry plane. This has the effect of eliminating the wave resistance 

component from the total resistance. The novelty the work presented in this 

chapter is expressed in the approaches used to determine the parameters of 

interest, as well as the adopted case study. 

The remainder of this chapter proceeds with a brief description of the 

methodology in Section 5.2, which also contains the ship geometry and case-

studies. Section 5.3 contains the results and relevant discussion, whereas a 

summary and conclusion is given in Section 5.5. 

5.2 Methodology 

This section is split into two major parts. In the first part, the overall procedure 

and case studies are presented. The second section contains a description of 

the numerical set-up used, together with details regarding its implementation. 

5.2.1 Approach to the problem at hand 

The approach to the problem adopted herein is to perform a numerical 

simulation in a single scale factor, where experimental data is available. In 

particular, the work of Elsherbiny et al. (2019) was selected. Verification is 

performed to demonstrate the efficacy of the numerical set-up for this case. 

Specifically, the well-known KCS ship, without appendages was used, in a 

depth to draught ratio of 2.2 and a depth Froude number (𝐹ℎ) of 0.303. 

Although different speeds are also available, as a result of the experiment, 

𝐹ℎ=0.303 was selected as it guarantees a reasonable speed when full-scale is 

reached (approximately 9 knots). This is chosen to increase the practical 

relevance of the presented numerical simulations. 

The choice of the next, higher scale factor (λ) is trivial in the absence of 

experimental data. For this reason, it was decided to divide λ by 2, followed 

by a full-scale simulation to arrive at the scale factors and ship properties 

shown in Table 5.1. In Table 5.1, the field labelled as “Dynamic viscosity” is 
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used to reproduce the approach of Haase et al. (2016). In the aforementioned 

study, the authors devised a procedure whereby a modification of the value 

of viscosity, a ship may satisfy both Reynolds and Froude similarity 

simultaneously. The value highlighted in bold is the default used in all 

simulations, whereas the fields corresponding to the remaining scale factors 

contain the value used to push the Reynolds number its corresponding value 

for each λ. This is performed while the linear dimensions are maintained the 

same. The approach allows one to use a single grid for scale effects 

assessments.  

Table 5.1. Case-studies 

Quantity Symbol Value Unit 

Scale Factor λ 75 37.5 1 - 

Length L 3.067 6.133 230 m 

Beam B 0.429 0.859 32.2 m 

Draught T 0.144 0.288 10.8 m 

Depth D 0.253 0.507 19 m 

Water depth h 0.317 0.634 23.760 m 

Block coefficient CB 0.651 0.651 0.651 - 

Longitudinal Centre 

of Gravity 
LCG 1.488 2.976 111.593 m 

Wetted area S 1.694 6.777 9530 m2 

Speed U 0.535 0.756 4.630 m/s 

Reynolds number Re 1.840×106 5.205×106 1.195×109 - 

Dynamic viscosity μ 8.8871×10-4 3.1421×10-4 1.3683×10-6 Pa-s 

Depth Froude number Fh 0.303 - 

In Chapter 3, the same approach alongside linear scaling and demonstrated 

that the approach provides results that are close to those obtained by a 

traditional double body simulation (Terziev et al., 2019a). Sezen and Cakici 

(2019) performed a similar study, but arrived at the opposite conclusion. This 

is the case for several reasons. Firstly, in Chapter 3, solely double body 

simulations were performed using the approach referred to as “viscous 

scaling”. This eliminates the issue of viscous effects on the free surface, 

resulting from the change in the physical properties of the fluid surrounding 

the ship. However, in the evaluation the performance of the viscous scaling 

approach, the authors (Sezen and Cakici, 2019) assumed that the residuary 

coefficient must remain constant. Moreover, the initial methodology of Haase 

et al. (2016a) validates a grid in model scale, then repeats the simulation with 

a change in the viscous properties of the fluid. No change in mesh was 

originally envisioned. Although it is true that the y+ values cannot remain the 
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same between the different case-studies, a change in mesh characteristics 

voids the first step, in which validation is performed. In addition, the 

approach’s appeal is expressed in the fact that low cell numbers can be used 

to perform a full-scale simulation. Reconstructing the mesh and matching the 

y+ values negates this appeal as it corresponds to a drastic increase in cell 

numbers.  

Once the viscously scaled simulation has run its course, the results are 

multiplied by the ratio of scale factors to the third power, thus correcting the 

discrepancy in linear dimensions.  

5.2.1 Numerical implementation 

The placement of the inlet and outlet boundaries follows the recommendations 

of ITTC (2011) and is shown in Figure 5.1. The domain top is placed at 1.25×L 

from the undisturbed water surface, where a velocity inlet condition is 

imposed. The domain bottom is set to match the experimental condition of 

h/T=2.2 in all scales, specified as a velocity inlet. Such a boundary condition 

guarantees that there will be no relative motion between the fluid and the 

seabed. A velocity inlet may also be preferable due to the fact that open 

boundaries have a stabilising effect on the numerical solution. In any case, the 

use of velocity inlets to represent the domain bottom has been validated in 

recent studies (Elsherbiny et al., 2020). The side boundary is also positioned 

following the experiment, at 2.3m from the ship centreline in λ=75, and is 

scaled accordingly. The accompanying mesh for the full-scale multiphase 

simulation is shown in Figure 5.2, whereas Table 5.2 contains the resulting cell 

numbers for all simulations. It should be noted that the multiphase simulation 

for λ=75 corresponds to the cell numbers used for viscous scaling. To ensure 

that the longitudinal extent of the computational domain does not impact 

detrimentally the solution, the domain was extended by one ship length on 

either side of the ship and the simulation repeated. This revealed no 

discernible change in the results. The near-wall mesh is set to maintain an 

average of y+<1 in all model-scale computations, whereas its average value in 

full-scale is approximately 300. 

The latter value is thought to provide sufficiently accurate results for full-scale 

simulations (Peric, 2019). 

The simulations which contain both air and water and represent the 

experimental set-up as accurately as possible are labelled as multiphase. Here, 
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the interphase between the two mediums is modelled by the Volume of Fluid 

(VOF) method (Hirt and Nichols, 1981). This is a standard approach adopted 

in the vast majority of marine CFD where the resolution of the free surface is 

important. The VOF method is also used in Star-CCM+ to model air and water 

currents and therefore the ship’s speed. This is done via the concept of a flat 

wave, and is set appropriately for each scale, as shown in Table 5.1. The 

velocities specified at the inlet boundary, while the outlet is required to 

maintain the hydrostatic pressure.  

 
Figure 5.1. Domain characteristics and boundary conditions 

 
Figure 5.2. Full-scale mesh generated in Star-CCM+ 

Table 5.2. Cell numbers for all simulations. 

Scale factor 1 37.5 75 

Multiphase 26644375 7938801 4046168 

Double body 14339889 2387454 1050032 

To enable the assessment of scale effects, an estimate of the wave resistance 

and form factor is necessary. In CFD, these can be extracted by performing 

what is known as a double body simulation. In essence, this is equivalent to 

replacing the free surface with a symmetry plane. Thus, wave resistance is no 

longer a component of the total, as shown in Eq. (5.1a) for multiphase regime, 

and Eq. (5.1b) for double body regime: 

CT =CF×(1+k)+CW        (5.1a) 

CT = CF×(1+k)         (5.1b)  

In Eq. (5.1a) and Eq. (5.1b), all resistance parameters are shown in non-

dimensional form, achieved by division by 0.5×S×𝑈2×ρ, where S is the wetted 
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area in m2, 𝑈 is the ship velocity in m/s, and ρ is the water density (997.561 

kg/m3). To obtain the wave resistance, one must simply subtract the total 

resistance in double body mode from the multiphase condition, while the form 

factor (1+k) is obtained by division of CTdb by CFdb (Eq. (5.1a) and Eq. (5.1b): 

CTdb/CFdb) (Molland et al., 2017), where the m subscript refers to multiphase 

solutions, while db indicates double body. It is important to note that CFD 

predicts ship resistance (CT) as the sum of normal (pressure resistance CP – 

which contains 3D effects (viscous pressure) as well was wave resistance (CW)), 

and tangential (frictional resistance CF) components. It should be noted that in 

this chapter, flat plate friction lines are not used to determine the form factor 

as is typically done according to the ITTC (1999). This done in favour of the 

frictional resistance coefficient obtained from CFD because this matric has 

been shown to be highly sensitive to ship underwater form as well as depth, 

rendering the usually used friction lines inapplicable to shallow waters. In 

other words, the approach of  Zeng et al. (2019) is followed. 

The standard k-ω model (Wilcox, 2006) is adopted, as implemented in Star-

CCM+ version 13.06.012. The stability and consistency of the k-ω model for the 

class of problems examined here was demonstrated in Chapter 4 (Elsherbiny 

et al., 2020). Moreover, it proved the least computationally expensive two-

equation turbulence model. The k-ω model showed an increase in solution 

time of 8% compared to a one-equation turbulence model, whereas the k-ε 

model increased the wall time by approximately 16%. As a result of the high 

relative importance of turbulent properties, the convective term is set to 2nd 

order.  

The temporal evolution of the solution is resolved via a first order implicit 

unsteady scheme, with a time step (Δt) equal to Δt = 0.0035×L/𝑈. This has been 

demonstrated to be a good choice in several works, and is adopted (Tezdogan 

et al., 2016a). However, it is important to state that any discretisation of the 

temporal term of the Navier-Stokes equations will inevitably result in some 

numerical error. These are explored in the following section. The remaining 

physics, modelled by the incompressible RANS equations, are solved for 

numerically via the segregated flow solver offered in Star-CCM+. More details 

can be accessed in Siemens (2018).  



 

112 

 

5.3 Results and discussion 

5.3.1 Verification study 

As mentioned previously, the first step in the procedure is to determine the 

uncertainties of the numerical set-up of λ=75. The predicted multiphase total 

resistance coefficient (5.123×10-3) shows reasonable agreement with the 

experimental value (5.505×10-3), underpredicting the result by -6.85%. This is 

thought to be sufficiently accurate, especially considering that in the 

experiment, the ship was allowed to sink and trim, whereas during the 

numerical simulation it was kept fixed. The verification study is presented in 

Table 5.3 for spatial and Table 5.4 for temporal discretisation, respectively. It 

should be noted that the relevant equations and relationships used in the 

production of Table 5.3 and Table 5.4  are omitted. Instead, the reader is 

referred to the report by the ITTC (2017b). To compute the numerical 

uncertainty, the Grid Convergence Index (GCI) is used, which is typically 

treated as the standardised approach to reporting numerical uncertainties.  

Table 5.3 and Table 5.4 contain the grid and time-step studies for the numerical 

simulations in both physics regimes (multiphase and double body). The 

results indicate that the largest uncertainty can be expected from the 

multiphase RANS simulation (3.348%). In terms of temporal dependence, the 

simulations do not show significant errors. According to Table 5.3 and Table 

5.4, the numerical simulations (regardless of physics approach) are more 

sensitive to grid refinement than they are to a change in the time step. 

The choice of refinement ratio is of critical importance in verification studies 

(Phillips, 2012). This is used as a multiplicative factor to the grid size or time 

step to coarsen the grid. The choice of √2 is chosen in line with the 

recommendations of the ITTC (2008). In general, the refinement ratio should 

be chosen to attain a value between 1.1 and 2, as suggested by ASME 

(American Society of Mechanical Engineers, 2009).  

The achieved grid numbers were as follows. The double body cell numbers for 

the medium and coarse solution numbered 679,472 and 480,040, respectively. 

Similarly, the multiphase cell numbers were 2,384,829 and 1,395,411. In the 

process of coarsening the mesh for the verification study, the properties of the 

mesh used in defining the surface of the ship have been maintained identical. 

This is done to preserve an accurate representation of the ship geometry in the 
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process of determining the numerical uncertainty. Such an approach was 

adopted by Tezdogan et al. (2016b, 2015) and is followed here as well. 

The wave resistance coefficient’s numerical uncertainty characteristics are also 

shown in Table 5.3 and Table 5.4 for spatial and temporal discretisation, 

respectively. Here, 𝐶𝑊 is calculated as the difference of the multiphase and 

double body resistance values at each refinement level. In the case of time 

dependence, the double body simulations exhibit a smaller variation in 

resistance characteristics than the multiphase results. Therefore, 𝐶𝑊 is 

predicted to exhibit an oscillatory behaviour. For this case, the modified 

relationships, as given in the recent work of Song et al. (2019) are used to 

predict the uncertainty, since they can cope with oscillations in the data.  

Table 5.3. Spatial discretisation-induced numerical uncertainty (for λ=75). 

The wave resistance coefficient listed in this table was arrived at by 

subtracting the double body resistance from the multiphase resistance. 
Parameter Multiphase resistance Double body resistance 𝐶𝑤 

Refinement ratio √2 √2 √2 

Fine  5.123×10-3 4.752×10-3 0.371×10-3 

Medium  5.607×10-3 4.745×10-3 0.862×10-3 

Coarse  6.877×10-3 4.720×10-3 2.157×10-3 

Convergence Monotonic Monotonic Monotonic 

Order of accuracy  2.792 3.377 2.798 

GCI (%) 3.348 0.020 0.014 

Table 5.4. Temporal discretisation-induced numerical uncertainty (for λ=75). 

The wave resistance coefficient listed in this table was arrived at by 

subtracting the double body resistance from the multiphase resistance. 
Parameter Multiphase resistance Double body resistance 𝐶𝑤 

Refinement ratio √2 √2 √2 

Fine  5.123×10-3 4.752×10-3 0.371×10-3 

Medium  5.215×10-3 4.793×10-3 0.422×10-3 

Coarse  5.293×10-3 5.010×10-3 0.289×10-3 

Convergence Monotonic Monotonic Oscillatory 

Order of accuracy  2.472 4.79 2.8930 

GCI (%) 1.109 0.016 0.0012 

The uncertainty estimation technique also requires that other sources of error 

are small. These include round-off error and iterative error (Ferziger and Peric, 

2002). The former is thought negligible in most cases, whereas the latter can 

have a significant impact. Iterative errors are assessed via the procedure of  

Roy and Blottner (2006). The results suggest that the smallest iterative errors 

are found in the case of double body simulations are negligible. On the other 
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hand, the RANS multiphase simulation demonstrated an iterative error of circa 

0.08%, which is considered sufficiently small. To ensure that the solution has 

converged, the resistance time-history is monitored alongside the residuals. 

The former are allowed to decrease by at least three orders of magnitude 

before the solution is stopped. 

5.3.2 Numerical results 

In this section, the computed skin friction data are shown for each scale factor 

according to the three different methods in Figure 5.3 along some established 

friction lines. Here, it is evident that the viscous scaling procedure may be used 

with good accuracy to determine the frictional resistance coefficient. This 

conclusion may be drawn from the fact that the difference between the linearly 

scaled multiphase predictions and their viscously scaled counterparts are not 

substantial. These seem to increase as the Reynolds number approaches its 

full-scale value, where the viscously scaled simulation predicts the skin 

friction within 0.1% of the double body result.  

 

Figure 5.3. Skin friction coefficients calculated at each scale and established 

friction lines, used to demonstrate the relative difference between the 

shallow water line of Zeng et al. (2019) compared to other predictions. 
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Discrepancies between double body and multiphase results may stem from a 

variety of sources. These include the small changes of the wetted surface area 

resulting from the deformation of the free surface. Such effects have been 

neglected in the present study. Alternatively, research has shown that vortex 

shedding is modified as a result of the presence of a free surface (Suh et al., 

2011). Moreover, such an influence has been documented experimentally by 

Dand (1967). The same researcher also predicted co-dependence of wave and 

frictional resistance of a flat plate. Thus, the changes observed in the frictional 

resistance coefficients are not strictly a manifestation of numerical 

assumptions. 

Now, it is important to put the findings presented in Figure 5.3 in context and 

compare the data with other research conducted recently. For this purpose, 

the friction line, specifically designed for the KCS in shallow water by Zeng et 

al. (2019) is included alongside the remaining friction lines. One may draw an 

immediate conclusion that the frictional coefficient is predicted with high 

accuracy in both model scale factors examined. Indeed, the line of Zeng et al. 

(2019) outperforms any of the remaining lines in the field. Naturally, this is 

solely due to the shallow water effect, which is not accounted for in the 

derivation of any other friction line. However, the full-scale results derived 

from the present study indicate a problematic trend. 

In reaching full-scale Reynolds numbers, the friction line of Zeng et al. (2019) 

exhibits too great a slope. Thus, the frictional resistance coefficients do not 

agree well with the data found here. Simultaneously, lines with milder slopes, 

specifically that of Grigson (1999) and Gadd (1967) are closer to the full-scale 

data. This suggests that at full-scale, the frictional resistance coefficient may be 

affected by the depth restriction to a lesser extent (especially considering the 

fact that Gadd's (1967) line was also found to be in good agreement with deep 

water predictions in Chapter 3). The information presented here also points 

towards the fact that lateral restrictions might not impact the ship resistance 

significantly in terms of frictional resistance. That is at least at the restriction 

level posed by the adopted case study. However, one may expect that upon 

reaching significantly more restricted waters, such as narrow canals, the bank 

effect would be noticeable in the frictional resistance coefficient. In summary, 

the friction line of Zeng et al. (2019) is shown to perform well in model scale. 

To determine if the observed discrepancy in full-scale is due to the numerical 

set-up adopted here requires further research.  
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For instance, it may be the case that in full-scale, the effect of the bank is greater 

than in model scale. To prove or disprove this, analysis is required for different 

widths, although an attempt at quantifying such an influence is made later in 

this section. Such assessments do not seem popular in the literature due to the 

fact that the water depth has a greater bearing on the parameters of interest.  

One final aspect of the solution that one should consider is the highly specific 

nature of the friction coefficients and associated line devised by Zeng et al. 

(2019).  The solution included in Figure 5.3 was generated specifically for the 

KCS. Indeed, within their work, Zeng et al. (2019) produced lines for two other 

hull forms. Unfortunately, generalisations to other ships are not possible due 

to the highly specific nature of the flow in shallow water, which depends 

heavily on the ship form. This also points to the fact that each underwater 

shape influences the frictional resistance even in deep waters. Thus, the use of 

friction lines universally might not be the best approach. 

To further support the argument laid out previously, that a free surface 

modifies the boundary layer, Figure 5.4 depicts the numerical boundary layer 

extents in the smallest and largest scale factors. Typically, the extent of the 

boundary layer is taken as the location where the velocity near a body reaches 

99% of its free stream value. In the present case, it was found that such a 

condition does not lead to a single line, rather, to a small area where the flow 

attains practically the same speed. For illustration purposes, the boundary 

layer definition has been slightly altered to 90% of the free stream velocity. 

This is sampled at four locations, namely, at the forward perpendicular, 

amidships, at 0.25×L and at the aft perpendicular.  

Even after restricting the definition of the boundary layer, it is apparent that 

amidships the flow velocity near the free surface exhibits several z/L points 

with the same velocity for a single y/L position. However, it is not thought 

necessary to restrict the boundary layer definition further as this may impact 

the resulting data detrimentally. Specifically, the difference in distribution of 

velocities within the boundary layers of different speeds will reduce as one 

approaches the solid boundary, where the flow is stationary with respect to 

the body. 
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Figure 5.4. Predicted boundary layer thickness at different scales. 

As asserted earlier, all subplots within Figure 5.4 confirm that at full-scale the 

boundary layer is thinner. However, the reduction in thickness at the aft 

perpendicular is seen as the largest. The well-known keel vortex is prevented 

from forming in the present case study likely due to the proximity of the 

seabed. This causes the flow to accelerate as the water is passes beneath the 

ship. Nevertheless, amidships in model scale, connotations of an increasing 

boundary layer thickness are observed. This phenomenon is predicted by both 

the free surface and double body method in λ=75. However, the full-scale 

results exhibit an even weaker vortex (Zeng et al., 2019), this specific feature 

being hardly discernible in both multiphase and double body simulations for 

λ=1. It should be noted that in their recent work, Song et al. (2019) obtained 

similar results in terms of boundary layer thickness variations.  

In terms of viscous scaling, it is evident that the method performs adequately. 

To elaborate, the boundary layer seems to follow the full-scale prediction 

closely. It is also important to note that in model-scale, the free-surface effect 

is visible at the forward perpendicular, amidships and at the aft perpendicular, 

where the boundary layer broadens as it approaches z/L=0. The same locations 
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are characterised by the absence of the viscously scaled method’s boundary 

layer, in agreement with the full-scale data. 

The fact that the viscously scaled predictions model similar behaviour near the 

free surface is encouraging. However, there is an apparent difference between 

the frictional resistance coefficients predicted by this method and the linearly 

scaled simulations. This may stem from a difference in the wetted area, which 

has been assumed constant (in non-dimensional form) throughout all cases. 

To further elucidate the potential influence of such an effect, Figure 5.5 

contains the free surface elevations for the largest and smallest scale factors on 

the ship hull. The intermediate scale has been omitted to allow a clearer 

depiction of the generated results. 

 
Figure 5.5. Comparison of the wave elevation on the ship hull. 

For consistency, all dimensions have been normalised by the ship length in 

Figure 5.5. Here, the result label with a “vs” subscript indicates the viscously 

scaled result in full-scale. Figure 5.5  shows that better agreement with the full-

scale result is achieved near the stern of the ship via the viscously scaled 

model, rather than λ=75. Therefore, viscous effects are of lesser consequence in 

full-scale. This may be deduced by considering the fact that the viscously 

scaled simulation features a value of viscosity, that is significantly lower than 

one would normally observe (Table 5.1 may be consulted for the values). 

To provide supporting evidence for the observed phenomena, the reader is 

directed to the work of Brard (1970) and Tatinclaux (1970), who demonstrated 

that the action of viscosity, vorticity and turbulence are expected to have an 

impact on the flow properties. The abovementioned authors studied the effects 

of viscous, vortical flows on the wave resistance of a ship. Their findings 

include that a viscous contribution may be identified as part of the wave 

resistance of a ship.    
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At this stage, it is worthwhile exploring the reason why potential flow theories 

do not account for wave elevation changes and the related consequences. 

According to Brard (1970), vortical and turbulent effects act on the ship in a 

manner proportional to 1/(𝑅𝑒 × 𝐹ℎ
2)1/3 in terms of local waves and 

1 (𝑅𝑒⁄ × 𝐹ℎ
4) in terms of far field waves. Unfortunately, the analysis presented 

in Brard (1970) is for deep, unrestricted waters. The relative magnitude of the 

aforementioned terms is shown graphically in Figure 5.6. However, one may 

reasonably expect the above effects to be of greater significance in restricted 

shallow waters. Thus, no logical contradiction is expected when carrying the 

above relationships to the present analysis. Since the depth Froude number 

has been maintained constant, it is not though necessary to examine the 

specific relationships as a function of this particular parameter. Instead, Figure 

5.6 depicts the relative contribution of each wave component (far-field and 

near-field) with increasing Reynolds number.  

 
Figure 5.6. Effect of viscosity and turbulence on near and far field waves 

according to Brard (1970). 

Figure 5.6 suggests the assertion that viscous effects are of lesser consequence 

at full-scale in Figure 5.5 is justified according to the mathematical analysis of 

Brard (1970). Although the present case studies are restricted to a single speed 
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for which no far field waves are present, it is worthwhile to comment on their 

potential effect. If a ship propagates at a speed where far field waves are 

generated, regardless of the water depth and/or restriction, the effect in the far 

field waves is expected to be greater than that in the near field disturbance. 

This follows because although the region where viscous effects dominate has 

become smaller, it has not completely disappeared. Thus, significant 

proportions of the near field disturbance will be generated and will lie within 

this region. Conversely, the far field waves will be impacted by a smaller wake, 

as demonstrated in Figure 5.4.  

As a certain Reynolds number (~107) is passed, the relative difference between 

the model and full-scale waves decreases rapidly. This may be confirmed by 

examination of Figure 5.6, where it is apparent that the slope of the far field 

effect is nearly zero for Reynolds numbers past 108. A small effect may be 

expected because the majority of changes in the wake occur in the region 

Reynolds numbers in the region of 106 – 107. Coincidently, this is the region 

where all model tests are performed due to size limitations. Thus, it may be an 

inescapable fact that such effects cannot be negated completely by adopting a 

model with greater linear dimensions. This is also augmented by the fact that 

as one enters the lower range of Reynolds numbers, both curves increase in 

magnitude rapidly. 

The effects demonstrated in Figure 5.6 are typically omitted from potential 

flow theories, even when a nonlinear vortical flow is sought. This is the case 

because of the small relative magnitude both the near and far field 

disturbances exhibit, as well as their nonlinear nature. Therefore, an analysis 

where terms to, say, second order are sought would justifiably not take these 

terms into account (Brard, 1970; Tatinclaux, 1970). 

The next step is to examine the predicted wave resistance. This is shown in 

Figure 5.7, using the aforementioned methods (viscous and viscous scaling). 

The viscously scaled wave resistance coefficient is estimated by subtracting 

the total resistance as scaled (viscously) and the double body resistance at the 

specific scale factor.  

Figure 5.7 clearly shows that the methods agree in terms of trend – an overall 

reduction as the scale factor approaches full-scale is observed. Not 

surprisingly, the predictions follow a pattern closely resembling that of Figure 

5.6, characterised by a sharp decline in the low Reynolds number range, 

followed by a mild slope. As demonstrated previously, the smallest linear 
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dimensions coincide with those where the viscous effect is expected to be 

highest. Therefore, the difference between the wave resistance observed at the 

two adjacent model scale factors is justified. The source of the persistent 

discrepancy between the methods is likely related to the assumptions in terms 

of viscosity and double body approximation, although one would expect this 

to decline further if the Reynolds number were to be increased.  

 
Figure 5.7. Predicted wave resistance coefficients. 

Prior to providing further justification of the results shown thus far, the final 

set of data is presented. Specifically, Figure 5.8 depicts the predicted form 

factors. The overall trend observed in the figure is that of reduction in (1+k) 

with higher Reynolds numbers. The best-behaved curve is that calculated via 

the multiphase method. Indeed, the experimental work of Elsherbiny et al. 

(2019) suggested the form factor should be in the region of 1.16. The double 

body prediction seems to resemble this to a lesser extent, and as the scale factor 

is increased, the data do not decrease monotonically as is the case with the 

multiphase results.  

However, it is not possible to asses scale effects in (1+k) in the absence of 

experimental data for each scale factor. Moreover, the multiphase method is 

not characterised by an increase for λ=37.5. This points to the fact that the 



 

122 

 

double body simulation at λ=37.5 may be inaccurate rather than the 

multiphase one. The change in form factor may be justified by referring to the 

recent work of Zeng et al. (2019). In the aforementioned work, the authors 

derived a similar shape for (1+k). The authors also defined a new relationship 

for the form factor of the KCS sailing in shallow waters, which is employed in 

Figure 5.8.  

 
Figure 5.8. Predicted form factors. 

The relationship defining the solid line in Figure 5.8 due to Zeng et al. (2019) 

does not take into account the lateral confinement, which is the suspected 

cause of the observed difference. However, the agreement between the 

multiphase data and the approximation of Zeng et al. (2019) is seen to be good. 

Thus, the results confirm the efficacy of the method determined in the 

previously mentioned reference.  Unfortunately, the curve fitting approach 

used to derive the relationship must be performed anew for each ship. This is 

because no method is known to determine such an equation for any ship 

without the presence of data to fit. To prove that the lateral confinement’s 

effect is not as significant as the depth restriction, the velocity distribution 

along a line in the x –z plane at the aft perpendicular is used. An example of 

this for [x/L, z/L]=[0, 0.5T] is shown in Figure 5.9, where the velocity has been 
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normalised by the free-stream velocity. In the present context, this is defined 

as the flow velocity specified at the inlet. The specific location is chosen in line 

with the significant difference in boundary layer thickness observed in Figure 

5.4. 

 
Figure 5.9. Velocity distribution along a line at the aft perpendicular, z=0.5T. 

Depicted: multiphase simulations, λ=75 and λ=1. 

It is apparent in Figure 5.9 that the flow is accelerated in a different manner in 

the two scale factors. More importantly, the flow speed achieved near the tank 

wall (which is set as a slip wall and therefore does not impact the flow velocity 

as a no-slip wall would) is higher than the free-stream velocity. In λ=75, the 

flow velocity is 2.6% higher, whereas in λ=1 – 1.9% higher than that specified 

at the inlet. In other words, a net difference of 0.7%. Although one may argue 

that this is not a significant difference, its impact is nonetheless of some, albeit 

small importance to the ship, particularly on the frictional resistance. The 

manner in which the different scale factors achieve their maximum flow 

speeds near the wall is different from one another. Thus, the results from can 

be used to signify that in full-scale, side wall effects are of (slightly) smaller 

influence than in model scale factors.  
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Importantly, Figure 5.9 suggests that flow properties do not scale linearly in 

highly restricted waterways. Had this been the case, no difference would be 

present in the curves shown in Figure 5.9. Therefore, forming a geosim series 

in such conditions is not as straightforward as simply scaling the tank 

dimensions. In practice, tanks equipped with false bottoms could be used 

effectively in this respect. However, if one is to accept the results associated 

with Figure 5.9, then the tank dimensions should scale non-linearly. The 

manner in which this should occur is not known at present, but correction 

methods similar to Raven (2019) could be considered as a starting point. The 

issue with such corrections is that they are inherently designed to remove side 

wall effects, whereas one might wish to maintain this influence when 

designing, say, a canal boat, or river cruise ship.  

The results presented in Figure 5.9 should also be considered in conjunction 

with the boundary layer thickness assessment carried out in Figure 5.4. These 

jointly suggest that the influence of the water depth scales non-linearly as well 

as the width. Thus, rendering the possibility of forming a geosim series in 

shallow water of infinite width equally complex. In fact, the greater proximity 

of the seabed amplifies the influence of the boundary. Effects of this kind were 

used as a justification for at the onset. It could be considered that these have 

been proven to a sufficient extent.  

The collapsing difference between an infinitely wide water case-study, where 

the velocity ratio would reach unity, and the canal case explains the 

discrepancies observed between the present CFD method and the data of Zeng 

et al. (2019). Specifically, in the low Reynolds number range, the relative 

difference between the predicted (1+k) and the method of Zeng et al. (2019) is 

larger than at high Reynolds numbers. This observation fits neatly with the 

presented data. 

5.4 Summary and conclusion 

This chapter presented a numerical assessment of scale effects of a ship 

advancing through a canal. To assess the scale effects, a geosim series was 

formed and evaluated at three different scale factors. The numerical methods 

used comprise RANS-based multiphase and doubly body simulations. These 

enabled the assessment of the form factor and wave resistance.  

Comparison with recently developed equations describing the frictional 

resistance revealed excellent agreement with the present CFD set-up in model-

scale. For high Reynolds numbers, the large slope of the curve terminated at 
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too low values according to the present CFD method.  The aforementioned 

equations were developed for an infinitely wide shallow water case. Results 

quantified the influence of the particular canal as small. The flow being 

accelerated by less than 3% in locations near the wall as a result of the reduced 

clearance in model scale.  

Scale effects on the accelerated velocity were demonstrated in the case of flow 

near the ship and canal walls. This amounted to 0.7% difference between 

model and full-scale. In terms of boundary layer, the CFD set-up captured the 

well-known decrease in thickness. A measurement of the velocity profiles at 

the aft perpendicular also suggested that the wake volume as a fraction of the 

ship’s displacement is also significantly reduced from model to full-scale. 

The predicted form factor showed good agreement with recently established 

relationships for the KCS. This parameter, along with the wave resistance 

exhibits a monotonic decline until full-scale. This was confirmed by invoking 

well-known mathematical analysis which suggests the influence of vorticity 

and turbulence on the ship decay rapidly with increasing Reynolds number. 
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  A POSTERIORI ERROR AND 

UNCERTAINTY ESTIMATION IN 

COMPUTATIONAL SHIP 

HYDRODYNAMICS 

 

 
This chapter presents the application of local and global numerical uncertainty 

estimators and provides a framework to interpret solution data and what it 

suggests with regards the computational grid’s performance in view of 

demonstrating a small numerical error. The analysis is performed on a set of 

full-scale simulation because high Reynolds number flows are difficult and 

expensive to measure experimentally. Therefore, it is frequently the case that 

one lacks validation data for full-scale flows. Such conditions are where 

numerical error estimation has the highest value in simulation-based design. 

6.1 Introduction  

The year 2014 saw the publication of NASA’s study on the future directions of 

Computational Fluid Dynamics (CFD) (Slotnick et al., 2014). Although their 

focus was predominantly on aerospace applications, several aspects overlap 

significantly with the field of computational ship hydrodynamics. This 

prompted Hawkes et al. (2018) to address one of the concerns raised by 

Slotnick et al. (2014), specifically, scalability problems of CFD simulations with 

increasing cell numbers.  

A second key bottleneck, identified by Slotnick et al. (2014), is associated with 

solution uncertainty and robustness. This is directly related to the confidence 
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levels one can attribute to a numerically derived solution. Such metrics are of 

critical importance in simulation-based design. Since computational power 

increases exponentially, it is reasonable to anticipate that Reynolds averaged, 

or other Navier-Stokes-based techniques will eventually become the norm in 

most forms of engineering analysis. Ship hydrodynamics is by no means an 

exception to this statement.  

One issue that remains challenging is that of grid generation. At present, 

constructing a mesh, onto which the solution of the governing Partial 

Differential Equations (PDEs) is to be obtained is as much an art as it is a 

science. This is true especially in cases where the requirements in terms of 

accuracy are high, as is often the case in ship hydrodynamics. Specifically, with 

ever tightening EEDI-related (Energy Efficiency Design Index) regulations, 

margins of error and uncertainty are slim. It is therefore imperative that once 

the practitioner has invested in performing what is currently the state-of-the-

art analysis method in ship hydrodynamics, he/she can obtain an adequate 

margin of error associated with the solution. In other words, it is critical to 

determine the confidence one can place in the numerical solution, and 

discount specific results if necessary.  

Lack of robust procedures to address confidence levels in numerical data that 

do not require user intervention (i.e. are automatically generated) is one of the 

key issues hindering in the large scale adoption of simulation-based design 

(Slotnick et al., 2014). This is particularly true of ship hydrodynamics which 

inherently features turbulent flows and fluid interfaces. These require 

knowledge of the simulation-specific phenomena, such as wakes and free 

surface deformations, where the computational mesh must be refined to 

capture the underlying physics well. Therefore, a key issue is related to mesh 

definition, which is almost always the greatest source of error (Eca and 

Hoekstra, 2006). Although grid sensitivity studies are frequently performed in 

an academic context, their outcomes are not always understood according to 

Salas (2006). In industrial applications on the other hand, the analyst may 

simply consider a single mesh due to the perception that error estimation is 

difficult and time consuming (Freitas, 2002). 

This chapter will describe in detail, and demonstrate the use of a method 

developed by Cadafalch et al. (2002), and supplemented by Phillips and Roy 

(2017). This method utilises well-known procedures to predict the numerical 

error in the domain, simultaneously equipping the analyst with a measure of 

how well the grid has performed in reducing the numerical error. Full-scale 
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simulations are sought in line with the fact that high Reynolds number flows 

are difficult to experimentally measure, and are where numerical work has the 

highest potential impact in simulation-based design (Stern et al., 2001). 

Specifically, the well-known KCS was simulated in shallow water, replicating 

the experiments of Elsherbiny et al. (2019) in a rectangular canal at full-scale. 

Use is made of the commercially available RANS solver, STAR-CCM+, version 

13.06.011 to perform the present analysis.  

The remainder of this chapter will continue by introducing the necessary 

background in section 6.2, followed by a description of the case study in 

section 6.3. The numerical set-up, and convergence properties of the solution 

are examined in Section 6.4. Finally, concluding remarks are given in section 

6.5. 

6.2 Background 

The accuracy of CFD methods is of great interest in academia for several 

reasons. When compared to analytical methods, computational approaches 

have a greater breadth of application and are capable of addressing 

significantly more complex physical phenomena (Oberkampf and Blottner, 

1998). The main advantage of analytical methods is expressed in the fact that 

they are built on sound, reproducible and traceable mathematical arguments. 

However, this is simultaneously their major drawback. Many processes of 

immense practical importance, such as the turbulent motion of a fluid, cannot 

be described analytically (Durbin and Pettersson Reif, 2011). If this were 

possible, turbulence closures would be exact, and the field of turbulence 

modelling would not exist in its current form.  

On the other hand, by avoiding the issues relating to analytical modelling of 

physical phenomena, the CFD method runs into a separate set of problems. 

These mainly relate to the equivalence between the continuum form of the 

governing PDEs and their discrete approximations. Lilek and Perić (1995) 

separate the errors into three categories: 

1. Modelling errors, which can be thought of as the difference between 

the exact solution of the equations describing the fluid flow (i.e. 

satisfying the conservative laws), and the actual flow. For laminar 

flows, the Navier-Stokes equations are sufficiently accurate, but to 

account for cases where turbulence is important, additional models are 

required (Jasak, 1996). These errors are separate from the numerical 

errors discussed here (Oberkampf and Blottner, 1998). 
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2. Iterative errors, which arise as a result of the nonlinearity of the 

governing equations. The iterative fashion in which these are solved 

introduces errors, also known as iteration convergence errors (Eca et al., 

2013).  

3. Discretisation errors, which stem from the mapping of the continuum 

PDE and their related auxiliary models (for example, the turbulence 

model) into algebraic equations. Formally, this ‘replacement’ of 

equations rests upon Lax’s Equivalence Theorem (LET) (Lax and 

Richtmyer, 1956). In essence, LET contains two statements regarding 

the discrete approximation of the PDEs. Firstly, the numerical 

procedure must be consistent, i.e. as the discretisation length (or mesh 

length – h) approaches 0, the error must vanish. Secondly, the numerical 

method must be stable, i.e. if the one were to allow the solver to run 

indefinitely, the solution must remain bounded (Morton and Mayers, 

2005). It should be noted that the LET is valid for linear initial value 

problems. As such, it is applied to the linearised form of the mapped 

governing equations. 

Round-off errors are sometimes included in the above list. They can be traced 

to the finite digit storage on digital computers, but their influence is thought 

negligible (Roy, 2005). For this reason, their influence will not be discussed 

further. As mentioned above, modelling errors are not the primary focus and 

are therefore discounted. Iterative errors are thought of as a simpler problem. 

In any case, their approximation is important because numerical error and 

uncertainty estimators have a tendency of magnifying solutions with large 

iterative errors, or incomplete iterative convergence (Larsson et al., 2014). For 

the adopted case-studies, these have been estimated in the region of 10-4% by 

using the procedure of Roy and Blottner (2006). Instead, the primary goal of is 

to apply to RANS-based ship hydrodynamics the discretisation error 

estimation procedures of local quantities and demonstrate their use. This is 

because the discretisation error category can account for more than 90% of all 

error (Xu et al., 2019). The use and application of discretisation error estimators 

is discussed in detail in the following sub-section. 

6.2.1 Discretisation error 

As stated previously, discretisation errors stem from the mapping of the 

continuum PDEs onto discrete locations. This is done by splitting the solution 

domain into a finite number of solution nodes. There are two methods to 
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combat discretisation errors. The usual approach is to increase the density of 

space or time intervals, which the region of interest is subdivided into 

(although spatial discretisation is of interest here). This is typically referred to 

as spatial or temporal refinement, but cannot guarantee the solution will be 

improved per se. The above is exemplified in the findings of Larsson et al. 

(2014). In the aforementioned work on numerical hydrodynamics, solutions 

obtained with less than one million cells were compared solutions produced 

by 20+ million grids from different participants. The graphical summary 

provided in Larsson et al. (2014) indicates that participants with low cell 

numbers often perform better than those with large cell counts. In other words, 

the arrangement, or properties of the grid are equally important in reducing 

errors (Salas, 2006). This is an issue that will be examined in the present work. 

The alternative is to shift the focus from the subdivisions, explained above, 

towards equation discretisation. In the Finite Volume Method (FVM), which 

is used by Star-CCM+, the equation discretisation employed is 2nd order. A 

second order discretisation approach is typical of RANS solvers, and implies 

that according to Lax’s equivalence theorem, the error must reduce with the 

square of the grid size for asymptotic grids (Roy, 2005). In other words, the 

formal order of accuracy of the simulation is two (𝑝𝑓  =2) (Roache and Knupp, 

1993). Therefore, the second method to reduce the discretisation error would 

be to increase the formal order of accuracy, such as the 4th order accurate 

method, devised by Lilek and Perić (1995). In practice, the choices in this 

respect are limited to 𝑝𝑓=2. That is, unless the user is re-coding the entire RANS 

solver. Consequently, the focus of this chapter will be on discretisation errors, 

stemming from grid density. The first method devised for this purpose is the 

Grid Convergence Index (GCI),  devised by (Roache, 1998). 

The GCI method predicts an uncertainty, which is used to bracket the 

numerically calculated solution. The true solution is then expected to lie within 

this bracket 95 out of 100 times, i.e. with 95% confidence (Roache, 1997). The 

GCI method is based on Richardson's (1911) work, who devised a method to 

estimate a solution of fourth order accuracy based on second order finite 

differencing. Later, the approach, widely known as Richardson Extrapolation 

(RE), was improved upon by Richardson (1927). RE was originally formulated 

to use a refinement ratio (r) of two (𝑟 = 2), which translates into grid doubling. 

However, it can be used with any factor larger than 1.1. That is, as long as the 

produced solutions are both sufficiently different, and asymptotic, to enable 
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the validity of the method. This is in view of avoiding interference of other 

numerical errors (Roache, 1998). 

The error of a numerical solution can be defined via a Taylor series expansion 

in the form shown in Eq. (6.1): 

𝜀 = 𝑓𝑒𝑥 − 𝑓1 = ∑ 𝛼ℎ𝑝 = 𝛼𝑝𝑓
ℎ𝑝𝑓 + 𝐻𝑖𝑔ℎ𝑒𝑟 𝑜𝑟𝑑𝑒𝑟 𝑡𝑒𝑟𝑚𝑠

∞

𝑝=𝑝𝑓

  (6.1) 

where 𝑓𝑒𝑥 is the exact solution, 𝑓1 is the solution of obtained on a grid with 

characteristic size h, and α is a constant. In the present context, the error is 

defined as the difference between the exact solution and the solution obtained 

with a grid spacing h. In an attempt to reasonably approximate the error, 

higher order terms may be neglected. Thus, reducing the form of Eq. (6.1) into: 

𝜀 ≈ 𝛼𝑝𝑓
ℎ𝑝𝑓         (6.2) 

The omission of higher order terms requires that their combined effect is much 

smaller than the error derived at the formal order of accuracy. The 

implications of this are that the grid must be asymptotic.  

The reason why Richardson Extrapolation is not used per se is that it provides 

a 50% confidence level, whereas GCI boasts of 95%, as stated earlier. This is 

achieved by magnifying the predicted numerical error by a Factor of Safety 

(FS). The value assigned to FS is clearly of high importance. In the GCI method, 

this is set as 3 when two grids are available, and 1.25 when three grids are used 

(Phillips, 2012).  

Several methods have emerged in the recent past, many based on the GCI that 

attempt to modify the prediction of the FS. Some have made the FS a function 

of the observed order of accuracy, shown in Eq. (6.3) (Celik et al., 2008): 

𝑝 = ln (
𝑓3−𝑓2

𝑓2−𝑓1
) ln (𝑟)⁄         (6.3) 

where r is the refinement ratio. 

The fundamental notion is that if the observed and formal orders of accuracy 

are close, the grids are asymptotic. Otherwise, the GCI uncertainty diminishes 

rapidly with growing p, rendering unrealistically low numerical errors. 

Roache (1998) limited the observed order of accuracy to prevent this from 

occurring. Clearly, Eq. (6.3) can only be used when the argument of the natural 

logarithm in the numerator is positive and larger than 1. In other words, when 

the solutions exhibit monotonic convergence.  
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Unfortunately, the exact solution (𝑓𝑒𝑥𝑡) is known rarely, if ever, in fluid flows 

of practical interest. Using the order of convergence, one may re-write the 

error as a function of p: 

𝜀(𝑝) = (𝑓2 − 𝑓1) (𝑟𝑝 − 1)⁄        (6.4) 

The uncertainty, (U) is then simply the absolute error, as a function of the order 

of convergence, multiplied by the Factor of Safety: 

𝑈𝐺𝐶𝐼 = 𝐹𝑆 × |𝜀(𝑝)|/(𝑟𝑝 − 1)      (6.5) 

Clearly, the Factor of Safety is characterised by a step change (1.25 to 3) within 

the framework of the GCI method. Stern et al. (2001) implemented a correction 

factor (CF) approach to resolve this. In essence, their approach consists of 

introducing a correction factor, used to account for higher order effects. This 

is used to magnify the error predicted via Eq. (6.4). In the above work, the 

correction factor is introduced as a metric describing the distance from the 

asymptotic range, where Eq. (6.4) is thought to be inadequate. Thus, the error 

according to Stern et al. (2001) takes the form of: 

𝜀𝐶𝐹(𝑝) = 𝐶 × (𝑓2 − 𝑓1) (𝑟𝑝 − 1)⁄       (6.6) 

where C is the correction factor, predicted as shown in Eq. (6.7): 

𝐶 = (𝑟𝑝 − 1) (𝑟𝑝𝑓 − 1)⁄        (6.7) 

Finally, the uncertainty can be estimated by: 

𝑈𝐶𝐹 = {
[9.6(1 − 𝐶)2 + 1.1] × 𝜀𝐶𝐹      𝑤ℎ𝑒𝑛 |1 − 𝐶| < 0.125
[2|1 − 𝐶| + 1] × 𝜀𝐶𝐹               𝑤ℎ𝑒𝑛 |1 − 𝐶| ≥ 0.125

  (6.8) 

Alternatively, the Factor for Safety approach of Xing and Stern (2010) uses the 

normalised order of convergence (P), defined as the ratio of the observed and 

theoretical order of convergence (𝑃 = 𝑝/𝑝𝑓). Based on the value, attained by P, 

the uncertainty can be estimated as shown in Eq. (6.9): 

𝑈𝑅𝐸𝐹𝑆 = {
(16.4𝑃 − 14.8) × |𝜀(𝑝)|               𝑤ℎ𝑒𝑛 𝑃 > 1
(2.45 − 0.85𝑃) × |𝜀(𝑝)|                  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

   (6.9) 

All methods described thus far rely, in one form or another, on the observed 

order of accuracy. However, approximating an error does not require any 

knowledge of p. Indeed, p is little more than the power, to which the grid (h) 

is raised to in the dominant term of the Taylor series expansion, as shown in 

Eq. (6.1). Following such an approach, Roy (2008) split the problem into first 

and second order components. Thus, the fine solution (𝑓1) can be expressed in 



 

133 

 

terms of the extrapolated solution and a set of error terms as demonstrated in 

Eq. (6.10): 

𝑓1 = 𝑓𝑒𝑥𝑎𝑐𝑡 + 𝑔1ℎ1 + 𝑔2ℎ1
2 + 𝐻𝑖𝑔ℎ𝑒𝑟 𝑜𝑟𝑑𝑒𝑟 𝑡𝑒𝑟𝑚𝑠            (6.10) 

In this approach, the constants 𝑔1 and 𝑔2 are defined as shown in Eq. (6.11) 

and Eq. (6.12), respectively: 

𝑔1 = (𝑟2𝜀21 − 𝑟𝜀32)/(𝑟 × (𝑟 − 1)2)                (6.11) 

𝑔2 = (𝜀32 − 𝑟𝜀21)/(𝑟 × (𝑟 + 1)(𝑟 − 1)2)               (6.12) 

where 𝜀21 = 𝑓2 − 𝑓1, and 𝜀32 = 𝑓3 − 𝑓2. Here, it is also useful to mention the 

convergence ratio (R), defined as the ratio 𝜀32/𝜀21, which is also the inverse of 

the argument in the numerator of Eq. (3). Armed with these parameters, the 

extrapolated solution may be estimated by: 

𝑓𝑒𝑥𝑎𝑐𝑡 = 𝑓1 + (𝜀32 − (𝑟2 + 𝑟 − 1) × 𝜀21) [(𝑟 + 1)(𝑟 − 1)2⁄ ]            (6.13) 

Roy (2008) defined the above procedure solely as an error estimator and did 

not provide a Factor of Safety, which can be used to predict an uncertainty. 

Therefore, one can make no claim with regards to the confidence level the 

method provides. To establish the range of applicability of the method, it must 

be applied to cases where exact solutions are known. This would allow the 

introduction of a Factor of Safety, which adequately accounts for the 

conservatism of the scheme. 

The reason why this method is included in the present assessment is twofold. 

Firstly, the behaviour of the error can be examined with grid refinement, 

separating linear and quadratic terms. This permits one to determine whether 

the asymptotic range is approached from above, below, or from different 

directions by each term in the expansion (Eq. 6.10). The implications of such 

an analysis are important, because one may gauge whether the solution 

exhibits linear or quadratic convergence depending on which constant (𝑔1, 𝑔2) 

dominates in each range (coarse, medium, fine grids). The extracted 

information can then be used to assess whether further mesh refinement is 

warranted. This decision would rest on the approximated rate at which the 

error reduces. In other words, one may attempt to justify using a specific grid 

based on its convergence properties with greater ease than is possible with 

other methods.  

For example, if a particular parameter exhibits second order convergence, the 

CFD practitioner may choose to refine the grid further. This could be a good 
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choice since even a small reduction in the grid size can be expected to lead to 

a palpable reduction in the predicted error. Such tools are especially powerful 

when considering cases where experimental data are not available. 

In second place, the spatial error, defined in Eq. (6.13), has third order 

accuracy, which is independent of the observed order of accuracy (Roy, 2008). 

Therefore, the method does not rely on the positivity of 1/R, or the related 

condition R< 1, in Eq. (6.3) and will produce an error estimate regardless of 

the parameters fed into Eqs. (6.10-6.13). In practice, provided one has a greater 

number of solutions, a system of equations can be constructed in the form of 

Eq. (6.10). The first n terms would allow the calculation of the n-1st constant 

(𝑔𝑛−1). Thus, when using three solutions, as is the case in this for the present 

set of simulations, the linear and quadratic terms (1st and 2nd order) are 

computed. Since the theoretical order of accuracy of the solver is  𝑝𝑓 = 2, there 

is little merit in seeking solutions of order 3 or higher.  

It should be noted that a disagreement between the observed and theoretical 

order of accuracy does not necessarily imply inconsistency (Thomas and 

Langley, 2008). This is the case because Richardson Extrapolation was devised 

for structured grids. In fact, Diskin and Thomas (2010) point out that in 

unstructured grids, an order of accuracy near unity, or higher than two is 

frequently observed. They further state that this does not contradict the Lax 

and Richtmyer (1956) equivalency theorem, because the LET requirements are 

sufficient, but not strictly necessary to demonstrate the validity of a numerical 

scheme. 

6.2.2 Local error and uncertainty 

Having described the error and uncertainty estimation techniques, it is 

prudent to put into context the contribution of this chapter to the wider 

literature. Here, the local error and uncertainty estimator, originally devised 

by Cadafalch et al. (2002) is introduced. They began by defining Richardson 

and oscillatory nodes as follows: 

• Richardson nodes: (𝑓3 − 𝑓2) × (𝑓2 − 𝑓1) > 0 

• Oscillatory nodes: (𝑓3 − 𝑓2) × (𝑓2 − 𝑓1) < 0 

Additionally, converged nodes can be computed, where the above product lies 

below some predefined measure of accuracy. For the purposes of this chapter, 

no such limit is defined. Therefore, it is thought prudent to proceed along the 
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lines of Phillips and Roy (2012) and discount converged nodes as a possibility 

in the numerical work. 

Cadafalch et al. (2002) then ensue to use the local observed order of accuracy 

to produce a global average. Following a similar rationale, Phillips and Roy 

(2017) provide an analogous framework, which is employed here. The first 

step is a small modification to Eq. (6.3), shown in Eq. (6.14). Specifically, the 

absolute value of the quotient in the numerator is taken. This ensures that 

oscillatory nodes are also taken into account. Such a change has been proposed 

previously in, for example, Celik and Karatekin (1997) and Celik et al. (2008). 

In other words, the change breaks no precedents.  

�̂� = ln (|
𝑓3−𝑓2

𝑓2−𝑓1
|) ln (𝑟)⁄               (6.14) 

The resulting order of accuracy at each location of interest is not used directly. 

Instead, Phillips and Roy (2017) define the global deviation from the formal 

order of accuracy (𝑝𝑓 = 2), shown in Eq. (6.15): 

𝛥𝑝 = min [
1

𝑁
∑ min(|𝑝𝑓 − 𝑝�̂�|, 4𝑝𝑓) , 0.95𝑝𝑓

𝑁

𝑖=1
]              (6.15) 

Eq. (6.15) can be interpreted as the mean local deviation of the observed order 

of accuracy from the theoretical order of accuracy. The maximum deviation is 

restricted to 4𝑝𝑓 in an attempt to avoid skewing the average (Phillips and Roy, 

2017). In the process of derivation of 𝛥𝑝, Phillips and Roy (2017) considered 

multiplicative factors of 𝑝𝑓 of 2, 4, 6, and 8, but the choice for this particular 

parameter was shown to be of little consequence. To prevent values close to 

zero, the maximum distance of the observed order of accuracy from the formal 

order is limited to 95% of 𝑝𝑓. Having obtained 𝛥𝑝, one can progress to 

calculating the global distance from the formal order of accuracy (𝑝∗), shown 

in Eq. (6.16). This enables the calculation of the Factor of Safety (FS), as a 

function of 𝑝∗, shown in Eq. (6.17). 

𝑝∗ = 𝑝𝑓 − 𝛥𝑝                   (6.16) 

𝐹𝑆(𝑝∗) = [𝐹0 − (𝐹0 − 𝐹1) (
𝑝∗

𝑝𝑓
)

8

]                (6.17) 

where 𝐹0=3, and 𝐹1=1.1. Eq. (6.17) can be used to construct a smoothly varying 

FS with distance from the asymptotic range. 

Finally, the uncertainty can be estimated as shown in Eq. (6.18): 
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𝑈𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑦 = 𝐹𝑆(𝑝∗) |
𝑓2−𝑓1

𝑟𝑝∗
−1

|                (6.18) 

In the process of any RE-based method, a solution is extrapolated. This can be 

thought of as the solution, which one may expect to obtain on a grid with a 

cell size of 0. In other words, it approximates the analytical solution. This is 

done by virtue of three systematically refined or coarsened grids. Emphasis is 

placed on solutions achieved with uniform refinement ratios, although it is 

possible to vary this particular parameter. For the relevant background on this, 

the reader is referred to ITTC (2002) and Roache (1997). The use of an 

extrapolated solution as the final outcome of a simulation is inadmissible 

because it is not possible to prove that such a solution satisfies the conservative 

laws (Roy, 2008).  

The methods presented thus far can be classified as a posteriori, because they 

allow the estimation of uncertainty after the simulation has run its course. 

However, there are a priori methods, which are, in theory, capable of 

performing the same function as soon as the grid has been generated. Since no 

such method is available in the RANS solver used, this course of action has not 

been explored further. Alternatives also include intrusive methods. For 

example, an error transport equation may be produced, which generates an 

estimate of the numerical accuracy while the simulation is running. In 

recognition of the fact that in practice, the average RANS practitioner will not 

be able to achieve this, such methods have not been incorporated. A full 

classification and discussion on the above methods can be found in Jasak 

(1996), Phillips (2014, 2012), Roache (1997) and Roy (2005). 

6.3 Case-studies and numerical set-up 

For the purposes of this chapter, a set of full-scale numerical simulations are 

used. These form a full-scale replica of the experimentally investigated case-

studies of Elsherbiny et al. (2019). The refinement ratio 21/3 was selected to 

avoid a sudden explosion in cell numbers. In other words, making this 

selection allowed the adopted simulations to have a greater number of cells 

while avoiding a sudden increase in cell numbers beyond which the 

simulations would become difficult to handle. The present simulations feature 

cell numbers ranging from approximately 10 million to 32 million. As 

explained previously, these cell numbers are achieved by a systematic, 

consecutive spatial refinement.  
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6.3.1 Spatial characteristics of the computational domain 

The dimensions of the computational domain satisfy two requirements. 

Firstly, the width and water depth are set to represent the experimental 

campaign of Elsherbiny et al. (2019), as shown in Figure 6.1. To reduce the 

required cell numbers, a symmetry condition is imposed, coincident with the 

ship and canal centreline. The width of the domain was originally 2.3m in 

λ=75, whereas the depth (h) was 2.2 times the ship draught (ℎ 𝑇⁄ = 2.2). 

Naturally, these conditions are maintained to reproduce the experiment as 

closely as possible in full-scale. To accomplish this, the side boundary is set as 

a slip wall, while the domain bottom is prescribed as a velocity inlet. 

 

Figure 6.1. Domain dimensions and boundary conditions 

The remaining boundaries are placed following widely used 

recommendations regarding resistance predictions in ship CFD. Specifically, 

the inlet boundary is positioned 1.5 ship lengths upstream of the forward 

perpendicular, whereas the outlet is placed 2.5 ship lengths downstream of the 

aft perpendicular (ITTC, 2014; Siemens, 2018). The domain top is set as an inlet, 

positioned 1.25 ship lengths from the undisturbed waterline. For reference, the 

ship and domain dimensions are shown in Table 6.1. 

All simulations were performed in the commercially available RANS solver, 

Star-CCM+, version 13.06.011. As mentioned previously, the software uses the 

Finite Volume Method (FVM) to discretise the governing PDEs onto a finite 

number of predominantly hexahedral cells with minimal cell skewness. The 

latter is defined as the angle between the face area vector (face normal) and 

the vector connecting the centroids of two adjacent cells. The reason why this 

parameter is important lies in the fact that diffusion terms contain the dot 

product of the two vectors referred to above (Siemens, 2018). Therefore, when 

these are perpendicular (i.e. the mesh is non-orthogonal), the diffusive terms 
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are seemingly divided by zero, rendering severe convergence problems. The 

mesh must be as orthogonal as possible to avoid such a scenario. 

Table 6.1. KCS and computational domain principal characteristics in full-

scale 

Quantity Symbol Value Unit 

Scale Factor λ 1 - 

Length L 230 m 

Beam B 32.2 m 

Draught T 10.8 m 

Depth D 19 m 

Water depth h 23.760 m 

Block coefficient CB 0.651 - 

Longitudinal Centre 

of Gravity 
LCG 111.593 m 

Wetted area S 9530 m2 

Speed 𝑈 4.630 m/s 

Reynolds number Re 1.195×109 - 

Depth Froude 

number 
𝐹ℎ  

0.303 
- 

Water 

depth/Draught 
h/T 

2.2 
- 

Domain half width w 172.5 m 

In the free stream, there is little preventing the mesh from near perfect 

orthogonality. However, near the ship surface, the mesh must conform to the 

inherent curvature of the ship’s underwater shape. This property, 

superimposed on the large aspect ratio cells, required to adequately capture 

boundary layer physics can create significant problems. The optimum aspect 

ratio of a grid was examined by Salas (2006), who concluded that it is possible 

to reduce the numerical error based solely on grid aspect ratio. Meshes with 

different aspect ratios are not manufactured, since this is too computationally 

expensive, considering the 32 million cells in the finest grid. Instead, the 

numerical error, as predicted for the finest solution will be examined against 

the aspect ratio of the cell, where the solution has been sampled from. 

Two distinct metrics will be assessed. The first is the free surface deformation, 

while the second – skin friction, acting on the hull. Since the ship was allowed 

to sink and trim via the Dynamic Fluid-Body Interaction module, offered by 

Star-CCM+, one cannot take free surface samples from the immediate vicinity 
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of the ship hull. In the case of skin friction, the ship centre of gravity is used as 

the coordinate system origin, thus, automatically correcting for any 

differences resulting from the ship’s squat. The sinkage and trim, computed 

from the three grids are shown in Table 6.2, while the resulting grids are 

shown in Figure 6.2. The free surface and skin friction are sampled at a 

simulation time of 500s to ensure all transient effects have decayed. Table 6.2 

also contains the temporal uncertainty estimates, which where arrived at by 

magnifying the time-step by a factor of 20.5 to produce the medium (𝑓2) and 

coarse (𝑓3) solutions. 

Table 6.2. Computed integral quantities and related uncertainties 

 Spatial uncertainty Temporal uncertainty 

Parameter Sinkage [m]  Trim [°] Sinkage [m] Trim [°] 

𝑓1  -0.186 -0.0752 -0.186 -0.0752 

𝑓2  -0.186 -0.0753 -0.186 -0.0753 

𝑓3  -0.187 -0.0756 -0.187 -0.0754 

𝑝 [-] 4.097 1.9643 2.450 0.7896 

GCI [%] 0.0220 0.1852 0.42 0.877 

Convergence mode Monotonic Monotonic Monotonic Monotonic 

 
Figure 6.2. Resulting mesh 

The mesh, depicted in Figure 6.2, was designed to capture the expected free 

surface disturbance by concentric volumetric refinements. This is done in the 

vicinity of the free surface, as well in the proximity of the ship hull. The top 

view of the mesh, shown in Figure 6.2 represents half of the computational 

grid. This is constructed within the automatic facilities Star-CCM+. The prism 

layer mesh is utilised to manufacture the near-wall mesh, which is 

accomplished by generating an exploded sub-surface, using the ship as input. 

Within the region between the sub-surface and the ship hull, a fine mesh can 

be imposed in order to capture boundary layer physics.  



 

140 

 

6.3.2 Physics modelling 

Typically, the near-wall performance of a simulation is characterised via the 

dimensionless distance from the wall, the y+ function. In model-scale 

computations, the desirable y+ values are smaller than 1 (y+<1). In full-scale 

cases, setting the y+ values below one is a significant challenge, involving very 

high aspect ratio cells. These are not a desirable feature in a numerical 

simulations, because they destabilise the convergence properties of the 

solution by introducing numerical stiffness (Deng et al., 2004; Eca et al., 2015; 

ITTC, 2011). It is also important to consider the transition of cell size. As the 

flow moves between two neighbouring cells, partial reflections may occur if 

there are large changes in the properties of the mesh (Siemens, 2018). 

Additionally, mesh coarsening introduces diffusion (Perić and Abdel-

Maksoud, 2016), which is not desirable in locations featuring near-wall 

influences. Fortunately, in full-scale applications, flow separation is less likely, 

and of less consequence. The question of whether employing wall functions 

amounts to correct flow features in the wake of a full-scale ship is yet to be 

determined. However, this requires experimental measurements in the wake 

of a full-scale ship, as well as the modelling of a spinning propeller, which is 

not within the scope of this thesis. The use of wall functions is therefore 

assumed justifiable (mean y+≈200 in the present case).  

The near-wall characteristics are governed by the distribution of velocity 

within the boundary layer. Naturally, this is dependent on the method, 

selected to close the Navier-Stokes equations. Such a model is required due to 

the fact that in their Reynolds averaged form, the governing equations do not 

form a closed set. For the purposes of this thesis, use is made of the standard 

k-ω model. This choice is made following the findings made in Chapter 4,  

where the k-ω model was demonstrated to perform consistently and reliably. 

Moreover, the time per iteration was shown to be the smallest of all two-

equation turbulence models assessed. Coupling these findings with the fact 

that the k-ω model can be applied seamlessly for any y+ value without any 

major modifications make it a good choice for the present assessment.  

The importance of turbulence modelling in full-scale ship hydrodynamics has 

been discussed in Deng et al. (2004), who found that the non-linear Reynolds 

Stress Transport (RST) model exhibits best performance. However, the RST 

model suffers from several problems, not encountered in two-equation 

turbulence models. In particular, a greater number of equations is required to 
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predict the Reynolds stress. Thus, the computational time is expected to be 

several times that achieved with the standard k – ω model. That is, albeit the 

solution of turbulence equations scales better than momentum equations 

(Hawkes et al., 2018). Although the RST model boasts of modelling turbulent 

physics more robustly than two-equation models, there are problems in its 

practical implementation (Parneix et al., 1998). The above suggest a conclusion 

along the lines of that made by Eca and Hoekstra (2001). Namely, two-

equation turbulence models remain a good option in full-scale ship 

hydrodynamics. Moreover, the discrepancies between turbulence models are 

thought to be less significant with an increase in Reynolds number (Eca and 

Hoekstra, 2001), although more recent work suggests this may not be the case 

(Visonneau, 2005).  

To guarantee that convective terms are represented as accurately as possible, 

a second order upwind scheme is adopted. This is done in view of the fact that 

upwind-biased schemes are the only available variety that can guarantee 

boundedness of the solution (Jasak, 1996). Moreover, adopting a higher (3rd 

order) scheme can destabilise the solution because it introduces significant 

numerical diffusion (Vanka, 1987). The use of a second order accurate method 

is in line with the findings of Andrun et al. (2018). The aforementioned authors 

recommended the use of at least 2nd order methods, although the results 

suggested little impact on free surface modelling. In the above reference, the 

authors also recommended the use of a least-squares (LSQ) approach to 

discretising the gradients. For all simulations performed here, the hybrid 

Gauss-LSQ method is used following the recommendations of software 

developer (Siemens, 2018). The definition of such a method is required because 

in addition to variable values, variable gradients must be computed at cell 

centres. These are used chiefly for the estimation of diffusion and convection 

properties.  

The segregated flow method is used to solve the integral conservation laws in 

a sequential manner. This requires the solution of the three velocity 

components and pressure iteratively, one after the other. Velocity and 

pressure are coupled via a SIMPLE algorithm. Although the solver can cope 

with weakly compressible flows, the incompressible form of the governing 

equations is employed.  
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6.3.3 Time step selection and temporal discretisation  

The temporal term in the Navier-Stokes equations is discretised via a first 

order method. This is done based the fact that the present class of problems 

falls within the ‘pseudo-steady’ category. To elaborate, the physical problem 

should not depend on transient terms per se. However, in practice, the RANS 

method requires the definition of temporal discretisation. Even though this 

may introduce an undue reliance of the computed results onto a metric they 

are theoretically independent of (Jasak, 1996). Time is advanced every 15 

iterations by 0.0035L/𝑈 in the present simulations (note that this is smaller than 

the ITTC (2014) recommendation of 0.01~ 0.05L/V). This choice for the time-

step has been widely used and has been proven to provide sufficiently 

accurate results for similar cases (Terziev et al., 2019b, 2018; Tezdogan et al., 

2016a, 2015; Zhang et al., 2018).  

The reason why 15 inner iterations are used relates to residual reduction. 

Residuals indicate the degree to which the discretised equation is satisfied in 

each cell. Star-CCM+ uses the root mean-square value of the absolute error of 

all cells in the domain to provide a single metric (Siemens, 2018). Typically, 

one would seek residuals that are as low as possible, say in the range 10-6 ~ 10-

8. In the present case, the specific dissipation rate was found to be satisfied to 

the greatest extent, achieving values in the range of 10-8. The remaining 

residuals, relating to the turbulent kinetic energy, x, y, z momentum equations 

and continuity achieved values in the order of 10-4. The simulations were 

initially run with 10 inner iterations, but this was found to be insufficient to 

reduce the residuals to the desired range. This range is defined based on the 

recommendations of the ITTC (2014). Specifically, the residuals should 

decrease by 2 – 3 orders of magnitude.  

6.4 Results and discussion 

The first step in this section is to present the input data required. As mentioned 

previously, two different metrics are examined: free surface elevation and skin 

friction. The former is sampled 25×104 times, while the latter consists of 1.5×104 

points on the ship hull. 

The abovementioned points of the free surface are spaced uniformly in the x – 

y plane on the port side of the ship and are depicted in Figure 6.3. Here, all 

spatial dimensions are normalised by ship length for consistency. The final 

sub-plot, shown in Figure 6.3 contains the convergence ratio (R), whose extents 
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are limited to the range of interest, namely ±1. This is done due to the fact that 

if a point lands outside this range, the solution is divergent. From the figure it 

is immediately apparent that human visual perception of the differences with 

mesh refinement is by no means adequate to detect the discrepancies, 

highlighted by the convergence ratio. 

 
Figure 6.3. Fine, medium, coarse solutions, and convergence ratio of the free 

surface 

It is important to mention that the use of the refinement ratio of 21/3 means it is 

not possible to sample the free surface at cell centres of each grid, where the 

computations are performed. In cases where this is possible, the coarse grid 

determines the sampling locations, whereas the medium and fine grid are 

sampled every rth cell. In other words, the grids are nested. Instead, in the work 

presented herein, the RANS solver interpolates the free surface at the 

requested locations automatically. Such interpolation, and multiple sampling 
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from a single cell in the coarse mesh may introduce additional errors. 

However, since the user is normally interested in an error estimator that is 

slightly leaning towards conservativeness, this is thought as an acceptable 

price to pay. In any case, an attempt to demonstrate the effect of sample 

density will be demonstrated later. 

In terms of skin friction, the ship hull is sampled at ten equally spaced lines, 

i.e. buttock planes. In the context of ship hydrodynamics, the underwater 

shape is typically the main contributor to resistance. Therefore, only the 

submerged underwater area is normally sampled for skin friction. However, 

if this were to be done, it would cause a different number of samples to be 

acquired from each grid. This is the case because even a small variation in the 

water surface near the hull may have a significant effect on the number of 

samples. For this reason, the entirety of the ship is taken. To eliminate the 

different sinkage and trim effect, the coordinate system is altered in each case 

to match the orientation and position of the centre of gravity of the ship. This 

allows all differences in position, orientation, and water elevation to be 

accounted for.  

Moreover, a change in the free surface elevation in any single grid would cause 

a large numerical error and consequently uncertainty in the later stages. In 

other words, employing the here-described technique of sampling the ship 

hull for points, one avoids all potential problems, simultaneously accounting 

for disparities in the water surface elevation on the hull which are not 

addressed in the free surface sampling described previously.  

The resulting points on the hull are shown in Figure 6.4, along with the 

convergence ratios. Points lying on the above water part of the ship naturally 

exhibit a much smaller skin friction than the submerged points, as expected. 

The former are found at the bottom of the plot when examining the 

distribution of skin friction in the longitudinal direction. It is also important to 

mention that all coordinates have been normalised by ship length, as was the 

case for the free surface. 

In the present context, skin friction is defined via the wall shear stress (τw). As 

before, the distribution of the convergence ratio in space reveals a complex 

pattern. It is clearly discernible that points near the parallel midbody may be 

responsible for significant deviations based on the value of R. This is an 

unexpected observation, since the curvature of the hull in this particular 
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location is milder than it is near the more complex structures of the underwater 

shape, specifically, the bulb and the stern. 

 
Figure 6.4. Skin friction nodes from the ship hull 

6.4.1 Local classification 

The next step is to determine which nodes can be classed as type ‘Richardson 

nodes’, and which are oscillatory. For illustrative purposes, this will be 

coupled with the local observed order of accuracy, as defined by Eq. (6.14). 

This is shown in Figure 6.5, where the Richardson nodes are predicted to 

account for approximately 43.8% of all nodes, i.e. circa 11×104 points in the case 

of the free surface. The remainder exhibit non-monotonic convergence or 

divergence. It is important to note that the local observed order of accuracy 

has been limited to 20. In any case, few points exceed this value. Figure 6.5 

demonstrates that the computed free surface is separated into regions. The 

boundaries of these regions are characterised by a high observed order of 

accuracy.  

The patches of Richardson or oscillatory nodes are clearly evident in locations, 

next to the ship hull, as well as up to half a ship length downstream. These 

locations are coincidently characterised by significant increases in mesh 
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density (refer to Figure 6.2). The clearly distinguishable patches coincide with 

the wedge, prescribed to capture the potential effect of the Kelvin wake. In the 

present simulations, the low depth Froude number (0.303), coupled with the 

lateral restrictions allow for near-field waves only, as shown in Figure 6.3. 

 

Figure 6.5. Observed local order of accuracy on the free surface nodes. 

The observed local order of accuracy based on the skin friction distribution on 

the ship hull is shown in Figure 6.6. Here, the maximum p has been maintained 

as pmax=20 to retain consistency across the different parameters. However, as 

was previously observed, few points approach this limiting value.  

The pattern of patches of similar behaviour seems to be largely maintained in 

Figure 6.6. To elaborate, it is apparent that nodes tend to switch from 

Richardson to oscillatory behaviour in patches along the ship hull, although 

this is not as easily observed as was the case in Figure 6.5. Many of the nodes 

previously highlighted as potentially problematic – near the parallel midbody 

of the hull – are shown to be characterised as of Richardson type. In the case 

of skin friction, fewer than half of all sampled nodes exhibit oscillatory 

behaviour. This shift, with respect the free surface highlights that different 
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parameters may require separate consideration in examinations of the type 

presented herein.  

 
Figure 6.6. Local observed order of accuracy on the ship hull 

6.4.2 Error analysis and decomposition 

It is now prudent to examine the behaviour of the error constants on the free 

surface. These are calculated following the proposition of Roy (2008), and are 

shown in Eq. (6.11) and Eq. (6.12) for the linear and quadratic components, 

respectively. As stated in section 6.2.1, there are two possibilities for the 

computed error constants. The 1st and 2nd order components either amplify or 

attenuate the overall error once summed. The first case can occur regardless of 

the sign of each constant, provided they approach the asymptotic range from 

the same side. The contribution of these nodes in the case of the free surface is 

demonstrated in Figure 6.7. Here, it is evident that the vast majority of error 

contributions are a consequence of linear and quadratic terms of opposite sign. 

Those with identical sign, i.e. approaching the asymptotic range from the top, 

or bottom are coloured in red, and account for a small fraction of the overall 

(less than 1% of all samples). Clearly, they can only exist in the narrow range 

where the two constants cross over to a different quadrant in Figure 6.7. Thus, 
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leaving the vast majority of nodes to be classed as having opposite linear and 

quadratic signs.  

Therefore, all points, located near the extremities of Figure 6.7 contribute little 

to the overall error, and consequently uncertainty. In the same figure, the 

distribution of the error constants with respect to each other is also included. 

This is done to demonstrate the fact that most predictions are located near the 

centre of the plot. In other words, one should not expect excessive errors 

arising from misalignment of the linear and quadratic components of the error. 

 

Figure 6.7. Free surface error constants. 

In the case of skin friction distribution, the error constants magnitude is not 

similar to that of Figure 6.7, where the free surface error constants are given. 

The skin friction error constants are depicted in Figure 6.8, which replicates 

what was previously shown in the case of the free surface. Clearly, the number 

of samples in Figure 6.8 is significantly smaller than in Figure 6.7. Although 

this makes observations on the overall behaviour slightly more difficult, 

several general trends can be identified. 
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In Figure 6.8, the range of both error constants is several orders of magnitude 

higher than was the case for the free surface points. This is a direct 

consequence of the fact that the latter were normalised by ship length prior 

being decomposed into 1st and 2nd order contributions. Therefore, the range of 

the axes should not be taken as an indicator of a problem in the assessment per 

se. Secondly, as was the case in Figure 6.7, the error is distributed along the 

diagonal of the plot in Figure 6.8. This observation, coupled with the small 

number of points where the error is reinforced in the process of summation, 

has several implications. 

 
 

Figure 6.8. Skin friction error constants. 

Primarily, the alignment of points along the aforementioned diagonal of 

Figure 6.8 suggests that most points will exhibit a small error, resulting from 

the cancellation of linear and quadratic components. Additionally, the error 
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amplifying points are constrained within a small wedge near the origin, 

implying a small numerical error can be expected to stem from these samples.  

In the following section, the spatial distribution of the error is assessed for both 

parameters. For consistency, the free surface is examined first. 

6.4.2.1 Spatial distribution of the error 

The spatial distribution of the error constants (in the x – y plane) is depicted in 

Figure 6.9 for the free surface. In the first sub-plot of the figure, the locations 

where the linear and quadratic components reinforce the overall error have 

been removed. With the exception of a line of samples near the outlet, the 

nodes where the error is amplified exhibit no discernible pattern. Thus, it may 

be postulated that such samples are a random occurrence, or are associated 

with a type of numerical error that is not known at present. In any event, the 

number of such points on the free surface is sufficiently small to be discounted.  

The remaining sub-plots (2nd – 4th), shown in Figure 6.9 highlight the absolute 

values of the error constants. These allow one to pinpoint the specific locations, 

contributing to increased numerical error.  Although any error estimation 

technique could have been used, Roy's (2008) breakdown is preferable because 

it allows a more detailed analysis. Moreover, since the same input is used for 

all uncertainty estimators, the predicted locations will remain constant, 

regardless of the method, as will be demonstrated later. The differences will 

arise in terms of magnitude, rather than relative error distribution in the 

domain. 

Figure 6.9 can also be examined from a different viewpoint. There are two 

distinctive features that are shown in all three possible error contributions (1st, 

2nd, and 3rd order accurate solutions). Specifically, the locations where the 

Kelvin wedge approaches the side wall exhibit elevated levels of numerical 

error. It may be suggested that this is due to abrupt changes in mesh density. 

However, no such pattern can be seen over the remainder of the boundaries 

of the Kelvin wedge, whose arrangement can be consulted in Figure 6.2. 

Therefore, it may be speculated that the elevated levels of error are attributable 

to a combination of the change in mesh density, coupled with the proximity of 

a solid wall. In fact, such an observation is supported by the presence of nearly 

concentric semi-circles in the immediate vicinity of the ship hull (i.e. between 

0 < x/L < 1).  
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Figure 6.9. Spatial distribution of the linear and quadratic terms of the error 

in the free surface, computed via Eq. (6.11) and Eq. (6.12). 

However, the argument that an abrupt mesh density change in proximity of a 

no-slip wall may not be sufficient to describe the entirety of the ‘error field’ 

shown in Figure 6.9. In other words, the arcs of elevated error, located entirely 

within the Kelvin wedge do not fall within the above category. That is unless 

the interpretation of extended influence of the solid boundary onto the flow is 

adopted. To elaborate, it is possible that the hull’s direct influence as a 

numerical error generator is greater than that of the side wall. This issue may 

require further study to accurately pinpoint the cause of these arcs.  
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The same argument in terms of method used to assess the error applies to the 

distribution of the skin friction on the ship hull, whose decomposed error 

distribution is depicted in Figure 6.10. As before, the first step is to examine 

the relative locations where the error is augmented versus those where it is 

attenuated. In the present case, 3.11% of all samples fall within the former 

category – a significant increase when compared to the free surface. As was 

the case for the fee surface, no discernible pattern can be identified in the 

spatial distribution of these points at present.  

In Figure 6.10, the error constants are limited to a maximum magnitude of 60 

to avoid skewing the axes too much because few points approach the limit. 

This also allows the identification of the points with elevated values with ease: 

almost the entire bulbous bow. On the other hand, locations near the parallel 

midbody show low levels of error. This is also the case for locations above the 

waterline. Such a remark may be interpreted as an indication that surface 

curvature creates elevated errors. To examine this claim further, the skewness 

angle of the first near-wall cell, along with its aspect ratio are shown in Figure 

6.11. 

Although significant skewness angles and aspect ratios are observed in Figure 

6.11, no correlation can be identified between either of the above mesh 

properties and the observed error distribution. At the onset, it was stated that 

an attempt is to be made to correlate the abovementioned characteristics of the 

numerical simulation. This was done in view of the fact that it has been 

demonstrated to be possible for simple cases (Salas, 2006). This may not have 

been achieved because a single mesh set-up was used and refined to produce 

the three solutions.  

Therefore, as a piece of future work, the aspect ratio of near-wall cells, could 

be varied in a systematic manner to produce recommendations in this respect. 

A problem worth considering in the course of such a study would be whether 

the y+ values on the hull are targeted at the same value. In the event where they 

are, the change in aspect ratio must stem from a lengthwise reduction, i.e. grid 

refinement. Conversely, if the y+ values are not maintained constant across 

cases, the grid can be coarsened to achieve different case-studies. In the present 

case, the first near-wall cell’s spanwise and lengthwise dimensions are a 

function of the base size. The base size represents the largest cell in the domain, 

and is found near the outlet and inlet. It is important to maintain the same 

aspect ratio across generated grids, because otherwise the procedure of 

Richardson extrapolation is invalid (Salas and Atkins, 2009). 
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Figure 6.9 and Figure 6.10 reveal two important aspects of the numerical 

simulation. Firstly, the linear contribution to the error is dominant in both 

figures. This observation, coupled with the fact that the majority of samples 

do not exhibit a behaviour of error amplification when summed suggests good 

performance of the numerical simulation. Such a conclusion can be drawn 

because the dominant error behaviour is known to be of 1st order as the grid is 

refined past a certain point, and of second order in coarser grids. This is 

exemplified in the following sub-section.  

 
Figure 6.10. Spatial distribution of the linear and quadratic terms of the error 

in the skin friction, computed via Eq. (6.11) and Eq. (6.12). 
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Figure 6.11. Cell aspect ratio and skewness angle on ship hull: fine solution 

6.4.3 Error behaviour considerations 

For this sub-section, samples from the free surface are considered only. This is 

done because of the greater number of available points. Regardless, the 

discussions and conclusions reached in what follows are equally valid for both 

parameters. 

 

Figure 6.12. Example of error reinforcement and attenuation 
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The error behaviour, shown in Figure 6.12 is assembled by randomly taking 

two samples from each error category depicted in Figure 6.7. Specifically, a 

node where the 1st and 2nd order normalised error approach the asymptotic 

range from different sides, and a node where they approach the asymptotic 

range from the same side are extracted. These are classified with ‘-‘ and ‘+’ in 

Figure 6.12, respectively. To simplify the figure, the logarithm of each term is 

used. This choice is made to allow the error line’s slope to depict the order to 

which the term is raised. In other words, the line with slope one represents the 

first term of the Taylor series expansion shown in Eq. (6.10). 

As referred to previously, Figure 6.12 depicts the presence of a hiatus when 

the first and second order error contributions intersect. This only occurs in 

cases where the asymptotic range is approached from opposite sides. Such a 

scenario is, as established in Figure 6.7, representative of the vast majority of 

all samples of the free surface and skin friction. Points near the hiatus are to be 

avoided, because of the possibility of spurious behaviour upon employing a 

grid in the proximity of the cusp. This is because Richardson extrapolation 

assumes smooth error derivatives, which is not the case in error attenuating 

scenarios near the cusp (Celik et al., 2005).  

It is worthwhile to examine what would happen if, by chance, a solution were 

to be produced at precisely the grid size corresponding to the hiatus. In a 

typical Richardson extrapolation, for sufficiently fine grids the dominant error 

is raised to the lowest power, i.e. p. Thus, setting the order of accuracy as the 

lowest, dominant component of the Taylor series expansion and neglecting 

higher order terms is justifiable (Salas and Atkins, 2009). However, as h is 

increased, multiple errors of different behaviour begin competing in the 

Taylor series expansion. Thus, setting p as any one value and neglecting higher 

order terms is not correct in the vicinity of the hiatus. 

The reason why Figure 6.12 is incorporated is to demonstrate a fact concerning 

the error’s behaviour with grid refinement. Specifically, second order 

convergence, or more precisely, error reduction, can only be expected for 

coarse grids. This is independent of whether the error is reinforced or 

attenuated by its separate contributions.  

On the other hand, once the hiatus (if one is present) has been overcome, the 

cumulative error exhibits first order convergence. This follows as a 

consequence of the second order term’s contribution decreasing at a much 

faster rate than the remainder of the error. Therefore, if one observes a global 
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error with convergence properties that are close to linear, it can be claimed that 

the simulation is characterised by acceptable numerical error. It is important 

to note that no claim of whether a particular grid is asymptotic or not is made 

based on the above criterion. Instead, it is suggested that little improvement, 

i.e. reduction in numerical error can be achieved with grid refinement.  

To elaborate, depending on the case, it may be justifiable to reject further grid 

refinement if the predicted numerical error will not decrease noticeably. Such 

an argument could be made if the error is shown to be located in the range 

where linear convergence dominates. On the other hand, if the specific grid 

produces errors in the quadratically convergent region, further grid 

refinement may be warranted. Further supporting evidence to this 

observation can be extracted from several works on numerical uncertainty 

estimation. In particular, the least-squares (LSQ) estimator of  Eca and 

Hoekstra (2009, 2006). The LSQ method was designed to treat solutions with 

0.5 < 𝑝 < 2.1 as asymptotic. 

Another aspect of Figure 6.12 worth bearing in mind relates to the apparent 

order of convergence with grid refinement. It has already been stated that for 

fine grids, p is close to unity, while for coarse grids, it attains a value of in the 

vicinity of two. However, it is important to consider the manner in which such 

a transition occurs. In the case where the error is supplemented by the two 

components of the Taylor series, the error smoothly transitions from 1st to 2nd 

order. This can be easily deduced by an examination of the slope of the dashed 

blue line in Figure 6.12. There are no discontinuities, and its slope varies from 

1 in the fine mesh region to 2 in the coarse mesh region. On the other hand, 

when the error is attenuated, the slope of the solid blue line exhibits a different 

behaviour. Although it too is of 1st order in the fine mesh range, the transition 

to 2nd order occurs though −∞ and +∞. In the course of this transition, the 

order of convergence attains all values except those between 1 and 2 (Salas and 

Atkins, 2009). 

Combining the findings of Figure 6.9 and Figure 6.10 with those of Figure 6.12 

suggests that the linear error has a much greater magnitude than its quadratic 

counterpart for the computed free surface and skin friction. Therefore, the 

locations where the majority of the error is expected to be found in the log-log 

plane of Figure 6.12 is to the left of the hiatus. That is, for most points, whose 

error approaches the asymptotic range from opposite directions. The error 

supplementing cases also follow a similar trend, albeit without the presence of 

a hiatus, which may produce spurious solutions. 
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In the context of asymptotic behaviour of the grid, there is one final angle from 

which the solution may be considered. As explained previously, the above 

method decomposes the error into first and second order components. 

Naturally, these are not dependent on the local observed order of accuracy, 

which is estimated via Eq. (6.14). This is true because 𝑝 (nor �̂�) is not used in 

Roy's (2008) method. However, the order of accuracy can be interpreted as a 

measure of the convergence mode. That is to say, if 𝑝 contains a real part only, 

then the solutions supplied into the equation converge monotonically. This is 

analogous to maintaining the convergence ratio between 0 and 1.  

To exemplify the behaviour of the error constants versus each component of a 

typical Richardson extrapolation, Figure 6.13 depicts the behaviour of the 

error constants against the convergence ratio, whereas Figure 6.14 – the error 

constants against the observed order of accuracy. Figure 6.13 is characterised 

by distinct asymptotes, located at a different R value for each error constant. 

The prediction of where this location will lie depends exclusively on the 

refinement ratio. Specifically, no solutions can exist outside the boundaries 

defined by Eq. (6.20): 

 

Figure 6.13. Error constants vs. convergence ratio 

Asymptote locations {

1 𝑟⁄                                         𝑓𝑜𝑟 1𝑠𝑡  𝑜𝑟𝑑𝑒𝑟 

1 𝑟2 ⁄                                     𝑓𝑜𝑟 2𝑛𝑑  𝑜𝑟𝑑𝑒𝑟

1 (𝑟2 + 𝑟 − 1) ⁄       𝑓𝑜𝑟 1𝑠𝑡 + 2𝑛𝑑  𝑜𝑟𝑑𝑒𝑟

            (6.20) 
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Having employed 𝑟 = 21/3, the asymptotes are located at 𝑅 = 0.7937, 0.6300, 

and 0.5413 for the linear, quadratic terms, and their sum, respectively. Since 

one would ideally seek to obtain solutions that exhibit solely monotonic 

convergence, the x – axis has been limited between 0 and 1 for R. Having 

established that the prediction of the relative location of the asymptotes is 

trivial, one could employ this information before conducting the numerical 

simulations. The choice of r could be dictated so as to maximise the available 

area in Figure 6.13. In the present case, the choice of convergence ratio was 

governed exclusively by the rapid increase in cell numbers. Had a larger 

convergence ratio been selected, the cell numbers would have increased 

beyond a manageable size, whereas the idea was to allow for a large number 

of sequentially refined sets of simulations to be achieved. 

Figure 6.14 demonstrates that although Roy's (2008) method does not 

explicitly depend on the order of accuracy, discernible patterns can be 

identified by combining the two. The error constant’s behaviour on 

monotonically convergent samples shows clear trends, whereas the non-

monotonic nodes do not. The former are characterised by a sharp cusp. The 

linear component shows that this cusp is located at p=2, the quadratic at p=1, 

while their sum: p=2.654. Figure 6.14 also confirms that the error due to the 2nd 

order term attains a smaller magnitude over the entire range examined. The 

1st order term also grows at a greater rate than the quadratic term as the 

distance from the cusp is increased. The relative location of where this occurs 

is again governed exclusively by the refinement ratio. To demonstrate this, one 

may simply substitute the terms of Eq. (6.20) into Eq. (6.14). In the non-

monotonic case, all points seem to have a tendency of increased error when 

compared to the monotonic samples. Therefore, despite the fact that the 

method does not take into account the convergence ratio, nor the order of 

accuracy per se, clear relationships can be established based on these 

components and the error constants.  
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Figure 6.14. Error constants vs. local observed local of accuracy 

6.4.4 Local uncertainty and extrapolated solutions 

In this sub-section, the uncertainty estimates are presented for both the free 

surface and the skin friction data. A discussion is also given on the choice of 

the Factor of Safety, as well as the best choice for the order of convergence.  

6.4.4.1 Factor of Safety 

The first step is to determine whether the suggested FS of 1.25 as part of the 

GCI procedure agrees with the procedure of Phillips and Roy (2017) for 

estimating the FS. This is presented for both local parameters in Figure 6.15.  

The results reveal that the skin friction data is asymptotic based on the 

criterion of Eq. (6.17), which exhibit a Factor of Safety of 1.2532 with a distance 

from the asymptotic range of 0.0209. The reader is reminded that in the present 

context, the distance from the asymptotic range metric is defined as the 

deviation from the formal order of accuracy (𝑝𝑓 = 2). Therefore, the skin 

friction data is highly asymptotic, suggesting that further refinement is of little 
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use in the present case. This is an encouraging finding considering the high 

aspect ratios of the near-wall cells and their skewness angles, shown in Figure 

6.11.  

 

Figure 6.15. Computed Factors of Safety using Eq. (6.17). 

The free surface on the other hand is highly non-asymptotic. It may seem that 

the point depicting its relative location on the Δp range is not at its further 

possible limit. However, Eq. (6.17) limits the distance from the asymptotic 

range to 95% of 𝑝𝑓, i.e. a maximum of 1.9, where the free surface Factor of 

Safety lies. If this limit were not imposed, the attained value along the Δp axis 

is predicted as 3.0571. 

The remainder of the factors of safety and modified orders of convergence are 

not shown because they depend on simple manipulations of 𝑝 and 𝑝𝑓. Instead, 

prevalence is given on the uncertainty itself in what follows. 

6.4.4.2 Uncertainty spatial distribution 

In this sub-section, the uncertainties for both sampled parameters are given. 

This is done according to all methods described in Section 2.1.  

In Figure 6.16, the uncertainty of the free surface based on the method of  

Phillips and Roy (2017) is presented with 𝑝 = 2 in the denominator of Eq. 

(6.18). This is done following the recommendation of the above authors. The 

uncertainty shown in second place, i.e. that due to Roy (2008) is computed 
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with a variable factor of safety, and the error provided by the error constants, 

shown in Eq. (6.11) and Eq. (6.12) multiplied by the fine grid spacing and the 

FS shown in Figure 6.15. This is then divided by 𝑟𝑝𝑓 − 1 in line with other error 

estimators. 

 

Figure 6.16. Local uncertainty spatial distribution on the free surface 

according to all methods. 

The remainder of uncertainty estimators of Figure 6.16 follow as explained in 

Section 2. In other words, no modifications have been attempted on these. This 
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is done to avoid compromising the confidence level of each prediction. The 

main conclusion, drawn from Figure 6.16 is that the first two methods, due to 

Phillips and Roy (2017) and due to Roy (2008) exhibit similar levels of 

convergence, in line with other methods with a longer history of 

implementation. This is a promising outcome, demonstrating that their use is 

likely capable of providing good results. Coupling this with the in-depth 

assessment possible based on the abovementioned methods makes them a 

desirable approach to error and uncertainty estimation.  

As postulated earlier, the locations of heightened uncertainty do not change 

across methods. However, the magnitude of the uncertainty is highly sensitive 

to the method employed. For instance, the GCI method predicts heightened 

uncertainty near y/L between -2 and -1.5. Although the decomposed linear and 

quadratic components also exhibit increased uncertainty in the vicinity of this 

region, error cancellation seems to dampen the uncertainty magnitude. 

Therefore, a greater level of detail can be extracted by the decomposed form 

of the error. Moreover, the uncertainty is highest in this type of error estimator. 

However, it should be employed with caution, because as stated previously, 

its confidence level has yet to be established. Based on the generated data the 

level of conservativeness predicted for the mixed order method is circa 51.64%. 

Conservativeness is defined as the percentage of points, where 𝑓𝑖 − 𝑈 <

 𝑓𝑒𝑥𝑡  <   𝑓𝑖 + 𝑈 is satisfied. In other words, points where the predicted 

extrapolated solution lies within the uncertainty band. Since the mixed order 

method of Roy (2008) is designed for specific orders of magnitude, it is not 

capable of providing a sufficiently large band of uncertainty to accommodate 

an extrapolated solution with an observed order of accuracy far from  1st and 

2nd powers of the grid spacing. Alternatively, the extrapolation itself may not 

be a good estimate if the observed order of accuracy is far from the pre-defined 

powers of the grid spacing. On the other hand, the method of (Phillips and 

Roy, 2017) provided a coverage of 73.60%.  

A confidence interval below 95% is to be expected, since nearly half of all 

points were not classified as ‘Richardson nodes’, which is a precondition for 

the procedure itself. It is likely that the Factor of Safety’s value (FS =3) is in part 

the reason why 73.60% coverage is achieved, rather than a confidence interval 

equal to the fraction of Richardson nodes. If the present exercise were to be 

repeated on a structured solver, one may expect that a greater confidence level 

would be achieved. Unstructured solvers tend to deteriorate the convergence 
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properties of the solution (Thomas and Langley, 2008). Due to the small 

number of skin friction samples, confidence bounds are not predicted for τw. 

The skin friction uncertainty is shown in Figure 6.17 according to the same 

methods as done for the free surface. In this case, the limits of the uncertainty 

have been increased for two methods: Roy's (2008) and the FSRE method. This 

is done to accommodate the larger predictions provided by these estimators. 

The degree to which the grid is asymptotic, demonstrated in the previous 

section (Figure 6.15), has rendered the uncertainty prediction due to  Phillips 

and Roy (2017) the smallest. Such behaviour is justified, because the near-wall 

grid was shown to be highly asymptotic of all methods. The difference 

between the abovementioned technique and the GCI method is that the former 

uses the theoretical order of accuracy. The GCI method on the other hand 

employs the locally observed order, which is in large parts of the domain 

larger than two. This can be consulted in Figure 6.14.  

One final aspect of Figure 6.17 worth considering relates to the distinction of 

wet and dry areas of the hull. In all methods, the above distinction is clearly 

visible, with submerged points tending towards greater uncertainty. To 

provide a more intuitive representation of the uncertainty, Figure 6.18 is 

constructed to show the fine solution along with the uncertainty computed by 

each method. In the plot it is more evident which locations along the x – axis 

are culpable for greater uncertainty levels. It is also manifest that points 

located near the origin of the abscissa contribute virtually nothing to the 

overall levels of uncertainty. As stated previously, these points represent the 

dry parts of the ship hull. 

The representation used in Figure 6.18 highlights the existence of several 

locations where certain uncertainty estimators predict a significantly greater 

level of uncertainty than others. For example, the GCI method shows that few 

points in the stern area of the ship are characterised by large errors. On the 

other hand, Roy's (2008) method predicts a greater number of points behaving 

in this manner. This is suspected to be due to the interaction of error constants, 

used by the latter method. Since the GCI method does not distinguish between 

different orders of convergence in this respect, the decomposition approach 

can unveil greater detail. At this stage, no comment in terms of robustness is 

possible, due to the previously examined reasons.  
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Figure 6.17. Local uncertainty spatial distribution skin friction on the ship 

hull according to all methods 
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Figure 6.18. Skin friction with error bars. 

6.4.4.3 Extrapolated solutions 

This section examines the final aspect of the numerical verification procedure. 

Namely, the extrapolated solutions. There are two such solutions for each 

sampled point in each parameter (free surface and skin friction). These are the 

GCI and Roy's (2008) extrapolated solutions. A comparison between the two 

enables the analyst to confirm the locations of heightened error. Such locations 

will register in the extrapolated solution as large deviations from the fine 

solution. Furthermore, upon comparing extrapolated solutions achieved by 

different methods, it is possible to show which method can cope with non-

monotonic input better. This is the case, because such a method would allow 

for oscillatory samples, providing an extrapolated solution that resembles the 

input to a greater extent.  

For consistency, the free surface is examined first in Figure 6.19, where the two 

extrapolated solutions are accompanied by the ratio of the fine and respective 

extrapolated solution. This is done to better highlight the differences between 



 

166 

 

the separate solutions, and their interaction with the fine solution. The figure 

serves to demonstrate that both methods predict a discontinuous line 

emanating from the aft perpendicular and progressing towards the centre of 

the domain. However, they disagree on its shape and extent. The same is true 

for a line in the forward part of the hull. 

 

Figure 6.19. Extrapolated free surfaces 
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Figure 6.19 also reveals patches of differences forward of the ship, the origin 

of which can only be speculated at. The relative discrepancies between the two 

methods also highlight that the GCI method predicts to a lesser extent the 

semi-circular arcs in the proximity of the ship. The elevated levels of error at 

the side wall are also shown to be of different magnitude. More importantly, 

the region prescribed to provide the VOF damping seems to be a major source 

of disagreement between the two methods. This observation indicates that a 

wide range of numerical parameters simultaneously influence, and therefore 

compete for the dominant contribution in the error and uncertainty estimate. 

Splitting these from the grid-induced errors and bifurcating them as separate 

components may therefore not be the best approach in non-asymptotic grids.  

The next step is to examine how the two extrapolated solutions compare in 

terms of skin friction. This is depicted in Figure 6.20 in the same order as was 

previously done for the free surface. Here, the GCI method is shown to 

provide solutions that are practically indistinguishable from the fine solution 

itself. This can be verified by consulting the plot representing the ratio of the 

GCI solution and fine solution. Almost all points in this category have attained 

a value of either one, or are sufficiently close to one. The mixed order method 

on the other hand does not resemble the fine solution as closely. This causes 

differences in the predicted solution by the aforementioned approach to be 

evident when considering its ratio with the fine solution.  

Upon comparing the ratio of the two extrapolated solutions in terms of skin 

friction, further differences emerge. These are visible primarily near the 

extremities of the ship, suggesting that areas of high curvature may cause 

disagreement between the two methods. It is likely that the cause of this 

observation once again stems from the interaction of linear and quadratic 

components. Figure 6.10 points towards the existence of large errors in both 

the linear and quadratic terms of the error in this region. Even a small error 

misalignment will create heightened levels of uncertainty, which may be 

responsible for the observed levels of disagreement in Figure 6.20.  

In summary, this section demonstrated that each error and uncertainty 

estimator has a distinct tendency when it comes to predictions. The 

formulation of each distinct approach governs which regions of the sampled 

domain are highlighted with an increased concentration of numerical 

problems. In many cases, different aspects of the numerical solution may, and 

do interact in unpredictable ways. This may be the error itself, exhibiting 

discontinuities in terms of value as well as order, or other aspects, such as free 
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surface modelling, convection properties or separate unexamined effects. 

These include sharpening factors in the VoF scheme, convection order, as well 

as the grid resolution. On the other hand, the interplay of cell aspect ratio, 

skewness angle, y+ value, turbulence model, and convection scheme order 

generate a distinct problem. In many cases, this interplay may be fortuitously 

favourable, but unknown, as is probably the case in terms of skin friction. On 

the other hand, the level of complexity of all components influencing the free 

surface make it impossible to accurately pinpoint the specific cause-effect 

relationship, leading to the observed error and uncertainty. However, by 

attempting to isolate separate aspects of the numerical solution, such as grid 

density, it is possible to provide recommendations relating to best practices. 

 
Figure 6.20. Extrapolated skin friction distribution on the hull. 
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It was demonstrated that in full-scale applications, a y+ value below one is not 

a necessary precondition to classifying the near-wall grid as asymptotic. On 

the other hand, a highly dense grid, encompassing the area where the free 

surface deforms was shown to be insufficient to brand the sampled points as 

generated by an asymptotic grid. This also highlights the fact that depending 

on the grid arrangement and numerical set-up, vastly different behaviours in 

terms of error can be achieved in separate aspects of the simulation. It should 

be borne in mind that an asymptotic solution does not necessarily translate 

into a low validation error. Therefore, the next step would be to compare the 

solution, generated by a study similar to that presented herein, with 

experimental data. Recently emerging methods to capture free surface 

deformations experimentally show potential in this respect (Caplier et al., 

2016).  

6.4.5 Effect on sampling density  

The present assessment used 25×104 points to sample the free surface. It is not 

reasonable to expect such level of detail be used in industrial applications. This 

is the case for two reasons. Primarily, because exporting 25×104 points requires 

both time and care. But also, one would ideally like to know what is the 

minimal sample density, required to produce a reliable result. This section will 

attempt to answer the above question by taking a different number of samples, 

randomly from the available points.  

The present sampling study is performed in steps. Firstly, statistical measures 

are used to determine the error due to sample size, assuming the exact number 

of Richardson nodes is known. Then, the available free surface is randomly 

sampled repeatedly at different levels of density. 

The error due to sample size (E) is estimated as shown in Eq. (6.21) for a 95% 

confidence level, which is depicted graphically in Figure 6.21. 

𝐸 = 1.96 × √𝑚 × (𝑚 − 1) 𝑛⁄                  (6.21) 

where m is the currently estimated percentage of Richardson nodes (43.9696% 

of all free surface points), and n is the total number of available points. This 

procedure implicitly assumes that the above fraction of the total represents the 

true number of Richardson nodes in the domain. Such an assertion should be 

made with caution, because there is no manner to determine the exact number 

of nodes in each category. Moreover, the classification of nodes may change if 

the grid is refined further 
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Figure 6.21. Error induced by sample size as predicted by Eq. (6.21). 

For the reasons explained above, the free surface is also sampled using 

random, uniformly distributed points 25×104 times. This is performed at the 

density depicted in the title of each sub-plot of Figure 6.22, i.e. by taking [50%, 

25%, 12.5%, 6.25%, 3%, 1%, 0.1%, 0.01%] of all samples.  The results from this 

are presented in Figure 6.23. Here, the Factor of safety and fraction of 

Richardson nodes are monitored at each sampling iteration. Then, the 

standard deviation and mean values are used to construct the plot. No 

individual sample revealed a FS value other than 3, which is why no standard 

deviation of the Factor of Safety is included. The only varying metric was 

determined as the % of Richardson nodes. The sample independent solution 

is also estimated in Figure 6.23 using the GCI procedure to extrapolate a point, 

based on the final three solutions. Since these exhibit oscillatory convergence, 

the absolute value modification is employed in the estimation of the order of 

convergence. The sample-independent solution is shown as a filled circle at 

the end of the abscissa. 
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Figure 6.22. Sampling of the free surface. Each sampling, featuring less than 100% of all points is repeated 25×104 times.
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Figure 6.23. Influence of sample size. 

The results presented in this Section suggest that 104 samples should be 

sufficient to estimate the Factor of Safety and fraction of Richardson nodes 

with sufficient confidence. The first part of the assessment performed here 

suggests that such a sampling density would induce errors smaller than 1%. 

The second assessment agrees with this conclusion, showing a standard 

deviation below 1% in the region of 104 samples. Since both types of 

assessments show similar behaviour, it is concluded that the aforementioned 

number of samples in full-scale is sufficient to accurately estimate the 

parameters of interest.  

6.5 Conclusion and recommendations for future work 

The importance of verification of CFD work has gained increased importance 

and attention, with many influential academic journals and institutes revising 

their editorial policies to reject any papers not featuring such assessments 

(American Institute of Aeronautics and Astronautics (AIAA), 1994; Celik et al., 

2008; Roache et al., 1986). This fact, coupled with the increased reliance on 

simulation-based design in all fields of engineering suggests that numerical 

verification will only increase in importance. It is therefore paramount that 

new methods are assimilated within all fields of engineering soon after their 

inception. 
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This chapter presented the application of non-intrusive a posteriori methods to 

assess the numerical performance of a set of CFD simulations. The main goal 

was to introduce some well-known local methods of numerical verification to 

the field of ship hydrodynamics. To increase the practical applicability of the 

work presented herein, a set of full-scale simulations of the KCS advancing in 

a canal were adopted. Then, the numerical verification procedures were 

applied on local parameters, specifically, the free surface elevation and the 

non-dimensional shear stress, i.e. the skin friction. 

The obtained results were presented in terms of several parameters of interest, 

including the decomposed error, uncertainty as well as the extrapolated 

solutions. In the case of the free surface, the assessment revealed semi-circular 

arcs of heightened numerical uncertainty emanating from the hull. The 

numerical damping beach implemented aft of the ship was also identified as a 

definite source of uncertainty. More importantly, it was demonstrated that the 

numerical uncertainty predictions in the damping region were in 

disagreement between the examined methods. Thus, suggesting that 

numerous aspects of the numerical simulation likely compete for the 

dominant error contribution. The grid, containing the free surface was also 

demonstrated to be far from asymptotic. This is likely due to interaction of 

different numerical parameters involving the definition of the free surface, 

which may affect the observed order of convergence. 

In terms of skin friction, the assessment revealed that the near-wall grid is 

highly asymptotic. Regardless of the proximity of the generated grid to the 

asymptotic range, several uncertainty estimators were tested. These revealed 

significant disagreements in the magnitude of the uncertainty depending on 

the adopted approach. Based on the above findings it can be stated that the 

uncertainty is expected to be highly dependent on the parameter used in its 

prediction. Different parts of the computational domain are governed by 

distinct numerical schemes and approaches, thereby increasing the complexity 

of the problem at hand significantly.  

The viscous-dominated part of the domain, located near impermeable 

boundaries, can be refined sufficiently to bring it in line with the asymptotic 

range. That is even though this particular part of the computational domain 

features uncertainties stemming from the choice of turbulence model, y+ 

strategy, as well as a phase interphase (to name but a few aspects of the 

solution). On the other hand, the free surface grid resolution, containing the 

majority of the cells in the domain was not near the asymptotic range. The 
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distinction of the grid’s performance with respect to the asymptotic range is 

important, because verification procedures implicitly contain the above 

requirement. Therefore, the determined uncertainty is a function of grid 

performance in this respect.  
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  VIRTUAL REPLICA OF A TOWING 

TANK EXPERIMENT TO 

DETERMINE THE KELVIN HALF-

ANGLE OF A SHIP IN RESTRICTED 

WATER 

 

 
This chapter presents a virtual towing tank that is consistent with physical 

towing facilities. This is achieved by removal of all open boundaries within 

the computational domain. The adopted case studies represent long, narrow 

canals. The resistance of the ship in the New Suez Canal and a rectangular 

canal are compared with experimental data. The generated wavefield, 

including the predicted Kelvin half-angle are validated by means of a Fourier 

approach. The assessment suggests it may be possible to validate numerical 

free surfaces even in the absence of experimental data.  
7.1 Introduction 

Computational Fluid Dynamics (CFD) has become widely accepted as a useful 

tool to predict flow around a ship. This is facilitated by the increase in available 

computational power, which has allowed practitioners to re-create the flow 

around a vessel even on a standard computer. Thus, the number of cells, or 

more generally, the computational effort required to perform a numerical 

simulation in model-scale is not thought to be prohibitive for practical 

applications.  
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Regardless of the advances in every field of numerical modelling, CFD is not 

yet considered a replacement of model-scale experimentation. This is because 

it is not possible to guarantee that a particular numerical model will perform 

with the same level of accuracy across all possible case studies. For example, 

new energy-saving devices, or novel underwater shapes may require research 

into the best applicable modelling approaches. Additionally, the consequences 

of implementing modelling assumptions may not be fully understood. 

Specifically, although in model-scale computations, a significant portion of the 

ship hull is covered by a laminar layer, most turbulence models assume the 

flow is fully turbulent. Yet, results with accuracy of a few percentage error can 

be found in the open literature (Bašić et al., 2017; Bechthold and Kastens, 2020; 

Farkas et al., 2018; Larsson et al., 2014; Razgallah et al., 2018; Simonsen et al., 

2013; Toxopeus, 2013). 

There are also different aspects of the problem of modelling ship flows that 

can be validated with different levels of confidence. For instance, the resistance 

of a ship can be measured accurately. However, velocities in the wake of the 

ship, or free surface elevations require complex and expensive equipment. 

Thus, in the course of validating a numerical result, researchers typically 

analyse the error in observed integral quantities (resistance, motions, etc.), but 

tend to assume that other flow features are also accurately modelled as a 

consequence. Although this may be the true in many cases, an approach to 

validate aspects of the flow around a ship, such as the generated wave field, is 

necessary. Ideally, such a method would not rely on expensive equipment, nor 

complex mathematics, in other words, it should be accessible. It is important 

to mention that some experimental campaigns report on a wide range of 

features of the flow around the ship, for instance, the flow properties in the 

wake (Longo and Stern, 2002; Tahara et al., 2002b). 

The research presented in this chapter is motivated primarily by the manner 

in which the problem of ship resistance is typically solved. That is, the 

principle of Galilean relativity is invoked (also called frame invariance; further 

information can be found in Kundu et al. (2012)). Namely, the water is flowing 

over a stationary ship (in the direction of the incoming flow). This assumption 

has several consequences. Those particularly important to the naval architect 

are: 
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1. Levels of inlet turbulence.  

This can have an impact on the overall properties of the flow (Wang et 

al., 2015) and may require calibration in some cases. For example, 

according to Lopes et al. (2017), the onset of transition from laminar to 

turbulent boundary layer is strongly dependent on the level of free-

stream turbulence. Some two-equation models, such as the SST k – ω 

model (which is widely used in marine hydrodynamics), are known to 

predict excessive decay of free-stream turbulence, which may affect the 

results. More recently, Lopes et al. (2019) examined the same topic. 

According to them, even if one were to employ a more advanced eddy-

viscosity model, capable of accounting for transition, the location of 

where laminar-turbulent transition occurs is highly dependent on the 

level of inlet turbulence. 

2. Wave reflections and their damping.  

In cases where the Volume of Fluid (VoF) method is used (Wackers et 

al., 2011), a damping length is often prescribed. That is, a length over 

which all waves are damped, extending from the boundary it is applied 

to in the normal direction. Setting an inappropriate damping length can 

have severe consequences to the predicted parameters (Perić and 

Abdel-Maksoud, 2016).  

3. The temporal dependency of free surface flows.  

The simulation of free surface flows via CFD cannot be solved using 

steady-state solvers (except in rare academic cases), because they 

require that properties are convected through the domain (Wackers et 

al., 2011). Theoretically, in the frame of reference of the ship, the flow – 

once converged – is steady (provided no separation and wave breaking 

occur). Therefore, ship resistance is frequently classed as a pseudo-

steady problem. In reality, towing takes place over time, and is a 

fundamentally unsteady process. Here, the presence of turbulence, 

which is by definition time-dependent (Durbin and Pettersson Reif, 

2011), should also be kept in mind. 

A second aspect, inspiring this Chapter partly stems from point (2) above. 

Although these may be of less interest to the naval architect, they carry their 

own importance, nonetheless. Specifically, the destruction of ship waves, 

regardless of whether or not damping is prescribed. Once a ship-generated 

wave reaches the outlet, it is irreversibly destroyed, and the information it 

carries – lost. In shallow and restricted waters, ship waves are of great 

importance because they cause bank erosion, and may even lead to destruction 
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of coastal features/infrastructure (Grue, 2017; Sorensen, 1997). In extreme 

cases, they may even be the cause of loss of life, as stated by Soomere (2007).  

Therefore, the accurate modelling of ship waves and their interactions with 

riverbeds, or canal sides is important. Soomere (2007) also advances a criticism 

of ship-induced flow predictions. Namely, that the flow is only described at a 

distance of few ship lengths.  

Clearly, ship waves are both of practical and research interest. Therefore, the 

validation of numerical ship-generated waves is of high importance. In this 

respect, the work of Caplier et al. (2016), Fourdrinoy et al. (2019), and Gomit 

et al. (2014) is important to mention. The authors of the aforementioned 

references systematically developed and implemented a technique to capture 

and analyse ship-generated waves from a model experiment. Of interest to the 

present research is the fact that in their studies, the authors proved the 

dispersion relation in deep and shallow water and demonstrated its validity 

for ships experimentally. Since the developed technique relies primarily on 

spectral representation of the wave field, it is thought prudent to attempt its 

application to numerically generated free surface disturbance caused by a 

ship. It is expected that, if applied correctly, it is possible to validate a 

numerical wave field simply by means of processing a virtual free surface, 

which would be undoubtedly of practical use. Such a method has the potential 

to change how numerical solutions of surface piercing bodies are treated.  

The present chapter will attempt to apply the aforementioned spectral 

technique on a different type of numerical towing tank. Instead of relying on 

Galilean relativity, the present paper will present a numerical replica of a 

towing tank, where the ship advances over a stationary fluid. This is achieved 

via the overset domain method, where the ship is encased in what is essentially 

a moving box. To perform the numerical simulations, the commercial Reynold 

Averaged Navier-Stokes (RANS) solver, Star-CCM+ version 13.06, is used. The 

specific case studies adopted in this chapter are selected to maximise the 

practical relevance of the present work. Specifically, the New Suez Canal is 

replicated, alongside a standard rectangular canal, which were investigated 

experimentally by Elsherbiny et al. (2019). The KRISO container ship (KCS) 

with a scale factor of 1:75, following available experimental data is used for all 

simulations.  

The aim of this chapter is primarily to demonstrate that it is possible to create 

a virtual towing tank where the ship is towed using the overset method, i.e. a 

virtual towing tank that does not rely on Galilean relativity. The generated 
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wave field will then be used to estimate the Kelvin half-angle for an example 

case. The adopted approach also allows one to split the near- and far-field 

wave systems, which is used on the fully non-linear disturbance, generated by 

the KCS at a variety of speeds in two different canals.  

This chapter is organised as follows. Section 7.2 contains a description of the 

adopted case studies, while section 7.3 explains the adopted methodology, 

which is split into the two techniques used in this chapter. Namely, the 

computational set-up and the spectral representation techniques. Section 7.4 is 

dedicated to results and their discussion, whereas section 7.5 contains 

conclusions and summary. 

7.2 Case studies 

As mentioned in the previous section, the adopted case studies are taken from 

the experimental work of Elsherbiny et al. (2019). The rationale behind this 

choice relates to the particular objective of this chapter. To elaborate, shallow 

water studies are a natural choice for the examination of ship-generated 

waves. This is because they present several features, absent in deep water ship-

generated waves. Shallow water waves are nonlinear, and their Kelvin half-

angle is speed-dependent (Tunaley, 2014; Yang et al., 2011). This is illustrated 

in Figure 7.1, which is constructed via Havelock's (1908) linear method. Here, 

the Kelvin wake angle increases from its deep-water value of ≈19.47° to 90°. 

The theory predicts that at a depth Froude number (𝐹ℎ = 𝑈/√𝑔ℎ, where 𝑈 is 

the ship speed in m/s, 𝑔 is the gravitational acceleration, and h is the water 

depth) of one, 𝐹ℎ = 1, the ship-generated waves will travel at the same speed 

as the disturbance, indicating the Kelvin wedge fills the entire half-plane 

aft of the disturbance,  i.e. at a half-angle of 𝜃 = 90°. The relationships derived 

by Havelock (1908) are omitted in the present work, as they are available in 

the open literature.  
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Figure 7.1. Kelvin half-angle of ship-generated waves in shallow waters as a 

function of the depth Froude number (Havelock, 1908). 

Ship-generated waves are also of greater concern in restricted areas than in 

deep waters, because they may affect the surrounding environment 

detrimentally. In navigational fairways, bank erosion is of particular concern, 

which has led to authorities restricting the speed with which vessels are legally 

allowed to operate (Suez Canal Authority, 2019). Such a restriction 

simultaneously guards against groundings. 

The case studies adopted herein are chosen to reflect the aforementioned 

points. In this respect, the recent work of Elsherbiny et al. (2019b) is used as a 

benchmark. From their experimentally investigated cases, two different canal 

cross sections are selected: The New Suez Canal, and a standard rectangular 

canal. These are graphically depicted in Figure 7.2. 
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Figure 7.2. Graphical depiction of the cross-section of the selected case-

studies. Top: New Suez Canal, bottom: rectangular canal. 

The ship used also follows from the experimental campaign of Elsherbiny et 

al. (2019b). Namely, the KCS hull form is used, scaled by a factor of 1:75. This 

translated into a depth-to-draught ratio of 2.2, based on the ship’s design 

draught. In order to ensure that a well-defined Kelvin wake is simulated, the 

selected depth Froude numbers are towards the high end of the 

experimentally available conditions. The ship’s particulars are given in Table 

7.1, whereas test matrix alongside the predicted Kelvin half-angles (via 

Havelock's (1908) method) are described in Table 7.2. It should be noted that 

Havelock's (1908) method was originally devised for point sources, and is 

therefore not expected to be perfectly accurate for non-linear three-

dimensional surface piercing bodies. Nonetheless, it is a useful starting point. 

Additionally, turbulence, viscosity and vorticity may influence ship-generated 

waves, particularly in the near-field (Lee and Lee, 2019).  

The relatively high depth Froude numbers ensure the numerically generated 

wave field will be discernible. The spectral method used also performs best at 

high speeds, where the near and far-field disturbances generated by the ship 

are well visible. This can be seen by consulting the results of Caplier et al. 

(2016). 

7.3 Methodology 

This section is presented in two major parts. These reflect the methodologies 

used within this chapter. The first section presents the numerical set-up, which 

is followed by an explanation of the spectral method in the second sub-section. 
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Table 7.1. Ship characteristics. 

Quantity Symbol Value Unit 

Scale Factor λ 75 - 

Length L 3.067 m 

Beam B 0.429 m 

Draught T 0.144 m 

Depth D 0.253 m 

Water depth h 0.32 m 

Block coefficient CB 0.651 - 

Longitudinal Centre of Gravity LCG 1.488 m 

Wetted area S 1.694 m2 

Table 7.2. Test matrix and resultant Kelvin half-angles according to 

Havelock's (1908) method. 

Canal 
Case 

No 

Depth-to-

draught (h/T) 

Depth Froude 

number (𝐹ℎ) 

Ship speed 

(m/s) 

Kelvin half-

angle (°) 

(Havelock, 

1908) 

Rectangular 

canal 

1 

2.2 

0.57 1.01 19.52 

2 0.77 1.364 21.58 

New Suez 

Canal 

3 0.47 0.815 19.47 

4 0.57 1.01 19.52 

 

7.3.1 Numerical aspects 

The solver, Star-CCM+ version 13.06, employs the finite volume method to 

model the flow, which uses the integral form of the incompressible RANS 

equations and divides the computational domain into a finite number of 

adjoining cells. Continuity and momentum are linked via a predictor-corrector 

approach. Further details pertaining to the implementation and algorithms 

used can be accessed in Siemens (2018) and Ferziger and Peric (2002) 
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To account for turbulence within the fluid, the k–ω model due to (Wilcox, 2008)  

is used. This choice is made following the findings of Chapter 4, which showed 

the particular model to be stable and provide the fastest solution time of all 

two-equation variants. Benefits of using the k–ω model include its seamless 

application to low y+ type meshes (y+ < 1). This is a desirable feature, because it 

avoids the use of wall functions, or any other bifurcations of the solution, as is 

the case with the k–ε model (Siemens, 2018). Although wall functions can 

predict the forces acting on a body with good accuracy, they may introduce 

errors in the modelling of hydrodynamic properties in the wake of a ship. For 

instance, they are unable to account for flow separation (Pettersson Reif et al., 

2009). To facilitate a good representation of turbulent properties, a second 

order convection scheme is applied throughout all simulations.  

To characterise the fluid interphase, the Volume of Fluid (VoF) method is used 

(Hirt and Nichols, 1981). Moreover, Star-CCM+ offers a High Resolution 

Interphase Capturing (HRIC) scheme to enhance the definition of the free 

surface, which is applied to all numerical simulations (Muzaferija and Peric, 

1999). Vertical ship movement, i.e. sinkage and trim, are not accounted for to 

reduce the complexity of the simulations. Instead, the ship’s position in the x 

– z plane is adjusted prior to initiating the simulation (by manually changing 

the ship’s position). This is done in an attempt to reduce the discrepancy 

between the experimental results, and those derived herein. However, some 

difference is expected to persist since the experimental data, reported by 

Elsherbiny et al. (2019b) was determined for a free to sink and trim KCS model.  

7.3.1.1 Computational domain 

As stated previously, frame invariance is not used. Instead, the ship is given 

the corresponding velocity, which can be consulted in Table 7.2 for each canal. 

To model the motion of the ship along the canal, the overset domain approach 

is used. Thus, the ship is towed in the virtual environment over a static fluid. 

This has two main consequences. Firstly, the computational domain can no 

longer conform to the recommendations of the ITTC (2014) relating to the 

positioning and dimensions of the computational boundaries. Instead, an 

attempt is made to replicate the towing tank used for the experimental work, 

used as a benchmark. Specifically, the Kelvin Hydrodynamics laboratory at 

the University of Strathclyde. Naturally, the width and depth of the 

computational domain must satisfy the test cases (given in Table 7.2). On the 

other hand, the length of the computational domain is set as 60 m long. The 
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dimensions are kept the same across case studies (pertaining to the overset 

domain and the length of the tank). These are shown in Figure 7.3. The height 

of the static domain is set as 1.23 ship lengths from the undisturbed water 

surface in all cases to eliminate any possible effects stemming from the height 

of the domain. 

  

 
Figure 7.3. Length of the computational domain and dimensions of the 

overset domain. 

The dimensions of the overset domain, which are maintained identical across 

case studies are also shown in Figure 7.3. It should be noted that for 

visualisation purposes, the figures have been mirrored about the central plane. 

Other than the boundary, coincidental with the canal and ship centrelines, 

where a symmetry condition is imposed, all other boundaries within the 

background domain are no-slip walls. This is in line with the goal of designing 

a more realistic representation of a towing tank. Specifically, so-called ‘open 

boundaries’ do not exist in reality (Oberkampf and Blottner, 1998). Examples 

of such boundaries include velocity inlets and pressure outlets. Although it is 

easier to define the conditions at such boundaries mathematically, they are a 

definite source of modelling error as discussed earlier. 

The manner in which the computational domain is constructed allows the 

removal of wave damping. Moreover, the definition of turbulent properties on 

boundaries (such as levels of inlet turbulence) of the fluid is not necessary 

since there are no inlets nor outlets present. However, it should be noted that 

the initial conditions in terms of turbulence in the fluid follow the 

recommendations of the software developers, namely that a turbulent 
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viscosity ratio of 10 should be used. This decays rapidly and is close to zero in 

the non-disturbed region of the domain at the end of the acceleration phase. 

7.3.1.2 Computational mesh 

The computational mesh is generated entirely within the automatic facilities 

of Star-CCM+. As stated earlier, the near-wall mesh is generated so that y+ < 1 

over the wetted area of the ship. This is achieved via the prism layer mesher, 

offered by Star-CCM+. The choice of background and overset mesh is of 

critical importance. This must be done in a way that enables the solver to 

adequately capture flow properties as they transition from the background 

into the overset mesh. The cell distribution of each domain is depicted 

graphically in Figure 7.4, whereas Figure 7.5 depicts the y+ distribution on the 

hull at a physical time of 40s for the 𝐹ℎ =0.77 case. 

  

Figure 7.4. 3D depiction of the computational mesh. 

The arrangement of the mesh does not vary across case studies; the total cell 

numbers for each canal are shown in Table 7.3. The circa 8 million cell 

difference between the two adopted canals is a direct result of the smaller 

wetted volume occupied by the Suez Canal.  

Figure 7.4 also depicts the manner in which the mesh coarsens as the distance 

from the waterline is increased. This gradual coarsening is implemented to 

reduce the overall number of computational cells.  
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Figure 7.5. The y+ distribution of the ship hull at 𝐹ℎ =0.77, sampled at 40s 

physical time. 

Table 7.3. Cell numbers for both canals. 

Canal Background cells Overset cells Total 

Rectangular canal 29,312,452 766,402 30,078,854 

Suez Canal  21,496,179 766,402 22,262,581 

 

7.3.1.3 Time-step selection 

Time-step selection is of high importance in CFD. In this respect, the Courant–

Friedrichs–Lewy (CFL) number may be used as an assessment criterion. The 

CFL number is defined as the product of the flow speed and time-step, divided 

by the mesh size (Ferziger and Peric, 2002). As a fluid parcel propagates 

through a mesh, one would ideally aim to capture its properties at each cell. 

This is satisfied when CFL<1. Since the mesh is kept identical for all cases, the 

highest speed can be used to assess the CFL condition. Moreover, a CFL 

condition onto the background domain is not a meaningful metric, since the 
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majority of the fluid is static. Instead, the CFL number within the overset box 

is monitored throughout the duration of the simulation.  

Typically, when solid body motion is present, the time-step requirements are 

relatively low. Here, a trial with a time-step of 0.0035L/𝑈, where L is the ship 

length and 𝑈 is the ship speed in m/s was used. The results indicated good 

agreement with experimental data, as will be demonstrated in the following 

section. For this reason, the time-step is set at 0.0035L/𝑈 for all simulations.  In 

all RANS solution, there is a trade-off between computational resource 

consumption and turn-around time. For the highest speed, the average CFL 

within the overset domain did not exceed 0.7, which is considered adequate 

for a first order temporal discretisation scheme. It should also be born in mind 

that if the time-step is too low, severe numerical noise may be noticed in the 

solution time-history (Yuan, 2019).  

7.3.1.4 Time-history of the solution 

An example time-history of the resistance of the ship is given in Figure 7.6. 

The figure is characterised by two distinct regions. Firstly, the ship is 

accelerated linearly up to the target velocity. This is done by linking the time-

step and velocity. The specific approach adopted requires the ship speed to 

reach its steady value at the end of the first 1000 time-steps. In other words, 

the ship’s velocity is increased by 𝑈𝑡𝑎𝑟𝑔𝑒𝑡/1000 each time-step. Thus, after an 

initial oscillatory behaviour, the resistance time-history exhibits oscillatory 

convergence towards its steady-state value. The oscillations are liked with the 

reflections of waves from the side walls, which also impact the observed 

resistance (Yuan et al., 2018). All final values, reported in are obtained by 

averaging over one period of oscillation of the resistance curve. The specific 

point where averaging is performed is chosen to be sufficiently far from the 

acceleration phase to eliminate its effect. 

Figure 7.6 is characterised by a sharp cusp at the end of the acceleration phase. 

This stems from the approach adopted to towing the ship through the domain. 

Once the velocity of the ship has reached its final value, the simulation is 

stopped, and the towing speed altered. It is thought that this change induces 

a shock on the ship, which causes the observed cusp. This is likely not the 

observed in physical towing. Nevertheless, the results, used for the present 

analysis are taken a considerable time after this shock occurs. Therefore, the 

results are not thought contaminated by this cusp. 
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Figure 7.6. Example time-history of the solution (depicted: 𝐹ℎ=0.57). 

7.3.1.5 Verification  

This section contains the numerical verification of the case study in the 

rectangular canal, 𝐹ℎ=0.57. The numerical uncertainties are estimated via the 

Grid Convergence Index (GCI) method. This is the standard way to report 

numerical uncertainties in ship CFD (ITTC, 2002). It is assumed that the 

remaining cases are characterised by similar levels of numerical uncertainty. 

The GCI method requires three systematically coarsened solutions for the 

same case. The recommendations of the ITTC (2002) are followed. Specifically, 

the refinement ratio, 𝑟 = √2 is adopted. The refinement ratio is used to coarsen 

and lessen the grid size and time step, respectively. The GCI method assumes 

that all three solutions are close to the asymptotic range, and are sufficiently 

different, which may be difficult to achieve in practice. The proximity to the 

asymptotic range is typically characterised by the convergence ratio, p, which 

is shown in Eq. (7.1). 

𝑝 = ln(𝜀32 𝜀21⁄ ) / ln 𝑟       (7.1) 

where 𝜀32=𝑓3 –  𝑓2, and 𝜀21 = 𝑓2 − 𝑓1. Here, 𝑓𝑖 represents the ith solution, 

generated by a systematic coarsening/lessening of the input parameter (grid 

or time-step). If 𝑝 = 2, then the grid or time-step can be deemed asymptotic 

(Roy, 2005). The convergence properties, however, can be determined in a 

different manner, which also carries information on what type of 

convergence/divergence is achieved with refinement. This is known as the 

convergence ratio, R=𝜀21/𝜀32 (Stern et al., 2006). Based on the value of R, the 

following may be interpreted: 
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• Monotonic convergence is observed if 0 < 𝑅 < 1 

• Oscillatory convergence is observed if 𝑅 < 0 

• Divergence is observed if 𝑅 > 1 

The GCI method is only applicable in case (1). Next, an error estimate (𝜀21) is 

defined as (Celik et al., 2008): 

𝜀21=(𝑓1 − 𝑓2)/𝑓1        (7.2) 

Once the error is known, the numerical uncertainty can be calculated as shown 

in Eq. (7.3) (Roache, 1997): 

GCI=1.25 𝜀21/(𝑟𝑘
𝑝 − 1)       (7.3) 

where k represents the kth input variable (grid or time-step). The factor 1.25 in 

the numerator of the expression, defining the numerical uncertainty 

represents a Factor of Safety. This has been devised to ensure that the true 

solution lies within the bracket provided by the GCI with 95% confidence. The 

results from the convergence study can be seen in Table 7.4 

The successive grid coarsening resulted in 10,955,825 and 4,155,326 cells for 

the medium and coarse solutions, respectively. In terms of spatial dependence, 

the solution exhibited rapid ranges with reduction in cell numbers. This 

‘superconvergence’ can be deduced by examining the order of accuracy, p. 

While in the case of grid coarsening it is approximately 9, when the time-step 

is lessened, the solution changes according to 𝑝𝑡𝑖𝑚𝑒=0.463. According to Eca 

and Hoekstra (2009), orders of accuracy between in the range 0.5 and 2 can still 

be treated as asymptotic.  

Eca and Hoekstra (2009) devised a procedure based on a least-squares fit to 

estimate the numerical uncertainty. Their method is not employed here, 

because it requires a minimum of four solutions. Further coarsening of the 

computational mesh resulted in divergent behaviour in the simulation. The 

consequence of the time-step exhibiting the above order of accuracy means 

that the GCI method predicts large numerical uncertainties. That is, even 

though the overall change between the coarse and fine solution is less than 3% 

of the fine solution’s value. 

It should be noted that the time-step as kept at the smallest value while 

coarsening the grid. Conversely, the finest grid was maintained throughout 

the temporal convergence analysis. To ensure that the ratio of overset cell to 

background cell dimension is kept constant, both domains were coarsened 
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simultaneously. It is assumed that all examined cases will exhibit similar levels 

of spatial and temporal dependence. For this reason, the above procedure is 

not repeated. 

Table 7.4. Grid and time independence (rectangular canal, 𝐹ℎ=0.57). EFD 

result: 4.5047 N.  

Parameter Mesh Time-step Units 

r √2 √2 - 

f1   4.325 (29,312,452 cells) 4.325 N 

f2  4.356 (10,955,825 cells) 4.381 N 

f3  5.045 (4,155,326 cells) 4.446 N 

R  0.044 0.852 - 

p  9.005 0.463 - 

GCI (%) 0.6704 19.609 - 

 

7.3.2 Spectral representation of the wave field 

In this section, the method devised by Caplier et al. (2016) and Gomit et al. 

(2014) is briefly examined. This method has previously been used to determine 

a ship’s speed via satellite imagery (Arnold-Bos et al., 2007; Wu, 1992). The 

essence of the approach is to process an available water surface in Fourier 

space. To achieve this, a 2D Fourier transform is used to represent the 

disturbance in the spectral space (𝑘𝑥, 𝑘𝑦). These arise by defining the angular 

wavenumber, k, as a vector containing x and y components, 𝑘 = √𝑘𝑥
2 + 𝑘𝑦

2. The 

spatial equivalent of these components are used to calculate the extents of the 

spectrum. The x-direction length of the entire water surface (𝐿𝑥) becomes 

𝑘𝑥,𝑚𝑎𝑥, similarly, using the extent in the y-direction (𝐿𝑦) one obtains 𝑘𝑦,𝑚𝑎𝑥, as 

shown in Eq. (7.4). Likewise, the resolution of the water surface in real space 

dictates the steps in Fourier space 𝛥𝑘𝑥 and 𝛥𝑘𝑦 in the x and y directions, 

respectively (Eq. (7.5)). 

𝑘𝑥,𝑚𝑎𝑥 = 2𝜋/𝐿𝑥 , 𝑘𝑦,𝑚𝑎𝑥 = 2𝜋/𝐿𝑦      (7.4) 

Δ𝑘𝑥 =
1

2
×

2𝜋

Δ𝑋
 , Δ𝑘𝑦 =

1

2
×

2𝜋

Δ𝑌
       (7.5) 

where ΔX and ΔY are the resolutions in the x and y directions, respectively.  
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If surface tension is ignored, the dispersion relation in shallow water may be 

expressed via the angular frequency (ω) of the waves as shown in Eq. (7.6). 

This is justified, because surface tension becomes important only in waves, 

characterised by wavelengths smaller than 7cm. Alternatively, the travelling 

disturbance should propagate with a speed higher than 0.23 m/s (Lighthill, 

1990). 

𝜔(𝑘) = ±√𝑔𝑘 tanh 𝑘ℎ       (7.6) 

A moving ship will cause the waves to be Doppler-shifted, and setting 𝜔′=𝜔, 

and 𝑘′ = 𝑘, the resulting dispersion relation becomes (Caplier et al., 2016): 

𝜔′(𝑘) = ±√𝑔𝑘 tanh 𝑘ℎ − 𝑈𝑘𝑥      (7.7) 

To obtain the locus of the dispersion relation, Eq. (7.7) is solved for 𝜔′ (𝑘) = 0 

(Carusotto and Rousseaux, 2013), which yields: 

𝑈2𝑘𝑥
2 − 𝑔√𝑘𝑥

2 + 𝑘𝑦
2 tanh(ℎ√𝑘𝑥

2 + 𝑘𝑦
2) = 0     (7.8) 

Eq. (7.8) is symmetrical with respect to both axes (Crapper, 1964). This is 

demonstrated in Figure 7.7, which includes to computed loci (this is used to 

represent the solutions of Eq. (7.8)) for 𝐹ℎ=0.57, 0.77, according to the adopted 

cases. Alongside these, the critical depth Froude number is depicted to 

demonstrate the effect of ship speed on the dispersion relation in shallow 

water. It should be noted that, the dispersion relation is speed independent in 

deep water (Caplier et al., 2016). The arms of the loci always begin at 

𝑘𝑦,𝑥/(𝑔/𝑈2) =1 in deep water. This is also the cut-off wavenumber. In shallow 

waters on the other hand, the cut-off wavenumber varies with speed. This can 

be seen by consulting Figure 7.7, specifically, where the loci cross the abscissa. 

Here, the case for 𝐹ℎ=0.47 is not shown, as it is practically impossible to 

distinguish it from the 𝐹ℎ=0.57 case. Deep and shallow water cases are 

essentially identical when 𝑘ℎ ≫ 1.  

The cut-off wavenumber separates the near-field disturbance from the far-

field waves, generated by the ship (Caplier et al., 2016). Thus, useful analysis 

with applications to loads on coastal structures may be performed by 

removing the near-field disturbance, which does not propagate away from the 

ship. To determine the cut-off wavenumber (𝑘𝑥
𝑐) in shallow water, Caplier et 

al. (2016) solved Eq. (7.9). 

𝑈2𝑘𝑥
𝑐 − 𝑔𝑘𝑥

𝑐 tanh(ℎ𝑘𝑥
𝑐) = 0       (7.9) 
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Figure 7.7. Solutions to Eq. (7.8). Figure depicts the examined loci, alongside 

the critical depth Froude number (𝐹ℎ=1) to demonstrate the effect of speed. 

Finally, the Kelvin half-angle may be determined by computing tan 𝜃 =

(𝑑𝑘𝑦 𝑑𝑘𝑥⁄ )
−1

 at the inflection point. According to Nakos and Sclavounos 

(1989), numerical errors will manifest near cut-off wavenumbers. This can be 

deduced by examining Figure 7.7. Even a small deviation in the intersection 

between the locus and the abscissa will lead to large errors. The specific 

example given demonstrates the relatively low distance between the 

intersection point of 𝐹ℎ=0.57 and 0.77. On the other hand, as the speed is 

increased further, the locus approaches the origin. At the critical depth Froude 

number, the locus will transition into crossing the origin and progressing into 

a quadrant characterised by opposite signs of the abscissa and ordinate. 

The manner in which a numerical free surface generates this pattern is in terms 

of maxima of the spectrum in Fourier space. This can be extracted and 

compared to the theoretical prediction, provided by Eq. (7.8). (Caplier et al., 

2016) demonstrated that the relationship holds well despite its neglect of non-

linear and three-dimensional terms. Thus, if one can prove that a numerically 

generated free surface (once processed to the spectral domain) provides 



 

193 

 

maxima, near the locus, then the free surface can be considered validated. This 

is explored in the following section. The analysis method can be summarised 

as follows: 

1. Using the required input in terms of ship geometry, speed and 

underwater topography, solve the governing equations and obtain a 

numerical free surface. 

2. Compute the locus using Eq. (7.8). 

3. Predict the location of the cut-off wave number using Eq. (7.9). 

4. Export the numerical free surface and transform it using a Fast Fourier 

Transform.  

5. Filter the matrix, resulting from step 4 into two parts: 

a. The far field wave components are given by locations of the 

matrix, obtained during step 4 which lie in the region |𝑘𝑥| > |𝑘𝑥
𝑐| 

(high pass filter). 

b. The near field wave components are given by locations of the 

matrix obtained during step 4 which lie in the region |𝑘𝑥| < |𝑘𝑥
𝑐| 

(low pass filter). 

6. Extract the coordinates (𝑘𝑥, 𝑘𝑦) of the maxima of each column of the 

matrix obtained in step 5.a. 

7. Fit a curve through the points obtained in step 6 and compare with the 

locus, computed in step 2. 

8. Compute the inflection point of the curve fit obtained in step 7 with the 

locus’ inflection point (obtained in step 2) by using tan 𝜃 =

(𝑑𝑘𝑦 𝑑𝑘𝑥⁄ )
−1

, computed at the inflection point. 

9. Represent each component of the free surface (near and far field waves) 

by using an Inverse fast Fourier Transform on the components 5.a and 

5.b. 

7.4 Results and discussion 

The presentation and analysis of the results are split into two major parts. The 

first relates to the computed ship resistance coefficients, while the second sub-

section relates to the spectral analysis of ship waves. 

7.4.1 Ship resistance 

In this sub-section, the resistance, obtained numerically is briefly discussed 

and compared to the experimental data. To begin with, the total resistance 

coefficients are presented in Figure 7 for all cases. The experimental data of 
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Elsherbiny et al. (2019b) is included alongside each numerical result to enable 

comparison. Figure 7.8 clearly indicates the numerical prediction has a well-

defined tendency to slightly underpredict the experimental data. Here, the 

subscripts refer to depth Froude number.  As one might expect, the ship’s 

resistance at higher speeds becomes more challenging to predict by CFD. This 

is evident, especially in the resistance characteristics at the highest depth 

Froude number for each case. 

The overall agreement between the experimental and numerical data is 

encouraging. This is the first sign that the constructed towing tank is capable 

of providing good predictions for the resistance of a ship. Possible sources of 

discrepancy are suspected to stem from the fact that the numerical approach 

did not model sinkage and trim. In shallow waters, their combined effect, 

termed ship squat, is attributed greater relative importance than in deep 

waters. Thus, the imperfect modelling adopted may have been partly the cause 

of the observed levels of discrepancy between the experimental and numerical 

results. Moreover, as the ship speed is increased, the difference also grows. 

This matches the pattern observed in the sinkage and trim curves for a ship, 

both theoretically (Tuck, 1967, 1966), as well as numerically (Jachowski, 2008). 

In practice, the cell numbers used tend towards being prohibitively high. As 

stated earlier, a virtual towing tank, where the principle of Galilean invariance 

has been utilised will consist of no more than 2-3 million cells. Such 

simulations can be performed within a few days on a standard computer. 

Thus, the adopted approach of virtually towing the ship may not become 

widespread soon. Nevertheless, the additional information that may be 

extracted from a case such as this can be useful. An example of this is given in 

the following sub-section. 
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Figure 7.8. Comparison of total resistance coefficients for all cases (R 

indicates the rectangular canal case, whereas S – the Suez Canal). Subscripts 

refer to depth Froude number. 

7.4.2 Spectral analysis of the numerical free surface 

The highest speed is examined to begin with, simulated in the virtual towing 

tank, 𝐹ℎ=0.77 in the rectangular canal. The numerical free surface is depicted 

in Figure 7.9. Here, the far field waves, generated by the ship are clearly 

visible. Due to the lateral restriction, waves have reflected approximately 2.5 

ship lengths aft of the ship. It should be noted that Figure 7.9, and other figures 

henceforth, are reflected around the central symmetry plane to enable a better 

visualisation.  
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Figure 7.9. Generated wave field in the rectangular canal at 𝐹ℎ=0.77. 

At this point, it is useful to attempt to determine the wave angle. According to 

Havelock's (1908) method, the Kelvin half-angle is 𝜃=21.58°. Figure 7.10 

depicts an attempt at solving this problem by projecting a (dashed) straight 

line form the forward perpendicular to the sides (and its reflection) at an angle 

of 21.58°. The line ‘lands’ at a wave trough on the canal wall – clearly, this is 

not the correct approach. The solid line in Figure 7.10 represents the same 

process, but beginning from the nearest peak downstream at the wall, and 

projecting in both directions. The line intersects the ship approximately ¼L 

from the forward perpendicular. Then, the broken line is initiated at the 

highest peak at the wall, where wave reflection occurs. This intersects the ship 

approximately ¾L from the FP. Finally, the dotted line shows the same 

process. It originates at the point [min(x), max(y)], representing the point 

where the aft wave system is generated.  

  

Figure 7.10. Generated wave field in the rectangular canal at 𝐹ℎ=0.77 and 

corresponding half angle according to Havelock (1908). Dashed line 

originates at FP, solid line originates at the nearest downstream peak, where 

the dashed line is reflected. Broken line originates at the highest wave 

elevation on the wall, dotted line originates at the ship coordinates 

representing the point where the aft wave system is generated. 

Clearly, neither line in Figure 7.10 accounts for the wave angle well. This is not 

surprising since the method used to estimate the half angle is linear and 

devised for a point source. In this case, the spectral representation may be used 

to approach the problem. As explained earlier, the first step is to calculate the 

Fourier transform of the wave field. This is performed in MATLAB, which 

uses grayscale images. For this reason, the images used henceforth to represent 

the free surface will be shown in the grayscale format, used to perform the 

analysis. By doing so, other researchers may cross-reference results obtained 

herein by analysing the provided images. 
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Figure 7.11. Processing of the wave field. Depicted: 𝐹ℎ=0.77 in the rectangular 

canal. Top: the raw image – real space extents are 32m in the stream wise and 

4.6m in the span wise directions. Bottom left: the Fourier representation of 

the wave field. Bottom right: detected maxima (red points) and fit (dashed 

line), superimposed onto the theoretical relationship (solid line), Eq. (7.8). 

Figure 7.11 depicts the adopted method of analysis. Specifically, the free 

surface is first represented in Fourier space. Then, for each column of the 

matrix defining the Fourier transform, a maximum is identified. The 𝑘𝑥, 𝑘𝑦 

components of these maxima are then compared to the theoretical relationship 

provided by Eq. (7.8). A polynomial fit is constructed from these points to 

demonstrate the accuracy of large and small 𝑘𝑥 on the fit. In the present case, 

it is apparent that as one progresses in the 𝑘𝑥 range to higher values, 

agreement deteriorates quickly. According to Nakos and Sclavounos (1989), 

insufficient grid resolution will be manifest as numerical dispersion in the 𝑘𝑥, 

𝑘𝑦 plane being curved towards high values of 𝑘𝑥, eventually forming closed 

curves. Since this is not what is observed in the present study, it may be 

concluded that the numerical wave field is represented with sufficient grid 

resolution. Nonlinear phenomena will be revealed in the appearance of 

additional branches in the spectrum. In each quadrant, a branch, emanating 

from the origin and propagating linearly to the edge of the plot, where it 

reflects, is observed. Moreover, smaller branches of the dispersion relation are 



 

198 

 

observed, with origins at higher kx values, indicating nonlinearity (Fourdrinoy 

et al., 2019). These lead to deformation of the wake in the real space. 

Now, it is important to deduce the origin of the apparent disagreement in the 

high 𝑘𝑥 region, as well as its effect on the predicted Kelvin half-angle. One 

source of disagreement inevitably stems from the fact that the dispersion 

relation used for comparison is linear (Whitham, 2011). Ship waves, 

particularly in shallow water are nonlinear. Even in deep waters, Ma et al. 

(2018) found significant nonlinear influence on the dynamic pressure of the 

KCS. On the other hand, the experimental data presented in Caplier et al. 

(2016) suggest that the theory approximates real ship waves very well for the 

Wigley hull. This may not be a fair comparison, because nonlinear effects for 

the Wigley hull are known to be small (Chen et al., 2016; Ma et al., 2018; Wu et 

al., 2019). In other words, using the parabolic hull plays to the method’s 

strengths.  

The neglect of nonlinear terms is chiefly manifest in the near-field disturbance, 

close to the ship. Although a modification to the Kelvin half-angle may be 

produced as a consequence of modified pressure in the near field, the 

magnitude of such an effect is not known. Interference between of transverse 

and divergent waves, generated at the ship’s bow may be one cause in the 

observed disagreement (Noblesse et al., 2014). Such an effect, coupled with 

nonlinearity exhibited by the KCS and influence of viscosity are thought to be 

the dominant sources of discrepancy.  

There is one more aspect of the solution one should consider carefully. This 

relates to the curve fit used to approximate the numerical dispersion for higher 

𝑘𝑥 values than maxima were detected for. In shallow waters, the arms of the 

locus are typically not well developed (Caplier et al., 2016). Thus, it is difficult 

to extract sufficiently many points to perform the analysis. For this reason, the 

only fair assessment recommended is within the range where maxima have 

been detected from the Fourier transform. The range, 𝑘𝑥/(𝑔/𝑈2)  ∈ [1, 2.5], is 

used to perform all subsequent analysis. This includes part of the fit over 

which no maxima have been detected to illustrate the effect of limited data 

samples.  
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Figure 7.12. Derivatives 𝑑𝑘𝑦/𝑑𝑘𝑥 for deep water, shallow water, and 

numerical shallow water cases. 

Figure 7.12 contains the derivatives 𝑑𝑘𝑦/𝑑𝑘𝑥 for deep and shallow water based 

on the dispersion relation, alongside the numerically generated fit from CFD. 

This is shown because upon evaluating 𝑑𝑘𝑦/𝑑𝑘𝑥 at the inflection point, the 

Kelvin half-angle can be obtained. Moreover, Nakos and Sclavounos (1990) 

recommend the examination of these derivatives to highlight differences 

between numerical and theoretical dispersion relations. Figure 7.12 also 

includes the area under each curve for reference. Clearly, assessing solely the 

area under each curve is not a good approach to determine an apparent 

disagreement, or error, which is -3.901% in this case. This is the case because 

different parts of the kx range over which the derivative is shown may 

attenuate or reinforce the total favourably. On the other hand, the RMS (Root-

Mean-Square) of the difference between the theoretical and numerical curve is 

predicted as 0.456. The effect of this on the predicted half-angle is illustrated 

in Figure 7.13, where the consequences of the previously examined differences 

are highlighted.  
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Figure 7.13. Predicted and theoretical half-angles. 

The net effect of the difference between the fit and theoretical curves is 

translated into a difference of approximately 2.6° in the predicted half-angle. 

This is not considered as a substantial discrepancy. However, the location, 

where inflection occurs is significantly different between the two sets of data. 

This occurs at 𝑘𝑥,𝑡ℎ𝑒𝑜𝑟𝑦 /(𝑔/𝑈2)=1.06 according to the theoretical relationship, 

whereas CFD predicts this at 𝑘𝑥,𝐶𝐹𝐷/(𝑔/𝑈2) ≈1.46. The identification of this 

half-angle does not help in visualising the wake better. Plotting a line with 

origins at the bow with an angle of 24.1° causes an intersection with the wall 

earlier than what is shown in Figure 7.10.  

There are several aspects of this technique that should be improved. Firstly, 

the range, over which it is acceptable to find maxima of the Fourier transform 

should be defined. The only way to accomplish this is via an extensive 

experimental campaign. If such an interval is known, then it may be possible 

to define a metric expressing the degree to which waves are correctly 

modelled. It may also be possible to link specific parts of the computational 

free surface with increased error in the representation of ship waves. The only 

manner in which this can be achieved is via experimental work, which should 

demonstrate the validity of the assumptions as they apply to waves generated 

by a ship, rather than point sources. Specifically, ships causing highly 

nonlinear flows, and thereby – waves. 
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Figure 7.14. Splitting of near and far field components via manipulations of 

the spectrum (cut-off wave number 𝑘𝑥
𝑐= 4.7885). Top: original free surface, (a) 

indicates the far field component, whereas (b) indicates the near-field 

disturbance and their corresponding Fourier representations. Longitudinal 

extent: 32 m. 

This section proceeds with the next aspect of the solution, which one may 

obtain via the spectral representation. Specifically, splitting the near field from 

the far field components. This is illustrated for the rectangular case study at 

𝐹ℎ =0.77 in Figure 7.14, where the cut-off wave number is 𝑘𝑥
𝑐 = 4.7885. Here, 

the shape of the ship leaves a small effect onto the corresponding near and far 

field systems because the outline of the vessel forms part of the free surface 
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itself. The intensity of the spectrum depends on the input, and can be changed 

based on the brightness of the supplied input. The range of the spectrum is 

therefore not shown.  

The near field disturbance is not confined in the immediate vicinity of the ship 

in Figure 7.14, contrary to expectations. Instead, it is shed from the ship 

downstream, with its influence being clearly visible near the domain walls. 

This representation also allows the detection of the far field waves, as well as 

their reflection form the side walls with ease. It is apparent that the wave 

system is convex with respect to the ship centreline. Once reflected, this is not 

as clearly visible. The full spectrum for this case can be consulted in Figure 

7.11. 

 

Figure 7.15. Computed free surface in the rectangular canal, 𝐹ℎ=0.57. (a), far 

field (b), and near field (c) representations in the real and spectral space 

(𝑘𝑥
𝑐=9.5796). Longitudinal extent: 16.5 m. 

Figure 7.15 shows the spectral decomposition process as applied to the 

rectangular canal for 𝐹ℎ=0.57. Here, the arms of the spectrum, previously used 

to extract maxima and compare with the theoretical relationship are not clearly 

formed. This is consistent with findings of other researchers (Caplier et al., 

2016). Specifically, the higher the depth Froude number is, the more clearly the 

arms of the spectrum are formed. The physical origins of this relate to the 
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relatively small far field disturbance generated by the ship in the examined 

speed range. Simultaneously, speeds corresponding to 𝐹ℎ ≥ 1 are impractical, 

which is why they have not been investigated. Experimental data in terms of 

resistance is also not available for the adopted case studies at the 

aforementioned speeds. In any case, several features of the spectrum can be 

observed. Firstly, the low-intensity arms, observed in Figure 7.11 and Figure 

7.14, extending into the far field are reproduced. However, in Figure 7.14, the 

arms are not reflected from the boundaries of the plot, instead, they exhibit 

periodic structures, which vanish near the limits. 

 

Figure 7.16. Computed free surface in the Suez Canal, 𝐹ℎ=0.57. (a), far field 

(b), and near field (c) representations in the real and spectral space 

(𝑘𝑥
𝑐=9.5796). Longitudinal extent: 13 m. 

It is now appropriate to shift the focus onto the Suez Canal and the spectral 

representation of the wave field obtained. As before, the higher speed 

(𝐹ℎ=0.57) is examined first, shown in Figure 7.16. An immediately apparent 

difference relates to the structure of the wave field. Specifically, the slopped 

canal banks have caused a rundown of the water surface. Since the theoretical 

relationship used to plot the solid line in Figure 7.16a (top right) can only 

account for a single depth, it is not seen to represent the Fourier representation 

of the numerical wave field well. Interestingly, the spectrum contains maxima, 

arranged in semi-circular arcs. An interpretation of this is not attempted at 

present, instead, leaving this for a more theoretical piece of work. Such a 



 

204 

 

research would need to determine the form of the dispersion relation in non-

constant water depths. The cut-off wave number, used to produce Figure 7.15 

and Figure 7.16 is same (𝑘𝑥
𝑐=9.5796 m-1), for this reason. As was the case for 

𝐹ℎ=0.77, the near field disturbance is trapped near the canal walls, and over a 

great distance downstream. 

 

Figure 7.17. Computed free surface in the Suez Canal, 𝐹ℎ=0.47. (a), far field 

(b), and near field (c) representations in the real and spectral space (𝑘𝑥
𝑐= 

14.1833). Longitudinal extent: 20 m. 

The lower speed investigated in the Suez Canal, and the Fourier 

representation of its wave field is depicted in Figure 7.17. As expected, the 

disturbance generated by the ship at 𝐹ℎ =0.47 is significantly smaller than that 

produced at 𝐹ℎ =0.57 (Figure 7.16). The spectrum exhibits a similar structure 

to what was previously observed for 𝐹ℎ =0.57. For both results shown in 

Figure 7.16 and Figure 7.17, the near field hydrodynamic response has caused 

bright parts of the spectrum, which are periodically broken. These correspond 

to what is identified as a near field wave by the method, trapped at the lateral 

extents of the tank. This is primarily the case due to the relative size of these 

disturbances. Namely, their wavelength is of the order of magnitude of the 

ship itself. Whether this classification itself is correct probably requires further 

research. However, their effect onto the Fourier representation is clearly 
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visible, especially in Figure 7.16, where a high intensity patch can be seen 

undulating along the ordinate. 

The lower speed investigated in the Suez Canal, and the Fourier 

representation of its wave field is depicted in Figure 7.18. As expected, the 

disturbance generated by the ship at 𝐹ℎ=0.47 is significantly smaller than that 

produced at 𝐹ℎ=0.57 (Figure 7.17). The spectrum exhibits a similar structure to 

what was previously observed for 𝐹ℎ=0.57. For both results shown in Figure 

7.16 and Figure 7.18, the near field hydrodynamic response has caused bright 

parts of the spectrum, which are periodically broken. These correspond to 

what is identified as a near field wave by the method, trapped at the lateral 

extents of the tank. This is primarily the case due to the relative size of these 

disturbances. Namely, their wavelength is of the order of magnitude of the 

ship itself. Whether this classification itself is correct probably requires further 

research. However, their effect onto the Fourier representation is clearly 

visible, especially in Figure 7.17, where a high intensity patch can be seen 

undulating along the ordinate. 

 

Figure 7.18. Computed free surface in the Suez Canal, 𝐹ℎ=0.47. (a), far field 

(b), and near field (c) representations in the real and spectral space (𝑘𝑥
𝑐= 

14.1833). Longitudinal extent: 20 m. 
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7.5 Summary and conclusion 

This chapter presented a towing tank which does not reply on the principle of 

Galilean relativity. This was accomplished via the overset method, which was 

used to actually ‘tow’ the KCS model in a virtual environment. The main 

benefits of adopting such an approach were identified in terms of the reduced 

number of assumptions needed to perform the analysis. Specifically, all 

boundaries (except those prescribed as symmetries or overset boundaries) are 

no-slip walls, which is more physically consistent than ‘traditional‘ virtual 

towing tanks. Since the ship advances over a static fluid, the approach 

presented in this thesis does not require the definition of inlet turbulent 

properties, as is usually the case. Thereby, removing one major source of 

modelling error and uncertainty.  

The adopted case studies numerically replicated recently published results in 

a rectangular canal and in the New Suez Canal (Elsherbiny et al., 2019b). The 

computed resistance of the ship was compared to the experimentally obtained 

values. Good agreement was found, although some discrepancy persisted in 

the highest speeds examined. The source of the difference between the 

experimental and numerical results is primarily attributed to the fixed sinkage 

and trim used in the virtual towing tank. The study was supplemented by a 

method to decompose the wave field and determine the Kelvin wake angle. In 

terms of the former, it was discovered that near field disturbances propagate 

outwards towards the canal sides and are shed by the ship downstream. Their 

effect persisted over a significant distance. This is of practical interest, because 

near field disturbances are typically linked with strong pressure variations. 

Thus, information extracted via the spectral decomposition method may be 

used to assess the optimum slope and positioning of canal sides to avoid 

excessive forces, linked with bank erosion.  

On the other hand, it was shown that in a narrow canal, it is difficult to identify 

the boundaries of the Kelvin wake. Values for the half-angle computed via 

linear point-source methods were compared with those obtained  by CFD. The 

effects of nonlinearity and interference of wave systems shed by the bow and 

stern were identified potential sources of discrepancy. However, the 

numerical (𝜃𝐶𝐹𝐷=24.1°) and theoretical (𝜃𝑇ℎ𝑒𝑜𝑟𝑦=22.756°) Kelvin wake half-

angles for 𝐹ℎ=0.77 in the rectangular canal were found to compare reasonably 

well. The inflection point, which governs the value of the half-angle however 

was found to be in some disagreement. According to the theory, this should 



 

207 

 

occur at approximately 𝑘𝑥 =1.06, whereas CFD suggests the inflection point is 

located at 𝑘𝑥 = 1.46. The potential sources of this discrepancy likely pertain to 

limitations in terms of mesh size, time step in CFD, but also, and likely more 

importantly, the theoretical assumptions.  
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  MODELLING THE 

HYDRODYNAMIC EFFECT OF 

ABRUPT WATER DEPTH CHANGES 

ON A SHIP TRAVELLING IN 

RESTRICTED WATERS USING CFD 

 

 
This chapter examines the hydrodynamics of ships advancing past depth 

discontinuities in restricted waters. Numerical simulations are performed 

using two speeds and four different levels of water depth reduction. To gauge 

the effects of transcritical flows, the case studies are specifically designed to 

result in such conditions. The assessment suggests a strong influence in the 

relative change of parameters of interest depending on the initial speed. 

8.1 Introduction 

Although there is a significant body of literature devoted to the study of ship 

hydrodynamics in confined waters, several open research questions remain. 

Contemporary interest in the field is driven by the  fact that according to 

EMSA (European Maritime Safety Agency, 2019, 2018, 2017, 2016, 2015), a 

large proportion of all ship incidents occur in restricted waters. Although 

human factors are predominantly thought to be the root cause of this, counter-

intuitive ship behaviour can occur in shallow waters, magnifying the overall 

risk (Tuck, 1978). Therefore, understanding the hydrodynamic phenomena 

occurring in shallow, and more generally, restricted waters, is of practical 

relevance.  
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In some cases, the ship operator may not be aware of the consequences caused 

by their operation in shallow water. An excellent example of this is described 

and analysed at length by Grue (2017), who investigated waves caused by 

ships sailing past abrupt depth transitions. He demonstrated that long waves 

can be generated at the depth transition, which the author termed “mini-

tsunamis”. The resulting waves were shown to cause substantial damage to 

coastal infrastructure several kilometres from their inception point. An even 

more extreme case is reported to have caused the loss of life (Soomere, 2007).  

The present chapter takes inspiration form Grue's (2017) work and seeks to 

explore the associated effects further, using numerical methods. A survey of 

the literature revealed that studies model similar problems using potential-

flow-based methods. These generally fall within three categories including 

slender body methods (Gourlay, 2003; Plotkin, 1977, 1976; Tuck, 1967), Green 

function-based methods (Yang et al., 2001; Yuan, 2014; Yuan et al., 2018; Yuan 

and Incecik, 2016), methods based on the Boussinesq approach (Dam et al., 

2008; David et al., 2017; Grue, 2017; Jiang et al., 2002; Torsvik et al., 2006; Wu 

and Wu, 1982), methods based on the Korteweg-de Vries equation (Cole, 1987; 

Hur, 2019; Katsis and Akylas, 1987, 1984), and methods based on the 

Kadomtsev-Petviashvili equation (Beji, 2018; Mathew and Akylas, 1990; 

Sharma, 1995).  

Most methods mentioned previously can be thought of as long wave theories. 

The long wave family of theories can be arrived at by applying a combination 

of assumptions and appropriate boundary conditions to the Euler equations, 

which are known to model ship waves with adequate accuracy. However, as 

is often the case, there is some disparity between different approaches as 

illustrated by Torsvik (2009) in terms of dispersive properties exhibited by 

generated waves. Neglecting viscosity may not be a valid assumption, based 

on the findings of recent numerical and experimental studies, which observed 

the formation of a boundary layer on the seabed in very shallow conditions 

(Böttner et al., 2020; Shevchuk et al., 2016). 

By contrast, studies have shown that the fully nonlinear Reynolds averaged 

Navier-Stokes (RANS) equations can model the present class of problems well 

(Bechthold and Kastens, 2020; Elsherbiny et al., 2020; Shevchuk et al., 2016; 

Terziev et al., 2018; Tezdogan et al., 2016a). It is therefore prudent to attempt 

to construct a fully nonlinear viscous towing tank with a varying bathymetry. 

The specific object of this chapter is thus to simulate the hydrodynamic effects 

caused by a ship passing over a step change in the water depth using CFD. To 
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the best of the author’s knowledge, such towing tanks have only been 

constructed via the use of the family of long wave theories, described 

previously.  

According to Jiang et al. (2002), the unsteadiness and three-dimensionality of 

the problem to be investigated herein precludes the use of many methods. 

Even the applicable methods rely on the assumption of inviscid flow, which 

may not hold for near-critical speeds or very shallow waters. Therefore, 

provided one can cope with the computational effort, it is desirable to 

investigate the effects of depth changes via a RANS method.  

This chapter presents an attempt at modelling the above scenario using the 

commercial RANS solver Star-CCM+, version 14.06. As a starting point, the 

experimentally investigated rectangular canal of Elsherbiny et al. (2019) is 

used. In their study, the authors of the aforementioned work performed an 

experimental investigation into the hydrodynamics of the KCS containership 

in a rectangular canal and the Suez Canal. Their findings indicate a strong 

dependence of the canal cross-sectional area on all examined parameters. 

Their study featured a depth-to-draught ratio of 2.2 and a width of 4.6m for 

the rectangular canal.  

To examine phenomena other methods may not be well-suited for, the chosen 

speed range for the present work is trans-critical and is applied to the 

rectangular canal of Elsherbiny et al. (2019). Specifically, two subcritical (𝐹ℎ <

1) depth Froude numbers are chosen to begin with. As the ship advances 

through the domain, it encounters a step decrease in the water depth, 

rendering a higher value of 𝐹ℎ. To model the longitudinal motion of the ship 

along the canal, the overset domain approach is utilised, which follows from 

the preceding chapter. To simplify the numerical simulations, the ship is not 

allowed to move in any direction, other than along the canal’s length. 

Therefore, ship squat is not modelled in this chapter. 

The specific cases examined here are detailed in the following section. Section 

8.3 presents the numerical implementation, which also contains estimates for 

the numerical uncertainty. Then, the generated results and their analysis are 

given in Section 8.4. Finally, Section 8.5 contains a summary and conclusion. 

8.2 Case studies 

This section is devoted to an overview of selected case studies. To begin with, 

justification is given in terms of the selected conditions.  



 

211 

 

As stated previously, transitions past the critical depth Froude number are 

sought. This is to demonstrate that RANS solvers are well-equipped to handle 

such problems, that present significant difficulties for several theoretical 

methods as reported in the literature. For example, the slender body theory 

has a singularity at 𝐹ℎ = 1. Several studies have devised approaches to handle 

the behaviour of the theory around this depth Froude number, but none has 

become widely used (Alam and Mei, 2008; Gourlay and Tuck, 2001; Lea and 

Feldman, 1972; Miles, 1986; Tuck, 1967, 1966). Therefore, the decision to 

simulate conditions where the critical speed is met and exceeded was taken. 

Alongside these, subcritical conditions are also modelled. 

To achieve a high depth Froude number, a relatively high ship speed is 

required. Although it may be the case that few vessels would operate under 

such conditions, Grue (2017) reported fast ferries travelling at 𝐹ℎ = 0.7 prior to 

the depth transition. Therefore, the high-speed choice is deemed both 

acceptable and practically relevant for ship operations. Since ship waves are 

of greater concern in restricted waterways due to bank erosion, such as rivers 

and canals, a corresponding case study is sought.  

As mentioned earlier, the work of Elsherbiny et al. (2019) is used as a starting 

point for three reasons. Firstly, they investigated a canal case, which matches 

the requirements set out previously. Secondly, the groundwork in 

constructing and validating the wavefield of this case study was laid out in 

chapter 7. Finally, replicating the towing conditions allows other researchers 

to compare resistance and wavefield data against the work presented herein. 

This could be done by other researchers using numerical methods. 

Alternatively, an experimental version of the case studies presented here 

should also be carried out. 

Initial speeds are selected based on the highest available 𝐹ℎ explored by 

Elsherbiny et al. (2019), namely, 𝐹ℎ𝑖 = 0.77. Since one of the objectives is to 

model a critical case, the water depth restricted so that when the ship crosses 

the step at a constant speed, the resulting depth Froude number, 𝐹ℎ𝑠 = 1. 

Henceforth, the subscripts i and s will be used to denote the initial condition, 

and the condition past the step, respectively. Naturally the same ship as used 

in the work of Elsherbiny et al. (2019) is utilised, namely the KCS, whose 

principal characteristics are shown in Table 8.1.  
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Table 8.1. KCS principal characteristics (in model scale). 

Quantity Symbol Value Unit 

Scale factor λ 75 - 

Length L 3.067 m 

Beam B 0.429 m 

Draught T 0.144 m 

Block coefficient CB 0.651 - 

Longitudinal Centre of Gravity LCG 1.488 m 

Wetted area S 1.694 m2 

Making the above choice while maintaining a constant velocity requires the 

depth to change from  ℎ𝑖/𝑇=2.2 to ℎ𝑠/𝑇 ≈ 1.3 (note that the width is 

maintained constant w=4.6m). Further cases to gauge the sensitivity of the flow 

to water depth are specified at three equal intervals between the two 

extremities in terms of the depth Froude number. Moreover, to include 

additional supercritical cases, a second initial depth Froude number is selected 

as 𝐹ℎ𝑖 = 0.9 and investigated for the same depths. The resulting test matrix is 

given in Table 8.2. Further reductions in the water depth are not implemented 

to avoid numerical problems in the implementation of the overset domain 

approach, used to tow the ship. A schematic drawing of the different steps 

investigated can be seen in Figure 8.1. 

Table 8.2. Text matrix 

No U (m/s) 𝐹ℎ𝑖 ℎ𝑖 (m) ℎ𝑖/T 𝐹ℎ𝑠 ℎ𝑠 (m) ℎ𝑠/T ℎ𝑖/ℎ𝑠 

1 

1.364 0.77 

0.32 2.2 

1 0.190 1.304 1.687 

2 0.943 0.214 1.468 1.500 

3 0.885 0.242 1.665 1.321 

4 0.826 0.277 1.905 1.155 

5 

1.595 0.9 

1.169 0.190 1.304 1.687 

6 1.102 0.214 1.468 1.500 

7 1.034 0.242 1.665 1.321 

8 0.967 0.277 1.905 1.155 

 
Figure 8.1. Schematic drawing of the step changes in water depth. Not drawn 

to scale. 
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8.3 Numerical implementation 

This section is devoted to the numerical implementation, with subsections 

assigned to different aspects of the simulations.  

8.3.1 The numerical environment   

As stated in the earlier, the commercial solver, Star-CCM+, version 14.06 is 

used. The solver is based on the Finite Volume Method (FVM). To avoid 

deviating from the core topic of this chapter, specific details in terms of 

algorithms and subroutines are not discussed. Instead, the reader is referred 

to the user manual (Siemens, 2018) and texts containing detailed information 

of the numerics used (Ferziger and Peric, 2002). 

There are two main aspects of the solution in the present CFD modelling 

requiring particular attention. The first relates to the definition of the free 

surface. The disturbance caused by the ship may be significant and will 

influence the solution substantially, therefore, an accurate representation is 

necessary. The definition of the water surface is modelled via the Volume of 

Fluid (VoF) method (Hirt and Nichols, 1981), with the High Resolution 

Interphase Capturing (HRIC) scheme to enhance its sharpness (Muzaferija and 

Peric, 1999, 1997). The grid on which the problem at hand is discretised is 

discussed in the following subsections. 

The second aspect of the numerical implementation that is of importance 

relates to turbulence. The k-ω model of Wilcox (2008) is used, which has been 

utilised to obtain consistently good predictions in terms of computational 

resources and resistance predictions, as demonstrated in recent studies (Eca 

and Hoekstra, 2008; Elsherbiny et al., 2020). The two-equation eddy-viscosity 

turbulence closure is also selected due to its seamless application to all types 

of meshes. This is an advantage because the model does not require 

modifications independent on whether a wall function is used or not. 

Although a low y+ mesh is constructed on the ship hull, as will be 

demonstrated at a later stage, this is not the case for the canal sides and bottom. 

Therefore, wall functions are used at all domain boundaries. Finally, to ensure 

a good representation of turbulent properties, all simulations are run with a 

second order accurate convection scheme. 

To model the ship’s longitudinal motion along the domain, the overset domain 

approach is used. In essence, this results in the creation of a box, enveloping 

the hull. To re-create the ship’s motion in the x direction, the overset domain 
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is assigned the ship’s velocity, which appears in Table 8.2. Adopting the 

overset domain allows the efficient modelling of the problem at hand. The 

alternative would involve re-meshing at each time-step, which would cause 

considerable increase in the computational load. 

8.3.2 Computational domain and boundary conditions 

The computational domain dimensions and arrangement are depicted in 

Figure 8.2. The location labelled as “Step” represents where the water depth 

transition is located. The values used can be consulted in Table 8.2 and Figure 

8.1. 

 
Figure 8.2. Depiction of the computational domain (depicted: ℎ𝑖/ℎ𝑠=1.687). 

The main dimensions of both the background and overset domains are 

unaltered across case studies. The only change stems from the difference in the 

water depth after the midpoint of background domain. This is also set as the 

global origin of the coordinate system to simplify the representation of the 

results. To further simplify the results, the ship is modelled with an even keel, 

and ship squat is not accounted for. The reason behind this relates to the 

restricted water depth. If the overset domain were to collide with the 

background domain, the simulation could fail or cause unreasonable results. 

Since a shock is expected as the ship transits past the step, ship squat is not 

modelled to avoid the aforementioned effects.  

The modelling of the KCS with an even keel results in substantially different 

resistance values to those recorded in the article by Elsherbiny et al. (2019), 

precluding the possibility of a validation study. However, using an identical 

set-up, the resistance and wavefield have been validated in Chapter 4 and 

Chapter 7 (Elsherbiny et al., 2019a; Terziev et al., 2020, 2019b; Tezdogan et al., 

2016b, 2015).  

The manner in which the numerical towing tank is constructed allows the 

removal of all open boundary conditions. This carries positive and negative 

impacts on the solution simultaneously. Specifically, the modelling 
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assumptions related to inlets and outlets, damping lengths and clearances 

between an open boundary and the ship, inlet turbulence, etc. are no longer of 

consequence because they no longer exist in the CFD simulations. Therefore, 

the modelling assumptions and sources of uncertainty are significantly 

reduced. On the other hand, from a mathematical point of view, open 

boundaries are easier to implement. Their removal may destabilise the 

solution in some cases. This is particularly the case when performing grid 

refinement studies – if the grid is too coarse, the simulation diverges during 

the early stages of the solution. 

The numerical implementation of the domain requires in three types of 

boundary conditions. Symmetry planes are instituted in the overset and 

background domains, coincident with the centreline to reduce the 

computational effort. The overset domain requires the appropriate boundaries 

to imposed on the moving box, encasing the ship. All other boundaries are set 

as no-slip walls, as would be the case in a physical towing tank. Therefore, the 

numerical tank is physically consistent with real towing facilities. 

8.3.3 Computational mesh 

The computational mesh onto which the RANS equations are discretised is 

generated within the automatic facilities of the software package utilised to 

run the analysis. To ensure a good representation of the water surface, the 

mesh used in Chapter 7 is duplicated, due to the fact that those results are 

already validated. The prism layer mesher, offered by Star-CCM+ is used to 

create near-wall cells at the ship hull, with the average y+ not exceeding 0.8 for 

the highest speed examined. This is used to construct the near-wall cells on the 

ship hull, responsible for accounting for the high velocity gradients within the 

boundary layer. On the other hand, the y+ values on the side walls and bottom 

are allowed to exceed 1, resulting in the use of wall functions on these 

boundaries. A close-up of the generated grid on the undisturbed free surface 

prior to initiating the simulation is shown in Figure 8.3. 
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Figure 8.3. Close-up of the computational mesh on the free surface. 

Table 8.3 contains the numbers of cells, generated for each case. It should be 

noted that these do not vary with 𝐹ℎ𝑖. Therefore, both 𝐹ℎ𝑖 = 0.77, 0.9 are 

simulated with the same numbers of cells for their corresponding cases. 

Table 8.3. Cell numbers for all four depth transitions 

Cases ℎ𝑖/ℎ𝑠 Number of cells 

1 and 5 1.687 25,248,501 

2 and 6 1.500 25,632,314 

3 and 7 1.321 26,392,544 

4 and 8 1.155 26,776,892 

 

8.3.4 Time-step selection 

Making an adequate choice for the time-step (Δ𝑡) in unsteady simulations is of 

critical importance. If the Δ𝑡 value is too large, the numerical solution may 

become unstable, or give unrealistic results. This is to be balanced with 

computational time, i.e. it is not practical for a simulation to run over 

unnecessary long periods of time while consuming computational resources. 

Numerical noise may also manifest itself in the solution if the time-step is not 

chosen correctly. Based on the results of Chapter 7, Δ𝑡 =0.0035𝐿/𝑈 is chosen 

with a first order discretisation scheme. To ensure  an adequate representation 

of the physics, the Courant number is monitored throughout the simulation, 

with a stopping criterion imposed to end the simulation if the Courant number 

equals or exceeds unity within the overset domain.  

The overset domain is chosen instead of the background to represent the 

Courant number criteria because in the former, the majority of the flow is 

accelerated. Had this been applied to the background domain, where the 

majority of the fluid is static, the results in terms of the Courant number would 
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be misleadingly low. The generated grid succeeded in preserving a Courant 

number, CFL>1. 

8.3.5 Numerical verification 

This subsection contains estimates of the numerical uncertainty, induced by 

the discretisation of the RANS equations in time and space. The approach used 

follows the recent work of Bechthold and Kastens (2020), who followed the 

guide of Celik et al. (2008). This begins with the definition of a refinement 

factor, r. According to ASME (American Society of Mechanical Engineers, 

2009), acceptable values of r range between 1.1 and 1.5. The value of √2 is 

adopted for the refinement ratio for the present set of simulations. This is 

applied as a multiplicative factor to the mesh and time-step, which are 

magnified successively, creating a medium (i=2) and coarse (i=3) solution for 

each metric (mesh and time-step). To simplify the analysis, the refinement 

ratio is kept constant, i.e. 𝑟21 = 𝑟32 = √2. Nevertheless, the relationships used 

to perform the analysis with non-uniform r are adopted to enable comparison 

of results with other studies. 

Once the medium and coarse solutions have been obtained, the observed order 

of accuracy can be determined as shown in Eq. (8.1): 

𝑝 =
|ln|𝜀32 𝜀21⁄ |+𝑞(𝑝)|

ln(𝑟21)
 ,        (8.1) 

with 

𝑞(𝑝) = ln (
𝑟21

𝑝
−𝑠

𝑟32
𝑝

−𝑠
),         (8.2) 

and  

𝑠 = 𝑠𝑔𝑛 (
𝜀32

𝜀21
),         (8.3) 

where 𝜀32 = 𝑓3 − 𝑓2, and 𝜀21 = 𝑓2 − 𝑓1, with 𝑓𝑖 denoting the ith solution. For a 

constant refinement case, the function 𝑞(𝑝) = 0. In the case of mesh 

independence, the medium and coarse solution featured 8,684,955 and 

3,167,970 cells, respectively. 

The next step is to estimate the uncertainty, denoted GCI (Grid Convergence 

Index), after Roache (1998), shown in Eq. (8.4): 

𝐺𝐶𝐼 = 1.25 × |
𝑓1−𝑓2

𝑓1
| (𝑟21

𝑝 − 1)⁄       (8.4) 
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In the present case, the resistance of the ship before and after the step change 

in depth is used in the assessment. Therefore, two different estimates of the 

uncertainty are obtained for the mesh and two for the time-step. The specific 

case to which this is applied is case 1, 𝐹ℎ𝑖 = 0.77, 𝐹ℎ𝑠 = 1, as shown in Table 

8.4. 

Table 8.4. Numerical uncertainty study results (results are given for the ship 

resistance). 

 Before step (𝐹ℎ𝑖=0.77) After step (𝐹ℎ𝑠=1) 

 Mesh Time-step Mesh Time-step 

Fine (N) 19.74 19.74 64.43 64.43 

Medium (N) 23.09 23.05 53.40 65.76 

Coarse (N) 23.85 23.04 47.64 65.76 

GCI  6.20% 0.03% 10.94% 0.01% 

𝑈𝑐  0.06% 0.11% 

 

In Table 8.4, the GCI value before and after the step is reported. Then, the 

combined uncertainty, 𝑈𝑐 is estimated for each case as shown in Eq. (8.5):  

𝑈𝑐 = √𝐺𝐶𝐼𝑚𝑒𝑠ℎ
2 + 𝐺𝐶𝐼𝑡𝑖𝑚𝑒

2        (8.5) 

It is apparent from the results of Table 8.4 that the results of the study are more 

sensitive to variations in the mesh than they are to variations in the time-step. 

Although the uncertainty exceeds 10% for the mesh in the critical region, this 

is considered a tolerable level of uncertainty considering the challenging case 

to which the analysis is applied to. The results from this subsection can be 

interpreted as follows. The mesh requirements for critical depth Froude 

number cases are considerably higher than those for subcritical cases. This 

serves to highlight that the examination of critical speeds is not a trivial 

problem even for RANS solvers. However, results with the given uncertainty 

can be obtained, whereas many potential flow-based methods predict 

singularities at 𝐹ℎ = 1. 

Finally, it should be noted that while coarsening the grid, the finest time-step 

was maintained. The mesh was magnified by the same factor (𝑟 = √2) in both 

the overset and background domains to preserve the transitional ratio 

between the two. Conversely, the temporal dependence study was carried out 

on the finest mesh only. 
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8.4 Results and discussion  

This section presents the obtained results, their analysis and discussion. To 

begin with, the resistance characteristics of the ship are given. For 

convenience, the percentage increase in resistance as the water depth changes 

is presented. This is thought to be a more suitable way to enable other 

researchers to compare different hull forms subjected to similar conditions. 

The initial resistance recorded for the model-scale ship at 𝐹ℎ𝑖=0.77 was 19.74N, 

while at 𝐹ℎ𝑖=0.9 the value was 55.891 N.  

 

Figure 8.4. Resistance increase resulting from the depth change. 

Figure 8.4. demonstrates that the initial velocity is critically important for the 

relative increase in resistance. To elaborate, the cases where the initial speed is 

𝐹ℎ𝑖 = 0.77 exhibit several times the increase in resistance when compared to 

the cases with initial speed corresponding to 𝐹ℎ𝑖 = 0.9. More importantly, no 

jumps or sharp cusps are observed, as predicted by linear potential flow 

theory. The results in Figure 8.4 also point towards the possibility to minimise 

the total drag by small variations in the ship speed. For example, case 3 

(𝐹ℎ𝑠=0.885) is considerably more favourable than case 1 (𝐹ℎ𝑠=1). 

For both initial depth Froude numbers, the resistance does not peak at 𝐹ℎ = 1. 

This is in line with experimental data for a family of hulls given in Benham et 

al. (2020) and Benham et al. (2019), where the authors predicted that wave 

resistance peaks well before the critical depth Froude number. The reason why 

ship resistance is thought to exhibit a peak near 𝐹ℎ = 1 is strictly related to the 

sustained generation of waves, which is widely considered an independent 
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component of the total resistance. Linear potential flow theories place the peak 

at the critical depth Froude number; however, nonlinear phenomena are 

known to deform the wave resistance curve’s peak towards the lower 𝐹ℎ range. 

A similar effect can be observed in other experimental data, in terms of the 

Kelvin wake angle (𝜃). For example, Johnson's (1957) experiments showed that 

the peak in 𝜃 can occur at around 𝐹ℎ,𝜃=𝑚𝑎𝑥 =0.9. Therefore, the trend exhibited 

by both curves in Figure 8.4 matches expectations.  

In the cases where 𝐹ℎ𝑠 ≥ 1.1, one might expect to observe a reduction in the 

resistance. This is a well-known phenomenon and has recently been 

demonstrated by Benham et al. (2020, 2019). There are two possible 

explanations as to why this is not observed in the presented results, which 

suggest the resistance increases in each case. One way to look at the data 

would be to suggest that the expected decrease in resistance is too narrow over 

the depth Froude number range. In such a scenario, the dip would be observed 

if further simulations were carried out between 1.09 < 𝐹ℎ𝑠 < 1.15. Evidence to 

suggest that this may be the case can be found in Benham et al. (2019). The 

decrease in resistance for their hull forms is narrow. It is also worth noting that 

in their study, a family of simple hull shapes were examined. Similar hulls, for 

example, the Wigley hull, are known to produce a predominantly linear flow 

field (Chen et al., 2016).  

 
Figure 8.5.  Wavefield for case 1, 𝐹ℎ𝑖 =0.77 and 𝐹ℎ𝑠 =1. The solution time and 

increment interval unit at which the free surface is shown is based on the end 
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of the acceleration phase (shown in the first tile). The dashed line indicates 

the position of the step change in water depth. 

 

A second way of interpreting these results may be in terms of the wavefield. 

When the depth Froude number past the step exceeds or is equal to unity, any 

solitons generated by the ship may not be shed sufficiently quickly, to the 

forward part of the tank. Therefore, the ship may be trapped sailing against a 

wave. One way to determine whether this is the case would be to examine the 

wave field. This is shown in Figure 8.6 and Figure 8.6 for cases 1 and 7, 

respectively (𝐹ℎ𝑖 = 0.77 with 𝐹ℎ𝑠 = 1, and 𝐹ℎ𝑖 = 0.9 with 𝐹ℎ𝑠 = 1.03, 

respectively).  

 

Figure 8.6. Wavefield for case 7, 𝐹ℎ𝑖 =0.9 and 𝐹ℎ𝑠 = 1.03. The solution time 

and increment interval unit at which the free surface is shown is based on the 

end of the acceleration phase (shown in the first tile). The dashed line 

indicates the position of the step change in water depth. 

The wave elevation carried in front of the ship is longer for 𝐹ℎ𝑖 =0.9 and 

𝐹ℎ𝑠 =1.03 (case 7). Thus, it is conceivable that this is could be the root cause for 

the elevated resistance. The second main difference between Figure 8.5 and 

Figure 8.6 relates to the generated soliton. While the soliton is clearly visible 

in Figure 8.5, it has not detached from the bow wave elevation in Figure 8.6. 

This is the case because the ship speed is close to the wave speed (𝐹ℎ𝑖 =0.9), 
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therefore, the soliton would require a much longer domain to be properly 

shed. Solitons are also known to be essentially two-dimensional (Gourlay, 

2001). To check whether the wavefield is 2D on the step, the time-history of 

the wave elevation on the step is recorded and shown in Figure 8.7. The free 

surface is monitored at four points next to the ship to provide a picture of the 

generated disturbance with distance in the y direction. Since the towing tank 

is symmetrical about the centreline, the probes are not mirrored. For 

comparison, the time-history of the same probes shown in Figure 8.7 for 

𝐹ℎ𝑖 =0.77, are shown for 𝐹ℎ𝑠=0.9 in Figure 8.8. These demonstrate that the 

wavefield in the latter case is 2D to a much greater extent and that the change 

in step height (ℎ𝑠) has a smaller relative influence on the deformations of the 

free surface. 

 
Figure 8.7. Wave probes at the step for 𝐹ℎ𝑖 =0.77. 



 

223 

 

 
Figure 8.8. Wave probes at the step for 𝐹ℎ𝑖 =0.9. 

Figure 8.7 indicates that the wave field is only uniform along the y axis prior 

to the ship’s interaction with the step. This can be seen by referring to the wave 

elevation between 20 and 30 seconds of physical time in Figure 8.7 and Figure 

8.8. The interactions differ with 𝐹ℎ𝑠 due to the physics of wave reflection and 

transition from a submerged step. Since the wave speed in the deeper region 

is higher than that of the shallower region, past the step, the wave profile must 

transform upon transiting from one depth to the other. There have been many 

studies into how this occurs. The first such work is thought to be that of Lamb 

(1932), who derived an expression for the ratio of transmitted and incident 

waves. His assumption of zero vertical velocity at the step seemed 

inappropriate to Bartholomeusz (1958), who presented a more in-depth study. 

However, the end result was identical to Lamb's (1932). Later, both of these 

studies were put under question by Newman (1965), who also ended up with 

Lamb's (1932) formulation for very shallow water cases.  

The contribution of Newman (1965) however was expressed in the fact that he 

obtained an expression for an infinitely deep incident wave transforming into 

a shallow region. He provided a physical interpretation as to why a 

transmitted wave asymptotically tends to a wave height 𝜁𝑠 =2× 𝜁𝑖  (where 𝜁 is 

the wave elevation, whereas the subscripts maintain their earlier designation) 
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as ℎ𝑠 → 0. Newman's (1965) interpretation is that as the shallower region’s 

depth vanishes, two phenomena occur. Firstly, the entire incident wave’s 

amplitude is reflected, which is physically consistent. Secondly, that as the 

wave transits to much shallower regions, the energy transmitted into the 

region of depth ℎ𝑠 reduces at a rate proportional to the that depth (ℎ𝑠), causing 

the transmitted component to be twice the incident wave’s height. Newman 

(1965) then presents experimental results, which show that the theory is 

consistent, although some scatter in the tank data is observed around the 

theory. To check whether the physical phenomena occur in agreement with 

the aforementioned studies, the wave elevation is recorded along the entire 

tank at different times. 

To simplify the discussion of the results, the obtained wavecuts are split into 

different phases of the simulation as follows (Figure 8.6 and Figure 8.6 can also 

be consulted in this respect): 

I. End of acceleration – this occurs when the ship has reached its target 

speed. The wavefield at this stage is not yet fully developed and differs 

from its pseudo-steady state in several important ways. Discussion of 

these can be found in Doctors (1975) and Day et al. (2009). 

II. Subcritical wavefield development – this phase of the simulation 

contains the time required by the wavefield to approach its steady state. 

This process occurs in all towing tanks, whether virtual or physical. In 

numerical tanks where the ship’s position in the x direction is 

maintained constant, this phase is equivalent to the time allowed for 

convergence.  

III. Prior to the step – at this stage, the ship begins to interact with the step. 

Initially, this is indirectly via the bow wave, which is partially 

compressed by the additional blockage. 

IV. Transiting the step – this phase occurs while the step is located under 

the ship itself. 

V. After the step – this phase begins as soon as the stern of the ship has 

cleared the step. Interactions between the depth transition and the step 

do not cease here. Instead, the accelerated fluid aft of the ship, interacts 

with the step continuously for a considerable time. This effect is 

subsequently demonstrated. 

VI. Critical wavefield development – once the ship has cleared the step 

and advanced about one ship length along the canal, the wavefield 
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corresponding to the depth ℎ𝑠 has begun developing. This can be 

thought of in similar terms as explained in II, i.e. a convergence stage. 

The development of the wavefield is split into the above stages and given in 

Figure 8.9 and Figure 8.10 for case 1 (𝐹ℎ𝑖 =0.77, 𝐹ℎ𝑠 =1) along y/w=0.1 and y/w 

=0.2. In these figures, the maximum and minimum wave elevation for each 

phase are recorded and marked. Evidently, for y/w =0.2, shown in Figure 8.10, 

the disturbance caused by the ship decays in the y direction, allowing the 

soliton to assume the maximum value in phases II, III, and IV. For y/w =0.1 

(Figure 8.9), this is only the case in phase II.  

An interesting property, observed in Figure 8.9 and Figure 8.10 relates to the 

difference of the wave field aft of the ship in phases III and IV (prior and in 

transit of the step) when compared to phase V (after the step). The oscillatory 

pattern observed in the earlier phases, corresponding to the Kelvin wake (refer 

to Figure 8.6 for a top view) is transformed as the ship enters the region of 

depth ℎ𝑠. The oscillatory pattern are replaced by a substantial depression, 

following the ship, as evident in the final stage, given in Figure 8.9 and Figure 

8.10 along each wavecut. The length and height of the wave, trapped at the 

ship’s stern is seen to decrease substantially, while the bow wave is 

considerably stronger in both respects. This observation partly explains the 

increase in resistance, shown in Figure 8.4. Namely, the ship carries with it a 

greater volume of water at its bow. 
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Figure 8.9. Wavecut 1 (y/w=0.1) evolution for case 𝐹ℎ𝑖 =0.77, 𝐹ℎ𝑠 =1, made 

dimensionless by the initial depth ℎ𝑖 =0.32. Maxima and minima are marked 

with green and red points, respectively. The outline of the ship is scaled 

down in the vertical direction by a factor of 8 to enable a visualisation of the 

ship’s position. 

In investigating the wavefield, it is important to keep in mind that the RANS 

solver models the flow in a fully nonlinear manner. In Chapter 7, it was 

demonstrated that the present set-up models the dispersive properties of the 

Kelvin wake in good agreement with the linear dispersion relation. In this 

chapter the opportunity to compare the evolution of the numerical wavefield 

with linear potential flow approximations of wave transmission past different 

steps, is used to provide a form of validation.  

As stated earlier, Lamb (1932), Bartholomeusz (1958), and Newman (1965) all 

arrived at the same relationship describing the transmission coefficient, 

expressed as shown in Eq. (8.6): 

𝑇𝑅 =
2√ℎ𝑖

√ℎ𝑖+√ℎ𝑠
         (8.6) 
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where TR is the ratio of transmitted and incident wave height. This relationship 

follows directly from the wave speed in each shallow water region, whose 

linear form is  √𝑔ℎ, with 𝑔 being the gravitational acceleration. Lamb (1932) 

showed that this relationship can be arrived at simply by imposing continuity 

and equivalence of the two waves (transmitted and reflected component) at 

the point directly above the step. All possible values of TR are shown in Figure 

8.11 alongside the numerical predictions for cases 1-4 using this method. Here, 

the theoretical predictions are marked along each line representing the 

possible coefficient values to enable a better visualisation of the numerical 

results and their deviation from the theory.   

 
Figure 8.10. Wavecut 2 (y/w=0.2) evolution for case 𝐹ℎ𝑖 =0.77, 𝐹ℎ𝑠 =1, made 

dimensionless by the initial depth ℎ𝑖 =0.32. Maxima and minima are marked 

with green and red points, respectively. The outline of the ship is scaled 

down in the vertical direction by a factor of 8 to enable a visualisation of the 

ship’s position. 
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Figure 8.11. Transition and reflection coefficients for cases 1-4 (𝐹ℎ𝑖 =0.77). 

Figure 8.11 also contains the reflected coefficient values for the entire range of 

depth ratios. In this case, no numerical predictions are given because a 

reflected wave elevation is not observed. The suspected cause of this is the 

ship’s interaction with the wavefield. To elaborate, any reflected wave will be 

disturbed almost as soon as it is created by the passing of the ship. On the other 

hand, the numerical results for TR (transmission coefficient) show good 

agreement with the theoretical line. In fact, the present datapoints are less 

scattered than the experimental results shown in Newman (1965). It should be 

noted that in the aforementioned work, the author used the infinitely deep 

initial region theory to construct his line. Nevertheless, he demonstrated that 

the experimental data are scattered around the line, providing a form of 

validation for the present wavefield.   

The reason why several closely positioned datapoints are shown in Figure 8.11 

relates to the manner in which the wavefield is sampled. Specifically, Figure 

8.9 and Figure 8.10 show that one has a range of choices when it comes to 

taking the incident wave height and transmitted wave height. Therefore, it is 

thought important to demonstrate that this particular choice is of little 

importance on the positioning of the calculated transmission coefficients. For 

this reason, only one datapoint is given for cases II ~ IV. To further investigate 

the significance of the location over which the soliton is taken, the wavefield 
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maximum and minimum along the wavecuts given in Figure 8.9 and Figure 

8.10 are shown in Figure 8.12. 

 
Figure 8.12. Analysis of the wavefield for 𝐹ℎ𝑖 =0.77, 𝐹ℎ𝑠 =1 along wavecuts 

y/w=0.1 and y/w=0.2 

Here, a simple relation was used to predict the transmitted component of the 

soliton, which was shown to agree well with the numerical results. However, 

it also important to state that following the work of Newman (1965), Lamb 

(1932), and Bartholomeusz (1958), considerable developments have been 

made in the field of predicting the behaviour of waves at depth transitions. 

Some recent studies include Bender and Dean, (2003), and discussions thereof 

(Bender and Dean, 2005; Liu and Lin, 2005), which can give the reader a much 

more in-depth appreciation of the complexities encountered in the related 

field. Many methods, such as that of Marshall and Naghdi (1990) use the 

wavenumber, k, in each region to arrive at an expression for TR. 
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To estimate the wavenumber, Lee and Lee (2019) give several methods. Guo 

(2002), and Newman (1990) can be consulted as well. In this chapter, the 

approaches of Hunt (1979) and Havelock (1908) are used. These techniques 

agree well for the examined range (𝐹ℎ𝑖 =0.77), as shown in Figure 8.13. 

 
Figure 8.13. Predicted wavenumber (𝑘𝑖) for each depth Froude number 

Clearly, one runs into problems using these methods when predicting the 

wavenumber in the region past the step if 𝐹ℎ𝑠 =1. In this respect, Marshall and 

Naghdi (1990) proposed the following relationships between the two regions’ 

wavenumbers: 

𝑘𝑖 tanh(𝑘𝑖ℎ𝑖) = 𝑘𝑠1tanh (𝑘𝑠1ℎ𝑠)      (8.7) 

𝑘𝑠2 = √
ℎ𝑖𝑘𝑖

2

ℎ𝑠(1+𝑘𝑖
2ℎ𝑖

2 3⁄ −𝑘𝑖
2ℎ𝑖ℎ𝑠 3⁄ )

       (8.8) 

𝑘𝑠3 = 𝑘𝑖√ℎ𝑖 ℎ𝑠⁄         (8.9) 

Then, the reflected and transmitted and coefficients are given in Eq. (8.10) and 

Eq. (8.11), respectively: 

𝑅𝑅 =
𝑘𝑠−𝑘𝑖

𝑘2+𝑘𝑖
                   (8.10) 
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𝑇𝑅 =
2𝑘𝑠

𝑘𝑠+𝑘𝑖
                     (8.11) 

In Eq. (8.7) – Eq. (8.9), the subscripts 1, 2, 3 are used to differentiate the 

wavenumber predictions. To examine the predictions graphically, Figure 8.14 

was constructed showing the relationships between 𝑘𝑠1−3 and the 

wavenumber, as predicted by Hunt's (1979) method.  

 

Figure 8.14. Wavenumber predictions for the region past the step. Depicted: 

case 1, 𝐹ℎ𝑖 =0.77 and 𝐹ℎ𝑠 =1. 

As 𝑘𝑠2 increases past a value of 100, it essentially ceases to grow. Fortunately, 

the values of interest are far from this boundary. The predicted wave numbers 

using the aforementioned methods are summarised in  Table 8.5. 
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Table 8.5. Summary of wavenumbers for cases 1 ~ 4 (𝐹ℎ𝑖 =0.77). 

Method Description Wavenumber value 

Havelock (1908) 

𝐹ℎ𝑖 =0.77 

Initial region  

7.591 

Hunt (1979) 7.367 

Relative difference -3.04% 

Eq. (8.7) 

𝐹ℎ𝑠 =1 7.974 

𝐹ℎ𝑠 =0.943 7.777 

𝐹ℎ𝑠 =0.885 7.608 

𝐹ℎ𝑠 =0.826 7.470 

Eq. (8.8) 

𝐹ℎ𝑠 =1 7.224 

𝐹ℎ𝑠 =0.943 7.093 

𝐹ℎ𝑠 =0.885 7.031 

𝐹ℎ𝑠 =0.826 7.085 

Eq. (8.9) 

𝐹ℎ𝑠 =1 5.672 

𝐹ℎ𝑠 =0.943 6.018 

𝐹ℎ𝑠 =0.885 6.409 

𝐹ℎ𝑠 =0.826 6.855 

 

Figure 8.15. Transmission and reflection coefficients based on Marshall and 

Naghdi's (1990) method (𝐹ℎ𝑖 =0.77). 
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Since Marshall and Naghdi (1990) derived Eq. (8.7) without additional 

assumptions, it is used to construct transmission coefficients shown in Figure 

8.15 for cases 1~4 (𝐹ℎ𝑖 =0.77). Here, the range has been retained from Figure 

8.11 for consistency. Figure 8.15 demonstrates that the much simpler approach 

given in Figure 8.11 can be used to quickly estimate the values, with essentially 

the same accuracy in the transmission coefficients. This is valid due to the 

particular case studies selected. Had a deeper water region been chosen, the 

approach of Marshall and Naghdi (1990) would have been recommended. 

At this stage it is also worthwhile to mention that the decrease in height of the 

soliton with distance, given in Figure 8.12 is also physically sound. As stated 

earlier, the height of the wave in front of the ship was shown to decay. This 

was given as a justification to the question why, there are several datapoints 

for 𝐹ℎ𝑠 =1 in terms of transmission coefficients. The dissipation of the wave is 

due to a combination of viscous action in the fluid and friction at the edges 

and bottom of the tank. Here, the reader is reminded that all boundary 

conditions, with the exception of the symmetry plane and overset box are no-

slip walls. Therefore, the dissipation of the wave is an expected outcome.  

The dissipation in the present context can be approximated as shown in Figure 

8.16. Here, Eq. (8.12) and Eq. (8.13) are used to construct the dissipation and 

amplitude-change parts of the plot, as reported in Lamb (1932). Further 

discussion of these equations can be found in the relevant literature (Denner 

et al., 2017; Dorn, 1966; Hunt, 1964; Keulegan, 1948; Liang and Chen, 2019). 

𝐷 =
2𝑘

𝑏
√

𝜈

2𝜔

𝑘𝑤+sinh (2𝑘ℎ)

2𝑘ℎ+sinh (2𝑘ℎ)
         (8.12) 

𝛿 = 𝜁𝑒−𝐷𝑥         (8.13) 

where 𝐷 is the dissipation, 𝜔2 = 𝑔𝑘 tanh(𝑘ℎ), 𝜈 is the kinematic viscosity, 𝛿 is 

the amplitude of the wave having travelled x metres, and 𝜁 is the elevation of 

the initial wave. It should be noted that 𝑘𝑠1, as given in Table 8.5 and Eq. (8.7) 

are used throughout for consistency. 
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Figure 8.16. Viscous dissipation on a unit wave with different dispersive 

properties travelling a unit distance. 

In the present set of simulations, it is not immediately obvious where the 

origins of the soliton lie. It is therefore difficult to determine an exact damped 

amplitude. Thus, tracing the soliton’s decay continuously and comparing it 

with the analytical solution is not attempted. Instead, the value of the soliton 

after it has transferred onto the step is used. Then, the damping relations given 

in Eq. (8.12) and Eq. (8.13) are applied to arrive at a decrease in magnitude by 

2.923%. Similarly, the numerical result is that the soliton reduced in magnitude 

by 2.994% between phases III (prior to the step) to VI (critical wavefield 

development). Note that the soliton has already cleared the step at phase III. 

This agreement is excellent and indicates that the present solution has 

captured the physics of wave propagation and transmission well, as indicated 

by the results given here and in Figure 8.11 and Figure 8.15.  

The numerical modelling of the wavefield, including the friction on the side 

walls and bottom was shown to agree well with analytical solutions. 

Therefore, the use of wall functions at the boundaries of the tank is shown to 

provide sufficient accuracy. This result also suggests that numerical diffusion, 

incurred by the grid density is minimal for the soliton. To check whether the 

solitary wave propagates with a speed, consistent with theoretical predictions, 

the formulation given in  Ertekin et al. (1986), Eq. (8.14) is used. 
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𝐶 = √𝑔ℎ × (1 + 𝜁/ℎ)       (8.14) 

where 𝐶 is the solitary wave speed in a region of depth h. The formulation is 

used for case 1 to obtain 𝐶 = 1.44 m/s, which compares well with the 

numerically observed 1.46 m/s, exhibiting a relative difference of  1.71%. In 

this calculation, the average 𝜁 value is used form the final two measurements, 

given in Figure 8.9 and Figure 8.12. 

Another aspect of the generated data considered here relates to the velocity 

field produced by the soliton, and the ship and its wave system as they interact 

with the step. As was the case earlier, focus is placed on the critical transition 

case (case 1, 𝐹ℎ𝑖 =0.77 and 𝐹ℎ𝑠 =1). To examine the velocity field, the 

proportion of the domain beneath the undisturbed free surface is plotted at 

various times in Figure 8.17. The symmetry plane is used as a reference in this 

case throughout. Longitudinally, one ship length before and after the step is 

included in the plots.  

 

Figure 8.17. Generated velocity field for case 1, 𝐹ℎ𝑖 =0.77 and 𝐹ℎ𝑠 =1 as the 

ship and soliton interact with the step. 
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The first part of Figure 8.17 shows the process of the soliton as it has cleared 

the step. Here, the step causes a region of elevated velocity magnitude to 

persist even after the soliton has propagated a full ship length past the depth 

reduction. This would likely persist for a long time had the ship not disturbed 

the flow field. The most surprising aspect of the solution is that a significant 

proportion of the fluid maintains its velocity a significant time after the ship 

has cleared the step. The flow field in the final part of Figure 8.17 is in the 

direction of the ship, with a vortex persisting at the step’s edge. 

The observations made in Figure 8.17 are in agreement with recent numerical 

and experimental work, which demonstrated that a boundary layer will form 

on the seabed in very shallow conditions (Böttner et al., 2020; Shevchuk et al., 

2016). In this Chapter it is also demonstrated that this effect persists in the final 

part of Figure 8.17. However, as mentioned earlier, the domain does not 

feature any inlets or outlets. Therefore, any fluid, accelerated in the ship’s 

direction must return to equalise the pressure and water elevation behind the 

ship. Ship-generated waves would also contribute to this, but they diffuse by 

a combination of sides/bottom friction, numerical and viscous dissipation. 

Indeed, the smaller the waves, the greater the action of numerical dissipation.  

To investigate the mechanism by which the fluid returns after being 

accelerated in the direction of the ship, the velocity field at the step is taken at 

the end of the simulation (i.e. once the ship’s bow is about 1 m from the end 

boundary) and shown in Figure 8.18. Although the magnitude of velocity is 

given in the contour of the plot, the x-direction velocity is also shown as a 

vector field. This reveals that fluid is returning at a palpable rate to the step. 

However, once the step is cleared, the velocity diminishes rapidly. Such an 

effect may explain the elevated time-history of the free surface  in Figure 8.7 

and Figure 8.8. Specifically, these indicate that considerable volumes of water 

have been swept along with the ship and are subsequently returning to 

equilibrium. 

 
Figure 8.18. Example velocity field near the step at the end of the simulation 

for case 1: 𝐹ℎ𝑖 =0.77, 𝐹ℎ𝑠 =1. 
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A final consideration is given to the wavecuts shown in Figure 8.9 and Figure 

8.10. Although difficult to spot, in phase VI (critical wavefield development), 

a wave trough can be seen propagating in the direction, opposite that of the 

ship’s. This is not a purely numerical phenomenon. Grue's (2017) theory and 

observations in a Norwegian fjord demonstrated that this is a key feature of 

depth transitions. In the case depicted in Figure 8.9 and Figure 8.10, the 

depression is of approximately –40cm height when converted to full-scale. 

This consequence of depth transitions is clearly an important part of the 

physics and has the potential to cause severe infrastructure damage. 

8.5 Conclusion and summary 

This chapter examined the impact of a step change in the water depth on ship 

performance using the commercial RANS solver Star-CCM+. The adopted case 

studies reflected a narrow canal, along the length of which, the water depth 

changes abruptly. This scenario was modelled to reflect recent work 

performed experimentally (Elsherbiny et al., 2019c) over a constant canal 

cross-section, and subsequently validated in Chapter 7. Four depth reductions 

were modelled with two constant speeds. These were deliberately selected to 

provide transcritical depth Froude numbers, with one case targeted 

specifically at the critical speed.  

The results were reported in terms of percentage increase of the base resistance 

encountered by the ship prior to, and after the step. These indicated that a 

resistance increase of up to approximately 226% may occur if the transition 

results in subcritical depth Froude numbers approaching the critical speed. On 

the other hand, it was shown that when the ship has a high initial speed, close 

to the sub-supercritical boundary, the resistance increase is considerably 

milder. Results indicated in this case a change of less than 50% for the model 

scale ship. 

In cases where the initial speed is near 𝐹ℎ =1, it was shown that the wavefield 

is largely two-dimensional and unaffected by the height of the step. On the 

other hand, when the speed is lower, the interaction of the ship’s wavefield 

with the depth transition is highly sensitive to the step height. For this reason, 

the transition of waves past shallow water depth discontinuities were 

examined in some detail. Two theories with varying complexity were 

employed, both of which agreed well with the numerical results. This 

suggested that the shallow water celerity approximation √𝑔ℎ holds well even 
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when the critical depth Froude number is reached in water depths of up to 

ℎ 𝑇⁄ =2.2.  

Simultaneously, the damping of the soliton was shown to be in excellent 

agreement with analytical relations for viscous dissipation of waves in canals. 

The theoretical result for damping in the amplitude of the soliton was 2.923%, 

whereas the numerically obtained decrease in amplitude was 2.994%. This 

suggests that the present RANS approach can model the dissipation of solitons 

with high accuracy. It was also shown that a boundary layer is formed on the 

canal bottom, which persisted long after the ship has passed through. The 

accelerated fluid also requires considerable time to return to its quiescent state.  

In terms of numerical uncertainty, it was observed that the requirements for 

the grid are considerably higher. The numerical uncertainty analysis was 

performed for both regions, i.e. before and after the step. This revealed that as 

the depth Froude number decreased, the requirements in terms of mesh 

increased noticeably, resulting in an elevated uncertainty. On the other hand, 

both regions showed relatively low temporal dependency.  
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 CONCLUSIONS AND FUTURE 

WORK 

 

 
9.1 Introduction 

This chapter summarises the work performed in this thesis. The completion 

of the aims and objectives is assessed based on the contents of each chapter. 

Future work is then suggested based on the findings of the thesis. 

9.2 Conclusions 

This thesis presented examinations on a variety of subjects within the field of 

ship hydrodynamics. Each chapter presented an assessment, designed to 

allow a better understanding of the underlying phenomena. These were 

defined at the onset of this thesis in terms of research aims and objectives, and 

were met as follows. 

The first objective, listed in Chapter 1 was: 

✓ To perform a thorough review of the literature on computational ship 

hydrodynamics and identify open research questions.  

This objective was met in Chapter 2, which presented a literature review on a 

variety of issues within the field of ship hydrodynamics. It included scale 

effects in unrestricted and restricted waters. The survey revealed several key 

characteristics of investigations in the area. For instance, assumptions, such as 

that of the double body flow are frequently applied, as well as the high 

popularity of linear and potential flow methods is noteworthy. Until recently, 

this was justified with the scarcity of computational resources. However, 

double body simulations of ship hydrodynamics can also be beneficial in 



 

240 

 

revealing underlying physics. For example, the interaction between frictional 

and wave resistance, as pointed out in Chapter 3. 

The following objectives, listed in Chapter 1 were: 

✓ To perform a geosim analysis in deep and shallow waters. 

✓ To investigate the scale effects on ship resistance and identify the sources of 

these scale effects. 

These objectives were addressed in two parts. Firstly, a geosim analysis was 

performed in deep, unrestricted waters, where the physics of the problem are 

simpler (Chapter 3). Then, the analysis was performed for the shallow water 

equivalent (Chapter 5). Both of these assessments revealed an interaction 

between different components of ship resistance, specifically, wave and 

frictional resistance. Moreover, the existence of scale effects was demonstrated 

on the wave resistance and form factor. Therefore, the choice of the scale factor 

was shown to be one of the important aspects determining the value of the 

extrapolated full-scale resistance of a ship. It was also demonstrated that one 

should account for interactions between the components of ship resistance, 

and that neglecting these can have a palpable influence on the extrapolated 

value. 

The sources of scale effects were shown to be rooted in the complexity of the 

problem. The disparity between the Reynolds number of the model and full-

scale ships are chiefly responsible as causing scale effects. Specifically, the 

action of viscosity and vorticity, which largely defy analytical description, 

were identified as the responsible factors. This is due to their non-linear 

variations with the Reynolds number, which changes several orders of 

magnitude between the experimental and full-scale conditions.  

The scale effects on the wave field were analysed from two points of view. 

Firstly, the observed numerical wave profiles were shown to vary with scale. 

In the deep-water case, this was done for the far-field waves, which are 

assumed geometrically similar and inviscid. In the case of shallow water, the 

wave elevation on the hull was examined due to the fact that the adopted case 

produced near-field waves only. Both examinations revealed a change in the 

wave elevation with variations in Reynolds number. The second point of view, 

from which the wave field was examined was to seek the origin of the 

observed scale effect. In both cases, this was identified as the boundary layer, 

and its viscous and vortical action on the surrounding fluid.  
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The next objectives, listed in Chapter 1 were: 

✓ To identify the best turbulence model to close the RANS equations, providing 

consistent predictions over a range of parameters, at a small computational 

cost. 

The approach to addressing these objectives was designed to maximise their 

practical relevance. To achieve this, Chapter 4 presented a turbulence 

dependence study in restricted waters. Firstly, an overview was given to 

familiarise the reader with the fundamental concepts, strengths, and 

outstanding problems of the field of turbulence modelling. These were placed 

in context by reference to workshops on numerical ship hydrodynamics and 

current trends in the field. Then, four case studies in restricted waters were 

adopted to demonstrate the relative effect of turbulence closure on sinkage, 

trim, and resistance, since all of these parameters are magnified in confined 

waters.  

A consequence of the complexity of the problem of turbulence modelling was 

found to preclude a straightforward ranking of the models. For this reason, a 

statistical approach, originally devised to determine consistency in 

experimental facilities was implemented with a small variation in the 

methodology. This revealed that it is possible to obtain both qualitative and 

quantitative characteristics of the turbulence models in terms of consistency 

and accuracy across a range of different case studies. The assessment 

suggested that the standard k-ω model provides the best compromise between 

accuracy and consistency. Moreover, it was demonstrated that the k-ω model 

requires the least computational resources of all two-equation eddy-viscosity 

turbulence closures examined. Thus, the k-ω model was identified as a good 

choice for studies in ship hydrodynamics.  

The following objectives were listed in Chapter 1 as: 

✓ To demonstrate the application of numerical uncertainty estimators on 

different parameters and their use in full-scale ship hydrodynamics. 

✓ To determine the performance of computational grids in terms of proximity to 

the asymptotic range. 

To maximise the practical relevance of the work and meet the above objectives, 

a full-scale set of simulations was adopted in Chapter 6, where the objectives 

were addressed. This choice was made in line with the fact that high Reynolds 

number flows are difficult and expensive to measure, making them scarce in 



 

242 

 

the open literature and allowing little room for validation. In such cases, 

numerical uncertainty estimators are frequently the only manner in which one 

can assess the performance of a simulation. Therefore, an in-depth study into 

the application of numerical uncertainty estimators, both local and global, was 

performed. To facilitate the interpretation of data, generated as part of the 

uncertainty study, a variety of methods were adopted. The resulting data was 

shown to be able to aid the analyst in making decisions regarding the 

performance of the simulation in terms of proximity to the asymptotic range.  

The importance of choice of a parameter for the assessment was demonstrated 

by sampling the free surface around the ship and the skin friction it 

experiences. The assessment showed that despite the use of wall functions in 

the latter case, the grid behaved in close proximity to the asymptotic range, 

and was therefore associated with a relatively low numerical uncertainty. On 

the other hand, the free surface was highly non-asymptotic, rendering the 

uncertainty which was observed to be found higher. These contradicting 

outcomes within the same simulation demonstrated that it is of high 

importance to assess different parameters to determine the performance of a 

numerical grid.  

The next objectives, given in Chapter 1 read as follows: 

✓ To determine the Kelvin half-angle of a ship in restricted waters based on a 

numerical free surface analysis method. 

These objectives were met within Chapter 7, where a virtual towing tank was 

constructed, featuring no open boundaries (inlets or outlets), thereby being 

consistent with physical experiments. In this towing tank, Galilean relativity 

was not invoked to assign a velocity to the fluid to flow past a static hull. 

Instead the ship propagates over a static fluid by use of the overset domain 

method. It was demonstrated that via this approach, it is possible to achieve 

reasonable accuracy in terms of ship resistance in model scale.  

On the other hand, the wave field was analysed via a Fourier representation 

of the numerical free surface. Despite the anticipated nonlinearities, resulting 

from the solver and hullform, good agreement was established between a 

theoretical prediction of the wave field in the tank and the numerical 

observation. The numerically modelled Kelvin half-angle was shown to differ 

in magnitude by a reasonably small amount when compared with the 

theoretical approach (less than 2° deviation). 
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The final objective, listed in Chapter 1 was: 

✓ To predict the impact of an abrupt change in the water depth on the resistance 

of a ship and its wavefield in shallow waters.  

To achieve this objective, Chapter 8 presented a numerical model of the 

hydrodynamic effect of abrupt water depth changes on a ship travelling in 

restricted waters using CFD. The virtual approach to tow the ship within the 

computational tank, developed in Chapter 7, was applied. The resistance was 

shown to vary substantially depending on the chosen depth Froude numbers, 

both initial and those resulting after the step. 

Significant interactions between the wave field and submerged depth 

discontinuity were observed in the wave elevation time-history. The wave 

field was analysed using two methods. Firstly, transmission coefficients were 

calculated using two theories. One assuming the limit of very shallow water 

has been achieved, and one taking into account the linear dispersion relation 

for intermediate depths. Both theories showed agreement amongst 

themselves, and with the numerical data. Secondly, the viscous dissipation, 

resulting due to the friction with the side walls and inherent properties of the 

fluid were analysed. These showed excellent agreement with an analytical 

approximation. 

9.3 Discussion 

This thesis relied almost exclusively on the Computational Fluid Dynamics 

approach to analysing ship hydrodynamics in deep and shallow waters. 

Nevertheless, several theoretical methods were included to either augment the 

discussions, provide room for comparison, or offer a type of validation. The 

author of this thesis believes that it is justifiable to expect that CFD will become 

the norm in hydrodynamic analysis and simulation-based design. However, 

the utility of theories, relying on a number of well-posed assumptions should 

not be discounted.  

It was demonstrated in Chapter 2 that scientific papers concerning ship CFD 

analysis have been increasing exponentially in recent years (Figure 2.3). Open 

research questions in the field have persisted, presenting both researchers and 

practitioners with several highly relevant unresolved issues. In Chapter 2 the 

unresolved issues were identified as the resistance extrapolation procedures, 

the approaches to modelling turbulence, shallow water effects on ship 

performance, particularly as they relate to full-scale studies, the sensitivity of 
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the solution to grid density and topography, the representation of ship waves, 

and the modelling of depth transitions in shallow waters. This thesis has 

showed that each of these problems can be solved with the CFD approach. 

Moreover, it was shown that the conceptual problems plaguing simpler 

methods are largely overcome in this way. However, useful information can 

be obtained from potential flow approaches, which can increase the 

confidence in numerical approaches. 

Specifically, Chapter 5 showed that theoretical analysis predicts the correct 

behaviour of scale effects. Chapter 7 demonstrated that a fully nonlinear 

towing tank produces a wavefield in agreement with linear methods, whereas 

Chapter 8 validated the transmission coefficients and viscous dissipation on 

ship-induced disturbances.  

Alongside the successes of numerical approaches in modelling a variety of 

phenomena, their limitations should also be borne in mind. These were 

examined in Chapter 4, where turbulence dependence was reviewed. On the 

other hand, Chapter 6 presented a detailed application and interpretation of 

numerical uncertainty, induced as a result of mapping the governing 

equations onto a discrete grid. Therefore, there are many aspects in which the 

work presented in this thesis could be extended. These are examined in the 

following section. 

9.4 Future work 

Without a doubt, the field of ship hydrodynamics presents many 

opportunities of both theoretically engaging and practically relevant work. 

Some specific examples for further research are given in this section.  

It is hoped that the work presented in Chapter 3 and Chapter 5 will create an 

interest in wave resistance changes with scale, a topic largely ignored in the 

study of ship resistance. A more scientific extrapolation procedure is required 

to replace the experience-based approach most facilities seem to have adopted. 

While the ITTC’s procedure has been widely criticised for years, little progress 

has been made towards its improvement, largely stagnating new 

developments in this direction. The problems associated with scale effects do 

not necessarily come from the decomposition and extrapolation procedure 

itself, rather the assumptions imposed as a part of it. Were these to be relaxed 

or re-examined with modern computational tools, progress could be achieved.  
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In this thesis, the presence of a rotating propeller was not modelled. This is 

justifiable due to the scarcity such of studies performed even for un-appended 

hulls where the complexity is much smaller compared to modelling a hull with 

its appendages (propeller). Therefore, the studies presented in this thesis 

should be used as a stepping stone to lead to research where self-propulsion 

is considered.  

A different aspect of ship hydrodynamics that is currently popular amongst 

researchers is the estimation of roughness and fouling effects on ship hulls. 

Although several studies have already been performed in this area, the 

combined effect of shallow waters and fouling is yet unexamined. A related 

study could also examine the effect of roughness on the canal walls or seabed 

on ship performance. As demonstrated in Chapter 8, a boundary layer forms 

on the ship and domain bottom surfaces. If both of these feature a degree of 

fouling, it is justifiable to expect different performance characteristics.  

Fouling and surface roughness should also be examined under different 

turbulence models and their wider effect on ship performance. Ideally, such a 

work would model the propeller’s action. The assessment of numerical 

uncertainty should be extended to propellers. Since the wave field would be 

fundamentally time-dependent, one could focus on the pressure pulses on the 

ship hull, the friction experienced by the propeller blades, or the position and 

volume of sheets of cavitation.  

Finally, it would be of practical interest to determine which acceleration profile 

results in the smallest unsteadiness and therefore quickest convergence of the 

resistance curve. In both Chapter 7 and Chapter 8, a constant acceleration was 

used to ramp up the velocity until the target speed is achieved. Determining a 

manner of achieving the target speed with the smallest possible soliton 

magnitude would be undoubtedly of interest to the towing tank community.  
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APPENDIX A 

 

 
The data obtained from Web of Science (2020) reads as follows: 

Publication year Records % of total 

2020 – as of 26.04.2020 34  2.56% 

2019 206 15.50% 

2018 168 12.64% 

2017 154 11.59% 

2016 130 9.78% 

2015 107 8.05% 

2014 89 6.70% 

2013 58 4.36% 

2012 70 5.27% 

2011 50 3.76% 

2010 38 2.86% 

2009 36 2.71% 

2008 34 2.56% 

2007 27 2.03% 

2006 28 2.11% 

2005 26 1.96% 

2004 5 0.38% 

2003 17 1.28% 

2002 15 1.13% 

2001 10 0.75% 

2000 5 0.38% 
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1999 3 0.23% 

1998 7 0.53% 

1997 3 0.23% 

1996 5 0.38% 

1995 2 0.15% 

1992 2 0.15% 

Total 1329 

The fit used to extrapolate to the year 2030 with 𝑅2 =  0.9908 was determined using 

a curve fit within MATLAB as shown in Eq. (A.1): 

𝑓(𝑥) =  𝑎𝑒𝑏𝑥 +  𝑐𝑒𝑑𝑥        (A.1)  

where, x represents the year. The fit was performed excluding data point for 

year 2020.  

Coefficients of Eq. (A.1):  

𝑎 =   8.718 × 10−149 

𝑏 =   0.1715  

𝑐 =    0  

𝑑 =    −0.1013  

  



 

289 

 

 

 

APPENDIX B 

 

 
The data, used to construct Figure 4.1 is listed in the table below (all citations 

are listed in the reference list): 

Turbulence 

model 
Reference Count 

Percentage of 

total 

Spalart-

Allmaras 

(Duvigneau et al., 2003; Eca et al., 2018; Eca 

and Hoekstra, 2001; Hoekstra et al., 2000; Maki 

et al., 2013; Pereira et al., 2017; Tin Htwe et al., 

2015) 

7 6.31% 

k-ω Wilcox (Eca and Hoekstra, 2001; Hoekstra et al., 2000; 

Lam et al., 2013; Pereira et al., 2017; 

Weymouth et al., 2005; Wortley, 2013) 

6 5.41% 

k-ω SST (Atencio and Chernoray, 2019; Banks et al., 

2010; Bhushan et al., 2009, 2007; Castiglione 

et al., 2011; Castro et al., 2011; Demirel et al., 

2017, 2014; Deng et al., 2014, 2010; Duvigneau 

et al., 2003; Eca et al., 2018; Eca and Hoekstra, 

2001; el Moctar et al., 2015; Farkas et al., 2018; 

Gaggero et al., 2015; Guo et al., 2013, 2015; 

Haase et al., 2016a; Hoekstra et al., 2000; Irkal 

et al., 2019; Jasak et al., 2018; Kaidi et al., 

2017; Kianejad et al., 2019; Kok et al., 2018; 

Liu et al., 2017; Maasch et al., 2019; Majidian 

and Azarsina, 2019; Mucha et al., 2016; 

Oggiano et al., 2017; Ohashi et al., 2018; 

Pacuraru and Domnisoru, 2017; Pereira et al., 

2017; Prakash and Chandra, 2013; Queutey and 

Visonneau, 2015; Razgallah et al., 2018; 

Saydam and Taylan, 2018; Schweighofer and 

Regnstr, 2005; Shenoi et al., 2016; Shi et al., 

2012; Sigmund and Moctar, 2018; Simonsen et 

al., 2013; S. Song et al., 2019; Toxopeus et al., 

50 45.05% 
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2013; Visonneau, 2005; Wang et al., 2017, 

2016; Wilson et al., 2006; Zhang, 2010; Zou et 

al., 2019) 

k-ε (Bakica et al., 2019; Begovic et al., 2015; 

Bellafiore et al., 2018; Chen et al., 2001; Choi 

et al., 2009; Chun et al., 2001; Dhinesh et al., 

2010; Eca and Hoekstra, 2001; Farkas et al., 

2017; Hai-Long et al., 2016; Hoekstra et al., 

2000; Jagadeesh and Murali, 2010; Kellett et 

al., 2013; M. Kim et al., 2017b, 2017a; Y. C. 

Kim et al., 2017; Kinaci et al., 2016; Kinaci and 

Gokce, 2015; Kouh et al., 2009; Lee et al., 

2018; Linde et al., 2016; Liu et al., 2018; Ma et 

al., 2013; Mancini et al., 2018; Oh and Kang, 

1992; Ozdemir and Barlas, 2017; 

Schweighofer, 2004; Shivachev et al., 2017; 

Srividya and Thandaveswara, 2005; Tahara et 

al., 2002a; Terziev et al., 2018; Tezdogan et al., 

2016c, 2016b, 2016a, 2015; Van et al., 2011; 

Visonneau, 2005; Wang et al., 2016; Wu et al., 

2011; Xing-Kaeding et al., 2015; Xing-Kaeding 

and Jensen, 2015; Zhang et al., 2018, 2017)  

41 36.94% 

AKN (Jagadeesh and Murali, 2010; Pereira et al., 

2017) 

2 1.80% 

RST (Choi et al., 2010; Duvigneau et al., 2003; Lee 

et al., 2018; Visonneau, 2005; Wang et al., 

2016) 

5 4.50% 
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APPENDIX C 

 

 
This Appendix details the equations used by in this thesis. Sources for the 

information presented herein concerning governing equations is drawn from  

Ferziger and Peric (2002) and Durbin and Pettersson Reif (2011). These 

references are omitted henceforth.  

Firstly, the governing equations, describing viscous incompressible flow can 

be written as follows: 

𝜕𝑡�̃� + �̃�𝑖𝜕𝑗�̃�𝑖 = −
1

𝜌
𝜕𝑖𝑝 + 𝜈∇2�̃�𝑖       (C.1) 

𝜕𝑖�̃�𝑖 = 0         (C.2) 

Eq. (C.1) is the conservation of momentum, whereas Eq. (C.2) is the 

conservation of mass. In the aforementioned equations, the notation 𝜕𝑖 was 

used to denote the partial derivative 𝜕/𝜕𝑥𝑖, whereas the subscript 𝑖 gives the 

respective component of the vector. We may decompose the total velocity 

�̃�(𝑥, 𝑡) into a mean and fluctuating component �̃�(𝑥, 𝑡) = 𝑈(𝑥, 𝑡) + 𝑢(𝑥, 𝑡), and 

𝑈 = �̅̃�. Here, a bar above a variable indicates averaging.   

Utilising the abovementioned decomposition, Eq. (C.1) and Eq. (C.2) become: 

𝜕𝑡(𝑈𝑖 + 𝑢𝑖) + (𝑈𝑖 + 𝑢𝑖)𝜕𝑗(𝑈𝑖 + 𝑢𝑖) = −
1

𝜌
𝜕𝑖(𝑃 + 𝑝) + 𝜈∇2(𝑈𝑖 + 𝑢𝑖)  (C.3) 

𝜕𝑖(𝑈𝑖 + 𝑢𝑖) = 0        (C.4) 

In cases, such as those presented throughout the thesis, where the fluctuating 

component is not modelled, one may average Eq. (C.3) and Eq. (C.4), which 

become: 

𝜕𝑡𝑈𝑖 + 𝑈𝑖𝜕𝑗𝑈𝑖 = −
1

𝜌
𝜕𝑖𝑃 + 𝜈∇2𝑈𝑖 − 𝜕𝑗𝑢𝑗𝑢𝑖̅̅ ̅̅ ̅     (C.5) 
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𝜕𝑖𝑈𝑖 = 0         (C.6) 

Eq. (C.5) and Eq. (C.6) are the Reynolds averaged Navier-Stokes equations. 

The final term in Eq. (C.5) is the derivative of the Reynolds stress tensor 𝑢𝑗𝑢𝑖̅̅ ̅̅ ̅, 

given in Eq. (C.7): 

𝑢𝑗𝑢𝑖̅̅ ̅̅ ̅ = (
𝑢1𝑢1̅̅ ̅̅ ̅̅  𝑢1𝑢2̅̅ ̅̅ ̅̅  𝑢1𝑢3̅̅ ̅̅ ̅̅  
𝑢2𝑢1̅̅ ̅̅ ̅̅  𝑢2𝑢2̅̅ ̅̅ ̅̅  𝑢2𝑢3̅̅ ̅̅ ̅̅  
𝑢3𝑢1̅̅ ̅̅ ̅̅  𝑢3𝑢2̅̅ ̅̅ ̅̅  𝑢3𝑢3̅̅ ̅̅ ̅̅  

)      (C.7) 

The resultant set of 4 equations contain 10 unknowns, which is why turbulence 

modelling is frequently referred to as providing closure, i.e. additional 

equations, allowing the system to form a closet set. The unknowns, present in 

the above equations are 𝑈𝑖, 𝑃, and  𝑢𝑖𝑢𝑗̅̅ ̅̅ ̅ with 𝑖, 𝑗 = 1, 2, 3. The Reynolds stress 

term is modelled an eddy-viscosity concept, which translates into: 

−𝑢𝑖𝑢𝑗̅̅ ̅̅ ̅ ≈ 𝑣𝑇[𝜕𝑗𝑈𝑖 + 𝜕𝑖𝑈𝑗]       (C.8) 

It is the purpose of all eddy-viscosity turbulence models to predict the eddy-

viscosity, 𝑣𝑇. This may be achieved by a variety of methods. 

C.1 Spalart-Allmaras model 

The one-equation Spalart and Allmaras (1992) closure models the eddy-

viscosity via Eq. (C.9): 

𝑣𝑇 = 𝜌𝑓𝑣(�̃�/𝑣)        (C.9) 

where �̃� is the modified diffusivity term, and 𝑓𝑣 is the damping function, 

shown in Eq. (C.10) 

𝑓𝑣(�̃�/𝑣) =
(�̃� 𝑣⁄ )3

(�̃� 𝑣⁄ )3+7.13        (C.10)  

Finally, the modified diffusivity is modelled via a transport equation in the 

form of: 

𝜕𝑡�̃� + 𝑈 ∙ ∇�̃� = 𝒫𝑣 − 𝜀𝑣 +
1

𝜎𝑣
[∇((𝑣 + �̃�)∇�̃�) + 𝑐𝑏2|∇�̃�|2]   (C.11) 

Where according to Spalart and Allmaras (1992), 𝑐𝑏2 = 0.622, 𝜎𝑣 = 2/3, while 

𝒫 is the production term, modelled using Eq. (C.12), where 𝑐𝑏1 = 0.1355, and 

𝑆 being the magnitude of the mean vorticity: 

𝒫𝑣 = 𝑐𝑏1𝑆�̃�         (C.12) 
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C.2 The 𝒌 − 𝜺 family of turbulence models  

The 𝑘 − 𝜀 family of models predicts the eddy viscosity by using the turbulent 

kinetic energy (𝑘) and dissipation rate (𝜀): 

𝑣𝑇 = 𝐶𝜇𝑓𝜇𝑘2/𝜀        (C.11) 

where the standard value of 𝐶𝜇 is a constant, and 𝑓𝜇 is a damping function. 

These parameters are summarised in  . The mean flow properties are the 

expressed via: 

−𝑢𝑗𝑢𝑖̅̅ ̅̅ ̅ = 2𝑣𝑇𝑆𝑖𝑗 −
2

3
𝑘𝛿𝑖𝑗       (C.12) 

with 𝑆𝑖𝑗 being the mean rate of strain tensor, 𝑆𝑖𝑗 = 0.5(𝜕𝑖𝑈𝑗 + 𝜕𝑈𝑖). 

The transport equations for the turbulent kinetic energy and dissipation rate 

are: 

𝜕𝑡(𝑘) + 𝑈𝑗𝜕𝑗𝑘 = 𝒫 − 𝜀 + 𝜕𝑗((𝑣 + 𝑣𝑇/𝜎𝑘)𝜕𝑗𝑘)    (C.13) 

𝜕𝑡𝜀 + 𝑈𝑗𝜕𝑗𝜀 =
𝐶𝜀1𝒫−𝐶𝜀2𝜀

𝑇
+ 𝜕𝑗 ((𝑣 +

𝑣𝑇

𝜎𝜀
) 𝜕𝑗𝜀)    (C.14) 

In the above equations, 𝒫 = 2𝑣𝑇|𝑆|2, and 𝑇 = 𝑘/𝜀 is the turbulent time scale. 

Eq. (C.14) is constructed by dimensional analogy, and is an assumed form. For 

this reason, Eq. (C.14) contains empirical constants 𝐶𝜀1, 𝐶𝜀2, 𝜎𝜀, while 𝜎𝑘 is 

usually taken as unity. The respective coefficient values for the models, used 

in this thesis (the AKN model and the realizable 𝑘 − 𝜀 models are given in 

Table 0.1. 

Table 0.1. Model coefficients for AKN and 𝑘 − 𝜀 closures. 

Coefficient AKN Realizable 𝑘 − 𝜀 

𝐶𝜀1 1.5 max(0.43, 𝜂/(5 + 𝜂)), with 𝜂 = 𝑆𝑘/𝜀 

𝐶𝜀2 1.9 1.9 

𝜎𝜀 1.4 1.2 

𝜎𝑘 1.4 1 

 

The (Lag) Elliptic blending and v2 – f models share their origins and are 

presented jointly.  

Firstly, the turbulent eddy viscosity of the v2 – f model is predicted via: 

𝜕𝑡𝑣2̅̅ ̅ + 𝑈𝑗𝜕𝑗𝑣2̅̅ ̅ +
𝜀𝑣2̅̅̅̅

𝑘
= 𝑘𝑓 + 𝜕𝑘[𝑣𝑇𝜕𝑘𝑣2̅̅ ̅] + 𝑣∇2𝑣2̅̅ ̅    (C.15) 
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𝐿2∇2𝑓 − 𝑓 = −
𝑐2𝒫

𝑘
+

𝑐1

𝑇
(

𝑣2̅̅̅̅

𝑘
−

2

3
)      (C.16) 

with 𝑐2 = 0.3, and 𝑐1=0.4. The eddy viscosity is predicted as 𝑣𝑇 = 𝐶𝜇𝑣2̅̅ ̅𝑇. 

The Elliptic blending model solves the transport equations for the turbulent 

kinetic energy (Eq. (C.13)) and dissipation rate (Eq. (C.14)), alongside a 

reduced wall-normal stress component 𝜙, and the elliptic blending factor 𝛼. 

∇(𝐿2∇𝛼) = 𝛼 − 1        (C.17) 

𝜕𝑡(𝜌𝜙) + ∇(𝜌𝜙𝑈) = ∇ [(
𝜇

2
+

𝜇𝑡

𝜎𝜙
) ∇𝜙] + 𝒫𝜙 + 𝑆𝜙    (C.18) 

where 𝒫𝜙 is the production term, 𝜎𝜙 = 1, and 

𝐿 = 𝐶𝐿
√𝑘3

𝜀2
+ 𝐶𝜂

2√
𝑣3

𝜀
        (C.19) 

with 𝐶𝐿 = 0.164, 𝐶𝜂 = 75. 

The 𝒌 − 𝝎 family of turbulence models 

Wilcox (2006) represented the transport equation for the turbulent kinetic 

energy as: 

𝜕𝑡𝑘 + 𝑈𝑗𝜕𝑗𝑘 = 2𝑣𝑇|𝑆|2 − 𝐶𝜇𝑘𝜔 + 𝜕𝑗 ((𝑣 +
𝑣𝑇

𝜎𝑘
) 𝜕𝑗𝑘)   (C.20) 

and the dissipation frequency as: 

𝜕𝑡𝜔 + 𝑈𝑗𝜕𝑗𝜔 = 2𝐶𝜔1|𝑆|2 − 𝐶𝜔2𝜔2 + 𝜕𝑗 ((𝑣 +
𝑣𝑇

𝜎𝜔
) 𝜕𝑗𝜔)    (C.21) 

where 𝐶𝜔1 = 5/9, 𝐶𝜔2 = 3/40, 𝜎𝜔 = 𝜎𝑘 = 2, and 𝐶𝜇 = 0.09. The eddy-viscosity 

is predicted as 𝑣𝑇 = 𝑘/𝜔. 

Menter (1994) proposed the Shear Stress Transport turbulence closure. He 

noted certain properties of solutions, obtained with the 𝑘 − 𝜔 model, for 

example, overprediction of shear stress. Menter's (1994) solution was to 

introduce a bound on the stress-intensity ratio |𝑢𝑣̅̅̅̅ |/𝑘 = 𝑎1. Then, by using the 

identity −𝑢𝑣̅̅̅̅ = 𝑘𝜕𝑘𝑈/𝜔, he arrived at: 

𝒫

𝜀
=

𝑢𝑣̅̅̅̅ 2𝜔

𝑘𝜀
=

1

𝐶𝜇
|

𝑢𝑣̅̅̅̅

𝑘
|

2

        (C.22) 
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Menter (1994) also proposed bounds on 𝑣𝑇 in the form of: 

𝑣𝑇 = min [
𝑘

𝜔
,

√𝐶𝜇𝑘

|2𝜴|
]        (C.23) 

where |𝛀| is the mean flow rotation tensor. Next, a limiting function (𝐹1) is 

introduced: 

𝐹1 = tanh(𝑎𝑟𝑔1
4)        (C.24) 

with  

𝑎𝑟𝑔1 = min [𝑚𝑎𝑥 (
√𝑘

𝐶𝜇𝜔𝑦
,

500𝑣

𝜔𝑦2
) ,

2𝑘𝜔

𝑦2 𝑚𝑎𝑥(𝛻𝑘∙𝛻𝜔,10−20)
]    

 (C.25) 

Finally, the transport equation for the turbulent dissipation rate is: 

𝜕𝑡𝜀 + 𝑈𝑗𝜕𝑗𝜀 =
𝐶𝜀1𝒫−𝐶𝜀2𝜀

𝑇
+ 𝜕𝑗 ((𝑣 +

𝑣𝑇

𝜎𝜀
) 𝜕𝑗𝜀) + 𝐹1𝑆𝜔   (C.26) 

which is identical to Eq. (C.14), with the exception of the final term on the 

right-hand side. Here, 𝑆𝜔 is found by: 

𝑆𝜔 =
2

𝑇
(𝑣 +

𝑣𝑇

𝜎𝜔
) [

|∇𝑘|2

𝑘
−

∇𝑘∙∇𝜀

𝜀
]      (C.27) 

The model constants are also interpolated as follows: 

𝐶𝜀1
= 1 + (1 − 𝐹1)0.44 + 𝐹1𝐶𝜔1      (C.28) 

𝐶𝜀2 = 1 + (1 − 𝐹1)0.92 + 𝐹1𝐶𝜔2/𝐶𝜇      (C.29) 

The 𝛾 (intermittency) transition model adds a transport equation to be solved 

alongside those stated earlier for the SST model: 

𝑑𝛾

𝑑𝑡
(𝜌𝛾) + ∇(𝜌𝛾𝑈) = ∇∇ [(𝜇 +

𝜇𝑇

𝜎𝑓
) ∇𝛾] + 𝑃𝛾 − 𝐸𝛾    (C.30) 

where: 

𝑃𝛾 = 100𝜌𝑆𝛾(1 − 𝛾)𝐹𝑜𝑛𝑠𝑒𝑡       (C.31) 

𝐹𝑜𝑛𝑠𝑒𝑡 = max (𝐹𝑜𝑛𝑠𝑒𝑡2 − 𝐹𝑜𝑛𝑠𝑒𝑡3, 0)      (C.32) 

in which 

𝐹𝑜𝑛𝑠𝑒𝑡2 = min (𝐹𝑜𝑛𝑠𝑒𝑡1, 2)       (C.33) 

𝐹𝑜𝑛𝑠𝑒𝑡3 = max [1 − (
𝑅𝑒𝑡

3.5
)

3

, 0]      (C.34) 
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𝐹𝑜𝑛𝑠𝑒𝑡1 =
𝑅𝑒𝑣

𝐶𝑜𝑛𝑠𝑒𝑡1𝑅𝑒𝜃𝑐
        (C.35) 

where: 

• 𝐶𝑜𝑛𝑠𝑒𝑡1 = 2.2  

• 𝜎𝑓 = 1  

• 𝑅𝑒𝑡 is the turbulent Reynolds number, 𝑅𝑒𝑡 = 𝑘2 (𝑣𝜀)⁄ = 𝑘 (𝑣𝜔)⁄  

• 𝑅𝑒𝑣 is the strain-rate Reynolds number 𝑅𝑒𝑣 = 𝑑2𝑆 𝑣⁄ , with 𝑑 being the 

distance from the wall 

• 𝑅𝑒𝜃𝑐 is the correlation for the critical Reynolds number and is defined 

as follows: 

𝑅𝑒𝜃𝑐 = 𝐶𝑇𝑈1 + 𝐶𝑇𝑈2exp [−𝐶𝑇𝑈3𝑇𝑢𝐿𝐹𝑃𝐺(𝜆𝜃𝐿)]   (C.36) 

where 𝐶𝑇𝑈1 = 100, 𝐶𝑇𝑈2 = 1000, 𝐶𝑇𝑈3 = 1, and  

𝑇𝑢𝐿 = min (
100√2𝑘 3⁄

𝜔𝑑
, 100)      (C.37) 

𝜆𝜃𝐿 = min [𝑚𝑎𝑥 (−7.57 ×
10−3𝑑2

𝑣
𝛻(𝑛𝑈) × 𝑛 + 0.0128, −1) , 1] (C.38) 

𝐹𝑃𝐺(𝜆𝜃𝐿) = {
max[min(1 + 14.68𝜆𝜃, 1.5) , 0] , 𝜆𝜃𝐿 ≥ 0

max[min(1 − 7.34𝜆𝜃, 3) , 0] , 𝜆𝜃 < 0
  (C.39) 

The production term 𝐸𝛾 = 𝐶𝑎2𝜌𝑊𝛾𝐹𝑡𝑢𝑟𝑏(𝑐𝑒2𝛾 − 1), 

where 𝐹𝑡𝑢𝑟𝑏 = exp[−(𝑅𝑒𝑡 2⁄ )4]. 𝑊 is the modulus of the mean vorticity tensor, 

while 𝐶𝑎2 = 0.06, and 𝐶𝑒2 = 50. 


