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Thesis Abstract

Individual quantum dots can be efficiently harnessed as matter-based spin-qubits re-

sulting in applications across the field of quantum information processing. In this

work, single-qubit operations of quantum dot spin states are shown through a range

of coherent control experiments demonstrating that these systems have great poten-

tial. The system structure of the quantum dot can be varied through application of a

range of electric and magnetic fields. This work extended the existing body of knowl-

edge through characterization of the system properties and further by experimental

demonstrations under non-standard magnetic field configurations.

The initial objective required developing a state-of-the-art experiment with capa-

bilities to manipulate and control individual quantum dot spin-qubits. This involved

building and optimizing a cryo-magnetic environment alongside a complex optical

excitation system using pulsed and continuous wave lasers. Upon completion, the re-

mainder of this work demonstrated coherent control between the ground-state spins

confined to a quantum dot under both standard and non-standard magnetic fields.

The system was characterized under oblique magnetic field configurations which mix

the properties common to the Voigt and Faraday geometries (the two most common

magnetic field configurations).

After a successful analysis, further experiments revealed the spin-qubits under

non-standard field configurations can be manipulated with relative ease and only

a minor impact on the efficacy of operations. Coherent control experiments were

demonstrated with promising clarity and precision. Single-qubit tomography showed

high fidelity initialization and reconstruction of the initial state of the spin-qubit. Fi-

nally, verification of geometric phase gates under oblique configurations confirms fur-
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ther methods with which to control the spin-qubit state space.

By extending the body of knowledge under non-standard magnetic fields this

work can directly apply to a wide variety of spin-based quantum systems grown us-

ing non-standard geometries such as pyramidal 1-1-1 quantum dots. Additionally, the

enhanced understanding of quantum dots under non-standard magnetic field config-

urations allows more flexibility when adapting quantum dots for further applications

and future research.
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Chapter 1

Introduction

The advent of quantum mechanics in the early 1900’s has resulted in the most rapid

and ongoing change in our understanding possibly in history. This has occurred on

a range of levels; with general understanding that weird and wacky behaviors such

as wave-particle duality and spooky action at a distance exist, and at a much deeper

level that is arguably far stranger. Having now received formal training at the under-

graduate and post-graduate level coupled with much self-study, this has only become

more apparent.

Understanding natural phenomena through the lens of quantum mechanics re-

quired re-framing the intuitive classical causal relationship of if A then B towards a

more probabilistic and statistical interpretation. Running an experiment on a quan-

tum system under the same initial conditions will often produce different measure-

ment outcomes. This is demonstrably not an artifact of experimental conditions but

rather a property inherent to quantum mechanics itself. The predictability of quan-

tum theory is thus found by averaging over statistically large ensembles to yield the

correct results.

In light of this, quantum theory has proven to be extremely reliable and consis-

tent resulting in a wealth of modern advances. Many of these have occurred over the

past five decades as technology has improved. Most recently, the Nobel prize of 2022

was awarded to A. Aspect [1], J.F. Clauser [2] and A. Zeilinger [3] for their seminal

experiments that covered a time span of almost fifty years. Their contributions cumu-
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latively resulted in an unequivocal verification of quantum entanglement properties

using Bells inequalities, for which the prize was awarded.

In 2012, S. Haroche [4–6] and D. Wineland [7] were awarded the prize for their cav-

ity QED experiments using trapped ions. Each independently developed techniques

to perform quantum non-demolition measurements, allowing physical observation of

quantum phenomena on a never before seen scale.

While a vast amount of quantum theory was developed early on experimental ver-

ification has taken many decades since to obtain. This was further enforced with the

2005 Nobel prize being awarded to R. J. Glauber for his overwhelming theoretical con-

tributions to the field of quantum optics. Among others, the impact of his theory on

optical coherence [8], first published in 1963, could not be fully realized and appreci-

ated until many years later.

The general message is that the peculiar behavior inherent to quantum mechan-

ics has proven to yield widespread impact and applications to the modern world. As

techniques and technologies continue to progress, successfully utilizing these proper-

ties, the benefits to wider society appear to show no signs of slowing down anytime

soon.

Another rather recent area of research has been the field of quantum informa-

tion [9,10]. This is a particular subset of physics that this work is closely related too. In

the broadest terms, there are two main branches that attract the most resources which

are quantum computation and quantum communication. Both show great promise

in having significant impact on upcoming quantum technologies with current imple-

mentations well underway. This has attracted an overwhelming amount of active

research and investment, time and resources here in the UK and throughout the wider

world.

The UK itself is host to the Quantum Technologies hub consisting of four main

areas of active research; Quantum Computing and Simulation, Quantum Communi-

cations, Quantum Sensors and Timing, and Quantum Enhanced Imaging. The pur-

pose of the Quantum Technologies hub is to combine forefront academic research

with industry applications, easing the process for forefront research to have imme-
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diate impacts to wider society. The results presented in this work would fall under the

quantum computing and simulation branch, although it is but a small portion of the

wider ongoing research.

In this work, the contributions evolve from manipulating spins confined within

semiconductor quantum dots. Electronic spins have long been considered potential

candidates for spin-qubits. Qubits, quantum-based bits, being the fundamental build-

ing blocks in quantum computation and simulation.

An in-depth investigation combining characterization methods and experimental

demonstrations of spin control with quantum dot systems has been performed. This

has been to develop and reinforce the knowledge and techniques with which we can

further enhance the manipulation and control of quantum dot systems. This is not

necessarily quantum dot specific, spin manipulation can be performed in a wide range

of quantum systems. Some examples are colloidal quantum dots, perovskites and 2D

materials such as quantum wells and transition metal dichalcogenides (TMDs). The

end goal is towards future applications, design architectures and hardware that can

be used in upcoming quantum technologies.

As a general statement, the author believes the purpose of scientific research is a

combination of pushing frontier boundaries, while filling in the gaps to improve our

existing understanding. To this end, it is hoped that what is presented here is of suf-

ficient quality and interest to the field. Additionally, that the effort and determination

that went into this work makes it a contribution worthy of merit.

1.1 Quantum mechanics for computation and simulation

A key concept in quantum theory is the principal of superposition, a fundamental

property opening up a wide range of possibilities classical systems cannot achieve.

There are additional concepts related to the evolution of quantum states, which show

a linearity with respect to the unitary state evolution after an operator is applied. Ad-

ditionally, entanglement properties of both the internal system and also the wider en-

vironment play a role. The result is that probabilistic quantum systems can be solved
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to show quite predictable behaviors following some base axioms.

The state space of a two-level quantum system spanned by the basis vectors {|0⟩ , |1⟩},

assumed both normalized and orthogonal can be written as [11],

|ψ⟩ = c0 |0⟩+ c1 |1⟩ , (1.1)

where c0, c1 are the probability amplitudes, complex numbers that obey the con-

dition |c0|2 + |c1|2 = 1. The squared amplitudes are of significant importance as they

define the probability of finding the system in a particular state, as postulated by Born.

Since the probability amplitudes are complex then 1.1 can be written in the more gen-

eralized form,

|ψ⟩ = eiη(cos θ/2 |0⟩+ eiφ sin θ/2 |1⟩). (1.2)

Equation 1.2 is a description of a two-level quantum system and defines the prop-

erties of a qubit. The system can oscillate between |0⟩ and |1⟩ using θ and the states

can develop a relative phase φ between them. The η parameter is related to an overall

global phase which becomes important when working with multiple qubits. It is not

relevant for this work which has a single-qubit focus.

From 1.2 we see that a single-qubit contains more information than a binary classi-

cal bit containing a 0 or 1. Upon an operator measurement, where we project the state

onto a particular basis, it will still reveal only a binary outcome |0⟩ or |1⟩. Instead, the

strength comes from the evolution of 1.2 in-between the initialization and the pro-

jective measurement. The benefits of this property are not immediately obvious, yet

since the 1980’s various quantum algorithms and proposals have been developed that

take advantage of the superposition principal.

The general principle is that in utilizing the state space of the qubit during its

evolution, yet prior to measurement, the time complexity of certain algorithms can

be greatly enhanced. This would result in the quantum algorithms exhibiting time

Spin State Tailoring 5



Quantum mechanics for computation and simulation

complexities classical computations cannot rival. Some of the most prolific to date are

Shor’s factoring algorithm [12], Grover’s search algorithm [13] and the Deutsch-Jozsa

algorithm [14, 15].

For example, factoring large numbers classically and in big O notation can, in the

worst case, scale at O(
√
N). Shor’s factoring algorithm could operate with a complex-

ity of O(log(N)). Factorization of large numbers is of essential importance in modern

day security and encryption which uses RSA encryption.

This naturally stimulated significant interest towards the physical realization of

systems capable of performing these operations. The real challenge lies with devel-

oping physical systems that can maintain coherence on a large scale, while combat-

ing environmental interactions and noise sufficiently such that the error rates are not

insurmountable. Just as much of quantum theory was developed before technologi-

cal advancements allowed for their realization, quantum information technologies (in

particular quantum computation) appear to follow a similar trend.

While complex quantum algorithms and computation indeed require solutions to

the technical and engineering challenges before a full realization, quantum computa-

tion and simulation has many other applications that are relevant and already attain-

able. Quantum simulation is the principal of simulating complex microscopic systems

to understand their behavior; this could be identifying electrons in materials, quantum

disorder [16], spin dynamics [17–20], high-temperature superconductivity [21,22], and

many more.

Quantum computation and simulation is a broad field and in this work we can

only touch on a small subset. For further information the author directs towards the

following works [23–25].

With the advent of improved quantum hardware to apply towards computation

and simulation, the possibility to unlock major economic opportunities present them-

selves. Near-term predictions believe that applications in quantum chemistry, finance,

optimization and machine learning may reap many benefits within five to ten years

[26].

This is dependent upon achieving quantum advantage, the point at which quantum
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computation and simulation demonstrably out-scales classical computers for a partic-

ular problem. Realistically, attaining a practical quantum advantage [23] requires prob-

lems to be contextualized and interpreted appropriately. This is essential for near-term

positive impacts on economics and society as a whole, ensuring applications along the

path towards real quantum advantage.

While this work does not pertain to large scale computation or simulation the ap-

proach has been to extend the body of knowledge regarding spin-based qubits. That

said, this work contributes firstly with the development of a state-of-the-art exper-

iment, and further through the subsequent methods, techniques and experimental

demonstrations contained within.

1.2 A brief introduction to quantum dots

The quantum system used here are semiconductor quantum dots which demonstrate

potential across the quantum information sciences. In this work, we focus on the

ground-state electron spins of negative singly-charged dots and harness them as a

spin-qubit. This is but one of many different spin-state structures found in quantum

dots which can be manipulated and controlled.

There are many excitonic structures (electron and hole quasi-particles) such as the

neutral exciton, (positively- and negatively-) charged exciton, bi-exciton and dark/bright

excitons which can be investigated. There have been many methods developed to

characterize the structures, coherently manipulate the spins, and develop techniques

for writing and readout of spin-based matter qubits. Additionally, they can be adapted

to generate single-photons which can then be used in quantum communication tech-

nologies.

It has been observed that the dipole moment in quantum dots can be an order of

magnitude greater than is common in atoms [27]. This leads to an enhancement in the

coupling strength between light and matter. The interactions between light (photons)

and spin-based systems (electrons, holes, excitons) can then be investigated, forming

another rich field of physics. With the introduction of microcavities, small cavities
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on the order of the wavelength of the light, with a high Q-factor, weak- and strong-

coupling between the excitons and photons [28] can occur. In the strong-coupling

regime the quasi-particle produced is called a polariton, though these quasi-particles

are more commonly studied in 2D materials such as quantum wells and TMDs.

Additionally, quantum dots can be used to generate non-classical light, acting as

both single-photon emitters and generators of entangled photons. Producing on-

demand single photons of high indistinguishably is essential for quantum commu-

nication networks. With applications in quantum key distribution and cryptography

such as the secure BB84 protocol [29].

With self-assembled quantum dots as the key type used in this work, this section

explains aspects of the fabrication process using the Stranski-Krastanov (SK) growth

mode. We then discuss quantum dots as spin-qubits by comparing their properties

to DiVincenzo’s criterion [30] for the physical realization of quantum computation.

Finally, non-classical light generation is briefly covered to highlight other active areas

of QD research. The techniques used for single-qubit control share overlap with QDs

as single-photon emitters. Although the end goal differs, and so the optimization

focus, the techniques are relevant across both areas.

1.2.1 Optically addressable spin-system architectures

The InGaAs quantum dots used in this work are one of the many spin-qubit archi-

tectures which offer strengths in the ability to be optically addressed. This aids the

prospect of ultra-fast optical control capable of operation times many orders of mag-

nitude longer than the coherence times. III-V semiconductor quantum dots are used

in this work with InAs/GaAs being the most common. Some other notable III-IV

compounds are AsySb1−y/GaP, GaSb/GaAs and GaN/AlN [31]. III-IV quantum dots

generally form slightly larger QDs than the II-VI compounds [32]. This allows the

formation of QDs at longer wavelengths with some works now pushing InAs/GaAs

QDs into telecom wavelengths [33–35]. As these will be covered extensively in this

work we mention some other notable systems that share similar physics with regard

to optically addressable spin systems. In particular, II-VI compound QDs and point
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defects such as NV centres in diamond are discussed. Both show great potential and

comparison of these systems highlights strengths, weaknesses and the shared com-

mon ground among them.

II-VI compound quantum dots have also been investigated extensively over the

years and have some associated benefits over the III-IV used in this work. II-VI com-

pounds are most commonly seen to be formed from either CdTe/ZnTe or CdSe/ZnSe

[32]. These form much smaller QDs leading to shorter wavelengths and benefit from

emission in the short wavelength to visible regime [36].

Epitaxial II-VI QDs have been investigated with the inclusion of magnetic impu-

rities through doping with Mn atoms [36–39]. These have been observed to show

striking similarities to the charged QDs used in this work. The reduction of size in

the quantum dots also leads to the localization sites of the charged particles interact-

ing with less neighboring atomic nuclei. CdTe/ZnTe QDs contain approximately 5000

nuclear spins as opposed to 104-105 typical of InAs/GaAs [32]. This can result in a

reduction of the Overhauser fields, with II-VI showing fields on the order of a few

µeV compared to values > 100 µeV possible in III-V [40, 41]. While there are distinct

differences, both the III-V and II-VI semiconductor QDs can be used as optically ad-

dressable spin-qubits as demonstrated in this work.

NV centres in diamond, and point defects more generally, are arguably one of the

most unique of all optical spin systems. As all the systems here are spin systems they

can be manipulated through a combination of electric and magnetic fields. Though in

contrast to semiconductor QDs, NV centres exhibit zero-field splitting of the electronic

levels and can be easily addressed through optical and microwave excitation [42].

The zero-field splitting an interesting property for spin-qubit applications due to

allowing a significant reduction in the magnetic field strength, with systems requiring

magnetic fields on the order of tens of mT [43]. While early works have shown two-

qubit CROT between an NV center and a 13C nuclear spin with a fidelity of 88.8% [44].

Additionally, observation of coherent population trapping [45] performed at liquid

Helium temperatures lends well to the prospect of quantum information processing

applications.
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Perhaps one of the most striking aspects of NV centers is the ability to maintain

these coherent properties even at room temperature. Electron spin coherence times of

58 µs [43] have been demonstrated alongside optical pumping and readout at room

temperature. Incredibly, at room temperature this has been pushed as high as 350

µs [46] using Hahn-echo techniques.

Finally, similar to semiconductor quantum dots these systems are of interest for

on-demand single photon generation which can be applied to quantum networks and

repeater technologies. With a variety of research investigating the benefit of room

temperature single-photon emitters [47–49].

Many other active areas of research of optically addressable spin systems exist and

here we present only a few. Each system shows particular strengths from III-V QDs at

telecom wavelengths, II-VI QDs showing reduced nuclear interactions and a broader

spectrum towards UV/visible regions and NV centers capable of room temperature

quantum effects. While in some sense these are competing architectures, the shared

common ground within spin-physics leads to much of the advancements of a partic-

ular system benefiting the wider scientific community. We now move on to discuss in

more detail the InGaAs quantum dots that are the focus of this work.

1.2.2 Growth using the Stranski-Krastanov growth mode

This section discusses some background information on the sample used throughout

this work. Which are self-assembled InGaAs quantum dots formed using the Stranski-

Krastanov (SK) growth mode. Fabrication of quantum dot heterostructures was not a

part of this research hence we provide only a brief introduction.

Semiconductors quantum dots are heterostructures formed from crystals using a

combination of different materials, in this case these are III-V compounds. With each

compound exhibiting different valence and conduction band properties, combining

them can result in the localization of electrons and holes leading to quantum confine-

ment effects. The size and shape of quantum dots affect many different properties

such as the emission wavelength where larger sizes often lead to longer wavelengths.

They can be formed from compact shapes such as pyramids [50–54], dashes [55] and
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of course, dots.

Different fabrication techniques exist such as the Stranski-Krastanov growth mode

(as with this sample), droplet epitaxy (DE) and others. DE uses metal nanodroplets to

stimulate formation of the quantum dot islands [56] and can allow more deterministic

placement and control over dot density. We now focus on the SK growth mode in

relation to the sample used here.

The process begins with a substrate layer, such as GaAs (001), as shown in figure

1.1(i). A distributed Bragg reflector layer can be introduced in the substrate prior to

the dot formation (DBR in (i)) which helps reflect emitted photons towards the posi-

tive z-axis, improving the extraction efficiency. A DBR is a mirror structure consisting

of alternating layers of dielectric materials with differing refractive indexes. This leads

to near unit reflectivity within a desired wavelength range (∼910-920 nm for this sam-

ple).

Differing growth modes exist from layer-by-layer to island formation or a com-

bination which characterizes the SK growth mode. Which growth mode occurs is a

function of the interfatial free energy and the lattice mismatch of the compounds [57].

The SK growth mode occurs with a small value of the free energy and a large lat-

tice mismatch [57]. The process begins layer-by-layer but when the strain energy of a

thicker layer lowers the total energy, it leads to strain-induced 3D island formation.

The process to stimulate the SK growth mode is shown in figure 1.1(ii), an InGaAs

wetting layer (WL) is grown with thickness hWL. A dopant layer can also be intro-

duced to assist in natively charging quantum dots. This sample contains a δ-dopant,

commonly Be or Si, which can donate electrons to the quantum dots leading to nega-

tively charged dots.

When the wetting layer exceeds a critical thickness, hWL > hc, the lattice mismatch

creates strain energy causing the 3D island formation, indicative of the SK growth

mode [56, 58], shown in figure 1.1(iii). This has been shown to work very effectively

for InAs/GaAs quantum dots where the lattice constant of InAs is ∼7% greater than

GaAs.

Finally, as in figure 1.1(iv), the sample is capped with another layer of the sub-
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Figure 1.1: Self-assembled SK growth process. (i) Shows introduction of a GaAs(001)
substrate and a DBR layer. (ii) An InGaAs wetting layer is grown with introduction
of a δ-dopant layer to natively charge quantum dots. (iii) Island formation occurs
whens hWL > hc. (iv) The sample is capped with the substrate material to complete
the process.

strate material (GaAs), protecting the quantum dots and completing the process. The

combination of the internal island formation and WL between the upper and lower

substrate layer forms complete quantum dots which can localize electron and holes.

As implied by the self-assembled term, the SK growth mode does not allow much

degree of control over dot formation in terms of location, size, shape and strain. The

size dispersion of dots throughout a sample is ∼10% in both SK and DE growth [56],

leading the in-homogeneity within samples that is often observed. Even so, SK growth

quantum dots have proven to be a powerhouse to generate high quality quantum dots

for use in research and applications.
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1.2.3 Harnessing a quantum dot as a spin-qubit

DiVincenzo stated five criterion to have a well-defined qubit state [30] to use for quan-

tum computation. Physical realization of a system for quantum information process-

ing should thus meet these requirements. As an aside, Loss and DiVincenzo were

also some of the first to propose quantum computation with quantum dots as a phys-

ical qubit [59]. In this section we introduce the criterion and compare QD spin-qubit

properties against them indicating some of their strengths and highlighting the weak-

nesses. The criterion were as follows [30],

1. A scalable physical system with well-characterized qubits.

2. The ability to initialize the qubits to an initial state.

3. Long decoherence times with respect to the gate operation times.

4. A universal set of quantum gates.

5. A reliable method to readout the state of the qubit.

The latter half of condition 1 , a well-characterized qubit, will be demonstrated

repeatedly throughout this work, by experimental demonstrations of single-qubit ro-

tations. The former of condition 1 can be fulfilled during the fabrication process as

samples can exhibit high densities of 1010/cm2 [194], with each QD being a potential

spin-qubit candidate. Therefore, a highly scalable system of matter qubits exists if

techniques to manage QD qubit selection exists.

The inclusion of a δ-dopant layer, such as Beryllium, increases the probability of ex-

cess donor electrons to be trapped within the QDs. This allows for native negatively-

charged QDs, upon which much of the work presented in this thesis is focused on.

Alternatively, application of a bias-voltage can allow for precise charge configurations

such as a singly or doubly charged QD although this would require a gate-based ap-

proach.

The in-homogeneity of emission wavelengths, brightness and g-factors do prove

challenging in this context. Tuning of such QD properties can be performed through
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strain-induced [60, 61] and electric field tuning [62, 63] which provides some form of

solution.

We will see that condition 2 is fulfilled through the spin pumping experiments

shown later in chapters 4 and 5. The ground-state electron spins have been shown to

be initialized in ∼3 ns [64] in InGaAs quantum dots. The quantum state tomography

presented in chapter 6 also indirectly hints towards high initialization fidelities (F =

0.978) without explicit optimization of the process.

Condition 3 is one of key challenges limiting the physical implementations of

quantum computation and is most prominent when attempting to scale up a system.

This can be improved by either lengthening the decoherence times of the physical

qubits or by increasing the speed of the gate operation times. Spin-qubits in QDs have

been seen to have coherence times on the order of µs, with some variability dependent

on whether an electron or hole spin is used. When demonstrating coherent control

experiments using ground-state spins the methods and techniques applied on either

an electron or hole are equivalent.

In terms of coherence times, hole spins have the benefit of the p-like symmetry

of the wavefunction, reducing the effects of the Fermi contact hyperfine interaction

with neighboring nuclei [65, 66]. Conversely electrons, with their s-like symmetry,

will interact with the local nuclear environment. Hole spins exhibit long transverse

relaxation times with measured T ∗
2 values in the range of hundreds of µs as demon-

strated in [67, 68] and show long spin relaxation times of T1 ≥ 180 µs [69]. Electron

spins are predicted capable of spin relaxation times up to ∼1 s [70] using techniques

to reduce the strength of interactions with neighboring nuclei.

The true appeal with QD spin-qubits is that ultra-fast manipulations are possible

using picosecond-pulsed light. This rapid generation of spin rotations is promising

when compared with the coherence lifetimes. Within the QD coherence times we see

that many gate operations could be applied within a single period, where 104-105 gate

operations are possible. Coherent control using off-resonant pulses is a cornerstone of

this work and exhibits an existing large body of research [34, 64, 71–74].

The universal set of quantum gates, condition 4 , presents the greatest challenge for
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QD systems. This work alongside previous others, demonstrates that single-qubit ro-

tations with QD spin-qubits are possible, efficient and highly controllable. A universal

set of quantum gates at minimum requires single-qubit gates alongside the two-qubit

CNOT gate. This is because any more complex set of quantum operations can be com-

posed [30] solely from these gates. A reliable method to implement a two-qubit gate

for quantum dots has yet to be found between two individual, distant quantum dots.

Implementation of a two-qubit controlled rotation (CROT) gate was shown on a

bi-exciton structure within a single quantum dot [75] yet distant QDs cannot easily

interact due to their weak dipole-dipole interactions [11]. Immamoglu. et al proposed

a method to realize controlled interactions between distant QDs mediated by a high-Q

microcavity [76] though a consistent method is still a challenge at present.

Finally condition 5 requires the ability to readout the state of the qubit. As QDs

are strong emitters this can be performed through detection of single-photons in many

cases. Investigations using different excitonic structures have identified methods of

writing to a QD spin-qubit state and then perform efficient readout as in [77, 78].

We will show that the ultra-fast pulses rotate the spin using stimulated Raman

adiabatic passage (STIRAP). While the excited stated contains a negligible population

we are able to detect photons based upon the final state of the qubit at readout.

Applying the five criterion of DiVincenzo to QD spin-qubits and matching with

the body of research that has been conducted indicates that QDs prove ideal can-

didates for single-qubits. Yet without a reliable method to mediate two-qubit gates

they cannot be applied towards more advanced quantum computations. Regardless,

single-qubit operations have many applications in quantum information processing.

Additionally, many of the techniques described here are also applicable as excitation

schemes for generation of single-photons with quantum dots.

1.2.4 Single-photon generation

Quantum communication is another major branch of quantum information that re-

quires generation of entangled states of high purity and on-demand indistinguishable

single-photon generation. This has applications in quantum key distribution, quan-
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tum cryptography, quantum repeaters [79, 80] and wider quantum networks.

Generation of on-demand single-photons with high indistinguishably is essential

for implementation of these applications. Error rates are known to increase signifi-

cantly when the losses are great. QDs narrow linewidths and rapid recombination

rates (∼1 ns) yield properties that indicate generation of rapid on-demand single-

photons. For a wider range of potential solid-state candidates we direct the reader

to [81].

Flying-qubits (photons) can enable interactions between distant matter-qubits and

it has been shown that their errors are manageable when the product of detector and

source efficiencies ηdηs > 2/3 [82]. This can be taken as a benchmark to aim for when

evaluating extraction efficiencies from single-photon generators. This can be mea-

sured using techniques such as a Hong-Ou-Mandel (HOM) setup [83].

Generation of indistinguishable photons with physical systems is difficult as they

all exhibit linewidth broadening and thus variance in the frequency of the emitted

light. Many protocols require photons to be highly indistinguishable to reduce error

rates. A fundamental requirement for highly indistinguishable photons is to have the

linewidth approach the Fourier transform-limit [84].

A wide range of experiments with QDs have shown indistinguishabilties ranging

from 0.970-0.995 in the best cases using various generation schemes. Some methods

to generate on-demand single-photons with QDs are: continuous wave (CW) excita-

tion [85], pulsed excitation schemes [85–87] (with similarities to coherent control), and

adiabatic rapid passage [88] which demonstrated an indistinguishably of 0.995.

In conclusion, we introduced but a small portion of the large body of research

presently active with semiconductor quantum dots. The Stranski-Krastanov (SK) growth

method was introduced in relation to this works main sample. We then followed this

by highlighting some key areas of quantum dot research, spin-based matter-qubits

and single-photon generation. Having introduced some broader background knowl-

edge we now move on to the main body.
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1.3 Thesis direction

The outline of this thesis begins by discussing the experimental setup that was as-

sembled over the first 16-18 months of this work. We then follow with a series of

experimental results demonstrating coherent control of quantum dot spin states, first

under standard, and then non-standard magnetic field configurations. Finally, we end

with concluding remarks and a future outlook.

This begins with chapter 2 introducing foundational components of the experi-

mental setup. These are essential equipment such as the cryo-magnetic environment,

the range of lasers and the experiments measurement capabilities through spectrom-

etry. Chapter 3 continues by focusing on specific aspects of the experimental setup

required to manipulate a quantum dots spin state space. We show the techniques

used to tailor mode-locked laser pulses for spin rotations and polarimetry setups that

assist in both measurement and characterization.

Chapter 4 signifies the beginning of experimental data acquisition and includes

background theory prior to experimental results harnessing charged quantum dots as

a spin-qubit. These were all conducted under a Voigt magnetic field configuration.

This reproduces previous results but was taken as an essential step equating to cali-

brating the experiment.

In chapter 5 charged quantum dots are investigated under non-standard, oblique

magnetic field configurations. The level structures and selection rules of the system

are verified through experimentally acquired parameters which aided the simulations.

This reveals an understanding of charged quantum dots response to oblique magnetic

fields, which could then be applied to produce the results of chapter 6.

The final results shown in chapter 6 builds on the knowledge and techniques

gained from chapters 4 and 5 to extend spin-qubit control into oblique magnetic field

configurations. We demonstrate coherent control of a charged quantum dot under

this configuration, demonstrate some quantum state tomography and finally show

that dressed states can still impart a geometric phase onto the spin state space, even

under non-standard field configurations.
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Final remarks and the conclusion of this work are found in chapter 7, where the

implications of the research results are interpreted. Finally, the author highlights their

perspective and ideas for future outlook with regards to extending the research.
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Chapter 2

Foundations of the Experimental

Setup

In this chapter we aim to provide a comprehensive introduction to the experimental

setup used in this work. This was designed and built to allow for investigation and

manipulation of spins confined to quantum dots. There are a wide variety of methods

to control semiconductor quantum dot systems from electric fields, using optics and

electronics, to application of magnetic fields.

Here, we address quantum dots optically using a variety of highly coherent laser

light sources. By tuning the power, polarization and frequency of the light source a

full range of control over the spin systems are possible. The confocal microscopy setup

used allows us to address individual quantum dots.

An alternative approach is by application of electric fields such as in gate-defined

quantum dot systems providing another much researched avenue. The source and

drain setup allows the application of a bias voltage allowing a high degree of tunabil-

ity of charge states within the QD, with a range of techniques for addressing states

within [89–91].

Application of magnetic fields lifts the degeneracy of the spins and is an essential

component for tailoring the spin states, revealing a range of rich level structures that

can be adapted and used. With access to a 5 T superconducting magnet, investigating

and tailoring these structures was possible.
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Henceforth, we focus on optical manipulation of the quantum dots, often un-

der strong magnetic fields, to demonstrate a high degree of control over the sys-

tem. Future works looking to produce large scale quantum dot systems would most

likely benefit by combining aspects of both optical and electrical control. On-chip

applications should aim to combine knowledge from a broader range of areas such

as photonic crystal structures, wave-guides and gate-defined quantum dot arrays.

Coupling this with the electrically controlled architectures similar to modern non-

quantum hardware appears to be a natural progression.

A (sometimes problematic) property of almost any quantum system is the high

susceptibility to interaction with the environment. This inevitably affects the quan-

tum mechanical properties leading to decoherence effects. These severely limit the

timescale and quality of the systems performance when performing a variety of oper-

ations. When looking towards applications in quantum information processing, main-

taining or lengthening this quantum coherence, or finding techniques to increase the

number of operations within that timescale is a high priority.

This section begins by describing the considerations to minimize effects from the

environment while optimizing the experimental performance. The foundations of the

optical setup are then introduced, describing the lasers used in this work. Finally,

the measurement and detection setup is shown which consists of a custom-built spec-

trometer capable of observing spectra using a CCD, or accurate count rates via single-

photon counters.

2.1 Sample environment considerations

The quantum properties of quantum dots spin-states are fragile and shielding them

from environmental interactions helps fight against decoherence. As a first step, low-

ering the samples temperature greatly reduces the impact of thermal effects that im-

pact the quality of the system. As semiconductor quantum dots reside within a lo-

cal solid state environment thermal excitations and other behaviors such as phonon

associated coupling in the sample can be unavoidable. Fully accounting for these in-
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teractions is difficult and when the effects become significant, both controlling and

measuring the system can be challenging.

However, the introduction of a cryogenic environment helps to greatly limit ther-

mal effects that can lead to noise and reduce coherence properties of the system. Thus,

the samples are housed in a high-vacuum environment, on the order of 10−6-10−7

mbar, while being maintained at cryogenic temperatures of around 6-10 K. The cryo-

stat also allows for application of strong magnetic fields to lift the degeneracy of the

spin-states.

The Microstat MO (Oxford Instruments) was specifically chosen for this purpose,

being a continuous flow cryostat capable of generating high magnetic fields of up to

5 T. This is applied through the central axis of the sample chamber which can also be

set to temperatures over a broad range (6-310 K).

During the assembly phase of the experiment, the system was modified to act as a

closed-cycle system, allowing for re-circulation of Helium in the cryostat-manifold cir-

cuit. Other research groups [92] have invested in similar modifications to help circum-

vent high operational costs. Once successfully implemented, it was found the system

could consistently go through many heating and cooling cycles on a single cylinder

of helium. This has greatly reduced helium usage, both an expensive and scarce re-

source [93, 94], during normal operation. This has helped to reduce overheads and

environmental impact of this experimental research.

In this section we describe the adaption process followed by a complete character-

ization of the system behavior. Furthermore, by performing a vibration analysis, the

system performance was quantified after implementation of the closed-cycle transi-

tion.

We conclude that the system works to a high standard, allowing successful ex-

periments on isolated quantum dot systems, while reducing the environmental and

economic impacts of this work.
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2.1.1 Closed-cycle components

The Microstat MO is a continuous flow, open-cycle cryostat containing a supercon-

ducting magnet. It is commonly used for cryo-microscopy experiments requiring the

presence of strong magnetic fields. The magnet generates a maximum magnetic field

of 5 T along the central axis of the sample chamber. The sample lies approximately 8

mm from the chamber window making it optically accessible using long distance mi-

croscope objectives [95]. The experiments operated through reflective measurements

but the Microstat also allows for transmission setups as well.

Operation of the superconducting magnet requires magnet temperatures to be be-

low 5.5 K for the magnet to retain its superconducting state. The open-cycle Microstat

MO has a nominal liquid helium (LHe) consumption of ∼2 L/hr, equating to a cool-

ing power requirement of ∼1.44 W, calculated from the latent heat of vaporization of

helium.

By introduction of a commercially available cryocooler (Coldedge Technologies, Stinger),

it was found that the high cooling requirement [95] for operation could still be achieved.

The result of this was a successful transition from open to closed-cycle operation.

Figure 2.1(a) shows a 3D rendering of the system showing the Stinger cryocooler

which can produce 1.0 W of cooling power at 4.2 K. Helium is cooled by being forced

through the cryocooler which then supplies the Microstat MO through a coaxial sup-

ply/return.

The complete circuit schematic can be seen in figure 2.1(b), the gas is forced through

the system by a helium compressor (Sumitomo HC-4E) which is connected to a custom-

built helium handling manifold. The closed-cycle circuit is completed by the manifold

which connects the supply from the Stinger to the return of the cryostat.

The heart of the Stinger is a Sumitomo Gifford-McMahon (GM) cryocooler driven

by a compressor (Sumitomo F-70). The cryocooler provides the bulk of the helium gas

refrigeration prior to entering the cryostat via a corrugated transfer tube. Here, the

flow undergoes Joule-Thomson expansion from 120 psi to atmospheric pressure at the

end of the transfer tube. This results in further cooling yielding temperatures of 4 K

or lower.
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Figure 2.1: (a) Rendering of the cryostat (top) and stinger (bottom) combined system
attached via a corrugated transfer line tube. The arrows depict the helium flow in and
out of the system with the color associated to the relative temperatures (blue: base
T, teal: intermediate T, red: room T). The red, yellow, and green dots on the cryostat
casing are electronic connectors for monitoring the magnet and controlling the sam-
ple temperature. (b) Schematic diagram showing the entire cryostat-cryocooler circuit
along with the associated compressors. The re-circulator is used in combination with
the helium handling manifold to circulate helium in and out the stinger and cryostat.
The stinger is cooled by a Gifford-McMahon cold head that is driven by the F-70 com-
pressor. Thick arrows depict the helium flow direction in the flexible lines.

Operation of the superconducting magnet requires the magnet and sidearm com-

ponents remain below 5.5 K and 35 K, respectively. A fine balance between the helium

gas flow rates of the main and sidearm return paths is achieved by the custom-built

helium manifold shown in figure 2.2.

In figure 2.2(a) the schematic of the internal connections is shown with locations

of the valves, gauges and connections. The over-pressurization valves will vent if the

system pressure exceeds 20 psi as an additional safety measure. The front panel design

is highlighted in 2.2(b) showing the supply and return gauges, the flow meters and the

valves which allow for control and monitoring of the circuit.

2.1.2 Temperature profiles of heating and cooling cycles

Cryogenic systems involve developing an understanding of the systems typical be-

havior and responses under certain conditions. Developing this intuition is essential

in helping to minimize downtime if the system misbehaves, ensuring successful op-
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Figure 2.2: Custom built helium handling manifold developed for interfacing the Mi-
crostat MO cryostat with the stinger cryocooler. (a) Internal connection diagram. By-
pass relief valves are connected in parallel with the flow-meters and a 20 psi relief
valve venting to a room ensures the pressure is never above the value in the helium cir-
cuit of the cryostat. When opened, the equalization valve allows simultaneous pump-
ing of the supply and return helium circuits. All lines that cross are connected. (b)
Front panel design of the control manifold. Supply pressure gauge ranges from 0-160
psi, while the return gauge ranges from -30-60 psi.

eration. Cooling the system from room temperature towards base temperatures of

around 6 K takes approximately 10-12 hours, whereas a complete heating cycle may

take several days.

As these processes require significant time, finding early indicators of unsuccessful

cycles allows for quick intervention. While testing the system, characterization of the

temperature profiles allowed for detection of unsuccessful cooling cycles in as little as

three hours. This knowledge allowed for quick reaction times resulting in increased

performance and productivity with the system.
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A typical cooling process begins by ensuring both the magnet casing and the man-

ifold circuit are pumped to high vacuum using a turbo pump (HiCube, Pfieffer). Any

contaminants within may freeze and block the circuit, affecting the helium flow rates,

and preventing the magnet from reaching the required temperatures. High vacuum

turbo pumps should aim for a vacuum on the order of 10−6-10−7 mbar before initial-

izing the system.

Initially the circuit is filled with helium pressurized in the range of 110-130 psi.

The cryocooler will cool the circulated helium to base temperature at which point

liquefaction of helium will gradually take place. This begins in the Stinger coldhead

and later within the cryostat itself. This can cause a significant reduction in the overall

pressure with as much as 50 psi lost as the process continues. By beginning with a

high initial pressure the flow rates will remain high enough to maintain the cooling

power after liquefaction.

Figure 2.3(a) shows a typical temperature profile during a cooling process for the

main components of the setup; the Stinger, sample chamber, magnet and sidearm.

Each are measured with temperature sensors which are monitored through a tem-

perature control unit (Mercury ITC, Oxford Instruments). The Stingers temperature is

measured using a separate sensor (Model 211, Lakeshore). The Stinger reaches base

temperature of 6 K within 1.5 hours and the rest of the system then begins to follow.

For the next 6-8 hours the system steadily cools until approaching 50 K where a

noticeable increase in the rate of cooling occurs that is most easily visible viewing

the rate of temperature change in figure 2.3(b). This continues until reaching base

temperatures around 10 hours into the cycle. The system can be operated from around

the 10-12 hour mark and often some fine tuning of the main and sidearm flows are

required. This is with the goal of ensuring the temperatures of both the magnet and

sidearm are below the required 5.5 K and 35 K after activating the magnet.

The key metric for success is the rate of cooling and can be seen in 2.3(b), this

measurement yields useful insight into the future system performance. The most im-

portant is dTmag/dtwhich demonstrates the rate of change of the magnet temperature.

During a successful run this should approach a peak rate of cooling of approximately
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-0.8 K/min before tapering slowly towards a value of -0.4 K/min (but no higher) until

the temperature of the magnet gets close to 50 K. From here a sharp increase in the

rate of temperature change is seen until base temperatures are reached.

Figure 2.3: Cool-down and warm-up temperature profiles and rate of cooling for the
system. (a) Temporal behavior of the cryostat temperatures during cool-down. The
stinger reaches bases temperature within ∼1 h, after which the cryostat follows before
reaching base temperatures around 10 hours. (b) Temperature gradients during cool-
down in (a) for the sample, magnet, and sidearm. (c) Temporal behavior of cryostat
temperatures and (d) temperature gradients for a warm-up for the three cryostat com-
ponents. Typically requiring around 40 hours.

The heating process is considerably longer, as seen in figure 2.3(c)-(d), and is done
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by turning off the Stinger and closing helium supply valve on the manifold. It can take

around 35-40 hours to naturally reach room temperatures again without any interven-

tion, during this time it is common to pump the manifold and Stinger to maintain a

high vacuum. The sample chamber is equipped with a heater allowing the sample to

go as high as 310 K whilst the magnet remains at cryogenic temperatures and provides

a method of changing the sample without heating up the magnet.

Early diagnostics of a failed cooling cycle prevents wasted time and resources that

occur when the system clogs. This typically occurs from air contamination within the

helium circuit which then freezes at liquid helium temperatures leading to blockages

within the circuit. The blockage results in a reduced flow rate, and thus cooling power,

preventing operation of the magnet. This often manifests itself as the system reaching

temperatures 3-5 K higher than required and if this happens the system needs to be

heated and re-pumped to clear contaminants.

As highlighted earlier dTmag/dt acts as an early diagnostic for a successful cooling

cycle which is clearly identified in figure 2.4(a). The dashed red line indicates a failure

due to contamination versus the successful orange line. The shallower gradient vis-

ible in 2.4(a) can be difficult to discern when observing the live data due to the long

timescales.

Evaluation of dTmag/dt makes this more clear as shown in figure 2.4(b). Once

the stinger is cold and the magnet begins to cool the maximum rate achieved peaks

relatively quickly before falling to a minimal cooling rate. The difference between

dTmag/dt and dTclog/dt allows for quick intervention in as little as three hours. In this

case, stopping the Stinger and pumping the circuit as the Stinger heats up to around

120 K helps to purify the circuit before resuming cooling.

2.1.3 Vibration analysis of the closed-cycle system

As a closed-cycle system requires the presence of a cryocooler, introduction of signif-

icant vibrations is an issue of concern for experimental applications. For the system

discussed here, the Stinger coldhead and the compressors will generate noise and vi-

brations that may affect experiments. Addressing individual quantum dots optically
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Figure 2.4: (a) Temperature profiles of the cryostat under a successful cooling cycle
(orange) compared with the presence of air contamination (red, dashed) indicating
the much lower rate of cooling. (b) Gradients showing the rate of change of cooling
seen in (a) highlighting the significant difference. Acquisition of the clog (red) data
was interrupted after 7 h for the air contaminated case.

require lasers focused down to micrometer scales. Quantifying the vibrations that

propagate from mechanical components through to the sample chamber allowed for

actions to be taken to minimize the effects.

The adaption towards a closed-cycle system naturally introduces vibrations to the

sample holder in numerous ways. The dominant predicted channel is through the

mechanical coupling of the cryostat to the cryocooler through a corrugated flexible

helium transfer tube. The two compressors shown in figure 2.1(b) will also produce

significant acoustic vibrations. There exist several methods to characterize the vibra-

tions in cryogenic environments [96–99] but the method chosen here was an interfer-

ometric approach [99, 100].

To reduce the acoustic noise picked up by the interferometer, the compressors were

enclosed within a custom casing of aluminium dibond panels padded by 25 mm thick

class ’O’ acoustic foam. To further reduce the residual acoustic noise from the com-

pressor and re-circulator, they were placed in an adjacent plant room to isolate them

from the optical setup.
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The cryocooler itself is mechanically coupled to the cryostat and due to the finite

length of the helium transfer tube must be located nearby. The Stinger is found under

the optical bench but was also enclosed in aluminium dibond padded with the same

class ’O’ acoustic foam. This proved significant in combating vibrations as measure-

ments from the interferometer showed a reduction of approximately a factor of 2 after

implementation. The helium transfer tube was also clamped to the optical table and

padded by a layer of acoustic foam at the contact point. This helped to further damp

vibrations as it enters onto the optical setup.

Figure 2.5: Schematics of the Michelson interferometer setups used to determine vi-
brations in both the z- and y-directions. The sample holder is depicted as the brass
colored cylindrical base inside the sample well. (a) Michelson configuration used to
evaluate vibrations along the z-direction as indicated by the green arrows. (b) Michel-
son configuration for measurement of vibrations along y-direction. The bottom silver
coated prism is directly attached to the sample well (cryostat casing). Green arrow
indicates the sensitive measurement axis.

For the interferometric vibration measurements a custom-built frequency stabi-

lized helium neon laser was used in both Michelson setups depicted in figure 2.5.

Each one, (a) and (b), measured vibrations in the z- and y-direction, respectively. The

vibrations show up as intensity fluctuations on the photo-diode signal and given the

known wavelength of the laser (632.8 nm) with the geometry of the system they can

be directly converted to a displacement. To pass from constructive to destructive in-
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terference in both setups requires a λ/4 displacement of the sample holder resulting

from the double pass of the laser beam to and from the sample holder.

Each setup contains a fixed arm coupled directly to the optical table and an arm

directly connected to the sample chamber itself. The highest sensitivity of these signals

will occur away from the extremum of the interference signal so we ensured each

interferometric measurements was taken within a 30-70% band of the peak to peak

interference fringe amplitude.

Figure 2.6: (a) Time trace of the sample holder displacement along the z-direction. (b)
Time trace of the sample holder displacement along the y-direction. (c) Normalized
magnitude squared of the Fourier transform for the time trace shown in (a) showing
dominant frequencies at 101 Hz and 300 Hz (d) Normalized magnitude squared of the
Fourier transform for the y-direction time trace shown in (b).
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The setup in figure 2.5(a) measures the vibrations in the z-direction along the opti-

cal axis of the cryostat indicated by the green arrows. Post-processing to remove any

slow signal variations [95] (ν < 0.10 Hz) were performed using a boxcar smoothing

algorithm. The root mean square (drms) and average deviation (dadev) for the displace-

ment d were evaluated using,

drms =

√
1

N

∑
i

d2i , (2.1)

dadev =
1

N

∑
i

|di − d̄|, (2.2)

where N is the number of data points and d̄ is the average displacement. Figure

2.6(a) shows typical vibrations along the z-direction showing a peak to peak amplitude

of ∼30 nm. The root mean square value was dzrms ≈ 5 nm and the average displacement

dzadev ≈ 4 nm. Taking the Fast Fourier Transform (FFT) of the time trace revealed peak

contributing frequencies and is shown in figure 2.6(c). Interestingly, the signal does

not feature a significant peak at 2 Hz that is typical of mechanical motion from the

GM cryocooler in the stinger, instead there are two dominant vibrational frequencies

at 101 Hz and 300 Hz.

The y-direction vibrations, measured vertically with respect to the optical axis of

the cryostat, were measured by implementing a slightly modified setup as seen in fig-

ure 2.5(b). This was sensitive to vibrations in the y-direction indicated by the green

arrows. The measurements revealed slightly larger values than the z-direction in both

the interference signal and frequency spectra as shown in figures 2.6(b) and (d), re-

spectively. We found a peak to peak value of ∼40 nm, with dyrms ≈ 7 nm and dyadev ≈

6 nm along the y-direction. There were also two dominant frequencies found at 47 Hz

and 98 Hz as seen in the Fourier spectra in figure 2.6(d).

The data was taken at base cryogenic temperatures with the sample chamber held

at ∼8 K and the cryocooler active to simulate experimental conditions. Comparative

measurements were also taken with the cryocooler turned off while at cryogenic tem-

peratures to reveal the baseline vibrations for the system and the lab. The values here
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were found be ∼4 nm peak to peak, with drms ≈ 1.4 nm and dadev ≈ 1.1 nm.

The measurements indicate that the transition from open to closed-cycle operation

introduces system vibrations with peak to peak values of ∼30-40 nm with root mean

square and average deviations of ∼5 nm in both the y- and z-directions. With values

in the 1-10’s of nanometer ranges the transition to closed-cycle can be said to have

been successful. The original concerns were that the introduced vibrations could be

as much as 10-100x larger than what was observed. In this case, the likelihood of

vibrations significantly altering the power transfer from a focused optical beam onto a

quantum dot during single qubit operations would be much greater. Such variations

in power transfer can have a significant effect when manipulating spins contained in

quantum dots.

If this had proven significant enough it may have resulted in abandoning the

closed-cycle transition completely. Thankfully, the result of the investigation per-

formed here indicated that the system should prove suitable for the experiments ahead.

2.2 Excitation Setup

Throughout this work manipulations on the quantum dot spin states are conducted

using highly focused, narrow-linewidth beams. There are three main methods of op-

tical excitation in this work described as follows; addressing transitions using contin-

uous wave, narrow-linewidth beams for processes such as spin initialization, applica-

tion of ultra-fast picosecond laser pulses essential for single-qubit gates and rotations,

and above-band excitation used to generate quantum dot photo-luminescence.

Unlike atomic systems in which the characteristics of an ensemble of the species

are identical, semiconductor quantum dots often vary due to the spread of size and

strain distributions [56, 57, 101, 102]. Growth of a quantum dot sample, such as the

self-assembled sample used throughout this work, inevitably leads to a non-uniform

distribution even when using well developed methods [56, 57, 101–105].

Regardless, the in-homogeneous broadening leads to variations across the same

sample with each quantum dot yielding unique characteristics. This can vary from
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central peak wavelengths and emission properties to electron and hole g-factors. As

a result, manipulation of quantum dots requires lasers that are highly tunable across

a range of wavelengths. In this section we introduce the essential optical components

used extensively throughout the rest of this work.

2.2.1 Continuous wave and pulsed excitation lasers

Typical linewidths of quantum dots energies are on the order of 1-10s of µeV or 1-

10s of GHz in the frequency domain. This then requires narrow-linewidth lasers to

address them that also have sufficient wavelength tunability. A common workhorse,

and used in this work, is the titanium-doped sapphire (Ti:sapphire) solid-state laser

providing wavelength tuning over a broad range of the near-infrared (NIR) spectrum.

Both the resonant and pulsed excitation used contain a Ti:sapphire rod and optics that

form a resonator cavity to promote lasing.

The three main lasers within the setup are shown in figure 2.7(b): the 532 nm

pump laser (Millennia eV, Spectra Physics) powers both the continuous wave (CW)

Ti:sapphire (MBR-110, Coherent) and the mode-locked pulsed Ti:sapphire (Tsunami,

Spectra Physics).

A Ti:sapphire rod lases by the introduction of a small concentration, typically 0.1-

0.5 % by weight, of Ti3+ ions into the material. The ground states of these ions splits

into a pair of vibrationally broadened levels yielding different spectral bands. The ab-

sorption band lies within the approximate region of 350-650 nm while the fluorescence

band is around 600-1080 nm. Due to the slight overlap of these bands the lasing emis-

sion range lies from 675-1080 nm though often the laser will be setup for emission

in some subset of the total range. To stimulate lasing the Ti:sapphire lasers require

a high intensity pump laser (532 nm) to generate a round-trip gain greater than the

round-trip losses from all sources.

The pump laser model used is a 532 nm (CW) diode-pumped solid-state (DPSS)

laser capable of outputting up to 20 W with a stability of ±1% [106]. Figure 2.7(b)

shows how the output is split to act as a pump source for both the resonant and pulsed

lasers Ti:sapphire lasers. The intensity division to each laser is tailored using optics
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inside the enclosed box prior to the pulsed (Tsunami) and CW (MBR) input.

Figure 2.7: (a) Optics of the pulsed (top enclosure) and CW (bottom enclosure) from
laser shown in (b). Pulsed output passes through waveplate/polarizer combination to
control power. One path goes to an auto-correlator (AC) to aid in mode-locking, a 4%
reflective glass plate sends light onto a wavemeter. Free space path leads to experi-
mental setup. CW output contains similar waveplate/polarizer combination for power
control, 4% reflective glass plate passes onto wavemeter and an additional spare out-
put. Light is passed through a fiber-couple (FC) onto experimental setup. (b) 532 nm
green laser (right) pumps both pulsed and CW with up to 20 W, waveplate/polarizing
elements allow power to be divided across both as required. Outputs of pulsed and
CW (left) lead onto optics in (a).

With the CW laser receiving approximately 9 W pump power the output power

ranges between 0.8-1.1 W with a wavelength range around 700-950 nm. The output

straight from the CW laser is shown in figure 2.7(a) (bottom enclosure). This passes

through a combination of a waveplate/polarizer combination allowing control over

the output power. A reflective glass plate sends 4% of light onto a single-mode fiber-

couple leading to a wavemeter (Fizeau Wavemeter, Moglabs). An additional fiber-couple

was also setup for future expansion of the lab. The transmitted light leads onto a

single-mode fiber with an achromatic lens, optimized for NIR wavelengths, which is

then sent directly onto the experimental setup. The CW can be coarsely tuned via a

knob on the laser as in figure 2.7(b) or can be electrically/manually controlled with

higher resolution detuning over a 40 GHz range.

The Tsunami, pictured at the top of figure 2.7(b), is a mode-locked Ti:sapphire laser

that produces a train of high power, ultra-fast pulses at a repetition rate of ∼80 MHz
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equating to roughly one pulse every 12.5 ns. The system can be setup to produce

pulses in a picosecond or femtosecond regime by changing the internal optics of the

resonator cavity.

The cavity contains Brewster angled surfaces to improve the gain of only selected

wavelengths and polarization of light. For femtosecond operation wavelength tuning

requires a prism sequence and slit in-built into the cavity which can be introduced

into the beam path. Picosecond operation instead requires a birefringent filter (bifi)

inserted into the beam path orientated at Brewsters angle. In this work the laser was

setup to operate in the picosecond regime.

At the top of figure 2.7(a) we see the system generates picosecond pulses with a

full-width half maximum (FWHM) of approximately 2-3 ps. The bifi in this regime

transforms transmitted polarized light from linear to elliptical where only a narrow

range of wavelengths will gain an nπ phase shift to remain linearly polarized. This

wavelength range is a function of the bifi orientation and only these wavelengths

maintain sufficient gain to continue lasing. The remaining wavelengths will suffer

a loss incurred from each Brewster surface within the cavity. When the loss exceeds

the round trip gain the wavelengths will then die out. This yields a means of tuning

the wavelength of the pulse train in the picosecond regime.

Selection of the pulse-width is dependent on material properties of the Ti:sapphire

rod and the cavity parameters so only the cavity parameters are easily modified in the

lab. Once the system is mode-locked the ultra-fast pulses generated are restricted by

the time-bandwidth product for pulses. This is related to the Heisenberg frequency-

time uncertainty relation [107] which states that as the pulse duration narrows the

bandwidth of the frequency inversely adapts to maintain the relation.

The frequency difference throughout the pulse leads to effects such as self-phase

modulation, resulting in different frequencies experiencing varying indexes of refrac-

tion as they propagate leading to pulse broadening. This is defined by a positive value

of the group velocity dispersion (GVD) and must be counteracted to produce stable

pulsing. In picosecond operation the introduction of a Gires-Tournois interferometer

(GTI) introduces a negative GVD to counteract these effects and is a key component
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for alignment to produce pulses with FWHM in the region of 2-3 ps.

To improve the ease of mode-locking the laser, allowing the laser to run approxi-

mately 1-2 hours prior will give sufficient time for the temperature gradients to stabi-

lize. Once the central wavelength is close to the desired wavelength we manipulate

the GTI and the front and back cavity mirrors of the Tsunami while observing the

output on an auto-correlator (Pulse check auto-correlator, APE).

The first step is to manipulate both the GTI and phase knobs located on the elec-

tronics system to maximize the auto-correlator signal. Then front and back mirrors

of the Tsunami cavity are finely tuned with the goal of causing the auto-correlator

signal to become as noisy as possible. A noisy signal on the pulse checker indicates

that the system is moving closer towards pulsing. By iterating between altering the

GTI/phase to maximize background and then GTI/cavity alignment to increase the

noise the system will pulse. A successful locking leads to a clean Gaussian peak on

the auto-correlator.

Some additional notes, once pulsing the central wavelength of the pulse can be

shifted by ∼0.5 nm but must be done so adiabatically. Also when maximizing the

background on the pulse checker with the GTI there are usually multiple locations

across the GTI tuning range where these maxima will occur. This is a result of the

periodic nature of the resonator.

2.2.2 Above-band excitation

Above-band excitation is a common technique to observe the photo-luminescence (PL)

in semiconductor systems such as quantum dots. Exciting the system at an energy well

above the band-gap excites carriers throughout the wetting layer of the material. This

leads to a cascading excitation/decay effect that populates the quantum dots levels

causing photo-luminescence. The PL spectra can then be collected as the above-band

laser spot is scanned across the sample to observe the QDs. For this purpose, a 780 nm

laser diode that is sent through a polarization maintaining single-mode fiber is used.

The PL spectra of quantum dots yields numerous methods of characterizing the

system; from above-band power dependence [108, 109] to polarization-resolved PL
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using either half-wave or quarter-wave plate polarimetry.

2.3 Detection and measurement

To successfully probe the dynamics of quantum dot systems requires detection of sin-

gle photons emitted from individual quantum dot transitions. The setup was designed

to contain two main elements for detection of emitted single photons, the first allows

one to resolve micro-photoluminescence (µ-PL) spectra by means of a highly sensitive

NIR CCD camera (iDus 416, Andor). The second elements are single-photon count-

ing modules (SPCMs) (SPCM-AQRH-44, Excelitas) which are used for accurate photon

counting for low light levels.

Both detectors require minimal background counts from external sources due to

their sensitivity. Thus, it is essential the detectors are contained in well sealed light-

proof enclosures to minimize background counts. To resolve QD spectra we require a

high resolution spectrometer that can diffract light from a central wavelength to send

directly onto the CCD camera or the active area of the SPCM. For this purpose, a

custom-built and designed spectrometer was implemented and is discussed shortly.

The iDus 416 CCD contains an active area of 2000 x 256 pixels, each 15 µm x 15

µm in size, allowing for a wide angle of acceptance for diffracted light. In-built cool-

ing allows temperatures down to -70◦C which minimizes dark counts and reduces the

overall background noise of the signal. The camera is integrated programmatically

through a LabView VI (VI’s are LabViews file type) that controls all aspects of the

camera and spectrometer system. The VI can control camera temperature and integra-

tion times and the wavelength and resolution from connections to motorized stages in

the spectrometer.

2.3.1 Implementing a spectrometer

As mentioned linewidths of QDs are on the order of 1-10’s of µeV and so high spectral

resolution is required to resolve individual spectra. Improving the quality of spec-

tral measurement is done through combination of factors from the focal length of the
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spectrometer arms, the surface area, grooves / mm and the choice of diffraction grat-

ing [110].

For the setup, a double Czerny-Turner monochromator was implemented in line

with the annotated CAD schematic of figure 2.8. The Czerny-Turner (C-T) design

consists of a diffraction grating and two concave mirrors, the collimating and focusing

mirror, as seen in figure 2.8. Each monochromator contains an aluminium, plano-ruled

diffraction grating with; 1800 grooves / mm, blaze angle of 26.75◦, a blaze wavelength

of 60 µm, and 110 x 110 mm active area (Plano Ruled - 53015 BK01-290R, Richardson

Gratings). For S-plane polarized incident light the grating demonstrates an optimized

efficiency of 90% over the 900-970 nm range ideal for the wavelengths used in this

work.

Incident light is focused with a 50 mm lens through the entrance slit and travels

for F = 1 m before the concave spherical mirror collimates the beam onto the first

grating G1. The diffracted light is then refocused by a focusing mirror before being

sent through the motorized intermediate slit. The process repeats through the second

configuration until the final F = 1 m path from the focusing mirror. This output can

now be passed onto two possible detector outputs.

If the flip mirror (FM) is outwith the beam path the light will pass onto the active

area of the CCD camera showing the wavelength spectra through the LabView VI. Al-

ternatively, activating the flip mirror sends the path to an exit slit where the output is

then collimated and sent onto the active area of the SPCM detectors for single-photon

detection.

The VI controls all aspects of the spectrometer from the CCD, to all the motorized

elements such as the rotation stage mounted gratings, the flip mirrors and intermedi-

ate slits. Each identical grating, G1 and G2, are mounted on motorized rotation stages

allowing precise control of the grating angle which in turn controls the central wave-

length directed to the detectors. The motors are configured to operate in half-steps

yielding 144,000 steps per complete 360◦ revolution.

The VI was modified to allow for the signal that falls upon the two-dimensional

CCD active area to be integrated over the vertical pixels resulting in a one-dimensional
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Figure 2.8: To scale CAD drawing of the double C-T monochromator implemented for
this work. Incident light is focused by an f = 50mm lens onto the entrance slit before
passing through each arm of F = 1m. Gratings G1 and G2 are mounted on motorized
rotation stages, the intermediate slit is also motorized. Flip mirror (FM) at final output
allows the output to be sent to either the CCD camera (pictured left) or towards the
SPCM setup (pictured right) for either spectra or number measurements.

intensity vs wavelength spectra. Calibration of the spectrometer involves matching

both G1 and G2 by order and central wavelength alongside the pixel to wavelength

conversion of the CCD camera. Successful calibration yields a highly efficient, well-

resolved spectra on the CCD output.

To test the absolute efficiency, the CW laser (λ = 910.33 nm, in line with the wave-

length of the QDs) was introduced with the polarization optimized to be perpendic-

ular to the gratings. Power measurements at the input slit and the exit slit of either

one, or both monochromators, were taken using all combinations of diffraction order

for G1 and G2. The diagram in figure 2.9 demonstrates the setup where Pin is the in-

put slit measurement, while P1out and P2out determined the efficiency of either one

or both monochromators together.

The results shown in table 2.1 were taken with the CW laser with an input power of

2.95 mW at 910.33 nm. Using only the G1 monochromator to 1st order, P1out demon-

strates an absolute efficiency of 66.8% resulting in 2/3 photons surviving. Using both

Spin State Tailoring 39



Detection and measurement

Figure 2.9: Schematic of the double monochromator configuration similar to the actual
physical implementation. Power measurements were taken at Pin, P1out and P2out
with low levels of background light within the laboratory. Data was then collated to
determine efficiencies of the complete measurement device.

G1 and G2 in P2out demonstrates that after calibration an absolute efficiency of 50.8%

at 1st order, losing 1/2 photons for detection. To maintain such an efficiency at the out-

put is a great achievement that proved useful for experiments in subsequent chapters.

When coupled with the reduction in background counts due to the double configura-

tion an excellent signal to noise ratio was obtained.

The resolution of the spectrometer was measured through application of the nar-

row linewidth CW laser on the CCD pixel array which was then fitted as shown in

figure 2.10. From the fit the FWHM Γ was evaluated in terms of both pixels and en-

ergy. We find the pixel FHWM to be Γpixel = 2.56 ± 0.14 and the energy FHWM as

Γenergy ≈ 8µeV equating to 2.88µeV / pixel. This value has appeared consistent as

will be shown on the dressed state measurements in chapter 6.
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Figure 2.10: Experimental spectra (green) and best fit (orange) of the CW laser on the
CCD pixel array with the bottom axis showing the pixel number of the 2000 pixel
length array, the top shows the equivalent energy in µeV. FHWM values of Γpixel and
Γenergy are shown in the text.

G1 G2
Power (mW) Efficiency (%)

(Order)

Pin - - 2.95 -

P1out
0 - 0.41 13.9

1 - 1.97 66.8

P2out

0 0 0.21 7.1

0 1 0.95 10.8

1 0 0.95 32.2

1 1 1.50 50.8

Table 2.1: Efficiency data collected based on the setup in figure 2.9, initial input power
of 2.95 mW recorded with a final output of 1.50 mW with G1 and G2 at first order.
Additional grating configurations highlight the optimized efficiency of the gratings
whilst at a 1st order diffraction.
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2.4 Conclusion

This section discussed the importance of a finely tuned environment and the steps that

were taken to ensure quantum systems are protected from undesirable effects result-

ing from external sources. Additionally, the essential components making address-

ing individual QDs capable via continuous wave, pulsed or above-band excitation

were introduced and an explanation of the sensitivity of the detectors that operate at

a single-photon level was provided. The equipment was chosen such that it allowed

for high efficiency throughput with a good degree of spectral resolution. Subsequent

chapters aim to show how these elements are combined to conduct complex manipu-

lations on the single spins confined to QD structures.
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Chapter 3

Tailoring an Experiment towards

Coherent Control

Chapter 2 introduced some of the essential components found in many modern optics

labs. This chapter now brings the setup into context for optical single-qubit control by

introducing the additional requirements and challenges. We aim to isolate, excite and

detect single quantum dots and apply laser pulses as a function of power and time

delay. This is while simultaneously optimizing photo-luminescence and minimizing

background noise from other sources.

The chapter is structured as follows: first we describe the magneto-optical setup

consisting of confocal microscopy and an opto-mechanical setup. The microscopy

setup helps to target single quantum dots, while the opto-mechanical setup allows

precise control over the incident laser light. We then introduce two forms of polarime-

try, rotating half- and quarter-wave setups, indicating individual strengths and high-

lighting some challenges faced during implementation. Finally, we discuss methods

to tailor the ultra-fast picosecond-pulses which are used to generate spin rotations

between the electronic ground-states quantum dots. This involves descriptions of de-

signs for the spectral filter and an unbalanced Mach-Zehnder delay stage.
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3.1 Magneto-optical setup

From the magneto-cryostat introduced in chapter 2 we access the sample through a

window in front of which the confocal microscopy setup is built. Both excitation and

detection occur along the same path in a reflective configuration, and here we present

an overview of the implemented optical design.

Figure 3.1(a) separates the system into three main components that complete the

setup. Box (1) in 3.1(a) contains the excitation/optical driving setup through which the

lasers from section 2.2 enter. This contains the additional optics required to precisely

control the power and polarizations of the incident light. Each laser input is aligned

onto the same beam path prior to being focused on to the sample surface through a

microscope objective. The objective can be translated along all three principal axes

using a custom-built xyz-translation stage.

Figure 3.1: (a) Basic schematic of the optical setup in three sections: (1) consists of the
input lasers fed into the periscope and objective which is then focused on the sample.
(2) is the QD output section with polarimetry and filtering stray light. (3) Camera
setup to observe sample surface. (b) Box (1) from (a) - Pulsed laser is a free space
input, the above-band and CW are fiber coupled. Power controller optomechanics
(Pow.) allows precise power control of each laser. Wave-plates allow varying the
polarization of inputs. The xyz-stage is a triple periscope with a mounted objective to
focus light onto a diffraction limited spot size on sample surface.

Figure 3.2(a) shows an image of the xyz-translation stage, known as a triple periscope,

which allows coarse adjustment using the three knobs. The x-y knobs are to scan
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across the sample within the chamber while the z-axis is used to focus the incident

and reflected light. Each axis is fitted with piezo-actuators that allow additional fine

adjustments of up to 40 µm over an applied voltage from 0-150 V. This is electri-

cally controlled via a custom-built voltage controller which can be controlled either

via LabView or from an electronic control box on the physical setup. The coarse ad-

justment knobs are most often used to quickly scan for target quantum dots. The

piezo-controlled fine adjustment helps to optimize the collection from an individual

quantum dot during experiments.

The triple periscope in figure 3.2(a) is used for excitation and collection with spe-

cific design to ensure complete control over incident laser light. Additionally, using

two mirrored prisms aids translation while minimizing effects that may either warp

or flip the polarization sent on to the sample. The confocal microscope setup can then

be fully translated in the xyz-directions for excitation of individual QDs in the sample

chamber.

Figure 3.2(b) shows the design for the sample holder used for experiments in the

Voigt configuration. The magnetic field is applied through the central axis of the sam-

ple chamber and is fixed. An EQNL machined sample holder is attached to the cold

finger for thermalization of the QD sample. The sample lies with the growth axis ver-

tical allowing the magnetic field to be applied in-plane (Voigt), the mirrored prism

is oriented at 45◦ to direct the excitation setup onto the sample. Collection is then

redirected back through the prism and collected by the microscope. As mentioned

previously, the sample used in this work contains a DBR layer below the InAs QD

layer enhancing emisson, and so collection, in the vertical direction.

For the oblique configuration, alterations were required such that the magnetic

field was applied at 60◦ from the sample growth axis. A schematic is shown in fig-

ure 3.2(c), of note for this setup that the total sample area available for the excitation

was slightly reduced due to the oblique angle and limitations of the cryostats sample

chamber. This did not affect the collection of particular QDs notably although it is

important that when finding QDs in the Voigt configuration for investigating should

be located near the center of the sample.
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Figure 3.2: (a) The triple periscope or 3d translation stage, coarse tuning knobs (X,Y,Z)
are used to scan the sample over a broad range with the X/Y controls moving across
the sample, Z is the focusing axis. Piezo-actuators are connected (Vx, Vy, Vz) to allow
fine tuning of up to 40 µm through application of a voltage between 0-150 V. (b) In-
cryo sample holder used for the Voigt configuration, with the magnetic field through
the central axis of the sample chamber a mirrored prism allows the field to be in-plane
with the QDs. (c) Oblique sample holder was machined to allow the QD sample to
rest 30◦ angle below the central axis for oblique magnetic field configurations.

The detection path passes through box (2) in figure 3.1(a) which is the polarime-

try/spatial filtering setup. This is where both the quarter-/half-wave plate polarimetry

setups are located which have proven essential to enhance collection on the detec-

tors. Box (2) in figure 3.1(a) thus contains optics to isolate single quantum dots and

filter back-reflected laser light and neighboring QDs photo-luminescence spectra. Ad-

ditionally, this allows a range of characterization methods for quantum dots via the

polarimetry setups.

Finally, the real space imaging path in figure 3.1(a) is within box (3) which contains a

CMOS camera setup with lenses, ranging f = 100 mm to f = 300 mm, and a 780 nm IR

LED. This illuminates the sample surface to provide a real space image to allow navi-

gation across the sample to find and re-find quantum dots. Quantum dots while often

embedded under a host matrix contain special features on the surface. An aluminium

mask covers portions of the self-assembled sample aiding with the relocation of target

quantum dots due to distinct surface features. This results in methods to consistently

relocate quantum dots that exhibit properties of particular interest.
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(1) Excitation/Optical driving setup

A schematic of the components in box (1) is shown in figure 3.1(b), each of the laser

inputs are combined onto the same path towards the sample. The pulsed input passes

through free-space as an optical fiber will lead to pulse broadening in both the time

and frequency spectrum through self-phase modulation. The above-band and contin-

uous wave (CW) laser instead enter through a polarization maintaining fiber before

the beam paths are combined using the non-/polarizing beam splitters. Each input

contains a power block (Pow.) consisting of a fixed and mechanically rotated linear

polarizer to control the input powers. Each power control block allows precise auto-

mated control of the beam intensities using custom-built Labview VI’s.

Figure 3.3(a) displays the sinusoidal intensity curve of the above-band laser power,

as a function of step number, related to the angle of the rotating analyzer. A custom-

built Labview VI receives the input and will return calculated arrays of motor posi-

tions yielding intensity curves with linear, quadratic or logarithmic paths as shown

in figure 3.3(b). Implementing such control into the experimental setup provides ef-

ficient data collection when performing various experiments on a quantum dot as

different scalings benefit particular measurements. Quadratic power will provide a

clearer scale for Rabi oscillations while log power is helpful for power-dependent sat-

uration measurements [109].

The pulsed and above-band excitation pass a polarizing beamsplitter (PBS) and a

quarter-wave plate (QWP) and half-wave plate (HWP) retarder. The CW laser also

contains a set of retarders to control the polarization of the incident beam. Control

over each beams polarization is essential for optimizing the effects on the QD spin-

states and also assists in minimizing back-reflected laser light.

A 90:10 (T:R) beamsplitter reflects the input onto a triple periscope containing the

microscope objective while the transmitted light passes onto a power-meter. The

power-meter is calibrated to return the effective power that is reflected towards the

QDs through the 90:10 beamsplitter. The triple periscope houses a 100x objective with

a 12mm working distance (Mitutoyo Plan APO NIR Infinity Corrected) microscope ob-

jective (NA = 0.5). The objective focuses the light onto a diffraction-limited spot on the
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Figure 3.3: (a) Power dependence as a function of step number. The sinusoidal curve is
processed in a Labview VI to return various intensity curves. (b) The returned above-
band curve in (a) as a linear, quadratic or logarithmic curve. The number of steps
remains constant in each.

sample surface to excite single to few quantum dots.

(2) Polarimetry/Spatial filtering

Figure 3.4 highlights the optical paths for the polarimetry/spatial filtering (2) and real

space imaging (3). The polarimetry/spatial filtering path (2) travels westward in the

figure while the real space imaging path (3) passes northward.

In the detection path, an achromatic focusing lens (f = 300 mm) lies at f from the

objective. The focused output passes through a polarimetry setup (discussed shortly)

before meeting a micrometer-sized pinhole at f . This spatial filtering aids in minimiz-

ing the back-reflected laser light and QD photo-luminescence from nearby QDs. This

will continue to diverge after the pinhole until it reaches a distance of 2f where the

collimating lens re-focuses the emission to send towards the detectors. Various neutral

density (ND) filters lie in this path to control the intensity and help avoid saturating

the detectors.
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Figure 3.4: Box (2) from figure 3.1 (a) consists of two lens (f = 300 mm) with a pinhole
at the foci to eliminate stray light from other QDs or laser light. The HWP/QWP
polarimetry allows polarization resolved measurements and doubles to assist with
cross-polarized reflectivity. ND filters allow intensity control to eliminate saturation
effects on detectors. Box (3) consists of a CMOS cameras with two lens (f = 200/300
mm) which detects the sample surface using a white light to navigate across sample
surface.

(3) Real space imaging

The illumination path (northward path) in figure 3.4 consists of an IR light (780 nm

LED) that illuminates the sample surface. The reflected output is sent onto the CMOS

camera through the main detection path in (2) either by activating a flip mirror or with

a pellicle that can also be flipped in and out. Without the flip mirror in place, we see

a non-inverted real space image which can be active while viewing spectra on the de-

tectors. If the flip mirror is in place it passes through the 4f setup blocking light on the

detectors and showing an image that is naturally inverted. During measurements this

must be removed alongside the pellicle which will alter the polarization and intensity

of emitted photons collected on the detectors.
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3.2 Polarimetry setup

Observations of polarization-resolved photo-luminescence helps confirm various char-

acteristics of quantum dots such as the selection rules under various configurations.

Figure 3.4 contains the half-/quarter-wave plate (HWP/QWP) polarimetry setup that

enables these measurements. The choice of HWP or QWP is dependent on whether

the light from the sample exhibits highly linear or circular/elliptical polarization. A

HWP is sufficient for the former while a QWP is required for the latter.

Choosing to experimentally implement wave-plate polarimetry requires working

with the Mueller formalism that measures polarization states and optical elements us-

ing the observable intensities. The alternative approach is the Jones formalism, which

instead expresses these states using orthogonal electric field components Ex(z, t) and

Ey(z, t). This approach is natural when running simulations to evaluate selection rules

because the dipole matrix elements are easily described with electric fields. Since only

electric field amplitudes can be experimentally measured the Mueller formalism is

more practical for data analysis.

In the Mueller formalism [111] the intensities are described using the Stokes vector

defined as S⃗ = [S0, S1, S2, S3]. The polarization states are given by four parameters

relating to the overall intensity and degree of linear, diagonal and circular polarization

[111], respectively.

The Stokes parameters shown can be found by applying a time average over the

polarization ellipse as shown in [111]. This yields the following relation of the total

intensity S0 to the other parameters as [111]

S2
0 = S2

1 + S2
2 + S2

3 . (3.1)

Using this definition we are then able to generate the normalized Stokes vector

using |S0| =
√
S2
1 + S2

2 + S2
3 which can be written as |S⃗| = S⃗/|S0|. This normalization

is useful in that it allows one to determine the degree of linear, diagonal and circular

polarization from the values S1,2,3 ∈ [−1, 1].
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The Jones formalism [111–113] instead expresses the state using electric fields with

the Jones vector,

J⃗ =

Ex(t)

Ey(t)

 =

E0xe
−iφx

E0ye
−iφy

 . (3.2)

The Jones vector in 3.2 contains information of both the amplitudes and phases

of the electric field [111, 114]. The Stokes parameters can be related to the complex

electric fields in the Jones vector through [115],

S0 = ExE
∗
x + EyE

∗
y = E2

0x + E2
0y, (3.3)

S1 = ExE
∗
x − EyE

∗
y = E2

0x − E2
0y, (3.4)

S2 = ExE
∗
y + EyE

∗
x = 2Re(E0xE0y), (3.5)

S3 = i(ExE
∗
y − EyE

∗
x) = 2 Im(E0xE0y). (3.6)

The phase information of the electric fields are lost when evaluating the Stokes

parameters but the intensities can be experimentally measured.

Both the HWP and QWP polarimeter setups implemented here rely on the same

principle, the Stokes vector is measured as a function of a rotating retarder (half-

/quarter-wave plate) and a fixed polarizing beamsplitter. We refer the reader to ap-

pendix A for the Mueller matrices of the generalized retarder, specific cases and po-

larizing elements.

Half-Wave Plate (λ/2) Polarimetry

Using a rotating λ/2 retarder and filtering the output with a polarizing beam splitter

results in the HWP polarimetry setup. Emission from quantum dots can be described

by the Stokes vector, Sin, and the output polarization after the polarimeter is evaluated

using
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S⃗
′

hwp =Mpol ·Mhwp(θ) · S⃗in. (3.7)

The S
′
0 component of S⃗

′

hwp contains the measurable intensity as a function of the

half-wave retarder angle. By evaluating this component from 3.7 we find the intensity

follows the function [111, 113, 116, 117],

Ihwp(θ) = S0 + (cos2(2θ)− sin2(2θ)) · S1 + 2 cos(2θ) sin(2θ) · S2. (3.8)

From 3.8 we see only the linear components, S1 and S2, are measurable indicat-

ing the HWP setup will not yield information regarding the circular S3 component.

Polarization’s of a circular/elliptical nature require a quarter-wave setup described in

the next section that also yields information regarding the S3 component. Although

this is the case, the HWP setup is simple to implement and aids when determining

level structures and evaluating in-plane g-factors of QDs. Since QDs under a Voigt

configuration are known to exhibit a linearly polarized double-Λ system this setup is

sufficient. There have been numerous previous works [118–120] that have benefited

from the simpler implementation of HWP polarimetry.

Quarter-wave plate (λ/4) polarimetry

Replacing the half-wave plate with a quarter-wave (λ/2 → λ/4) will yield the ability

to determine polarization states with either a circular or elliptical polarization. Taking

an arbitrary input, Sin, the output polarization can be evaluated with the QWP setup

using,

S⃗
′
qwp =Mpol ·Mqwp(θ) · S⃗in. (3.9)

Similar to the half-wave case the output intensity S
′
0 is determined by taking the

first element of the vector, S⃗
′
qwp. The resultant expression can be simplified using
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trigonometric formulas to yield the following expression [116],

Iqwp(θ) =A+B sin 2θ + C cos 4θ +D sin 4θ, (3.10)

which is a Fourier series with four Fourier coefficients A-D that are evaluated from

the data. Each of the Fourier coefficients can be evaluated by transition from the con-

tinuous to the discrete case which is highlighted alongside the complete Mueller ma-

trices of the components used in appendix A. From this each coefficient can be related

to the Stokes parameters of 3.9 by [117],

A = S0 + S1/2, B = S3,

C = S1/2, D = S2/2. (3.11)

Moving from the continuous to the discrete case yields four expressions as a func-

tion of step angle of the quarter-wave retarder as in [121]. From this we can determine

the Stokes parameters and so evaluate the polarization state of a quantum dots transi-

tions.

The single fixed polarizer and rotating (HWP/QWP) analyzer here is but one of

various possible configurations. The HWP polarimetry was chosen based upon those

used in the previous works mentioned. The QWP implementation was a required

adaption based upon the necessity to evaluate circular/elliptical polarizations. One

can find various different polarimetry setups in [113] that may be more appropriate

for an interested readers purposes.

Implementing the QWP setup experimentally proved challenging for various rea-

sons that we attempt to address here. The semiconductor quantum dots used in

this work show an in-homogeneity in both wavelength, intensity and splitting un-

der an applied magnetic field. Coupling this with the high density of quantum dots

leads to difficulty eliminating excess light from neighboring dots while back-reflected

light and general background counts from other sources contribute negatively. As
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the Stokes parameters are highly dependent upon the measurable intensities, unex-

pected sources of light will contribute to the experimental error. During analysis the

Lorentzian emission lines of dot transitions were fitted using Lorentzian fits to help

determine the total intensity. This also allowed evaluation of a background count off-

set to further help reduce this error.

Finally, retarders themselves can never be ideal and so minute variations in the

phase retardation value δ naturally occur across the surface of the QWP. Careful align-

ment by attempting to strike the wave-plate directly at the center such that when ro-

tated the beam remains on a constant area was performed. Further, efforts to evaluate

the variation in δ were conducted by taking measurements of known polarization’s

through the polarimeter. This resulted in a Mueller matrix of the combined optical

elements of the polarimeter and was motivated by [112].

Cross-polarized reflectivity

A final, yet important, application for the polarization optics described in this section

are to aid in minimizing back-reflected laser light via cross-polarized reflectivity. This

isolation technique extinguishes excess laser light by setting the optics to allow only

polarized light orthogonal to the laser input onto the detectors.

Experiments resonantly addressing transitions of a quantum dot with a CW laser

involve high intensity lasers that are adjacent to transitions observed on the detec-

tors. This back-scattered laser light can easily saturate and possibly cause permanent

damage to the detectors which is why this technique is so important. Under oblique

magnetic field configurations it becomes difficult to ensure light is fully orthogonal.

Here a balance between stray light levels and optimizing detection is then sought after.

3.3 Techniques for pulse control

When pulsed excitation is correctly applied to a quantum dot it can generate spin

rotations in the electron spins state space. The preface to do so optically is a pulsed

input with a broadband larger than the level splitting of the spin [122], though further
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steps are required to experimentally implement the process.

First, we introduce a spectral filter that allows one to narrow down a subset of

the laser pulses broadband spectra. This helps tailor the pulse spectra to minimize

back-reflected laser light and assists during both resonant and non-resonant excitation

schemes. Secondly, a method to produce time-delayed pulses is necessary to gain

control over multiple orthogonal axes of the spin-qubit state space. With a delay stage

we show an input pulse can be split and delayed yielding two pulses time-separated

by up to 4.8 ns.

Tailoring pulse spectra by spectrally filtering

Recall that ultra-fast pulses of light must adhere to the time bandwidth product de-

scribed in section 2.2. This narrowing in the time domain yields a broad spread in the

spectral domain pictured in figure 3.5(a). This broad spread of the frequency spectra

can yield interactions with neighboring quantum dots or lie spectrally close to detec-

tion of transitions. The spectral filter helps resolve this by returning only a subset of

the entire pulse spectra. This is a method of reducing the pulse spectra overlapping a

dots photo-luminescence as shown in figure 3.5(b).

For a 2.5 ps pulse with a center λc = 912 nm, approximate values applied to the

InGaAs quantum dot sample, the pulse bandwidth is ∼0.3 nm. By spectrally filtering

this output as in figure 3.5(b) we can prevent overlap with dot emission from detected

transitions.

The experimental setup is depicted in figure 3.5(c) where an ultra-fast pulse enters

from the bottom. The telescope expands the beam profile prior to dispersing on the

diffraction grating. The dispersed light meets a focusing lens and a mirror with a slit

at f from the lens. Filtering the output is a function of the slit width and grating angle,

so one can selectively filter the output that is returned along the same beam path. This

filtered output is then re-collimated and sent towards the rest of the experimental

setup.

The wavelength spectra of a pulse (λc = 911.42 nm, τ = 3.3 ps) is shown in fig-

ure 3.6(a), the green curve shows the broadband spectra explained above prior to the
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Figure 3.5: (a) A pulse narrow in the temporal domain will be broad in the spectral
domain and vice versa. (b) The aim of a spectral filter is to take a broadband spectral
input and return a filtered subset as shown. (c) Schematic design of the spectral filter,
an input pulse enters from below, passes through a telescope onto a dispersive grating.
The lens and mirrored slit at f will allow one to chop the dispersed spectra and reflect
only what passes through the slits. The filtered output can be sent on to the rest of the
setup.

spectral filter. The red curve is the resultant spectra after activating the spectral filter

from figure 3.5(c). By narrowing the pulse spectra with this process, the resonant/non-
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resonant pulses can be brought close enough to address individual quantum dot tran-

sitions while minimizing back-reflected light. This is essential for data acquisition as

rotations using the pulsed laser often involve powers 10-100’s mW which is orders of

magnitude greater than the detected photon emission from the quantum dot.

The output can then either pass through a delay stage, discussed next, or travel

towards the excitation path in figure 3.1. The filter is not an essential requirement

for every experiment and as such the setup consists of a series of flip mirrors allow-

ing different combinations of the spectral filter and delay stage. This allows different

configurations such as both active, one or the other active, or neither.

Pulse delay

Complete coherent control involves accessing arbitrary locations on the Bloch sphere.

The two main axes are the polar and the azimuths angle (θ, ϕ) and through these ro-

tations can reach arbitrary locations in the space. The radial component of the Bloch

vector will naturally decrease as decoherence occurs in the system and reducing this

rate of decoherence requires additional techniques (see spin echo [71]).

The experimental polar axis is accessed as a function of the laser pulse power.

This is synonymous with the pulse area descriptions seen in experiments using atomic

systems [123] where modulation of CW laser excitation is used instead. As the mode-

locked laser produces a fixed pulse we instead vary the power of each individual

pulse.

The azimuthal axis rotates at a rate inherent to charged particles under a magnetic

field. Spins in quantum dots will precess as they rotate around the applied magnetic

field. By introducing a time-delay between pulses we create a dead time in which the

system evolves at the rate determined by the Larmor frequency.

The delay stage schematic is shown in figure 3.7, individual pulses are split us-

ing an unbalanced Mach-Zehnder configuration to generate time-delayed pulses with

variable delay. The two arms, named the fixed and delay arm, are aligned to match

the power and beam profiles of each pulse. These are formed from a single pulse split

across each arm as displayed in figure 3.6(b).
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Figure 3.6: (a) Spectra of mode-locked laser pulsing at λc = 911.42 nm. Inofilter ex-
hibits the pulse without alteration while Ifilter is with the spectral filter active. (b) Pulse
through each arm with power P = 100 nW of fixed and delay arms individually. (c)
Ifixed+delay shows interference fringes present at zero delay when both arms are simul-
taneously active.

By introducing a variable path length the pulses can then be separated by ∆τ =

∆L/c. A retro-reflector mounted onto a mechanical translation stage lies on the delay

arm and the lab configuration yields 20 µm/step over 72k steps for a total of 4.8 ns of

total delay between the pulses.

In figure 3.6(c) we see the result of both arms being active while ∆τ lies close to

zero delay, the combined pulse Ifixed+delay shows interference resulting from the large
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Figure 3.7: Schematic design of the delay stage. The pulsed input is separated through
the fixed and delay arm. The delay arm lies on a motorized translation stage with 72k
steps at 20µm/step. The fixed/piezo arm may also be varied with an applied voltage
at sub-micron scales. Both outputs are recombined and sent onto the rest of the setup.

coherence between the pulses. Data collected using the delay stage close to zero delay

must be interpreted cautiously as a result of this interference effect. Stepper motors

control the translation stage using a custom electronic control unit operated through a

custom-built Labview VI for precise and automated measurements.

Off-resonant pulse experiments find the delay arm is sufficient to resolve the spin

rotations along the azimuthal axis. For a resonant experiment the system will evolve

at the optical frequency of the pulse [124] in THz frequencies. The fixed arm in figure

3.7 also has optics mounted on a small translation stage operated using a piezo-stack.

An applied voltage yields finer sub-micron displacements allowing one to observe

these oscillations in the resonant case which are on the order of femtoseconds.

3.4 Conclusion

This section described some additions to the experiment that specifically tailor the op-

tical setup towards coherent control of quantum dot spins. The combination of the op-
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tical driving setup, polarimetry and spatial filtering and the real space imaging paths

yields a high degree of control. It also allows predictable navigation and relocation of

QDs throughout the sample used in this work.

The confocal microscopy setup consisting of the objective fixed to the triple periscope

has proven essential to isolate individual quantum dots. The narrowly focused spot

sizes excite only a few quantum dots as opposed to a broader ensemble. Filtering

techniques, both spatial and via polarizations, allow enhanced detection and fur-

ther improve characterization of quantum dots using polarization-resolved photo-

luminescence.

Polarimetry methods introduced in this section will be used to characterize the

level structures and selection rules under a range of different magnetic field configu-

rations. The choice of HWP or QWP polarimetry is dependent upon the configuration

but both combined help fully evaluate g-factors and the Stokes vector of individual

transition lines.

Finally, we gave a brief description of custom-build equipment that tailors ultra-

fast pulses from a mode-locked Ti:Sapphire. Spectral filtering improves experimental

procedures while the delay stage highlights how an unbalanced Mach-Zehnder con-

figuration can be adapted for use in advanced control experiments.

For the rest of this work, we describe how this experimental setup has coalesced to

produce a wide variety of results, including characterization and realization of single-

qubits using spins confined to quantum dots.
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Chapter 4

Calibrating the Setup -

Demonstrating Complete Coherent

Control

In this section we show techniques used to investigate, manipulate and control spin-

states confined within semiconductor QDs. By demonstrating coherent control un-

der a Voigt configuration we verify the experimental setup has an advanced baseline

ability from which further research can begin. With this in mind, we introduce the

necessary theoretical background before moving through a series of experiments that

equate to what we call calibrating the setup.

This chapter is laid out as follows: section 4.1 begins by describing how magnetic

fields affect the level structure of a charged quantum dot and we show the resultant

selection rules for the two most common configurations. Section 4.2 then describes

the theory that underpins ultra-fast coherent control techniques used throughout this

work in detail. Finally, section 4.3 then applies this understanding by showing a series

of experiments where the ground-state spin of the electron is harnessed, demonstrat-

ing full control over SU(2) rotations.

Solid-state systems like quantum dots have numerous ways to define two-state

quantum systems that may used as a physical qubit. Two-level systems are by no

means difficult to find in quantum systems yet the appeal of spin-qubits from charges
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confined to quantum dots is the degree of control over system properties through ap-

plication of electric and magnetic fields. Additionally, the ultra-fast coherent control

technique [125] used in this work allows the coherence of the spin-qubit to be lim-

ited by the ground-state spin-relaxation rates and coherence times. As highlighted in

chapter 1, these have been shown to be many orders of magnitude greater than the

short-lived trion state decay processes [70, 126–132].

The electron can be used either as a spin-qubit or a charge-qubit [72, 133] depen-

dent on whether the qubit is defined by the spin properties of the electron (former) or

existence/absence of an electron (latter). While numerous systems are possible, the fo-

cus of this work is on negative singly-charged quantum dots that after recombination

leave a single electron in the ground state forming the spin-qubit state space.

A singly-charged quantum dot contains a three-particle system consisting of two

electrons and a hole if negatively charged or the opposite configuration to be positively-

charged. For it to be a neutral quantum dot a two-particle system consisting of only

an electron and hole pair would be present. Each of these systems contain some sim-

ilarities and differences [134] but charged quantum dots are the focus due to well

documented applications towards coherent control [34, 64, 124, 135, 136].

The hole states are known for having different bands related to the spin projec-

tion Ĵh = 3/2 which contain the heavy-hole, light-hole and split-off sub-bands [137–

140]. Describing these angular momentum states in the form
∣∣∣Ĵ , Ŝz〉 the heavy-hole

state is written |3/2,±3/2⟩hh while the light-hole and split-off states are denoted by

|3/2,±1/2⟩lh and |1/2,±1/2⟩so. The light-hole and split-off states can often be ne-

glected in self-assembled quantum dots due to the strong confinement in the z-direction,

causing them to be energetically separated. Henceforth, we thus neglect these states

to simplify the system and focus only on the heavy-hole states.

On this assumption the hole state can be viewed as having a pseudo-spin character

of Ŝz = 1/2. This simplification allows for the evaluation of the hole Hamiltonian to

be synonymous with the electron Hamiltonian with a differing pre-factor and sign.

The following section now aims to describe the effect a magnetic field has on both the

ground state electron spins {|↓⟩ , |↑⟩} and the heavy-hole states {|⇓⟩ , |⇑⟩}.
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4.1 Singly-charged quantum dots under an external magnetic

field

Applying an external magnetic field to either an electron or hole state will result in

the magnetic field lifting the degeneracy of the states. To describe the effects of a mag-

netic field B = (Bx, By, Bz) on the internal electronic spin-states we use the Zeeman

Hamiltonian,

Hzeeman =
1

2
µB

∑
α∈x,y,z

gαe/h ·Bα Ŝα, (4.1)

where µB is the Bohr magneton, Ŝα are the Pauli spin operators and gαe/h is the

electron/hole g-factors along the principal axes of the quantum dot. The magnetic

field can consist of an externally applied field but also may have a component caused

by dynamically polarized nuclear spins inside the quantum dot known as the Over-

hauser effect [40]. The magnetic field direction, field strength and sample properties

can all define whether this effect is significant enough to be considered.

Taking the z-axis to be oriented along the growth and optical axis of the self-

assembled sample, as in figure 4.1 we can define the common magnetic field geome-

tries for these quantum dots. A magnetic field aligned parallel to the growth axis

B⃗ = Bz is considered to be under a Faraday configuration. Alternatively, an in-plane

magnetic field in the x-y plane that is perpendicular to the growth axis B⃗ = Bx is in a

Voigt configuration.

Investigating the resultant states in a Faraday configuration shows that the electron

and hole states (which differ only by a sign) are eigenstates of the Hamiltonian written

as,
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Hz
zeeman =

1

2
µB gze/h ·Bz Ŝz, (4.2)

Hz
zeeman =

1

2
µB gze/h ·Bz

1 0

0 −1

 . (4.3)

From this we see the applied field is aligned with the quantization axis and simply

lifts the degeneracy of the states under application of a magnetic field splitting the

states by energy Ez
± = ±µBgze/hBz/2.

Evaluating the selection rules using the transition dipole matrix elements reveals

the Faraday geometry consists of two optically active transitions emitting circularly

polarized light σ̂±. The lack of any mixing between these states explains the distinct

two-level structure observed in figure 4.1(b) which proves to be insufficient for coher-

ent control experiments between the electronic ground states. This is due to the lack

of an available cross-transition that yields a method of coupling the ground states.

Figure 4.1: (a) Axes of self-assembled sample and applied magnetic field. ẑ is taken to
be the growth and optical axis of the sample, x̂ is in-plane of the QD layer resulting
mixing basis states aligned along z. (b) Level structure under a Faraday configuration
(Bz) showing two optically active transitions emitting circularly polarized light, σ±,
with angular momentum l = 1. (c) Voigt configuration level structure showing the
coupled double-λ structure useful for generating rotations between electronic ground
states. Linearly polarized emission of transitions can be understood as a superposition
of the z-aligned basis states.

To generate coherent rotations between these states we require an axis of rotation
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introduced by a Voigt configured magnetic field which will generate a double-Λ sys-

tem as seen if figure 4.1(c). With an in-plane magnetic field parallel to the x-axis the

resultant Zeeman Hamiltonian is,

Hx
zeeman =

1

2
µB gxe/h ·Bx Ŝx, (4.4)

Hx
zeeman =

1

2
µB gxe/h ·Bx

0 1

1 0

 , (4.5)

which reveals the energies Ex
± = ±µBgxe/hBx/2 relating to the new eigenstates.

Diagonalizing 4.5 yields the Voigt-configured states,

|↑⟩x =
1√
2
(|+1/2⟩z + |−1/2⟩z), (4.6)

|↓⟩x =
1√
2
(|+1/2⟩z − |−1/2⟩z), (4.7)

|↑↓⇑⟩x =
1√
2
(|+3/2⟩z + |−3/2⟩z), (4.8)

|↑↓⇓⟩x =
1√
2
(|+3/2⟩z − |−3/2⟩z). (4.9)

The electronic ground-states consist of symmetric and anti-symmetric combina-

tions of the basis states aligned along the z-axis and similarly, the heavy-hole trion

states are also an anti-/symmetric linear combination of the basis states. As men-

tioned before the light-hole and split-off bands are neglected in this evaluation as they

are often separated by tens of meV [141]. This is often a safe assumption and there exist

various techniques to check for valence-band mixing through observation of emission

in a Faraday configuration [37, 142, 143].

Singly-charged negative quantum dots consist of a trion state containing a sin-

glet electron pair and a hole state, after recombination of the hole spin with a paired

electron either a spin up or down electron will reside in the ground state. We can eval-

uate the selection rules of the transitions from this process as follows: in the Faraday

configuration each trion state {|↑↓⇑⟩z , |↑↓⇓⟩z} will recombine with the paired electron
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leaving the system in the remaining spin state emitting σ̂± light with a unit of angular

momentum which can be written as,

|↑↓⇑⟩z → σ̂+ ⊗ |↑⟩z , (4.10)

|↑↓⇓⟩z → σ̂− ⊗ |↓⟩z . (4.11)

The two remaining combinations under a Faraday configuration contain two units

of angular momentum and so are the optically-inactive forbidden transitions some-

times referred to as dark states.

Under the Voigt configuration {|↑↓⇑⟩x , |↑↓⇓⟩x} the linear combinations of 4.6 -4.9

result in the following calculation,

|↑↓⇑⟩x → |↑⟩x

= x⟨↑| ϵ̂ · p̂ |↑↓⇑⟩x

=
1

2
(z⟨↑|+ z⟨↓|)ϵ̂ · p̂ (σ̂+ ⊗ |↑⟩z + σ̂− ⊗ |↓⟩z)

=
1

2
(σ̂+ ⊗ |↑⟩z + σ̂− ⊗ |↓⟩z)

=
1

2
√
2
((x̂− iŷ)⊗ |↑⟩z + (x̂+ iŷ)⊗ |↓⟩z)

|↑↓⇑⟩x ⇒ 1√
2
x̂⊗ |↑⟩x . (4.12)

The transition from the trion to the ground state, |↑↓⇑⟩x → |↑⟩x, is evaluated us-

ing the dipole operator ϵ̂ · p̂ as seen in the intermediate steps of equation 4.12 . The

recombination of the resident hole with the paired electron leads to the emission of

a circularly polarized photon. The resultant state then shows that linearly polarized

emission is expected after recombination.

A similar calculation for the remaining three transitions yields,
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|↑↓⇑⟩x → |↓⟩x

⇒ 1√
2
iŷ ⊗ |↓⟩x , (4.13)

|↑↓⇓⟩x → |↑⟩x

⇒ 1√
2
iŷ ⊗ |↑⟩x , (4.14)

|↑↓⇓⟩x → |↓⟩x

⇒ 1√
2
x̂⊗ |↓⟩x . (4.15)

From this we see that mixing the states with an in-plane magnetic field the quan-

tum dot results in a double-Λ system. The Λ-system allows for stimulated Raman adi-

abatic passage (STIRAP) resulting in methods to generate coherent rotations around

the ground-state electron spins.

Since STIRAP which is conducted here using a single far-detuned pulse allows

for adiabatic elimination of the excited state, concerns regarding short decay times

of these states can be neglected. This naturally leads to longer coherence times and

when coupled with speed of operations that can be performed using ultra-fast ps-

scale pulses highlights the systems attractive properties.

Figure 4.2(a)-(d) show HWP polarimetry of four randomly selected quantum dots

under a B0 = 5 T magnetic field. HWP polarimetry is appropriate for Voigt configura-

tion magnetic fields due to the linear polarization we expect and has been a common

measurement technique for research under this configuration [108,119,120,135]. Each

profile clearly highlights the distinct linearly-polarized inner and outer transitions de-

fined in 4.12 - 4.15 .

From each of the quantum dots selected we see the in-homogeneity of the g-factors

that leads to considerable variations in the spectral profile and also that intensities

vary significantly from dot to dot. As a result a pre-selection procedure for a suitable

quantum dot is conducted prior to experiments. A preferred choice to perform optical

experiments would be the dot in 4.2(a) as the cross-polarized transitions (outer vs in-
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ner) are spectrally separated enough that back-reflected laser light could be effectively

minimized. This enhances the quality of acquired data when performing coherent

control experiments.

Figure 4.1(a)-(c) shows the orientation with respect to the quantum dot plane and

the associated level structures present under the Faraday (b) and Voigt (c) configu-

rations, respectively. For the remainder of this chapter we will focus on the Voigt

configuration visible in figure 4.1(c). Here, we present coherent control experiments

of the ground-state spins under this configuration.

Figure 4.2: (a)-(d) Energy vs HWP angle for arbitrary QDs under Voigt configuration
with Bx = 5 T. Orthogonal linearly polarized transitions as shown in (4.1c) can be
seen. The variance in electron and hole factors, gxe/h, for each QD leads to various
energy separation. The most notable differences can be seen in (a) and (c).
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4.2 Coherent control of electronic ground-state spins

Coherent manipulation of the ground states of a quantum dot are of particular interest

for quantum information processing with predictions of electron spin lifetimes greater

than 1 s [70] and relaxation rates for hole spins in the µs-ms regimes [126, 144].

Extending coherence times are essential for improving capabilities of matter-qubits

across many domains. The additional interest of using the ground-state spins is the

ratio of the number of possible operations with respect to the coherence times of the

spins yielding a high ratio of operations within the lifetime [71, 135].

Either electron or hole spins are available resulting from the growth process and

choice of a n-/p-type dopant to charge the quantum dots. Deterministic charging

of quantum dots can also be done routinely through application of a voltage bias.

Ground state electron or hole spins can be used as a spin-qubit with each showing

particular strengths. For example, hole spins benefit from a reduced interaction with

the surrounding nuclei by interacting only through higher order dipole interactions

[73].

This section details the theoretical methods that allow one to understand ultra-fast

coherent control using far-detuned optical ps-pulses. Figure 4.3 depicts a generalized

3-level system consisting of two ground states {|g1⟩ , |g2⟩} coupled through an excited

state {|e⟩} in a Λ-configuration [145]. The bare energy levels are ℏωe1, ℏωe2 and the

transitions are addressed through a single optical-pulse with a bandwidth larger than

the ground-state splitting (δg = ∆1 − ∆2) [122]. The central optical frequency of the

pulse is ν and the Rabi frequencies are {Ω1,Ω2} while the detunings are ∆α = ν−ωeα.

The Rabi frequencies are defined from the electric field (E0) interaction with the

dipole operator (µ̂) and is written as,

Ωα = 2 ⟨gα| ϵ̂ · µ̂ |e⟩E0/ℏ. (4.16)

The off-diagonal matrix elements are non-zero due to the parity operation between

the ground and excited states. Since optical frequencies lie in the THz regime, we can
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Figure 4.3: A generalized 3-level Λ-system with level splittings ℏωe1/2 (blue arrows)
and an electric field (red arrows) detuned from the excited state |e⟩ with Rabi frequen-
cies Ω1/2, central frequency ν and ground state splitting δg.

ignore fast oscillating terms in the Hamiltonian via the rotating-wave approximation

(RWA) and shift to a rotating frame while setting the energy of |g1⟩ to be zero.

We can then write the Hamiltonian consisting of the bare Hamiltonian Ĥ0 which

describes the level structure, and the interaction Hamiltonian Ĥ1 for the three-level

system interacting with the laser as,

Ĥ = −∆1 |e⟩⟨e|+ δg |g2⟩⟨g2| (Ĥ0)

− 1

2
(Ω1 |e⟩⟨g1|+Ω2 |e⟩⟨g2|+Ω∗

1 |g1⟩⟨e|+Ω∗
2 |g2⟩⟨e|) (Ĥ1). (4.17)

Introducing the quantum state for the system as |ψ⟩ = c1(t) |g1⟩+c2(t) |g2⟩+ce(t) |e⟩

we can then solve the Schrodinger equation,
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iℏ∂t |ψ⟩ = Ĥ |ψ⟩ . (4.18)

By operating on the left with {⟨g1| , ⟨g2| , ⟨e|} we find the system of coupled differ-

ential equations to be,

iℏċ1(t) = −Ω∗
1

2
ce, (4.19)

iℏċ2(t) = δgc2 −
Ω∗
2

2
ce, (4.20)

iℏċe(t) = −∆1ce −
1

2
(Ω∗

1c1 +Ω∗
2c2). (4.21)

Equations 4.19-4.21 can be evaluated for a far red-detuned pulse where ∆1 ∼ ∆2 =

∆. If the detuning ∆ ≫ Ω1,Ω2, δg, in other words is much larger than all other

timescales in the system then the excited state |e⟩ can be adiabatically eliminated.

By having a large detuning ∆ the excited state population is suppressed allowing

upper state decay processes to be safely neglected. This is a key reason that manipu-

lations between the ground-state spins of charged quantum dots are attractive. Since

they are not limited by the short decay times of the excited trion states and the system

naturally will have a larger coherence evaluated from off-diagonal matrix elements of

the density operator ρ21 = c∗1c2.

Absorption and emission of a photon within the Λ-system now has the effect of

coherently transferring the population between the two ground states |g1⟩ , |g2⟩. Using

adiabatic elimination by taking ċe(t) = 0 we find,

ce(t) → ce = −(Ω∗
1c1 +Ω∗

2c2)/(2∆), (4.22)

which can then be substituted back into 4.19-4.20 to reduce the three-level system

to a two-level system. This two-level system is now between the ground states and is

governed by an effective Hamiltonian,
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Ĥeff =

 |Ω1|2
4∆

Ω∗
2Ω1

4∆

Ω∗
2Ω1

4∆ δg +
|Ω2|2
4∆

 . (4.23)

The previous works of [122, 146] showed that for this quantum dot system the

diagonal terms |Ω1(t)| = |Ω2(t)| = |Ω(t)| are equivalent to an AC Stark shift on both

states by the same amount. Due to this special case we can subtract off the common

diagonal terms and define an effective Rabi frequency as Ωeff(t) = −Ω∗
2Ω1/(2∆). This

results in the simplified effective Hamiltonian between the ground states {|g1⟩ , |g2⟩},

Ĥeff(t) =

 0 −Ωeff(t)/2

−Ω∗
eff(t)/2 δg

 . (4.24)

To understand how this now relates to a system of coupled ground states which

make up the spin-qubit, we move to a frame rotating at the Larmor frequency δg by

defining the transformation
∣∣∣ψ̃〉 = c1 |g1⟩ + c̃2e

−iδgt |g2⟩. Upon substitution and the

inclusion of an arbitrary phase factor ϕ, the final effective spin Hamiltonian reads,

ˆ̃Heff(t) =

 0 −Ωeff
2 e−i(δgt+ϕ)

−Ω∗
eff
2 ei(δgt+ϕ) 0

 . (4.25)

The previous works of [122, 146] also showed that Ωeff will generate an angular

rotation θ around the polar axis of the Bloch sphere. Experimentally, this results from

the the rapid application of the pulse from the mode-locked laser.

The Tsunami laser used for the experiments shown operated under ps-timescales

sending one fixed pulse every ∼12 ns. As the pulses are static and fixed with a particu-

lar width τ , the pulse area is altered by varying the power of the pulse, the amplitude

of this pulse is proportional to the Rabi frequency Ωeff of the applied pulse integrated

over time.

The angular rotation can thus be written in terms of the pulse energy ϵpulse and
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detuning ∆ can be written as θ = εpulse/∆ [122, 146]. The result is Rabi-flopping

between the ground state spin-qubit which will scale as the square of the electric field

as |Ω| ∝ |E0|2.

The equatorial precession around the azimuth can be observed using Ramsey in-

terferometry involving two time-separated θ = π/2 pulses. During the dead time

between these pulses the system will freely precess at the Larmor frequency δg.

4.3 Experimental details and results

The experimental procedure for the results shown in the remainder of this chapter

are briefly described in this section. The quantum dot sample in the cryostat was

maintained in the range of 6-8 K and a magnetic field applied in-plane under the Voigt

configuration with B0 = 5 T.

In figure 4.4 we see experimental spectra of the target QD with the experiment

prepared. The rotation pulse introduced in section 3.3 is red-detuned with a peak

center of ∼1358.25 meV while the quantum dot center at B0 = 5 T is ∼1356.50 meV.

This is equivalent to a detuning of approximately 423 GHz below the QD.

Of the four optically active transitions the highest energy outer transition was used

to detect photons emitted during spin rotations. This was often chosen due to being

at the maximum possible spectral distance from the rotation pulse to mitigate back-

reflected laser light from the large pulse powers (10-100s mW). Emission from the

observed transition is filtered and sent onto the SPCM as described in section 2.3.

The cross-polarized coupled inner transition was resonantly addressed with a CW

laser. In ideal experimental conditions the CW laser would be gated, using either an

acoustic/electric optical modulator, to prepare the system into a ground state prior to

the pulse and readout. Near unit probability initialization system has been shown to

occur within a few nanoseconds [64, 131]. For the experiment in this work the CW

laser remained resonantly on the transition throughout acquisition.

With the setup as described a range of various experiments are available and will

be discussed throughout the rest of this chapter. We begin with spin initialization
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Figure 4.4: Experimental spectra of the setup for a QD centered at ∼1358.25 meV under
a Bz = 5 T magnetic field. The far-detuned rotation pulse on left at ∼1356.50 meV.
The highest energy (orange) is the observed transition while the lower energy inner
transition (red) is resonantly addressed.

which is used to prepare the system into a desired ground state.

We then show that we can gain complete control over the state space spanned by

the ground-state electronic spins by demonstrating control over two orthogonal axes

of the Bloch sphere (θ, ϕ). Combining rotations of the polar and azimuthal axis allow

arbitrary locations throughout the space to be accessed and are visualized in figure

4.5.

Figure 4.5 is split into three phases which all occur within successive pulses ar-

riving approximately every 12.5 ns. The initialization phase results from resonant

excitation on the QD transition as shown in figure 4.4 which will initialize the system

within ∼3 ns through spin pumping. The rotation phase occurs when the ps-pulse

with a FWHM of ∼2.5 ps generates the spin rotation between the ground state spins

in this time. Finally, the readout phase will occur from the continuous resonant excita-

tion as in the initialization phase. Dependent on the ground-state the system resides in

after the rotation determines whether spin pumping occurs after an excitation-decay

process, if a spin pumping process occurs a count is observed otherwise there is no
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count and the state resides in the opposing ground state.

Figure 4.5: Experimental pulse sequences and Bloch representations for each coherent
control experiment. The CW resonant laser initializes and reads out the state within an
∼3 ns window while the spin rotations are generated by the pulsed laser in between.
Each cycle occurs within 12.5 ns from the 88 MHz repetition rate of the pulsed laser.
(a) Rabi rotation consisting of single pulse. (b) Rabi oscillations rotate around polar
axis of Bloch sphere. (c) Ramsey interference is performed with two θ = π/2 pulses
separated by time τ . (d) Ramsey fringes precess around azimuthal axis of the sphere.
(e) Coherent control is similar to (c) instead with two pulses of arbitrary equal powers
θarb (f) Complete coherent control refers to accessing arbitrary locations as a function
of (a) and (c).

We state here that the resonant excitation laser remains on throughout all three

phases due to a lack of an optical modulator. An ideal scenario would include an

AOM/EOM gated with the arrival of the ps-pulse, this would allow there to be no

CW excitation in the rotation phase of the experiment. This is true throughout all

experiments shown in this work with the current experimental setup. Future setups
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would benefit from the inclusion of this equipment.

The polar axis is a function of the rotation pulse power and generates Rabi oscilla-

tions (fig. 4.5(a)-(b)) while the azimuthal axis is accessed using the magnetic field. This

equatorial precession is shown via a Ramsey interference experiment (fig. 4.5(c)-(d)).

Finally the section is concluded by successfully calibrating the experiment with a

demonstration of complete coherent control. Manipulating both orthogonal axes al-

lows for arbitrary locations on the surface of the Bloch sphere to be accessed (fig.

4.5(e)-(f)).

4.3.1 Spin Initialization

As introduced in chapter 1 Di Vincenzo stated five criterion that are essential for im-

plementing physical quantum computation [30] and originally proposed QDs as an

ideal spin-qubit [59]. One criteria states that deterministic loading of a qubit system

into an initial state is essential prior to any subsequent operations being performed.

Each of the excited states within a Voigt configured QD {|↑↓⇑⟩x , |↑↓⇓⟩x}, as in

4.1(c), yield equal probability to decay into the electronic ground states {|↑⟩x , |↓⟩x}.

Spin-pumping is an initialization process in which we deterministically pump (or

load) the system into either the |↑⟩x or |↓⟩x states with a CW laser resonant on one

of the four polarization-resolved transitions.

Consider a laser resonant on the |↑⟩x → |↑↓⇑⟩x transition, any population is trans-

ferred to the trion state |↑↓⇑⟩x and will decay with equal probability to the either of the

ground states {|↑⟩x , |↓⟩x}. If the system decays back to the initial state it will simply

be re-pumped back to the trion state. After a short period, ∼ 3 ns for self-assembled

InGaAs quantum dots [64], the system is deterministically loaded into the ground state

|↓⟩x after which it will remain until either the spin relaxes or an operation is performed

that will alter the state.

The experimental spin-pumping procedure involves weak (< 2.5% of saturation

power Psat) above-band excitation that randomizes the state of the spin in the ground

states. Above-band excitation incoherently excites energies higher than the QD trion

levels and through a series of decay processes passes through the trion levels random-
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Figure 4.6: (a)-(d) Spin pumping of all available transitions as a function of excitation
laser detuning in the Voigt configuration. Normalized emission intensity vs single
photon counts with (i) randomization and (ii) no randomization applied. Dashed line
Lorentzian best fit. Inset (top right) shows excitation and detection scheme for each.

izing the population. Sweeping the resonant laser across a transition during random-

ization yields the Lorentzian spin pump curves observed in figure 4.6(a)-(d), with each

individual experiment described by the associated inset.

Each detection path is passed onto an SPCM measuring counts in 0.1 ms intervals

after the spectra is filtered through the spectrometer slits. The polarization of the exci-

tation laser and emission detected from the quantum dot are orthogonally-polarized
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under a Voigt configuration allowing a high signal to background ratio. The back-

reflected laser light is easily minimized through cross-polarized reflectivity under this

configuration enhancing data collection.

The pink lines in figure 4.6 are the best-fit using a Lorentzian function while the

blue data points show the experiment run without any above-band randomization.

The lack of counts observed with no-randomization is indicative that the electron spin-

lifetime is long with respect to the detection interval of 0.1 ms.

Comparison of the no-/randomization shows there no notable increase in counts

observed when the CW laser is on resonance at zero detuning case of no above-band

randomization. The ratio of the peak signal at zero detuning for each case could be

used to determine the spin pumping fidelity through a rate equation model [120]. The

fidelity of the spin initialization would most predominantly be limited by the finite

spin lifetime. If the spin lifetime was significantly low it would lead to a reduced

fidelity and we would observe an increase in counts at zero detuning for the blue data

points in figure 4.6. For all measurements taken here there is no observable increase

in counts at zero detuning with each of the counts lying within the noise background.

The average value for the count-offset between the randomized and un-randomized,

(i) and (ii), was ∼250 counts.

An additional effect was also observed during the results presented in chapters

5 and 6 while performing the spin pumping experiments shown here under oblique

magnetic fields. This spin pumping protocol can instead be performed using a pulsed

laser set to yield a Rabi pulse power (discussed next) with a π-pulse area.

The result should be a complete transfer of the system from the initial ground state

to the other coupled ground state resulting in emission of a photon. When the pulse

power of the resonant laser is sufficiently low an interference effect can be observed

between photons emitted from the quantum dot and the resonant laser tuned to the

same frequency. Further details are presented in Appendix B.
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4.3.2 Rabi oscillations

From the analysis of the 3-level Λ-system we found the effective Rabi frequency to be

a function of the individual frequencies and the detuning, Ωeff = −Ω∗
2Ω1/(2∆). It was

also stated that the rotation on the polar axis is represented by the angle θ ∝ |Ωeff|.

The 3-level system is useful for demonstrating the physics that occur within a

charged quantum dot exhibiting a Λ-structure yet as seen in figure 4.1(c) the complete

system is a double Λ-system each containing two cross-polarized transitions. The ef-

fect is that the effective Rabi frequency is now a function of the laser pulse affecting the

entire system as opposed to the 3-level model described previously. Again, by lean-

ing on previous works that pioneered this physics [122, 146], it can be shown that a

slight modification of the effective Rabi frequency can be done. This is to include both

Λ-systems and helps to identify the condition that optimizes Rabi-flopping under a

Voigt configuration.

This involves defining the Rabi frequencies of the excited trion states as {Ω↑↓⇑,Ω↑↓⇓}

and the electric field polarization in component form as ε = EH x̂ + EV ŷ. From this

we can then write [122],

Ω↑↓⇑ = −i
Ω∗
V ΩH

4∆ + δh
, (4.26)

Ω↑↓⇓ = i
ΩV Ω

∗
H

4∆
. (4.27)

On the safe assumption that the detuning far exceeds the level splitting ∆ ≫ δh,

easily verified with figure 4.4, we can define the effective Rabi frequency for the 4-level

structure as,

Ωeff = Ω↑↓⇑ +Ω↑↓⇓,

Ωeff = −i |Ω|
2

4∆
(E∗

VEH − EVE
∗
H). (4.28)

Equation 4.28 shows that under a Voigt configuration the effective Rabi frequency
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Figure 4.7: (a) Rabi oscillations of a QD as a function of the pulse polarization, fully
linear does not generate rotations while the rotations are maximized when circular.
Data offset for clarity. (b) Rendition of a Rabi oscillation on the Bloch sphere moving
from pole to pole. (c) Rabi oscillation maintaining coherence up to 8π worth of rota-
tions. Diminished contrast at higher values is a result of decoherence effects.

is maximized on the condition that the pulse is circularly polarized such that EV =

±iEH . Conversely, Ωeff → 0 when the pulse is linearly polarized resulting in no co-

herent oscillations between the ground states |↓⟩ and |↑⟩.

This effect can be observed clearly with the waterfall plot in figure 4.7(a) demon-

strating Rabi oscillations as a function of the pulse polarization with an ∼2.5 ps full-

width half maximum pulse. When the pulse is entirely linear (purple) 4.28 will equal

zero and no oscillations will be observed. With the linear polarization we see only an

Spin State Tailoring 80



Experimental details and results

increase in background counts that is mostly attributed to back-reflected laser light

from the rotation pulse. When performing measurements one run uses the same

power curve of the pulse with the absence of a resonant laser to initialize the state.

This results in a measurement of the background counts which can then be subtracted

from the data to reveal the bare Rabi oscillations.

As we move the pulse polarization through elliptical towards fully circular we see

a clear increase in the oscillation frequency as the effective frequency is maximized.

At entirely circular polarization (red) the optimized Rabi rotation shows multiple ro-

tations around the polar axis of the Bloch sphere depicted in 4.7(b).

The optimized circular pulse data is shown in figure 4.7(c) where we see the co-

herence maintained through over 8π of rotations. The reduction in the contrast at

larger powers results from the decoherence that can be interpreted as a reduction in

the length of the Bloch vector.

4.3.3 Ramsey and SU(2)

Observation of control over the azimuthal axis is most easily seen through a Ram-

sey interference experiment. The applied magnetic field leads to level splitting of

the ground state spins and the system can be prepared in a coherent superposition

|ψ⟩ = (|↓⟩ + e−iωlarmor∆tφ |↑⟩)/
√
2 through application of a rotation pulse with pulse

area θ = π/2.

Application of two time-separated π/2 pulses allows control over this axis. The

first π/2 pulse sends the state to the equator where it will precess at the Larmor fre-

quency ωlarmor accumulating a relative phase. When the second pulse arrives it will

project the system back into either |↑⟩ or |↓⟩ dependent upon the the value of the ac-

cumulated phase. This is detected through emission from the observed transition, or

lack thereof, respectively.

Practically, by evaluating the pulse power equivalent to θ = π/2 in figure 4.7(c)

this fixed value upon application will create the superposition state |ψ⟩. The second

π/2 pulse, using the unbalanced Mach-Zehnder delay stage setup in section 3.3, then

projects the system back to the states {|↓⟩ , |↑⟩} and is observed in figure 4.8. This maps
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on to the Bloch sphere shown in the inset where the orange dots indicate the pulses

and the blue dots are the precession.

Figure 4.8: Ramsey oscillations for increasing (forward) and decreasing (reverse) pulse
delays showing coherence after up to 700 ps of pulse delay. At higher pulse delays (>
450 ps) nuclear polarization is observed by the sawtooth fringe pattern. Inset shows
Ramsey rotations on the Bloch sphere precessing around the azimuthal axis.

From the data we see clear Ramsey fringes over ∼700 ps of pulse delay and the

forward (reverse) data determines whether the measurements began at the minimum

(maximum) pulse delay τ . A sawtooth fringe becomes visible in the data for τ > 450

ps that is mirrored across both datasets. This has been qualitatively described as a

result of nuclear polarization processes in [147]. In this work they posit that nuclear

spin-flips with the neighboring nuclei generates an Overhauser magnetic field which

in turn leads to variations in the Larmor frequency ωlarmor. Additionally, the resonant

pump laser is shown to affect the trion creation in the system which results in the

sawtooth pattern shown. We refer the reader to [147] for further details.

The fringe contrast decays over longer timescales and is related to the decoherence

properties of the system for longer precession times. Generating a spin echo pulse se-

quence (π/2 → π → π/2) would extend these coherence times and the rate of decay of

the fringe contrast from which one could extract the T ∗
2 coherence time [71, 118]. This
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would be done by fitting the measured data with a form consisting of a Gaussian enve-

lope and a decaying exponential function which will extract the coherence time. The

Hahn-echo pulse sequence greatly extends the coherence and values of T ∗
2 = 200 µs

have been demonstrated for GaAs spin-qubits [148].

The center π-pulse required for the spin-echo sequence was not possible to create

experimentally as the two-pulse experiment is formed using π/2-pulses. To introduce

the center π-pulse is experimentally challenging for the setup in this work. To gain

this degree of control often requires either an AOM/EOM to allow manipulation of

the pulses on the ps-timescales presented.

Investigation into methods to produce this pulse sequence led to the understand-

ing that an additional third arm of the interferometer alongside a combination of re-

tarders and polarization optics to control the power would make this possible. Al-

though the implementation would be both complex and require significant additional

space and time on the optical bench.

Combining these to form the function R(θ, φ) yields the capability to access every

point on the surface of the Bloch sphere and leading to a demonstration of complete

coherent control. Varying the pulse power generates coherent superpositions with

arbitrary weightings and during the period τ between successive pulses a phase dif-

ference accumulates between the states.

Figure 4.9(a)-(b) highlight the pulse power and time delay used for each axis for the

Rabi and Ramsey experiments, respectively, and by combining both measurements we

observe the two-dimensional map of figure 4.9(c). Each high intensity center can be

interpreted as the combination of R(θ, φ) that will project the system into |↑⟩ leading

to maximal emission from the QD. The maximal values of the sine curve in fig. 4.5(b)

(∼73, 105, 140 ps) align with the optimal contrast Rabi oscillations along the vertical

axis of the 2D map. A pulse power of ∼4.78 mW1/2 equates to a rotation angle of

θ = 5π at which point the coherence of the system has reduced leading to the less

distinct peaks. In essence, figure 4.9(c) spans the entire space of SU(2) rotations with

approximate bounds for the rotations of {θ ∈ (0, 6π), φ ∈ (0, 5π)} where ∼60 ps is

taken as the relative start position.
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Figure 4.9: (a) Rabi oscillation used for complete coherent control map in (c). (b) Ram-
sey fringes aligned with coherent control map in (c), the intensity peaks align with a
Ramsey projection to the excited state. (c) Complete coherent control map of QD un-
der Voigt configuration. Each high intensity peak can be regarded as mapping to the
south pole of the Bloch sphere.

This can also be visualized by generating a surf plot of the data as seen in figure

4.10(a). For a system initialized into |↓⟩ the states located at the north and south poles

are |↓⟩ and |↑⟩ respectively. Each of the high intensity peaks then relate to the southern

hemisphere of a Bloch sphere and conversely the low intensity valleys correspond

to the upper hemisphere yielding a topological map of the space of SU(2) rotations

through experimental data.

Figure 4.10(b) shows a vertical slice of the two-dimensional map for τ = 74 ps

and shows significantly improved quality with respect to figure 4.9(a). This is not an

identical process to the previous data, one-pulse versus two-pulse sequences, yet it is
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clear to see that values of τ that ensure maximal population of |↑⟩ appear to enhance

the fidelity of either state preparation or readout. The frequency of oscillation shows a

2x improvement using equivalent pulse powers and persists with a longer coherence

of oscillation. This is reinforced further as the count-rate for odd multiples of π (peaks)

show less deviation than a one-pulse experiment.

Figure 4.10: (a) Surf plot visualization of the coherent control map in 4.9(c). (b) Oscil-
lations taken from the data in (a) for a pulse delay of τ = 74 ps, at which the Ramsey
fringe is at a maximum, showing improved coherence.

Various runs of this experiment were performed on various different quantum dots

(not shown in this work) and this observation has proven to be consistent and repro-

ducible. The author believes that experiments focused on quantifying the behavior of

the two-pulse sequence would yield understanding to help further enhance fidelity

of state preparation and readout to near unity values. This is an essential research

goal for many applications in quantum information processing and understanding the

physics to reliably enhance spin-qubit systems allows more resources towards scala-

bility and designing new quantum hardware architectures.
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4.4 Conclusion

In conclusion, the chapter introduced the charged quantum dot system working from

a simple Zeeman Hamiltonian to understand the effects the magnetic field strength

and orientation. We highlighted the effects this has on the polarization and selection

rules and described the system under both Faraday and Voigt configurations.

A description of a three-level Λ-system was introduced to demonstrate ground-

state electronic spins being harnessed as a spin-qubit that is robust against decay pro-

cesses linked with the excited states. This was shown to be a key feature of ultra-fast

coherent control in which the large detuning of the pulse allows adiabatic elimination

of the systems upper trion states.

Finally, calibration of the setup was successfully shown through a series of ex-

periments to demonstrate complete coherent control of a negative singly-charged QD

using the physics described in section 4.2.

The work presented here proved to be an essential step in developing the high level

technical skill and understanding required to generate the new results of subsequent

chapters. Henceforth, we aim to characterize charged quantum dots under an oblique

magnetic field prior to extending the results of this section to oblique configurations.
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Chapter 5

Towards Spin State Tailoring using

Oblique Magnetic Fields

Self-assembled semiconductor quantum dots under applied magnetic fields are well

understood in both Voigt and Faraday geometries, with each having applications

in quantum information processing. The previous chapter demonstrated all-optical

coherent control of charged quantum dots under a Voigt configuration highlighting

the potential as a solid-state matter-qubit. The techniques were possible due to the

double-Λ level structure. We saw that a charged QD transitions under the Voigt con-

figuration are linearly polarized, this is understood as the applied field B = Bx mixing

the electronic basis states in equal proportions as seen by the
√
2 normalization factor

in |↑ (↓)⟩x = (|↑⟩z ± |↓⟩z)/
√
2. This is in opposition with the Faraday configuration

known to emit only σ̂± light where there is not mixing between the basis states.

This begs the question what can be expected from a charged QD under oblique

magnetic field configurations, which then drives the experiments shown in this sec-

tion. On the assumption that there is a continuous smooth transition from an unmixed

Faraday configuration to an equally mixed Voigt configuration, there must then exist

QD level structures composed of basis states with varying weights of the basis spin-

states.

Magnetic fields that are applied with varying angles in the plane perpendicu-

lar to the growth axis enable characterization of the in-plane g-factors. Combining
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these measurements with magnetic field out-of-plane allows for the estimation of

the complete g-factor tensor of a quantum dot. This is typically done via applica-

tion of magnetic fields in oblique angles using in parallel additional techniques rang-

ing from photo-luminescence polarimetry [37,141–143,149–152], pump-probe Faraday

rotation [153–156] and resonant spin amplification [157] to spin-noise spectroscopy

[158], magneto-tunneling [159, 160], and magneto-capacitance [161].

We verify that the energy levels of a charged QD can be tailored to yield a range

of unequal basis state configurations as a function of a non-zero magnetic field. These

unbalanced spin-state weights revealed at obliques angles show the ground states can

have a tailored spin composition. This may have applications towards spin-selective

readout and measurement schemes similar to those that create pseudo-Faraday con-

figurations [162]. Additionally, we find that there still exists a coupled level structure

typical of the Voigt configuration that has proven essential for all-optical spin con-

trol [124, 135] indicating direction for further research.

This chapter is presented as follows; section 5.1 introduces theory and simulations

of self-assembled InGaAs QDs using parameters from experiments under an oblique

magnetic field (θobl = 60◦). From this we identify the behavior under arbitrary mag-

netic field angles. Full expressions of the spin-state eigenstates are shown alongside

the effective polarizations of the transitions. Section 5.2 shows the experimental meth-

ods used to characterize the level structure and techniques to compare theory and

experiment. This was conducted using Stokes polarimetry from QWP polarimetry

data. Spin pumping of the QD transitions under oblique fields is shown revealing

a reduced coupled double-Λ system. Finally, a brief experimental investigation into

whether Overhauser shifts were present in the target QD are presented.

5.1 Simulations and Theory

As described in section 4.1 the electronic states of a charged QD are subject to the

Zeeman interaction in the presence of a magnetic field. As we work with negatively

charged quantum dots it is known that there is no notable exchange interaction [141].
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To model the charged QD system we treat both electrons and the trions as pseudo-

spins; the electrons naturally have spin Ĵe = ±1/2 while the trions with spin Ĵh =

±3/2 that are associated with the heavy-hole (hh) states. We choose to neglect the

light-hole (lh) states due to the large strain-induced energy splitting common in self-

assembled QDs [141]. Additionally, by verifying and pre-selecting the target QD we

find no significant hh-lh mixing occurs. We can then deduce the form of the Hamilto-

nian for both the electrons and heavy holes within the QD to be given by 4.1 . Now

we consider a varying field angle θ ∈ [0, π/2] in the z-x plane with 0 aligned along the

Faraday configuration (z-axis) and 90◦ the Voigt configuration (x-axis).

For the hole states we use the Luttinger-Kohn Hamiltonian and the valence-band

parameters κα and qα, akin to Bayer [141] et al. and other works [37, 142, 143]. By

introducing the heavy-hole subspace matrices for Ĵα and Ĵ3
α [163] the hole Hamilto-

nian can then be reduced to a form akin to 4.1 . Similarly, this contains only spin-12
operators and differs by a sign pre-factor. In the presence of hh-lh mixing the full Ĵh

matrices with additional parameters relating to the hh-lh mixing ratio would be re-

quired. In this case it would be necessary for a model using the full Luttinger-Kohn

or Bir-Pikus Hamiltonian [37, 164] or a k.p model [165, 166]. Here we simplified the

model by pre-selecting the quantum dot studied for minimal hh-lh mixing. Using an

additional polarimetry experiment performed under the Faraday geometry it showed

a very high degree of circular polarization indicative of a negligible mixing ratio.

These Hamiltonians can be readily diagonalized to understand the quantum dots

response to an applied magnetic field. Figure 5.1(a) shows a schematic diagram of

the system consisting of the electronic ground states, |↑⟩θ and |↓⟩θ, and excited trion

states, |↑↓⇑⟩θ and |↑↓⇓⟩θ. Here ↑, ↓ relate to the ground state electron spins while ⇓, ⇑

relate to the hole spin states. From this the resultant excited trion state then refers to a

charged QD configuration. The angle θ is aligned with respect to the z-axis as is also

shown in figure 5.1(a) such that θF = 0◦ and θV = 90◦.

Under an applied magnetic field each spin eigenstate is composed of a linear com-

bination of the basis states aligned along the z-axis (θz = 0◦). These are written as

either {|↑⟩z , |↓⟩z} or {|↑↓⇑⟩z , |↑↓⇓⟩z} for the ground and excited trion states, respec-
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Figure 5.1: (a) Simulated results of a charged QDs four-level splitting (T1-T4) as a func-
tion of applied magnetic field angle (B0 = 5 T) using g-factors found from experimental
data in adjacent plot. The color bar indicates the relative transition intensity for each
transition while the vertical grey bar highlights θobl = 60◦ (b) Level splitting of the
QD as a function of magnetic field strength in the Voigt (left) and 60◦ oblique (right)
configuration. T2 and T3 exchange relative positions between configurations.

tively. This then allows us to express the eigenstates as a linear combination of the

basis states as,
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|↑⟩θ = αe(θ) |↑⟩z − βe(θ) |↓⟩z , (5.1)

|↓⟩θ = βe(θ) |↑⟩z + αe(θ) |↓⟩z , (5.2)

|↑↓⇑⟩θ = αh(θ) |↑↓⇑⟩z − βh(θ) |↑↓⇓⟩z , (5.3)

|↑↓⇓⟩θ = βh(θ) |↑↓⇑⟩z + αh(θ) |↑↓⇓⟩z , (5.4)

where αe/h(θ) and βe/h(θ) are the normalized weights of the electron (hole), found

through explicitly solving 4.1 . After diagonalization of the Zeeman Hamiltonian we

can determine the parameters affecting the spin-state compositions. From this we find

the following expressions for both the weights αe/h(θ), βe/h(θ) and the normalization

factor Ne/h(θ). The full explicit expression for each are as follows,

αe/h(θ) =
1

Ne/h

(
gze/h cos θ +

√
(gze/h cos θ)

2 + (gxe/h sin θ)
2
)
, (5.5)

βe/h(θ) =
gxe/h sin θ

Ne/h(θ)
, (5.6)

Ne/h(θ) = 2
(
(gze/h cos θ)

2 + (gxe/h sin θ)
2 + gze/h cos θ

)
,

−
√
(gze/h cos θ)

2 + (gxe/h sin θ)
2
)
,

(5.7)

where gz/xe/h are the g-factors for the electron(hole) in the z-(x-) directions, θ is the

angle of the magnetic field taken with zero parallel to the z-axis.

As one would expect the eigenstates are a function of the particles g-factors and

the angle and strength of the magnetic field. The physical shape between the many

self-assembled InGaAs QDs found in a sample often yield a larger diameter along the

x-y plane, which can be 4-10x greater than the height (∼2-5 nm) which lies along the

samples growth axis (z-axis) [167].

The contribution of both in-plane and out-of-plane g-factors intuitively yields a

larger relative separation between the transitions under a tilted magnetic field when

compared with the Voigt configuration.
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5.1.1 Tailoring the Spin-State Weights

We show simulated results of the four available transitions as a function of magnetic

field angle θ in figure 5.1(b) for a charged QD (B0 = 5 T). Peak emission of this charged

QD atB0 = 0 T was centered at 910.8 nm. We see the energy splitting of each transition

as we move from 0 to 90◦ on the energy axis while each transitions line color shows

the relative transition strengths. The transition strengths were found by evaluating the

transition dipole matrix elements between the ground-state electron and (assumed)

resident heavy-hole. This will be justified through the experiments shown further in

this chapter.

Under the Faraday configuration (θF = 0◦) the two inner transitions become op-

tically inactive as the relative transition strengths falling to zero. This is intuitively

understood as an un-mixed composition of the basis states |↑⟩z , |↓⟩z . Upon recombi-

nation of the heavy-hole with a ground-state electron we see the circularly polarized

emission described in chapter 4.

Conversely, under the Voigt configuration all transitions maintain equally active

transition strengths due to a balanced mix of the basis states. The linear combination

of the mixed states in equation 5.4 will, upon emission, lead to an equal mix of σ̂±

resulting in linearly polarized transitions.

With this particular charged QD the simulations show the inner energy levels T2(θ)

and T3(θ) exchange position at θ ≈ 74◦. This aligned well with experimental observa-

tions taken in the oblique (θobl = 60◦) and Voigt (θV = 90◦) configurations. Addition-

ally, while at θobl = 60◦ the model predicts that the ratio of the emission intensity of

the inner to outer transitions to be ∼0.3.

The normalized weights of the electron spin in the ground state are shown in figure

5.1(c) while the weights of the hole spins in the excited states are in figure 5.1(d). In

both cases there is a clear dependence on the magnetic field angle θ. At θF = 0◦ we

retrieve pure spin-up and spin-down basis states, |↑⟩z and |↓⟩z whereas at θV = 90◦ the

basis state contributions are balanced. In figure 5.1(c) we see that the electrons ground

state amplitudes mix as they follow the external magnetic in a smooth continuous

motion until θV .
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A point of interest is the relationship of the trion state amplitudes shown in figure

5.1(d), we see that there is little mixing of the trion spin states until the angle is almost

entirely in-plane (∼ 70◦). This phenomenon can be understood by recalling that while

we assume the hole spins to have a pseudo-spin character of ±1/2, they still have a

total angular momentum value of Ĵh = ±3/2. The result is the hole spins, which cou-

ple to linear combinations of opposite parity, are negligibly affected until the magnetic

field is almost in-plane at which point there is sufficient energy to align the spins along

B⃗.

By transitioning towards oblique configurations it is clear that the eigenstates are

formed from unequal weights. This shows that an oblique external magnetic field

allows for precise tailoring of the spin-up and spin-down components in the resultant

electronic ground and excited states.

In this work we are most interested in the ground-state spins for the spin-qubit

applications. The excited states share a similar behavior but as they exhibit shorter

lifetimes the benefits would require more directed research.

5.1.2 Effective Polarizations

Previous research has shown polarization properties of charged QDs in oblique mag-

netic fields differ significantly from the Voigt configuration [151]. To further shed light

on this behavior we characterized the state of QD emission using Stokes polarimetry

as described in section 3.2. The elliptical polarizations present under oblique magnetic

fields motivated the introduction of the QWP polarimetry setup to correctly evaluate

the experimental polarizations.

In figure 5.2(a)-(d) we see the simulated results of the normalized linear (S1) and

circular (S3) parameters as a function of applied field angle. Because of the chosen

symmetry of the simulated system, the diagonal (S2) component was zero for all mag-

netic field angles and thus was not displayed. The maximal values of |S1| = 1 in the

Voigt (θV = 90◦) and |S3| = 1 in the Faraday (θF = 0◦) correctly match expectations. We

note that the inner transitions T2(θ) and T3(θ) maintain some degree of linearity even

under oblique angles near the Faraday configurations. However both transitions will
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Figure 5.2: (a)-(d) Simulated polarization of light emitted from each transition as a
function of applied magnetic field angle (B0 = 5 T). We show only the linear (S1) and
circular (S3) component of the Stokes vector as simulations show no diagonal compo-
nent (S2 = 0) is observed. A high degree of the linear S1 component is seen to remain
in (b) T2 and (c) T3 across all angles, the optical activity of these two transitions drops
to zero for θ close to zero.

naturally become optically inactive at low angles making this observation difficult.
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5.2 Experimental Results

5.2.1 Characterization of Level Structure

The four-fold splitting of singly charged excitons in the Voigt configuration leads to the

characteristic double-Λ system. From this we are able to evaluate the in-plane g-factors

in a straight forward manner. Under this configuration, ground and excited state split-

ting are a result of only the in-plane electron and hole g-factor components gxe and gxh

which are readily obtained from experiment. Measurements of level-splitting and

polarization-resolved photo-luminescence were taken under above-band excitation

with power in the range of 250 ± 50 nW throughout data collection. This excitation

power corresponds to only 20-40% of the saturation power found for this quantum dot

(Psat = 740 ± 20 nW) from the saturation power measurement in figure 5.3. This en-

sured high-count rates whilst maintaining a narrow transition linewidth. The satura-

tion power value was found by performing intensity-dependent photo-luminescence

on the target QD.

Figure 5.3: (a) Loglog of above-band power versus counts measured on SPCM. The
power saturates at approximately 740 nW where power broadening of emission peaks
saturates the QD.

In figure 5.4(b) we show level-splitting of the Voigt (left) and oblique (right) con-

figuration as a function of the applied magnetic field strength with the diamagnetic
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shift removed. The QD experiences a diamagnetic shift proportional to the square

of the applied field alongside the linear Zeeman splitting. This can be removed first

to accurately determine the g-factors. The raw data is shown in figure 5.5 for the (a)

Voigt and (b) oblique respectively, clearly showing the effect of the diamagnetic on the

level-splitting. Measurements of the level-splitting were taken in 0.5 T increments as

the magnetic field ranged from 0-5 T, yielding multiple data points from which the

g-factors could be evaluated alongside an associated error.

The Voigt diamagnetic shift factors were found to be αV = 4.67µeV / T2, while

the oblique configuration was αobl = 6.14µeV / T2. By aggregating the multiple data

points the in-plane g-factors were evaluated as |gxe | = 0.442 ± 0.005 and |gxh| = 0.111 ±

0.004.

Transitioning towards the oblique configuration at θobl = 60◦ in 5.4(b) (right) we

see a similar four-fold splitting but with a greater magnitude of relative separation be-

tween the transitions. At B0 = 5 T, we see an average 3-fold increase in the separation

between adjacent transitions with respect to the splittings in the Voigt configuration.

Immediate benefits of working in oblique configurations can be seen as to obtain sim-

ilar level splitting to the Voigt at 5 T, the field strength can be as low as 2 T. Often

when performing measurements optically nearby transitions and excitation lasers are

spectrally close. This can make data acquisition of the observed transitions more dif-

ficult. By simply lowering the requirement of field strength, it can be adapted instead

towards improving and extending coherence properties of the system [126].

Using the previously extracted in-plane g-factor components alongside the oblique

measurements, out-of-plane g-factor components were evaluated as |gze | = 0.505 ±

0.032 and |gzh| = 1.575 ± 0.023.

Noting the locations of transitions T1-T4 in the two different configurations in

figure 5.4(b), we see that T2(θ) and T3(θ) exchange positions between the Voigt and

oblique configuration. Figure 5.1(b) showed that this level crossing between T2 and

T3 would take place at around 74◦ which lies in-between the two magnetic field con-

figurations used in this work. Figure 5.4(c) demonstrates the experimental technique

used to confirm this behavior. By combining above-band and resonant excitation on

Spin State Tailoring 96



Experimental Results

Figure 5.4: (a) Diagram of the experimental setup used for both the oblique and Voigt
configurations. A machined sample holder and mirrored prism allows for the laser to
access the sample while under a 60◦ and 90◦ orientation. (b) Level splitting of the QD
as a function of magnetic field strength under Voigt (left) and 60◦ oblique (right) con-
figuration. T2 and T3 exchange relative positions between configurations. (c) Confir-
mation of the exchanged positions in 5.4(b), resonant excitation on T1 shows increased
emission on either the third peak location (T2(θV )) or the adjacent second location
(T2(θobl).

the lowest energy outer transition (T1, left) it reveals the lambda-coupled T2 inner

transition. This is indicated by the increased emission due to spin pumping. Here

the increased emission comes from either the adjacent (lowest energy) inner transition

when θobl = 60◦, or at the highest energy inner transition when the magnetic field is
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Figure 5.5: (a) Base Zeeman splitting of the QD as a function of the magnetic field
strength under Voigt without the diamagnetic shift removed. The diamagnetic shift
factor was αV = 4.67µeV / T2 (b) Base Zeeman splitting similar to (a) under the Voigt
configuration showing a diamagnetic shift factor of αobl = 6.14µeV / T2. Purple line
on each is a quadratic fit on the lowest energy state.

applied at θV = 90◦. These observations show that in both cases we are observing the

same lambda-coupled pair (T1, T2). Yet due to the difference in ground and excited

level splittings under each configuration, the emission energy is modified and the two

inner transitions switch order energetically.

Polarization-resolved spectroscopy using QWP polarimetry is shown in figure 5.6(a)

and (b) for the Voigt and oblique configurations respectively. The quarter-wave plate

was rotated over 360 degrees with a 2 degree step and a complete spectrum of the

photo-luminescence was acquired for each waveplate angle. A multi-Lorentzian peak

fit is then used for each spectrum with a common background offset and linewidth

for all four peaks. Using the fitted peak parameters, we calculate the overall intensity

(peak area) of each transition for all QWP angles γ. This results in an intensity line

profile In(γ) where n ∈ [1, 2, 3, 4] is the transition number from which the associated

Stokes vector can be evaluated [121].

The QWP polarimetry of the Voigt configuration in figure 5.6(a) is indicative of a

near unity value for the linear component S1 and is expected in this geometry. Here,

the co-polarized pairs are seen as the outer transitions (T1, T4) and the inner (T2, T3)
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Figure 5.6: (a) QWP polarimetry of the charged QD in Voigt configuration. The inten-
sity profiles vs QWP angle are indicative of highly linear emission. (b) QWP polarime-
try of QD in oblique configuration. T2 and T3 show reduced intensities than the outer
transitions in line with 5.6(b). (c) QWP Polarimetry of QD in Faraday configuration,
only T1 and T4 remain optically active with circular polarization.

transitions by observing the similar intensity patterns as a function of QWP angle.

Conversely, figure 5.6(b) shows the oblique configurations profile this time indi-

cating the co-polarized pairs are (T1, T2) and (T3, T4). This is influenced by the high

degree of left and right circular polarization that dominates heavily at oblique angles

as was shown in the simulated polarizations of figure 5.2(b). A comparison between

the experimentally evaluated Stokes parameters and those calculated from the simu-
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S1 S2 S3
Rel. Transition
Strength

Sim. Exp. Sim. Exp. Sim. Exp. Sim. Exp.

T1 0.065
0.099
±0.010

0
-0.001
±0.004

0.998
0.995
±0.001

1 1

T2 -0.223
-0.204
±0.001

0
0.001
±0.004

0.975
-0.979
±0.001

0.292 0.296

T3 -0.223
-0.173
±0.001

0
0.015
± 0.004

-0.975
-0.985
±0.001

0.292 0.286

T4 0.065
0.129
±0.008

0
0.016
±0.005

-0.998
-0.991
±0.001

1 1

Table 5.1: Table of simulated vs experimental results for Stokes parameters of target
QD transitions with θobl = 60◦.

lations are found in table 5.1.

The circular S3 components appear similar and the linear S1 components show a

small discrepancy compared to simulated values. The diagonal S2 component is be-

low 1.5% for all transitions which alongside some expected experimental error may

contribute to the noted discrepancy. This aside, the overall behavior of the linear com-

ponents is consistent in that the inner transitions exhibit a higher, shared degree of

linearity. All four transitions showed a near unity degree of polarization evaluated as

DOP =
√
S2
1 + S2

2 + S2
3/S0. The relative transitions strengths calculated by taking the

ratio of S0 for the inner transitions with respect to its corresponding outer transition

also show a good agreement with the simulated value of 0.292.

Finally, figure 5.6(c) shows the QWP polarimetry under the Faraday configuration

where we observe the two optically active outer transitions {|↑⟩z , |↓⟩z}. Each of these

are the unmixed basis states under a Faraday magnetic field. Table 5.2 shows the

Stokes parameters alongside the degree of polarization for the two active transitions.

S1 (Exp.) S2 (Exp.) S3 (Exp.) DOP (Exp.)

T1
-0.0101
±0.0058

-0.0237
±0.0269

-0.9994
±0.0007

0.99973
± 0.028

T4
0.02196
±0.120

0.0126
±0.0013

0.9995
±0.0003

0.99980
±0.012

Table 5.2: Table of Stokes parameters of target QD transitions with θF = 0◦
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Valence band mixing between the heavy- and light-hole branches can take place in

highly deformed and strained quantum dots [37, 164]. The resultant state formed by

valence band mixing can be written as,

|V BM⟩ = |±3/2⟩ − η |∓1/2⟩ , (5.8)

where |±3/2⟩ and |∓1/2⟩ are the heavy and light-hole states respectively, and η ∈

[0, 1] is a weighted hh-lh mixing factor with the lower limit being entirely heavy-hole

and the upper limit entirely mixed. Upon recombination of a valence band mixed

state with a ground state electron one would expect to observe elliptically polarized

emission since the hole spins have opposite circularity. Valence band mixing is itself

a property inherent to the QD and is independent of magnetic field so this ellipticity

would be directly observable under a Faraday magnetic field [37, 142, 143].

The circular S3 components in table 5.2 showed near-unity values of T1 = −0.994±

0.0007 and T2 = 0.995 ± 0.003, and a near-unity degree of polarization. From this we

can infer the QD did not yield any significant valence band mixing. This then means

the light-hole states can be safely neglected from the calculations discussed earlier in

this chapter.

5.2.2 Spin Pumping in an Oblique Configuration

The fourfold splitting seen in oblique magnetic field implies a coupled-Λ structure

should be in operation. From this assumption we identified the Λ-coupled pairs under

the Voigt and oblique as in figure 5.4(c). Comparisons were made with the Voigt spin

pumping profiles in figure 4.6(a)-(d) which has been extensively studied [131, 168]. A

spin pumping process for each of the four available transitions was then performed as

a function of the resonate laser detuning.

Figure 5.7(a)-(d) shows normalized photon emission count rates, detected at the

energy depicted by the wavy downward arrows, as a function of the laser detuning

as the excitation laser is resonantly swept across the transition. The count rate was
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recorded either with (i) combined application of above-band and resonant excitation

or (ii) only resonant excitation which allowed one to observe the spin pumping process

and hint towards the initialization fidelity. In figure 5.7(a) it can be seen that resonantly

driving the |↓⟩θ → |↑↓⇓⟩θ transition (solid upward arrow in inset) leads to population

of the trion state followed by spontaneous decay into one of the two ground states. If

the trion decays to the |↓⟩θ state then the system is initialized to that state and a photon

can be detected at the energy of the |↑↓⇓⟩θ → |↑⟩θ transition.

If the ground state is long lived with respect to the counting interval the system re-

mains in this state and the resonant laser has no further effect. This leads to measuring

only background counts for all resonant laser frequencies. Consequently, using weak

above-band excitation enables reshuffling of the ground state such that the aforemen-

tioned process can occur repeatedly. This results in the clear Lorentzian spin pumping

peaks observed. When spin pumping the system we set the resonant laser power to

Pres = 50 nW and the polarization of the laser to linear to aid in cross-polarized detec-

tion. The weak above-band excitation was also linearly polarized and set to a power

of PAb.bd. = 6 nW (approximately 1-1.5% of peak saturation power as from figure 5.3).

Despite the polarization of the resonant laser (linear) not matching the system un-

der the oblique configuration (∼98% circular) we are still able to drive the transition

through the matching circular component of the resonant laser. This is because the

linear polarization is a sum of cross-circular left- and right-polarized light.

Since the system emits under circular with a slight ellipticity cross-polarized reflec-

tivity was limited in terms of suppressing the resonant laser light. Using the motorized

intermediate slits of the custom spectrometer allowed further suppression of the res-

onant laser. Under a Voigt configuration the transitions are easily cross-polarized as

resonant excitation with horizontally-polarized light will detect vertically-polarized

light and vice versa. Instead, closing the intermediate slits on only the detected transi-

tion coupled with the less effective cross-polarized reflectivity resulted in good overall

suppression.

The high contrast observed between randomizing the state using the above-band

and without is a clear signature of a high fidelity initialization in the oblique con-
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Figure 5.7: (a)-(d) Spin pumping of T1 − T4 as a function of excitation laser detuning
under the Voigt configuration. Emission intensity vs single-photon counts shown with
(i) randomization and (ii) no randomization applied. Solid line is Lorentzian best fit.
Inset (top right) shows excitation and detection scheme for each.

figuration. The base background counts observed at the tail of the Lorentzian spin

pumping peaks in figures 5.7(a) and (d) appear to lie significantly closer to the true

background that is measured.

Recall that the relative transition strengths of the inner [5.7(a) and (d)] as opposed

to the outer [5.7(b) and (c)] are shown to have an experimentally measured ratio of

∼0.292 at θobl = 60◦ and B0 = 5 T. As all other parameters in the experiment were
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identical, using the same intensity for the above-band laser and resonant laser when

driving all four transitions, the photo-luminescence counts due to this will be ∼3.4

times greater than that of the inner transitions. This conclusion appears consistent

with respect to the results found in both the simulations and through experiment.

5.2.3 Considering Other Effects - Overhauser Shift

Upon the introduction of a tilted magnetic field, the measurements on the electronic

ground state compositions and g-factors can be impacted by various factors resulting

from the solid-state environment. Unlike many atomic systems quantum dots are

both formed by and can interact with the many neighboring nuclear spins. Excitonic

structures confined to a InGaAs quantum dot are predicted to neighbor approximately

N ∼ 104-105 nuclear spins at any time [40,41] each of which can give rise to interesting

effects such as dynamic nuclear polarization and resultant Overhauser shifts [128,169].

In light of this, efforts were taken to investigate if these interactions played a role

in the results discussed above or whether some other interesting phenomena could be

observed. This section briefly discusses dynamic nuclear polarization and the Over-

hauser shift and methods used to verify there was no significant impact.

The negatively charged quantum dot confines two electron spins in a spin singlet

state alongside a positively charged hole. The Fermi contact interaction, a magnetic in-

teraction between electron spins and nuclei, requires a finite value of the Bloch wave-

function at the sites of the nuclei for interaction to occur [130]. As electrons exhibit

a wavefunction with s-like symmetry they are susceptible to the interaction whereas

the p-symmetric holes are not and can only interact via the much weaker dipole-dipole

interaction [41].

Interactions between electrons and the nuclei can lead to spin flips through the

hyperfine interaction. This results in the nuclei becoming polarized over timescales

on the order of ms and longer if the process repeatedly occurs. If the process is not

entirely random, such that the mean field effects do not average to zero, then the

polarized nuclei can begin to exert a magnetic field known as the Overhauser shift on

the quantum dot system.
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Figure 5.8: (a) Target QD at 0 T with above-band power set to 275 nW, excitation with
σ±. No notable shift is observed at low powers. (b) Same as (a) with strong driving of
up to 2000 nW with above-band laser, a small yet notable shift is observed.

Figure 5.9: Overhauser shift measured as a function of above-band excitation power
of the QD with no external magnetic field. Strong driving leads to an observable yet
small shift of approximately 4 µeV when driving strongly.

To investigate whether this phenomenon had occurred with the QD discussed in

this section measurements were taken as both a function of above-band lasers power
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and polarization based upon methods in [128, 170]. Measurements were taken with

the QD under zero magnetic field and B0 = 5 T at θobl = 60◦ to identify if Overhauser

shifts were present.

The hyperfine Hamiltonian is defined as,

Hhf = v0
∑
j

Aj |ψ(Rj)|2
(
IjzSz +

Ij+S− + Ij−S+

2

)
, (5.9)

where v0 is the unit cell volume, Aj the hyperfine constant and |ψ(Rj)|2 is the elec-

tron density at the jth nuclear site Rj [171]. The Hamiltonian consists of two terms of

which the first term is proportional to the polarization of the electron and nuclei along

an external magnetic field. The second term indicates the dynamic nuclear polariza-

tion where an electron’s spin polarization in the quantum dot is transferred through

an electron-nuclei spin flip process. Under excitation from a σ̂± polarized above-band

laser the polarization can then be transferred to the nuclei creating an Overhauser

field that can either be aligned parallel or anti-parallel to the applied field which can

be observed through photo-luminescence spectroscopy. This should be observable by

driving the QD with opposite circularly polarized above-band excitation. If an Over-

hauser field is present we would anticipate a notable shift in the peak center.

Figure 5.8(a) shows the quantum dot under no external magnetic field at an exci-

tation power of 275 nW. In figure 5.8(a) we see no observable shift at the powers used

for the previous characterization experiments. Figure 5.8(b) again shows the system

under no external magnetic field with the above-band power set to 2000 nW where

the driving is strong. A small, yet notable shift of approximately 4 µeV is observed

between the two excitation polarizations. Measurements were taken approximately

every 250 nW from the 275 nW used in the previous experiments to 2000 nW shown

in 5.8(b).

A Lorentzian peak was then fitted to detect the peak centers as a function of

the above-band power and the Overhauser shift was then evaluated from the differ-

ences [128]. Figure 5.9 shows the results where we see a linear increase of the shift
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Figure 5.10: (a) QD under a 5 T magnetic field, driving with σ̂± above-band, similar
to 0 T no notable shift observed. (b) Same as (a) with 2000 nW above-band excita-
tion. (c) Energy differences between the inner peaks under varying polarization of the
above-band laser, the energy differences appear to show some correlation indicating
no significant Overhauser shift. (d) Outer peak energy differences similar to (c), at
strong driving of 2000 nW a small shift appears to occur but prior no clear observation
of Overhauser shifts at 5 T.

up until approximately 1250 nW where a saturation effect appears to occur. The small

Overhauser shift here indicates that the transfer of polarization to the neighboring nu-

clei is not significant for this particular quantum dot ensuring that measurements of

g-factors and other system parameters were not affected directly.

This aside, previous works have observed shifts in similar samples ranging from
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10-100’s of µeV [128], most commonly this is seen under longitudinal (Faraday) mag-

netic fields. There have also been observations under transverse (Voigt) magnetic

fields where it was predicted the Larmor precession of the electron spin around the

external magnetic field should limit Overhauser shifts being present [172]. Due to the

oblique magnetic fields there is then an increased chance of Overhauser shifts being

present stimulating the measurements presented.

Measurements were again taken using the same process as figure 5.8 under a B0 =

5 T magnetic field. This was to mimic the conditions used in the experiment. Figure

5.10(a) and (b) show the same process now at B0 = 5 T for 275 and 2000 nW powers

exciting the charged QD. Each of the four transitions had Lorentzian peaks fitted and

the differences between the co-polarized pairs were evaluated to determine if there

was an observable shift.

In figure 5.10(a) one may note a significant difference in emission intensity between

σ− and σ+ excitation which may be perceived as indicative of more interesting phe-

nomenon. Unfortunately, this effect was simply a result of having a different angle of

the the output polarizer for the σ+ measurements up until 750 nW. The data was taken

from 250 nW to 2000 nW in 250 nW steps and the mistake was noticed and corrected

from 1000 nW onward, although the lower power data was mistakenly not retaken.

This is why the emission intensities are better matched in figure 5.10(b) as opposed to

5.10(a) and is nothing more than an artifact of a simple mistake when performing the

experiment.

In figure 5.10(c) and (d) we see the observed energy differences which appear to

show no correlated divergence as would be expected from a magnetic field generated

from the neighboring nuclei. This may be a result of the 5 T field being significantly

stronger than any hyperfine interactions present as well as the mixing of the configu-

rations in which Larmor precession is then present.

The conclusions were then that while there is a small yet notable shift from the

QD under zero external field, at the high magnetic field strengths at θobl = 60◦ we

see no significant Overhauser shifts present. This section was included as a means to

investigate and understand whether some rich physics under oblique fields could be
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present. Although no significant results were observed the methodology was essential

to ruling it out.

There are currently works that aim to take advantage of the dynamic nuclear po-

larization that is transferred from an electron spin to the neighboring nuclei in efforts

to reach polarization rates of the nuclei of close to 100% [169, 173, 174]. The benefits of

such works would help identify methods to minimize decoherence effects generated

by the varying magnetic fields generated through interaction with the surrounding

nuclei [175, 176].

5.3 Conclusion

In this chapter we demonstrated simulations and theory indicating oblique magnetic

fields will generate unequal spin-state weightings of the ground and excited states in

charged QDs. The particular focus was on the ground electronic states as coherent

control, spin initialization and readout are conducted in this state space. We found

that the excited trion states also exhibit similar behavior, although they will inevitably

decay with rates on the order of 1 ns.

From experimental data gathered under both a Voigt θV = 90◦ and oblique θobl =

60◦, the charged QD selection rules under arbitrary magnetic field angles from 0 to 90◦

were found. These were then verified using QWP polarimetry with the experimental

results showing a slight discrepancy in the linear polarization values of the inner tran-

sitions. Yet the ratio of the inner to outer states was shown to match the predictions

well.

The characterization of self-assembled InGaAs quantum dots under oblique fields

yielded a better understanding of the effect of tilted magnetic fields. These results

can have applications towards samples grown in geometries that are not along the

principal axes such as pyramidal 1-1-1 InGaAs quantum dots [54]. Due to the 1-1-1

geometry they will exhibit a strikingly similar behavior even under Faraday magnetic

fields allowing knowledge transfer of these results to a broader research area.

Spin-pumping was then demonstrated under oblique fields indicating that fur-
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ther coherent control experiments under oblique fields will be possible. Finally, an

investigation into the presence of Overhauser shifts generated by dynamic nuclear po-

larization was presented. While the results proved insignificant for the experiments

conducted here, the methodology was sound and acted as a further set of experiments

to characterize the quantum dots behavior.
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Chapter 6

Investigating Coherent Control

under Oblique Magnetic Fields

The results shown in chapter 5 allowed for a deeper understanding of how self-assembled

quantum dots work under oblique magnetic fields [115]. Such a characterization natu-

rally allows for a range of further experiments based on the knowledge gained. In this

chapter we look to test the properties of the QD spin-qubit state space under oblique

field configurations. We will introduce various additional experimental methods for

spin manipulation and further identification of the quantum states that make up the

spin-qubit system.

Section 5.2 identified the contribution of multiple axial components of the g tensor

result in greater level-splitting at reduced magnetic field strengths. This will naturally

assist with extending coherence properties [126] and simultaneously lead to resolving

the states more easily.

The selection rules, transition strengths and level structures quantified in section

5.1 have also been identified to show striking similarities with InGaAs quantum dots

fabricated in a 1-1-1 pyramidal geometry [52–54,101]. Upon comparison of the charged

excitons found in such samples under what would normally be considered a Faraday

configuration (parallel to growth axis) they appear consistent with the results shown

in the previous chapter.

Qualitatively, this can be understood to be a direct result of the pyramidal geom-
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etry, a Faraday magnetic field with a 1-1-1 lattice plane would have no fixed axis to

be taken with respect too. In self-assembled quantum dots the layers are vertically

stacked and each layer lies in the x-y plane therefore a Faraday field is applied consis-

tently throughout the sample. The 1-1-1 planes of pyramidal quantum dots will result

in an oblique configuration in all directions and observation of a charged exciton here

will show similar results as in section 5.1.

With a combination of the knowledge of coherent control under Voigt (as in chapter

4) and the understanding of the level structures in the oblique configuration (as in

chapter 5), we now extend this through a series of experiments. That the double-Λ

system, verified in the oblique spin-pumping demonstration, persists under oblique

fields leads to the natural assumption that coherent control is possible. Yet the efficacy

of such techniques warrants further investigation.

Hence, the format of this chapter is as follows; section 6.1 demonstrates rotations

between the oblique ground states by means of coherent control experiments. Section

6.2 applies quantum state tomography which allows for the reconstruction of an ini-

tial system state. Here the experimental measurements are analyzed to recreate the

initial density matrix ρ̂. Finally, section 6.3 shows the results of an optically-induced

geometric phase-gate in which an additional phase φ is imparted onto the spin-qubit.

The result is a measurable change in the rate of equatorial precession around the Bloch

sphere as seen in [136, 177].

6.1 SU(2) under oblique fields

We use the same quantum dot that was introduced in chapter 5 with a wavelength

center of ∼910.8 nm at B0 = 0 T. The experimental setup for these are again similar to

figure 4.4. This can be seen in figure 6.1 which shows the experimental spectra for the

setup prior to producing the following results. The peak center of the rotation pulse is

found at ∼1362.1 meV equating to a detuning of ∼400 GHz below the target QD.

Of each of the four available transitions we choose to observe the highest energy

transition as the ratio of the inner/outer transitions was verified to be ∼0.3 in section
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5.2. As a result it is sensible to choose an outer transition exhibiting the dominant

relative transition strength to increase the count rate and improve the signal to noise

ratio.

Resonant excitation was performed on the adjacent coupled inner transition and

cross-polarized reflectivity was implemented to minimize the back-reflected light. As

the coupled transitions T3(θobl), T4(θobl) exhibit the same dominant circular polariza-

tion S3 ≈ 0.99 (table 5.1) this technique was considerably less effective than under

the Voigt configuration. Additional measures involving careful alignment of the pin-

hole and taking advantage of the intermediate spectrometer slits, in conjunction with

cross-polarized reflectivity, allowed for acquisition of acceptable data.

Figure 6.1: Experimental spectra of QD centered at ∼1352.6 meV under oblique field
configured for coherent control experiments at B0 = 5 T and θobl = 60◦. Highest energy
(orange) transition is observed and the adjacent coupled inner transition (red) was
resonantly addressed. Red-detuned rotation pulse on left with center ∼1361.2 meV.

In figure 6.2(a) we see 4π of Rabi oscillations at θobl = 60◦ for both the fixed and

variable arm of the delay stage. Since small variations inevitably exist in the path

length and the beam path between each arm, careful alignment of both arms produc-

ing the good agreement in figure 6.2(a) were done. By ensuring, as best as possible,

that the time-delayed pulses used in both Ramsey and SU(2) experiments are similar
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the rotations performed should match the intuitive expectations. The pulse power for

a π-pulse in this experiment was Pπ = 27.5 mW and while there is a slight discrepancy

in the count rate between the fixed and varied arm Pπ looks to be equivalent within

an expected experimental margin for error.

The polarization of the rotation pulse for these experiments was purely circular

akin to the Voigt configuration. When the initial investigation of oblique field coher-

ent control experiments began the author anticipated that the differing selection rules

found in chapter 5 would result in the optimal rotation pulse polarization to be of an

elliptical nature.

Figure 6.2: (a) Rabi oscillations using both fixed and variable delay arm showing good
agreement. (b) Complete coherent control map of QD under oblique configuration.
(c) 3d visualized complete coherent control map of (b). (d) Ramsey oscillations up to
∼550 ps with the nuclear polarization sawtooth fringe pattern visible from ∼450 ps.
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Prior to the complete analysis in chapter 5 a series of Rabi oscillation measure-

ments were performed as a function of the rotation pulse polarization to identify po-

larizations that optimize the frequency of oscillations. The result of these measure-

ments were inconclusive and therefore are not presented in this work. Since then it

has been confirmed that the optimal pulse polarization remains circular just as under

the Voigt.

After the complete analysis of chapter 5, in particular the data from table 5.1, a

calculation similar to 4.28 was performed using the numerically evaluated Stokes pa-

rameters. The Stokes vector for each transition was converted into an equivalent Jones

vector (valid so long as the phase information is not over-interpreted) which contains

information on the electric fields present in the problem. By numerically evaluating

Ωθ
eff it was found that a σ̂±-polarized pulse remains the optimal pulse polarization at

θobl.

With the system and setup aligned figure 6.2(b)-(c) show the SU(2) subspace map

formed between |↓⟩obl and |↑⟩obl. Measurements were taken as a multivariate function

of the pulse power and pulse delay to generate the map. Additionally, a measurement

was taken with only the rotation pulse active to generate an incoherent background

map which can be subtracted to produce the figures shown. The pulse delay (x-axis)

was varied from 35-120 ps to cover a little over three full Ramsey fringes.

A comparison between figure 4.9(c) (Voigt) and 6.2(b) (oblique) shows good agree-

ment across both configurations. Under the oblique configuration there is a notable

smearing effect (diagonally right) as we move from one high intensity peak to the

peak diagonally adjacent. A possible experimental error causing this effect may be

the alignment of the second time-delayed pulse as the motorized delay stage is trans-

lated. Minor variations in alignment and the beam level of the pulse may result in a

variation of the second pulse incident on the quantum dot. This in turn will lead to

small variations in the pulse power and possibly pulse shape that the quantum dot

experiences.

Figure 6.2(d) shows Ramsey fringes over 500 ps of pulse delay taken in both the

forward (0 ps → 500 ps) and reverse (500 ps → 0 ps) directions. At small pulse delays
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Figure 6.3: Ramsey oscillations over 2 ns of pulse delay with coherent oscillations
visible but gaining a significantly reduced fringe contrast.

(τ < 20 ps) we see noise in the signal prior to the beginning of the Ramsey fringe

which can be attributed to the pulse overlap between the first and second pulses. As

both pulses derive from the same highly coherent laser source any pulse overlap that

occurs results in constructive and destructive interference effects. When the pulse

delay is great enough to temporally separate the pulses the Ramsey fringes become

clearly visible.

At longer delays (τ > 400 ps) we begin to see the nuclear polarization effect dis-

cussed in 4.3 and observed in figure 4.9(c). Upon further comparison we see that the

fringe contrast in figure 6.2(d) across both directions is very similar to the Voigt con-

figured data in chapter 4. This result is most likely from the quantum dot used here

exhibiting nice coherence properties, but this can also be attributed to the improved

understanding of experimental methods and techniques by the author when perform-

ing the measurements presented in this chapter.

Chapter 4 discussed that long Ramsey measurements are indicative of the long-

lived coherence of the system due to larger predicted values of transverse relaxation

rate T2*. Again, direct measurement of T2* would require a spin-echo sequence for
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a reliable quantitative value. While these experiments could not be performed, the

Ramsey measurements over a greater timescale still yields some indication of coher-

ence properties of the quantum dot under an oblique configuration. Figure 6.3 shows

forward and reversed Ramsey fringes over a 2 ns timescale showing clear oscillations

until approximately 1250 ps. Here we see the combination of nuclear polarization and

reduced fringe contrast as it begins to affect the data. The forward and reverse direc-

tion show a notable deviation in the average intensity. In particular, moving towards

larger values up to 2 ns the difference in the average counts are separated by more

than 10k.

To summarize, the results presented here show that even under oblique field con-

figurations coherent control of the ground spin-states performs remarkably well. This

appeared to be intuitively reasonable after observation of the coupled-Λ system under

oblique fields in chapter 5. Regardless, it is important to be consistent and stay clear

of assumptions by following with the experiment as done here.

For optical experiments that require strong magnetic fields to simply resolve the

optical transitions this knowledge is welcome. Additionally, future fabrication pro-

cesses containing lattice geometries that naturally introduce oblique fields, such as

the pyramidal 1-1-1 QDs and other systems that may deviate from the simple axes,

can directly apply this knowledge to research into those systems.

6.2 State tomographic reconstruction of single spin-qubit states

Section 6.1 confirmed that complete coherent control of the SU(2) subspace can be

achieved efficiently even under oblique magnetic fields. This sections introduces the

quantum state tomography (QST) method, a technique in which repeated measure-

ments on an ensemble of states allows for a tomographic reconstruction of the origi-

nal unknown quantum state. The reconstruction of the quantum system is generally

formed by evaluating the input density operator ρ̂. By finding the systems density

operator full information of the system is said to be known.

Performing QST will allow for the density operator, defined as ρ̂ =
∑

n cn |ψn⟩ ⟨ψn|,
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to be reconstructed. In this expression |ψn⟩ are pure states of the system and cn are

their associated weights. The complete information specified by the density oper-

ator includes entanglement properties, environmental interactions causing decoher-

ence/decay processes and knowledge of the systems overall populations and coher-

ences. Therefore methods to determine ρ̂ are relevant due to widespread applications

in quantum information over a range of areas. To name a few there are single/multiple

qubit systems [178–182], entanglement generation [183, 184], and more generally ap-

plications in quantum computation [10].

Here we show only single qubit tomography whereby readout of a complete set of

measurements leads to identification of the initial input quantum state of the qubit.

Single qubit tomography is but the first rung on a continuous ladder of quantum to-

mography techniques and is understood as the simplest to understand and imple-

ment.

More generally, quantum state tomography applies to multiple-qubit systems and

there exists quantum process tomography (QPT) which can verify the efficacy of quantum

operations [185]. In QPT rather than reconstructing the unknown density operator the

efficacy of a quantum process or gate is instead measured. Single-qubit gates such an

X- or Z-gate can be quantified and an associated fidelity of the operation can be found.

Implementation of higher order quantum state/process tomography is considerably

more challenging as the number of qubits scales. For an n-qubit state 2n detectors are

required to project the n-qubit state into one of 2n basis states [178].

Tomographic reconstruction of a single-qubit quantum state involves finding the

location on the Bloch sphere equivalent to the initial quantum state. This requires

measurement across three linearly independent, yet not necessarily orthogonal, bases

which each narrow down the exact location. Each of the three basis states allows the

unknown state to be narrowed down to a plane, a line and finally a point on the Bloch

sphere [178].

This work was inspired by previous published research with a Si quantum dot

device in [182]. The author observed the results which were then interpreted and

translated into the optical control systems used in this work. From this the techniques
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were then applied to the target QD under oblique fields.

6.2.1 Single-qubit tomography

The initial state of a single-qubit formed from the charged exciton ground states {|↓⟩θ , |↑⟩θ}

can be expressed using the density operator for the system. The density operator can

be written in the basis of the Pauli spin operators {σ̂0, σ̂x, σ̂y, σ̂z} and is defined as,

ρ̂ = w0σ̂0 + wxσ̂x + wyσ̂y + wzσ̂z. (6.1)

Here, wi are the associated weights of for each operator σ̂i, additionally we assume

w0 = 1/2 for a normalized density operator. In what follows the initially prepared

states were the two states |Z⟩init = |↓⟩ and |Y ⟩init = (|↓⟩+ i |↑⟩)/
√
2 through which the

analysis should allow reconstruction of their associated density operators ρ̂Z and ρ̂Y .

The three Pauli spin operators σ̂x, σ̂y, σ̂z represent the three linearly independent

bases in which the system was measured. As we shall see a series of experimen-

tal measurements along each of these bases can allow one to evaluate the probabili-

ties Px(t), Py(t), Pz(t). It is from these probabilities that a numerical evaluation of the

datasets allows a reconstruction of ρ̂(τ = 0).

The experimental setup is similar to figure 6.1 and only the state initialization and

pulse sequence are altered to acquire the relevant data for analysis. The experiments

were performed at B0 = 5 T and Bθ = 60◦, and each initial state was prepared prior to

a readout scheme that measures the probabilities Px(t), Py(t), Pz(t). The probabilities

are proportional to the weights wx, wy, wz of equation 6.1 after scaling and normal-

izing the data measured in these experiments. This conversion to probabilities was

introduced to aid in the data analysis following the method in [181]. Although we

should note that as it is impossible to fully account for the background counts not as-

sociated with the QD they must be interpreted cautiously as discussed further in the

chapter. The probabilities are then related to a time-dependent evolution yielded from

the data when measured using time-separated pulses from the delay stage.
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To initialize the state into |Z⟩init, the |↑⟩ → |↑↓⇑⟩ transition is resonantly addressed

to populate |Z⟩init = |↓⟩ within several nanoseconds. Initialization of state |Y ⟩init was

performed with an initial π/2 pulse with the intention of preparing the coherent su-

perposition state |Y ⟩init = (|↓⟩+ i |↑⟩)/
√
2.

Each prepared state was measured in each basis as a function of pulse delay and is

shown in figure 6.4(a)-(c). The blue and red data points correspond to an initial state of

|Z⟩init and |Y ⟩init respectively. The count rates of each measurement in figure 6.4(a)-(c)

are related to the probabilities by (a) Px, (b) Py, (c) Pz .

In figure 6.4(a) photon count rates as a function of pulse delay measures in the

σ̂x basis with a pulse sequence as seen in the inset. After initial state preparation,

application of a π/2 pulse yields a click (no-click) dependent upon the state projecting

on to |↑⟩ or |↓⟩ state respectively.

Figure 6.4(b) shows measurement in the σ̂y basis with the pulse sequence visible

in the inset. The process is analogous to (a) with an additional offset Yoffset = 24 ps

introduced which yields an accumulated phase of φ = π/2 after the state precesses at

the Larmor frequency ωlarmor. Projection with the second pulse and the Yoffset yields a

count rate related to σ̂y.

The final measurement in the σ̂z basis is shown in figure 6.4(c) again with the pulse

sequence in the inset. To detect this, the power of the pulse is set to 2π (as opposed to

the previous π/2 pulses) and the count rate is measured on the detector.

Measurements in all three linearly independent bases yields a complete set of data

with the required information to reconstruct the associated density operators ρ̂Z and

ρ̂Y . Figure 6.5(a)-(c) are the same data re-scaled and normalized to express the counts

in terms of probabilities (Pi ∈ (0, 1)). Using the weights that are calculated (ωx, ωy, ωz)

we are then able to evaluate the steady state density matrix ρ̂(τ = 0).

The re-scaling and normalization is essential for converting count rates to measur-

able probabilities and were evaluated by implementing knowledge gained from other

works using NV centers in diamond [181] and Si based QD-devices [182]. The count

rate is then expressed in terms of probabilities that can then be used directly to evalu-

ate wi. Each weight can then be determined from the experimentally measured count
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Figure 6.4: (a) Measurement of the output state after projection on the σ̂x basis. The
inset shows the pulse sequence used. (b) Output state counts after projection onto the
σ̂y basis and associated sequence in the inset. (c) Output state counts after projection
onto the σ̂z basis and associated sequence in the inset.
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Figure 6.5: (a) Populations Px for |Z⟩init (blue) and |Y ⟩init (red) after projection onto
σ̂x. (b) Populations Px for |Z⟩init (blue) and |Y ⟩init (red) after projection onto σ̂y. (c)
Populations Px for |Z⟩init (blue) and |Y ⟩init (red) after projection onto σ̂z . Experimental
error is clear as we would anticipate (red) to be centered at 1 and (blue) centered at 0.
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rate c using [181],

ωx = 1/2− (cy − cmin)/δ,

ωy = (cx − cmin)/δ − 1/2,

ωz = (cz − cmin)/δ − 1/2,

(6.2)

where δ = cmax − cmin is the contrast between the counts. We take a moment

here to state that any QST/QPT measurement scheme that detects photons as a form

of measurement has a common problem. Determining the true determination of the

photon count rate is in essence extremely difficult to achieve and so introduces error

into the evaluation of both the density operator and associated fidelity. Hence, these

values should be interpreted with some caution unless the experiment is optimized to

account for this.

Using the contrast term δ we can then re-scale figure 6.4 to reflect the populations

of the state projections as shown in figure 6.5(a)-(c). We may now begin to interpret the

results in a more quantitative manner. Figure 6.5(c) indicates some systematic errors

were present during the experiment.

From the red data points |Y ⟩init, we observe an average value P̄ exp
y ≈ 0.8 whereas

for a completely pure quantum state we would anticipate P̄ ideal
y = 0.5. For the blue

data points |Z⟩init, the average probability is P̄ exp
z ≈ 0.2 as opposed to P̄ ideal

z = 0. Fur-

ther analysis revealed the identity of the true initial state |Y ⟩init, to confirm that the

preparation was far from the idealized state. Regardless, this highlights the benefits of

implementing a QST procedure, the actual prepared state can be identified as opposed

to the ideal state that was intended in this case.

Using the experimental results of figures 6.4 and 6.5 alongside 6.1 and 6.2 we are

then able to reconstruct the density operators ρ̂Z and ρ̂Y . In total 240 measurements

were performed over a pulse delay with a range of 20-180 ps. Each data point is

essentially analogous to a time-evolved density operator ρ̂(τ). By evaluating ρ̂(τ) for

each point in time we gain a large number of statistical measurements that can then be

averaged over to reconstruct the initial density operator ρ̂(τ = 0) for each input state.
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Figure 6.6: (a) State tomographic results of |Z⟩init analyzed from (blue) data in figure
6.5. (b) Results of |Y ⟩init analyzed from (red) data in figure 6.5. The data lies off of the
equator due to a poor initialization fidelity.

Upon evaluation we find the density operators ρ̂Z and ρ̂Y recreated using QST

procedure to be,

ρ̂Z =

 0.905 0.076 + i0.090

0.076− i0.090 0.095

 , (6.3)

ρ̂Y =

 0.724 −0.055 + i0.042

−0.055− i0.042 0.276

 . (6.4)

With any density operator the diagonal elements ρii are interpreted as the popula-

tions which take on only real values and should sum to 1, the off-diagonal elements

ρij (i ̸= j) are complex-valued and are interpreted as the system coherences.

From wiσ̂i we can visualize the initial states |Z⟩init and |Y ⟩init on the Bloch sphere,

as shown in figure 6.6. The data points for |Z⟩init, visible in (a), show a highly local-

ized position at the ground state |↓⟩ with little spread. This, coupled with the slight

offset from the pole demonstrates there is high precision in state initialization with a

small systematic error. Overall there is good agreement with the intended initial state

showing spin initialization is both a consistent and reliable technique.
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Figure 6.6(b) shows |Y ⟩init for each data point and can be seen to precess around

the azimuthal axis due to the time evolution of ρ̂Y (τ) induced by the pulse delay. From

this visualization we can can clearly identify that the system was not prepared in an

equally weighted superposition state.

As seen in the inset of figure 6.4(b) |Y ⟩init was initially prepared using a π/2 pulse,

although upon analysis of the data this has proven not to be the case. Using the

weights wx, wy, wz we find the pulse applied in the experiment equated to a rotation

60.9◦ in the polar axis from |↓⟩. From this we find that the actual pulse area of the ex-

periment was instead very close to a π/3 pulse which would recreate the state shown

on the Bloch sphere.

The rank of density operator scales with the number of qubits and so in the multi-

ple qubit case the Bloch sphere is no longer suitable to interpret the data. Instead, an

alternative visualization of the unknown system state is through the elements of the

density operator and is shown for both states in figure 6.7. Figure 6.7(a) and (c) show

the real components while (b) and (d) show the imaginary components for |Z⟩init ((a)

Re (b) Im) and |Y ⟩init ((c) Re (d) Im), respectively. The system is shown in the basis

{|↓⟩ , |↑⟩} and so the real diagonal elements are interpreted as the populations associ-

ated with the initial state and matches the data presented in figure 6.6.

As a final step, and a key benefit of QST/QPT, the fidelity of either the initialized

unknown state or the efficacy of a quantum operation can be quantified by compar-

ing the experimentally observed ρ̂exp with the idealized density operator ρ̂ideal. The

fidelity is found using [181, 186],

F =
Tr{ρ̂idealρ̂exp}√

Tr{ρ̂idealρ̂ideal}Tr{ρ̂expρ̂exp}
, (6.5)

and when applied to both states reveals a fidelity and associated error (ε = 1−F)

of,
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State tomographic reconstruction of single spin-qubit states

Figure 6.7: (a) Real component of the |Z⟩init density matrix, ρ̂Z , recreated from (blue)
data in figure 6.5. (b) Imaginary component of ρ̂Z . (c) Real component of the |Y ⟩init
density matrix, ρ̂Y , recreated from (red) data in figure 6.5. (d) Imaginary component
of ρ̂Y .

FZ = 0.978 εZ = 0.022, (6.6)

FY = 0.694 εY = 0.306. (6.7)

From 6.6 (FZ) we can see that the initialization of the spin pumping procedure

even under oblique fields works remarkably well and with more of a focus improve-
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ment this should approach near unity values [126,187]. The fidelity of 6.7 (FY ) shows

a large deviation from the ideal state |Y ⟩init with an error of 30.6%. As highlighted pre-

viously this was anticipated from the data yet was not intentional. The cause for such

a large error is most likely attributed to experimental error introduced by the author

when identifying the π/2 rotation pulse power which instead was a π/3 pulse. Even

so, the implementation of single-qubit QST revealed an accurate determination of the

actual state that was prepared, which shows the strengths of the QST method.

In conclusion, we have shown quantum state tomography techniques applied to

a charged quantum dot under an oblique magnetic field. We found high fidelities are

possible when preparing an initial quantum state and with a more focused approach

these values can be improved significantly. Further works would benefit by taking

additional steps towards quantum process tomography to evaluate the efficacy of a

range of quantum operations possible on spin-qubits. Common processes to evalu-

ate on a single spin-qubits are X- and Z-gates or rotations, while more complex gates

between entangled spin-qubits such as CNOT and SWAP gates are also potential can-

didates.

This is of course conditional upon having sufficient equipment, time and resources

to dedicate towards. The datasets required must be large enough to allow for statistical

averaging, for an n-qubit system the number of detectors required scales as 2n and the

number of linearly independent basis states as 2n.

6.3 Geometric phase gate and dressed states

Section 6.1 and 6.2 demonstrated that control over the spin-qubit under oblique fields

is remarkably consistent with the Voigt configuration. We saw that the target QD

demonstrates Rabi oscillations and Ramsey fringes with a coherence maintained for

almost 2 ns without the inclusion of a spin-echo sequence to enhance it.

The rate of precession due to the Larmor frequency ωlarmor is related to the ground

state splitting induced by the applied magnetic field. Varying strong magnetic fields

is a slow and laborious process and to vary them on timescales relevant to QD spin-

Spin State Tailoring 127



Geometric phase gate and dressed states

qubits (ps-µs) is impractical and often times impossible.

The polar angle of the Bloch sphere can be easily manipulated, with a rotation

angle θ possible through varying the pulse power that is applied over the short, pi-

cosecond width of the optical pulse. Additionally more complex and precise pulse

powers and timings are possible with the inclusion of additional modulation equip-

ment (AOM/EOM).

Since magnetic fields can only be slowly varied, techniques that instead use electric

fields as a means to control the rate of the azimuthal axis is desirable. To this end,

we introduce experiments that confirm that through application of a strong resonant

driving field the azimuthal frequency of oscillation φ can be altered by imparting a

geometric phase onto the qubit system, even under oblique field configurations.

The geometric phase introduced in this section stems from what is commonly

known as either the Pancharatnam or Berry phase [188, 189], named after those who

first described the effect. In a QD system this is in principal observed through res-

onant driving to dress the system states. This will generate a set of new eigenstates

that develop a time-dependent evolution of their relative phase. In what follows we

demonstrate the relative phase can be imparted onto the ground state spin-qubit, al-

lowing methods to vary the precession rate around the azimuthal axis using electric

fields.

The diagram in figure 6.8(a) describes how to observe this effect, by driving the

|↑⟩ → |↑↓⇑⟩ transition using an electric field with a large Rabi frequency Ωdrive new

system eigenstates are generated. These dressed states |+⟩ , |−⟩ are (anti-)symmetric

combinations of the ground and excited trion state written as [190],

|+⟩ = |↑⟩+ |↑↓⇑⟩ ,

|−⟩ = |↑⟩ − |↑↓⇑⟩ .
(6.8)

Equation 6.8 refers to the dressed states of the system with the state |+⟩ taken to

be the higher energy state by convention. The new states formed can then accumulate

a drive induced time-dependent phase φ = iΩdrivet resulting in the state |ψ(t)⟩ =
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Figure 6.8: (a) Diagram of the oblique double-Λ system under a strong resonant driv-
ing field on the |↑⟩ → |↑↓⇑⟩ transition which will dress the states. (b) Measured dressed
state splitting of the (orange) cross-transition in (a) as a function of the driving field
strength. (c) Lorentzian fits of the experimental spectra at Pdrive = 2.9mW1/2, single
Lorentzian fit to the |±⟩ dressed state. (d) Energy level splitting as a function of driv-
ing field strength with best fit line for E±, splitting could only be resolved at ∼ 8µeV
which aligns well with the measured resolution of the custom-built spectrometer.

|+⟩ + eφ(t) |−⟩. From figure 6.8(a) we see that there exist new pathways in which the

ground state spin-qubit can be coupled by the adiabatically eliminated trion state.

The experimental setup was again similar to 6.1 with the control variable to ob-

serve the dressed states the power of the CW laser resonant on a transition atBθ = 60◦

and B0 = 5 T. Figure 6.8(b) shows experimental spectra of the (orange) transition as

a function of the resonant driving strength. This clearly demonstrates the new eigen-
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states formed from the |↑⟩ → |↑↓⇑⟩ transition. Clear observation of the level splitting

is visible from Pdrive > 1 mW1/2 and we will find an applied fit to the splitting was

possible at values greater than 2 mW1/2.

Figure 6.9: Waterfall plot of Ramsey fringe data as a function of driving field strength
from 1x (80 nW) to 80x. At 60x-80x we see a geometric phase shift of φ = π in the
signal. Higher driving powers result in increased back-scattered laser light leading
to the increase in average counts and a reduced fringe contrast is visible from 20x
onwards.

For each spectral slice in figure 6.8(b) a series of Lorentzian curves were fitted to

evaluate the energy splitting E±. An example of this is shown in figure 6.8(c) with a

single fit for each E± (dashed) and a combined fitting function that is a sum of two

Lorentzians (solid line) which matches the experimentally acquired spectra well. Fit-

ting parameters for E± were extracted and the peak centers for each are shown in

figure 6.8(d).

The previous discussion of the custom-built spectrometer in section 2.3 stated that

it was possible to resolve the spectra with an 8 µeV resolution and the data shown

here is in excellent agreement. We include a line of best fit as a guide to the eye to

extrapolate the splitting for Pdrive < 2 mW1/2 which could not be resolved easily.

The relative phase φ as a function of Ωdrive that accumulates between the dressed

states has been observed across a range of systems with the main works inspiring these

experiments conducted in [136]. Since the ground state spin-qubit is coupled through

the upper trion states, which contain a negligible population, it has been shown that

performing a Ramsey experiment under this experimental configuration allows direct
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observation of the imparted geometric phase φ.

This is demonstrated in figure 6.9 for a range of driving field strengths with the

initial strength of the resonant laser being P1x = 80 nW. Two time-separated π/2-

pulses were applied at varying delay to observe Ramsey fringes while the CW power

was modified. The CW was continuously active for the duration between the pulses

and was varied from the initial power (P1x = 80 nW) to eighty times (P80x = 6.4 mW)

to observe an induced phase shift of φ = π.

At 80 nW (bottom) we see clear Ramsey fringes over 500 ps and additionally a

nuclear polarization effect from approximately 400 ps onwards with an average count

rate of 25k counts. By varying the power of the resonant drive and observing the data

at the dashed line (∼290 ps) we see larger field strengths cause an increased rate of the

oscillation period in the Ramsey fringes. At values up to 80x a π-shift in the Ramsey

signal is clearly observable at τ ≈ 290 ps when compared to the 1x acquisition.

At larger driving strengths there is a monotonic increase in the count rate caused

by back-reflected laser light that cannot be fully extinguished due to the similar highly

circular (S3 ≈ 0.99) polarizations of the coupled transitions under the oblique config-

uration. Additionally, at strengths from 20x onward we see a significant decrease in

the fringe contrast as well as the quality of the fringes, this may be a result of the

strong driving strength broadening the transitions in the QD leading to varied decay

times impacting the measurements at larger fields.

As a means to minimize the impact on the data quality and enhance the effect,

fabricating quantum dots confined to a high-Q cavity would greatly increase the QD-

cavity coupling strength [28]. A high cavity-coupling strength would allow for in-

duced phase shifts of π (or greater) to be imparted on to the spin-qubit at significantly

reduced powers.

This impact upon both the fringe contrast and the background counts caused by

back-reflected laser light would be anticipated to be greatly reduced. Finally, inclusion

of cavity modes to strongly couple electric fields with enclosed QD’s would also open

up avenues for additional physics of strong light-matter interactions in the form of

polaritons (exciton-photon quasi-particles) which are of particularly interest in many
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spin systems and semiconductor materials.

While notable issues exist with both the contrast and count rate at greater driving

powers, we have shown under oblique fields it is simple to implement an all-optical

technique to impart a geometric phase on the rate of azimuthal precession of a QD

spin-qubit. We find the precession frequency can be written as a sum of the magnetic

field induced Larmor frequency and an optically-induced geometric phase (ωazimuth =

ωlarmor + ωφ). This geometric phase introduced is capable of manipulating the system

on timescales comparable to the spin-qubits properties as opposed to a magnetic field

that varies on timescales longer by many orders of magnitude.

6.4 Conclusion

The experiments performed in chapter 6 extended much of the knowledge and under-

standing regarding QD spin-qubits under a Voigt configuration to the oblique fields

characterized in chapter 5. A complete coherent control demonstration was performed

at Bθ = 60◦ showing observations of Rabi, Ramsey fringes and a map of the SU(2)

state space formed of the electronic ground states. Slight variations in the data from

the Voigt case are observable yet even under oblique fields the spin-qubit performs

remarkably well. The combined results of chapters 5 and 6 have successfully char-

acterized and demonstrated that complex control of spin-qubits even under oblique

magnetic fields to be straight forward with minimal impact to the efficacy of manipu-

lations using an oblique configuration.

This has direct applications to the self-assembled quantum dots shown in this

work but is also applicable to quantum dot systems fabricated in non-standard ge-

ometries such as the pyramidal QDs [50–52].

An experimental procedure to perform single-qubit quantum state tomography

was demonstrated yielding successful reconstruction of two initial input states. We

found the spin initialization process for the initial state |Z⟩init yielded a fidelity FZ =

0.978 with near unity values predicted given optimization of experimental conditions.

The second state |Y ⟩init was shown to deviate from the intended initial state prepared,
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although this (accidental) result stood only to confirm the benefits of applying QST

techniques by revealing quantitative results related to the actual initial spin-state as

opposed to the idealized case.

The author highlighted ideas for further works regarding the state tomography

method with QDs given dedicated time and resources. Further implementations of

more complex tomographic techniques such as quantum process tomography would

yield fruitful avenues if the results were used to iteratively improve the efficacy of

spin rotations such as Z- and X-gates,

State tomography techniques are also directly applicable to investigate higher or-

der density operators involving entanglement in QD systems, for example spin-photon

entanglement can be quantified in QDs and other systems [191–193].

Quantum process tomography techniques could also be implemented with the

same level of complexity and resources as multiple-qubit measurements. This would

allow characterization of a range of operations applicable to QD spin-qubits (and

qubits generally). Fidelities of the processes such as X- and Z-gate rotations can be

extracted yielding quantifiable results with which to further enhance the efficacy of

the processes.

The final section of this chapter successfully demonstrated an experiment that al-

lows for an optically-induced geometric phase to be imparted. This impacts the rate at

which the QD spin-qubits phase accumulates through application of a resonant driv-

ing field in-between time-delayed rotation pulses. Strong driving on the |↑⟩ → |↑↓⇑⟩

transition was shown to dress the transition leading to two new system eigenstates

|±⟩ that accumulate a variable phase φ dependent upon the energy splitting. While

the excited trion state is never populated, resulting from the large pulse detunings far

greater than the QD Zeeman splitting, a phase induced by the dressed states can be

imparted on to the ground state spin-qubit and was clearly observed here.

A series of Ramsey measurements performed for various driving fields, and thus

dressed state splittings, verified that a π-phase shift could be achieved for this QD

by application of laser powers 80x the initial power used. The author posits these

values could be reduced significantly by fabricating QD-cavity systems that greatly
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enhance the light-matter coupling strength resulting in larger geometric phase shifts

at lower driving fields. Such systems would show greatly improved control as well as

an improved quality of the data. We would predict an improved fringe contrast and

a notable reduction in the back-reflected laser light that led to a monotonic increase in

the count rate.

In conclusion, we have shown that QD spin-qubits under oblique magnetic fields

can reproduce results akin to a Voigt configuration remarkably well using the anal-

ysis of chapter 5 regarding oblique configurations. These results could be applied

directly for research specifically interested in oblique magnetic field configurations or

simply provide useful knowledge for researchers regarding non-standard magnetic

fields to reduce barriers to work in such configurations by the clear, consistent and

reproducible results present in chapters 5 and 6.

As the Voigt configuration has proven so successful much research typically de-

faults to this configuration as a path of least resistance. By disseminating the results

gained here this should make such a choice less stringent and generally more flexible

since reproducing results in these configurations has shown to be both effective and

with minor issues.

Finally, fabrication of quantum dot samples in non-standard geometries in which

oblique magnetic fields are essentially always present will benefit from the knowl-

edge of the charged excitons shown here and may assist in helping future works to

characterize such samples more easily based on the analyses shown.
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Chapter 7

Conclusion and Future Outlook

With the last of the results in this body of work this final section contains concluding

remarks and thoughts on what was presented. We follow this up with some of the

authors thoughts towards a future outlook to continue this research. There are many

possible avenues available and in general any further research, regardless of direction,

has the possibility to bear fresh findings.

Quantum dots are an active and continuing branch of nanoscale semiconductor

physics and the quality and capabilities will only improve over time. The results and

methods shown here, which characterized charged quantum dots behavior under the

non-standard magnetic field configurations, extends the existing body of knowledge

for future researchers to build upon.

This work began with chapters 2 and 3 providing an in-depth explanation of the

experimental setup that was used to produce all the results shown. This felt an essen-

tial inclusion for a variety of reasons. Firstly, the design and assembly phase required

approximately 16-18 of the total 42 months prior to being able to obtain the first exper-

imental results, making up a significant portion of the total time. More importantly,

this resulted in both a broad and deep understanding of the experimental setup and

the roles and functions of the components. By disseminating this knowledge in the

manner that was done here, those who come to work with such setups in the future

should have all the information necessary to develop the intuition. Once this intuition

has been developed experiments such as presented here are able to operate at their
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full potential.

Chapter 2 described the foundational components for many experiments performed

at cryogenic temperatures. The magneto-cryostat was introduced and characterized

after a successful adaption towards closed-cycle operation. This is beneficial as it is

more sustainable and economical when applied to the research conducted. Both of

these are important factors that should be taken into account when designing and

building experiments. The design and build of a custom spectrometer and the lasers

relevant for the experiment were also discussed. Chapter 3 further introduced the

magneto-optical setup, alongside polarimetry techniques and pulse control equip-

ment. The combination of which yields a high degree of control over the spin-states

confined to semiconductor QDs.

The main results of this work were then introduced in chapters 4 through 6. Chap-

ter 4 introduced the necessary theoretical background prior to recreating the seminal

works demonstrating coherent control of ground-state electronic spins.

Reproduction of previous works has become something in research that is not per-

formed as often as it should be, yet the author believes this to be an integral step

prior to producing further research results. This is one of the reasons this chapter

was included and termed calibrating the experiment. Verification of the setups capa-

bilities allowed all future experiments to be conducted and interpreted with confi-

dence. Complete coherent control of a singly-charged quantum dot under the Voigt

configuration was demonstrated. The results when compared with previous works

[64, 71, 122, 146, 194] were shown to be in good agreement.

In chapter 5 we performed an in-depth characterization of singly-charged quan-

tum dots under non-standard oblique magnetic field configurations. The methods

presented were clear and comprehensive allowing successful identification of the oblique

field properties. Measurements taken at only θobl = 60◦ and θV = 90◦ allowed us to

understand the expected behavior for arbitrary magnetic field angles. It was found

that the spin-states of the quantum dot can be formed from unequal contributions of

the basis states. This can be tailored through application of oblique magnetic fields

yielding an additional axis of control. Furthermore, demonstration of spin pumping
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under oblique fields highlighted that oblique field coherent control was possible and

stimulated the further research of chapter 6.

Finally, in chapter 6 we demonstrated a variety of complex spin-qubit control ex-

periments under the non-standard magnetic field configuration. This began by ex-

tending the demonstration from chapter 4 into this configuration by performing the

complete coherent control experimental sequence. From this we found that oblique

field charged QD spin-qubits perform remarkably well. Upon comparison with co-

herent control under the Voigt configuration there appears to be no significant degra-

dation in the efficacy.

An implementation of the quantum state tomography technique allowed for suc-

cessful reconstruction of two initial input states. Both states were compared with the

idealized case where one state was shown to be incorrectly prepared. Regardless, from

the evaluated fidelities we found that the fidelity for the spin initialization |Z⟩ under

oblique fields was FZ = 0.978. This value should be taken with slight caution as opti-

mization of the spin initialization procedure was not conducted, yet it is still indicative

of QD spin-qubit capabilities under non-standard field configurations.

Finally, we demonstrated the capability to impart a geometric phase on the spin-

qubit through application of a strong resonant driving field. By dressing the system

states we showed an accumulated π phase shift onto the spin-qubit. This equates to

increasing the rate of precession around the azimuthal axis on the Bloch sphere.

The understanding that the spin-states of a charged QD can be specifically tailored

using tilted magnetic field opens up a range of possibilities for further research. Quan-

tum dots show great potential when harnessed as a single spin-qubit and fabrication

methods yield high densities of quantum dots (and so possible qubits) that have the

potential to build scalable systems for quantum information processing. Yet as stated

in chapter 1 quantum dots still exhibit no consistent and reliable method of interacting

between distant quantum dots.

The introduction of oblique magnetic fields in chapter 5 demonstrated the compo-

sition of the spin-qubit states can be tailored to contain unequal spin-state weightings

as a function of the magnetic field. This imbalance between the spin-states hints to-
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wards separate internal spin-qubit states that could respond differently to specifically

tailored excitation methods. Additionally, it hints towards emission from such spin-

qubits to also have an unbalanced signature that could either be detected or interacted

with preferentially.

Here we propose some ideas for a future direction to take advantage of the re-

sults presented to try and address the issue of interaction between distant quantum

dots. The introduction of a 2D quantum well like structure some nanometers below

the quantum dot layer is a key avenue of interest. If enclosed in a high-Q cavity to

allow the strong-coupling regime with a high Purcell factor [28] this can allow for the

generation of exciton-polaritons within this layer. If there is wavefunction overlap

then interactions can occur [102] between a QD and an exciton-polariton confined to

the 2D layer.

The appeal is that exciton-polaritons [195], a light-matter quasi-particle, contain

polarization degrees of freedom from both their photonic and spin-based matter com-

ponents. The transfer of a QDs polarization information onto an exciton-polariton

thus yields an interaction medium with which to communicate with distant QDs.

Since the polarization state in a Poincare sphere picture is synonymous with the Bloch

sphere single-qubit representation [196], then the single-qubit can be retained and

transferred. The proposal then is the fabrication of a self-assembled quantum dot

sample coupled with a 2D quantum well layer enclosed in a DBR cavity.

The impact of the results presented in chapters 5 and 6 contribute additionally by

the unequivocal demonstration that non-standard configurations can be readily chal-

lenged with only minor adaptions. While at first this may not appear essential much

of the body of existing knowledge with QD spin-qubits has defaulted to the Voigt

configuration. By verifying the properties of quantum dots under non-standard con-

figurations, this can then be easily applied to other quantum dots such as the pyrami-

dal (111) quantum dots [50–53]. These samples are grown using metal-organic vapor

phase epitaxy (MOVPVE) [54] which allows for precise site-controlled growth meth-

ods. This is promising for future applications of quantum dots in scalable quantum

information processing, allowing for predictable and scalable arrays of quantum dots.
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In conclusion, the results presented in this work demonstrated the strengths of

quantum dots as spin-based single-qubits. This was shown to persist into non-standard

magnetic field configurations highlighting the flexibility of using such structures. The

key setback is the lack of a reliable method for interactions between distant quantum

dots from which we conclude that applications for more complex information pro-

cessing purposes is limited. However, combining the results shown here with future

works incorporating exciton-polariton interactions with a nearby 2D quantum well

like structure to take advantage of the imbalanced spin-states that can be determinis-

tically produced may be a key component to bridge this gap. Further research in this

direction would be an excellent avenue for further research related to this work.
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Appendix A

Appendix A - Mueller Matrices

This short appendix provides a brief explanation of how we transition from the con-

tinuous Stokes intensity function to the discrete case, followed by the Mueller matrices

commonly used.

A.1 Fourier components - continuous to discrete case

By transition to a discrete expression the experimentally acquired data can be ana-

lyzed using the polarimetry techniques discussed in 3.2. Using equations 3.3 -3.6 the

expression for the Stokes intensity function can be found (discussed in detail in [114]).

This expression in its most generalized form is written as,

I(θ, ϕ) =
1

2
[S0 + S1 · cos 2θ + S2 · cosϕ sin 2θ + S3 · sinϕ sin 2θ], (A.1)

where θ is an angle related to the angle of a waveplate component and ϕ is the

phase retardation. Setting ϕ = π/4 as with a quarter-waveplate and noting that A.1

can be expressed using Fourier series analysis we can arrive at 3.10 . The coefficients

A-D in the continuous case can be found by evaluating the following,
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Mueller matrices

A =
1

π

∫ 2π

0
I(θ) dθ, B =

2

π

∫ 2π

0
I(θ) sin 2θ dθ,

C =
2

π

∫ 2π

0
I(θ) cos 4θ dθ, D =

2

π

∫ 2π

0
I(θ) sin 4θ dθ. (A.2)

Experimental data acquired using the polarimetry setup was typically conducted

using 2◦ steps of the waveplate angle from 0-358◦ yielding 180 data points. To transi-

tion from the continuous to the discrete case we perform a change of variables, with

∆n = 2π/N , to find the following expressions,

A =
2

N

N∑
n=1

I(θn) (A.3)

B =
4

N

N∑
n=1

I(θn) sin 2θn, (A.4)

C =
4

N

N∑
n=1

I(θn) cos 4θn, (A.5)

D =
4

N

N∑
n=1

I(θn) sin 4θn. (A.6)

Equations A.3 -A.6 thus allow for evaluation of the intensity function using exper-

imental data acquired through the polarimetry techniques discussed.

A.2 Mueller matrices

The expressions for some common Mueller matrices used are listed below for a linear

polarizer and the generalized waveplate and quarter- and half-waveplate. θ relates to

the angle of rotation while ϕ is the retardation angle.

These are as follows:
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Mueller matrices

Generalized linear polarizer

Mpol(θ) =
1

2


1 cos 2θ sin 2θ 0

cos 2θ cos2 2θ cos 2θ sin 2θ 0

0 cos 2θ sin 2θ sin2 2θ 0

0 0 0 0

 (A.7)

Generalized waveplate

Mwp(θ, ϕ) =


1 0 0 0

0 cos2 2θ + sin2 2θ cosϕ cos 2θ sin 2θ(1− cosϕ) − sin 2θ sinϕ

0 cos 2θ sin 2θ(1− cosϕ) cos2 2θ cosϕ+ sin2 2θ cos 2θ sinϕ

0 sin 2θ sinϕ − cos 2θ sinϕ cosϕ


(A.8)

Quarter-waveplate

Mqwp(θ, ϕ = π/2) =


1 0 0 0

0 cos2 2θ cos 2θ sin 2θ − sin 2θ

0 sin 2θ cos 2θ sin2 2θ cos 2θ

0 − sin 2θ − cos 2θ 0

 (A.9)

Half-waveplate

Mhwp(θ, ϕ = π) =


1 0 0 0

0 cos 4θ sin 4θ 0

0 sin 4θ − cos 4θ 0

0 0 0 −1

 (A.10)
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Appendix B

Appendix B - Photon Interference

Here we discuss an interesting effect that was observed during the course of coherent

control experiments under oblique magnetic fields. The spin pumping discussed in

chapters 4 and 5 was performed using resonant CW excitation to initialize the system

and above-band excitation acted to randomize the ground state spins. The result is

the typical Lorentzian profile shown throughout this work.

This experiment can similarly be conducted using pulsed excitation to generate

coherent rotations between the ground states as described in chapter 4. As shown in

figure B.1, with the pulse laser power set such that θ = π, a population initially in

|↓⟩x will be transferred to |↑⟩x with near unit probability. Figure B.2(a) shows Rabi

oscillations under the Voigt configuration showing a π-pulse power Pπ ∼4.2 µW1/2

which can then be used to initialize a π-pulse spin pump experiment. This acts as the

state initialization previously performed using resonant CW excitation, by having a

CW excitation on the coupled transition we can detect if the system was successfully

transferred through emission of a photon.

This is shown in figure B.1(b) shows the expected Lorentzian profile for the spin

pumping experiment using a π-pulse to initialize the system. The CW laser had a

power of P = 50 nW which was used to perform a readout operation. As shown

previously the experiment was performed both with and without low power above-

band excitation to randomize the ground states.

The CW used for readout on the diagonal cross-transition in B.1 shares a near iden-
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Figure B.1: The CW cross-transition initializes the system into the state |↓⟩x at which
the π-pulse will excite the |↓⟩x → |↑⟩x transition synonymous to a spin pumping ex-
periment. Once the CW resonantly excites the system to the upper trion state, this
will decay with equal probability into the ground states {|↑⟩x , |↓⟩x}. If the CW is of
sufficiently low power when the system decays back to |↑⟩x destructive interference
between CW laser photons and the QD emission from the |↑↓⇑⟩x → |↑⟩x leads to the
observed results of figure B.2.

tical frequency and polarization to photons emitted from the QD on the same transi-

tion. As these photons are similar and hence maintain a degree of coherence resulting

in a destructive interference effect if the conditions are correct. With the CW power is

sufficiently low (P = 5 nW) the photons emitted from the QD into the cross-transition

can destructively interfere with the CW laser. This is clearly visible in figure B.2(c)

(purple) and in figure B.2(d) which is the same data zoomed in for better clarity. We

see that there is an on resonance dip in counts that is a result of the destructive in-

terference occuring when the frequency of the CW laser matches the QD transition

frequency.

The data shown here was performed under the Voigt configuration although the

effect was initially observed when gathering the results presented in chapter 6 un-

der an oblique configuration. When the author initially saw this effect they believed

this may have been some coherent population trapping/electromagnetically induced
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Figure B.2: (a) Rabi rotations as a function of the square root of the pulse power with
the value π-pulse power ∼ 4.2 µW1/2. (b) Spin pumping results of experiment per-
formed with the pulse power set to Pπ both with and without above-band excitation
to randomize the ground states. The CW initialization laser power was set to P = 50
nW. (c) Red shows the same data as in (b) and the results when the CW is set to 1/10
of the power P = 5 nW. An observable dip in counts is observed at zero detuning. (d)
Same interference data as in (c) only zoomed in for better clarity.

transparency (CPT/EIT) like effect (leading to quite some excitement!). Although in-

stead the much simpler explanation presented here correctly interprets the results. To

correctly identify this effect the data was reproduced under the Voigt configuration,

this was to reduce the complexity of the system since the Voigt configurations proper-
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ties are well understood. In doing so, the reproduction of the results allowed for the

interpretation presented here.

While the effects were not related to CPT observing such an effect and taking steps

to reduce the system complexity and methodically identify the causes was a valu-

able process. This brief appendix exists simply to highlight that while not all effects

are groundbreaking, there can be interesting effects to observe when you least expect

it. Additionally, that when observations are unexpected finding methodical ways to

characterize the system is at the heart of good research.
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