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Frontispiece

CMOS controlled micro-LED arrays (left, upper middle), commercial LEDs exhibiting

pulsed emission across the visible spectrum (lower middle) and the few photon

satellite communication link demonstrated at the 2017 Quantum Technology

Showcase (right).



Abstract

Arrays of micron sized light-emitting diodes (micro-LEDs) allow high-frequency spatial

and temporal modulation of an optical signal. Contacting micro-LED arrays to com-

plementary metal-oxide-semiconductor (CMOS) electronics provides a mm-chip-scale

device with a high level of control over the optical emission through digital input. Such

devices enable novel forms of optical communication and imaging to be investigated.

This thesis first demonstrates the use of CMOS controlled micro-LEDs in multi-

level intensity modulated optical communications. By generating signals in a discrete

fashion with weighted groups of pixels in an array, the non-linearity issues of single

LED elements can be avoided and the device functions as a digital-to-light converter.

Pulse amplitude modulation and discrete orthogonal frequency division multiplexing

were performed, yielding data rates up to 200 Mb/s, and spectral efficiencies up to

3.96 bits/s/Hz.

A novel form of optical communications is introduced where data is sent through

modulation of the temporal correlation of a pulsed optical signal. Utilising single-

photon detection at the receiver enables transmission at low received power levels, on

the order of picowatts. While data rates prove to be modest, the scheme is robust to

both constant and modulated background signals. Additionally, the implementation

requires only simple semiconductor components, exhibits low electrical power consump-

tion, and has been demonstrated under power from a nanosatellite simulation testbed.

The pulse correlation approach also presents opportunities in imaging. Received

signals are dependent on optical power; therefore, if relative emitted power from mul-

tiple transmitters is known, information on the reflectance or absorption of an inter-

mediate material can be obtained. This potentially enables colour or hyperspectral

imaging with single-photon detectors by temporally structuring light sources. Proof-

of-principle experiments have been performed using commercially available LEDs of 10

different wavelengths and printed colour targets.
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Chapter 1

Introduction

The content of this thesis discusses novel forms of optical communications and imag-

ing enabled by micron sized light-emitting diode (micro-LED) arrays integrated with

electronic control systems. Indium gallium nitride (InGaN) LEDs bonded to com-

plementary metal-oxide-semiconductor (CMOS) control electronics provide a compact,

mm-chip-scale device with a high degree of control over the optical emission. This intro-

ductory chapter first covers a general background on LEDs, followed by a description

of relevant optical wireless communications and transmission schemes. The remain-

der of the chapter focusses on the CMOS-controlled micro-LED arrays, including the

characteristics of micro-LEDs, bonding methods, and the capabilities of the complete

devices.

Following the introduction, Chapter 2 describes use of the CMOS integrated micro-

LED array to generate discrete multi-level signals suitable for visible light communica-

tions. Operated in this way, the device provides a digital-to-light converter, allowing

an increase in spectral efficiency. Chapter 3 introduces the mathematical framework

to a novel form of data transmission, utilising temporal correlations in an optical sig-

nal and single-photon detectors. Chapter 4 discusses the practical implementation of

such a system, using a single CMOS-controlled micro-LED pixel to generate the optical

signals, and a commercial single-photon avalanche diode as a receiver. The system is
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characterised, with particular focus on performance in the presence of background sig-

nals. In Chapter 5, the system and scheme are demonstrated for different application

scenarios, and improvements from arrayed receivers are discussed. Chapter 6 broadens

the temporal correlation approach to a method for colour or hyperspectral imaging,

where signals from temporally structured light sources can be identified through their

correlation patterns. Finally, Chapter 7 summarises the findings of this thesis, and

presents some avenues for further research and development.

1.1 Light-Emitting Diodes

Electroluminescence, the process by which LEDs produce light, was first observed in

1907 by Henry Joseph Round [1]. Crystals of silicon carbide (SiC), or carborundum,

emitted a “yellowish light” when under electrical bias of 10 - 110 V, though no further

investigation followed. In the 1920s, LEDs were first developed by Oleg Losev, also

using SiC [2]. Since this discovery, developments in light emission from semiconductors

have resulted in the availability of LEDs covering the majority of the visible spectrum.

The III-V compound semiconductor group of binary, ternary and quaternary alloys,

proposed in the ealy 1950s, provides band gap energies spanning from 0.17 eV for

indium antimonide (InSb) to 6.2 eV for aluminium nitride (AlN) [3]. In principle, this

allows LED emission at wavelengths from 200 nm (ultraviolet) to 7 µm (infrared).

LEDs in the infrared [4] and red [5] regions were developed in the 1960s using gallium

arsenide (GaAs) and aluminium gallium arsenide (AlGaAs). More recently, these kinds

of LEDs have been typically used as infrared transmitters for remote control systems,

such as TV remotes [3]. However, red-emitting gallium arsenide phosphide (GaAsP)

LEDs [6, 7] became the first mass-produced solid state light source, manufactured by

the Monsanto Corporation in 1968 [3]. Additionally, green emission was achieved using

nitrogen-doped GaAsP [8] and gallium phosphide (GaP) [9], leading to the familiar

LED applications as indicator lights and seven-segment numerical displays.

2
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While efficient red and green LEDs have existed since the 1960s, the availability of

blue LEDs was limited to inefficient SiC devices. It was not until the 1990s that efficient

blue-emitting LEDs were developed, due to difficulties in producing p-doped gallium

nitride (GaN), and poor GaN crystal quality [10, 11]. The key steps in resolving these

issues were growing low temperature GaN buffer layers on a sapphire substrate, new

growth techniques, and p-type GaN formed using low energy electron beam irradiation

or thermal annealing [12]. Isamu Akasaki, Hiroshi Amano and Shuji Nakamura were

awarded the Nobel prize in physics in 2014 for producing efficient blue LEDs [13].

Blue LEDs are significant as they complete the set of primary colours, and also allow

the efficient generation of white light, a key element in the Nobel prize citation. The

majority of modern LED light fittings consist of a blue GaN based LED with a phosphor

coating, to convert some of the blue light to longer yellow wavelengths. An alternative

method is to use a set of red, green and blue LEDs together, to create a multichip white

LED [14].

LEDs are now ubiquitous in the modern world, appearing in many application

scenarios where efficient optical sources are required. Figure 1.1 shows some examples.

The most familiar is in solid-state lighting, where LEDs are expected to dramatically

improve efficiency and reduce energy costs for in-home and public lighting [19]. LEDs

also see use as headlamps, indicator lights, display systems and backlighting for LCD

screens. More recently, “smart lighting” systems have become of interest, where LED

lighting can be be used to provide additional functionality, such as data communications

[20,21] or object tracking and location [22]. The work in this thesis is primarily focussed

on data communications utilising LED systems as optical transmitters.

1.1.1 LED Physics

LEDs are fabricated from semiconductors, which are a class of material in which the

electron band structure has a forbidden region or “band gap” which cannot be occu-

pied by charge carriers. Electroluminescence occurs when electrons from the upper
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Figure 1.1: Blue-emitting LED (top-left) [15], various LED light fittings (top-right) [16],
matrix LED headlights in an Audi TT 8S (bottom-left) [17] and Samsung’s “The Wall”
micro-LED based TV (bottom-right) [18].

conduction band recombine with holes in the lower valence band, releasing energy as

a photon. The energy difference across the band gap dictates the wavelength of the

emitted photons, as energy must be conserved.

In order to produce functional devices, the semiconductor materials are doped with

donor (n-type) or acceptor (p-type) atoms to increase the number of available carriers.

By growing n-type and p-type material together, a p-n junction is formed. Excess

carriers and holes diffuse into the opposite material type and recombine, producing a

depletion region between n-type and p-type material. A diffusion voltage VD is formed,

giving a potential barrier of energy eVD, producing the energy band structure shown

in Figure 1.2. Under forward bias, carriers are injected into the depletion region where

they can recombine and emit photons.

The radiative recombination rate in an LED is dependant on the density of carriers

in the active region. However, electrons and holes will propagate through the material
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Figure 1.2: Energy levels in a p-n junction in equilibrium (left) and under forward bias
(right).

with a characteristic diffusion length. This length can be on the order of several mi-

crometers [3], limiting carrier concentrations. By growing larger band gap materials on

either side of a narrow band gap material, potential barriers are formed that confine

carriers to a smaller region and thus carrier concentration is increased. If this active

region width is comparable to the de Broglie wavelength of the electrons (≈ 10 nm),

quantum confinement effects become important. Figure 1.3 shows that quantum well

structures discretise the electron energy levels, and raises the lowest energy levels sim-

ilar to the well-known infinite potential well case [23]. This increases the energy of the

emitted photon, as E0,e − E0,h > Eg. Careful engineering of the band gap through

material choice and width L can therefore control the emission wavelength of an LED.

As current density increases, the quantum well begins to fill up with electrons and

holes and carriers will overflow through the device. In order to maximise the num-

ber of carriers that undergo radiative recombination, multiple-quantum well (MQW)

structures are used, with a repeating series of narrow and wide band gap material [3].

Carriers may still escape by leaking beyond the MQW structures. As electron leakage

is usually higher due to larger diffusion constants, an electron blocking layer (EBL) is

employed. This additional layer of different material causes an energy barrier in the

conduction band that reduces the number of electrons that can escape, forcing them to
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Figure 1.3: Potential well showing discrete electron and hole energy levels (left) and
modern LED band diagram, with multiple quantum wells (MQW) and electron blocking
layer (EBL).

remain in the active region. Figure 1.3 shows the energy bands of these modern LED

structures schematically.

1.1.2 GaN LED Structure

The majority of the devices used in this thesis are based on III-nitride materials. By

adjusting the relative compositions of gallium (Ga), indium (In) and aluminium (Al) in

a ternary alloy, the band gap of the material can be tuned. The III-nitride system nicely

covers the visible spectrum, potentially enabling LEDs to be fabricated with any visible

wavelength, and significant extensions into infrared and ultraviolet. In reality, efficient

LEDs with wavelengths beyond green are difficult to produce [14]. However, efficient

blue-emitting devices fabricated with GaN has enabled white LED lighting. The violet

and blue LEDs used in this thesis use an InGaN alloy for their active regions.

Figure 1.4 shows a schematic of a typical GaN wafer used for LED fabrication, with

dimensions taken from [24]. Most commercial GaN structures are grown using metal-

organic chemical vapour deposition (MOCVD) on c-plane sapphire due to its matching

crystal symmetry [10]. However, the lattice mismatch of 16% causes strain within the

structure and ultimately dislocations. Growth of an undoped buffer layer on sapphire

substrates relaxes the strain and significantly improves crystal quality of the subsequent

n-GaN, MQW, EBL and p-GaN layers. A general view of the fabrication process for

LEDs is also shown in Figure 1.4. The LED mesa is defined by photolithography and
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Figure 1.4: Simplified LED fabrication process flow and example GaN wafer structure,
not to scale. A semiconductor wafer is selectively etched using photolithography and
dry etching methods to form a mesa. Insulation layers and metal contacts are added
to form a functional LED. Dimensional values taken from [24].

dry etching techniques. Once the n-GaN is exposed and the LED mesa is defined, a

metal current spreading layer is deposited onto the p-GaN to ensure uniform current

injection into the highly resistive p-type GaN [3]. Following this process, an insulation

layer is deposited and selectively opened to isolate locations for the electrical contact

points. Finally, the contacts are deposited through magnetron sputtering or electron-

beam evaporation. For the devices used in this thesis, nickel gold and titanium gold

alloys are used for p and n-contacts respectively. The device can then be electrically

contacted via the contact pads using either a probe setup, or by fixing the chip to a

printed circuit board (PCB) and wire bonding the pads to a connection point.

An advantage of the sapphire substrate is that it is optically transparent. This

means LEDs can be fabricated in “flip-chip” format, where light extraction is performed

through the substrate. In this case the metal deposited on the wafer does not impede
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light extraction. The substrate can also be polished to increase the roughness, and

reflective contact pads can be used, further increasing extraction efficiencies. This

format is especially relevant here, as it allows the devices to be bump-bonded directly

to control electronics, as discussed later in Section 1.3.2.

1.2 Optical Wireless Communications

Optical wireless communications (OWC) is the transmission of information using vis-

ible, infrared or ultraviolet light. When limited to the visible spectrum, this is often

referred to as visible light communications (VLC). Fundamentally, this is not a new

concept, as many examples of information transfer with light can found throughout

history. Beacon fires and smoke signals are a primitive method for signalling using

light, and technological devices such as the heliograph, Claude Chappe’s semaphore,

and Alexander Graham Bell’s photophone were developed in the late 18th and 19th

century [25].

Modern OWC is based on the modulation of a light source to send digital informa-

tion. Commonly, the intensity, frequency, or phase of the light is modulated, though

modulation of polarisation, orbital angular momentum and spatial mode is also possi-

ble. The modulated light is detected with a photodetector, converting the optical signal

to an electrical one, where it can be decoded to reproduce the transmitted data. Data

is therefore sent through an optical channel, in contrast to electrical signals through a

conductor, or radio frequency (RF) signals using radio waves. A familiar example of

OWC for digital communications is in infrared remote controls for consumer electronics.

Commands are sent from a remote to an electronic device using an infrared-emitting

GaAs LED and photodiode receiver [3]. This transmission is single direction, has a low

data rate and can be blocked by objects in the channel, so is being replaced by RF

communications such as WiFi and Bluetooth.

Laser based free-space optical communications were developed during the 1960s and
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1970s, with kilometre ranges. However, as they were limited by beam divergence and

atmospheric effects, fibre optics became the obvious choice for terrestrial long-range

optical data transmission [26]. Further research in free-space laser links was driven by

military and space applications. More recently, optical links have been demonstrated

for Lunar ranges [27] and investigated for communications to Mars [28]. In future,

OWC could be deployed on a large scale with satellite and ground platforms to provide

backbone communications [29].

The transmission of digital data using the optical spectrum has attracted significant

attention in recent years, as a potential alternative to RF communications. With rapid

technological advancement, the volume of data traffic is ever increasing. The Cisco Vi-

sual Networking Index states that global mobile data traffic grew by 63% in 2016, with

global IP traffic expected to reach 278 exabytes (1× 109 GB) per month by 2021 [30].

Due to the limited frequencies available in RF communications, there is an expected

“spectrum crunch”, where the demand for data traffic exceeds the supply [25,31]. OWC

offers an alternative, where data can be transmitted using the terahertz of licence-free

bandwidth in the optical spectrum. Unlike RF, optical signals are constrained by walls

and opaque material, reducing security risks and allowing spatial reuse, as multiple

data links can be separated optically [32]. In addition, OWC is suitable for use in

environments where RF interference is problematic, such as hospitals and aeroplanes.

1.2.1 State of the Art

LEDs in Optical Wireless Communications

OWC and VLC rely upon the modulation of an optical source, and the detection of the

emitted light with a photoreceiver. Figure 1.5 shows a simple example of a communi-

cation method involving the intensity modulation of an optical source, and the direct

detection of the light with a photodiode (so-called IM/DD). Encoded changes in the

intensity of light can represent binary data in a number of ways, some of which are
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0 0 011

Figure 1.5: Schematic of transmission of data using visible light emission from an LED,
detected by a photodiode.

covered in Section 1.2.2. Typically, optical transmitters for OWC and VLC are lasers

or LEDs. While laser-based systems can provide highly directional emission and high

power, LEDs are attractive due to their simplicity, low cost and robustness. Further-

more, LEDs are rapidly replacing previous lighting technologies, making such optical

sources widely available in homes, vehicles and public areas. In principle, every light

fitting could the perform dual functionality of illumination and data transmission, en-

abling “Li-Fi” style systems [33]. Importantly, the emission from an LED is incoherent,

in contrast to a laser. This allows the transmitter to provide a degree of coverage over a

projected area, or relax the pointing and alignment requirements of a system. However,

drawbacks of the incoherent emission are that only intensity modulation methods can

be used, and significant amounts of optical power may be wasted in fixed point-to-point

communication scenarios.

Commercially available broad area LEDs (0.1-1 mm2), designed for lighting applica-

tions, have limited capability for data transmission. The modulation bandwidth of such

devices is typically 10s of MHz, limited by capacitance [32]. In addition, the rare earth

phosphor coating often used for white lighting has a long decay time, further limiting

modulation bandwidth to only a few MHz. Nevertheless, communication links of over

1 Gb/s have been achieved using phosphor coated [34], and RGB LEDs [35] designed

for lighting. Such data rates have been achieved using discrete multitone modulation

and wavelength division multiplexing to optimise use of the limited bandwidth. Com-
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mercial “Li-Fi” systems are now available, offering bi-directional communication links

from light fittings to USB devices with downlink data rates up to 43 Mb/s [36].

Higher data rate systems can be achieved using micro-LEDs (< 100 µm scale) as

optical transmitters. For reasons discussed in Section 1.3.1, micro-LEDs have shown

modulation bandwidths of 100s of MHz [21], and pushing towards 1 GHz [37]. As the

LED bandwidth is typically the limiting factor for the communication system, micro-

LEDs permit much higher data rates, with single LED links reaching over 5 Gb/s [37]

and wavelength division multiplexing reaching over 10 Gb/s [38].

In both broad area LED and micro-LED systems, the highest data rates are achieved

by exploiting advanced modulation schemes, multiplexing and signal processing meth-

ods. Pulse amplitude modulation (PAM) and orthogonal frequency division multi-

plexing (OFDM) make efficient use of the available bandwidth, permitting high data

rates [21]. Both schemes are discussed in more detail in Section 1.2.2. Additionally

wavelength division multiplexing allows further data rate improvements by transmit-

ting multiple data streams using different wavelength sources. Each stream can then be

independently decoded with filtered receivers. This approach also offers the possibility

of combining VLC with colour control.

Over recent years, research into LED based VLC has resulted in a rapid increase

in achievable data rates. Figure 1.6 shows the annual improvement in reported data

rates for VLC using GaN based LED transmitters, based on data in reference [21].

This exponential trend has been enabled by advancements in transmitter hardware,

modulation techniques and multiplexing methods, pushing up to 10 Gb/s data rates.

Photon Efficient Optical Communications

In long-range systems, or high-loss environments, the received optical power in a com-

munication system can be very low, requiring highly sensitive receiver systems. An

important metric for receiver sensitivity is the number of photons-per-bit required to

achieve error-free performance. Conventional optical detectors such as PIN or avalanche
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Figure 1.6: Progress in reported data rates for GaN LED based VLC, reproduced from
data in [21].

photodiodes have limited sensitivities due to noise, so more advanced methods are re-

quired.

Coherent receivers, in which the received signal is interfered with a local oscillator,

allows very high sensitivity communications to be performed [39]. By using coherent

techniques and methods to account for erroneously transmitted bits, known as forward

error correction (FEC) codes, sensitivities of a few photons per bit can be achieved for

100s of Mb/s to almost 10 Gb/s data rates [40,41].

While coherent communications with powerful FEC provide the highest perfor-

mance, the systems are complex, requiring local oscillators, balanced photodiodes and

optical phase-locked loops. A potentially simpler method to attain high sensitivi-

ties is to use intensity modulation and direct detection methods with single-photon

counting receivers. Typical technologies for single-photon detection in communications

are nanowire superconducting single-photon detectors (SSPDs) [42] or single-photon

avalanche diodes (SPADs) [43]. While nanowire SSPDs show higher detection efficien-

cies at typical telecommunication wavelengths (1.3 - 1.55 µm), SPADs are advantageous

due to their semiconductor nature, allowing them to be integrated with receiver elec-

tronics and operated in array formats. A detailed discussion of SPAD receivers is
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Figure 1.7: Schematic of on-off keying transmission.

presented later in Section 3.2. With single-photon detection and simple on-off keying

transmission schemes, data rates of 100s of Mb/s can be achieved with 10s of photons-

per-bit [44, 45]. By implementing pulse-position modulation and powerful FEC, effi-

ciencies can be further improved down to 1.5 photons-per-bit, though at a data rate

cost due to reduced spectral efficiency [46,47].

1.2.2 Transmission Schemes

A number of schemes have been established for transmission of digital data by intensity

modulation in OWC. Here, the general operating principles of the four transmission

schemes that are most relevant to this thesis are discussed.

On-Off Keying

One of the simplest methods of transmitting data is On-off keying (OOK). Here the

output intensity of the transmitter modulates between two levels, representing binary

values “0” and “1”. Often for LEDs the electrical supply is a DC bias combined

with the modulated signal through a bias tee. This results in the two intensity levels

occurring above and below the DC bias point. Alternatively, an LED can be modulated

from an off state to a single on state using a transistor. A schematic representation of

OOK transmission is shown in Figure 1.7, where the data sequence [010110100011] is

transmitted.

To decode the transmitted data, the receiver will use a threshold level to determine

the transmitted bit. Here, the importance of LED bandwidth becomes apparent. As

13



Chapter 1. Introduction

I

t

00011011

01 01 10 10 00 11

Figure 1.8: Schematic of pulse position modulation.

the modulation rate increases, the two intensity levels will become closer together, as

the LED can no longer respond rapidly to the electrical signal. Eventually, the levels

will be too close together to reliably distinguish, as noise on the electrical signal will

dominate over the OOK stream amplitude. This results in bit errors, where the binary

symbols are decoded incorrectly. The bit-error ratio (BER) is a common parameter for

characterising communication links, and is defined as the ratio of incorrectly decoded

bits to total transmitted bits. A BER as low as possible is desirable, however, BER

values on the order of 1× 10−3 can be corrected for with forward error correction (FEC)

algorithms [48].

Pulse Position Modulation

Pulse position modulation (PPM) encodes data in the temporal position of a pulse

of light. Each data interval is divided into slots, with each slot representing a binary

word. M -PPM transmits log2(M) bits per time interval, and requires M time slots

to be available. Figure 1.8 shows an example of 4-PPM, where two bits are sent per

interval by using one of four pulse positions, where the same binary sequence has been

sent as in the previous OOK example.

By comparing Figures 1.8 and 1.7, it can be seen that the PPM case requires sources

which can modulate at higher rates to maintain the same data rate. The total time for

data transmission is the same, however, the PPM case requires emission of pulses with

widths half as wide as that of OOK. Therefore, OOK has higher spectral efficiency,
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Figure 1.9: Schematic of pulse amplitude modulation.

which is a measure of how much data can be sent for a given bandwidth. As data rate

is often the priority in communications, OOK is more widely used, however, PPM is

more energy efficient, as higher orders encode many bits to a single pulse of light.

Pulse Amplitude Modulation

When the signal-to-noise ratio (SNR) is high enough, data rates can be increased

over OOK by using pulse amplitude modulation (PAM). In this case, multiple (> 2)

intensity levels are used to represented binary words. M -PAM transmits log2(M) bits

per interval, requiring M discrete levels. Figure 1.9 shows the example data stream

transmitted using 4-PAM.

In contrast to PPM, it can be seen that PAM requires a lower switching rate from

the LED to send the same amount of data as in OOK. It is therefore more spectrally

efficient and higher orders of PAM continue to increase the data throughput. However,

this puts additional requirements on the LED in terms of power output. The power

levels must be distinguishable at the receiver, to avoid the occurrance of bit errors.

Furthermore, LED outputs are highly non-linear (see, for example, Figure 1.15(b)),

which restricts the power ranges available for such transmission methods.

Orthogonal Frequency Division Multiplexing

As an alternative to the time domain approaches described above, data can instead be

encoded in the frequency domain. Orthogonal frequency division multiplexing (OFDM)

is the division of data between multiple sinusoidal carrier signals or subcarriers, which
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Figure 1.10: (a) 16-QAM constellation diagram. (b) Typical OFDM waveform.

have different, orthogonal frequencies [49]. The technique has been utilised in RF

communications for many years, and only applied to optical communications relatively

recently. Each subcarrier can be modulated with quadrature amplitude modulation

(QAM), where both the amplitude and phase of the carrier wave are modulated to

represent binary words. A constellation diagram is a useful visualisation for QAM, as

shown in Figure 1.10(a). The amplitude and phase of the carrier wave forms a phasor on

the diagram, which will point to a location corresponding to a binary word. Distortions

to the signal from noise and interference will mean the received phasor may not exactly

match the original location, however it can be decoded through maximum likelihood

detection, correcting to the nearest binary word on the constellation diagram.

With each carrier frequency modulated with QAM, the subcarriers are then com-

bined through inverse fast Fourier transform (IFFT) to produce a waveform to be

transmitted. As optical transmitters send information through intensity modulation,

the OFDM waveform must be real valued and non-negative. Real values are achieved

through hermitian symmetry of the OFDM subcarriers. To obtain a non-negative

signal, a common approach is to add a DC bias to the signal, referred to as DCO-

OFDM [25]. The example waveform in Figure 1.10(b) could be offset by a DC signal
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and transmitted by an LED. An alternative is to asymmetrically clip the OFDM wave-

form (ACO-OFDM), by setting even subcarriers to zero. This method should result in

increased spectral efficiency at low SNR.

Key techniques in OFDM are the use of a cyclic prefix, and adaptive bit and power

loading. A cyclic prefix allows the system to account for channel dispersion and reduce

inter-symbol and inter-carrier interference. Adaptive bit and power loading is used to

optimise OFDM transmission by deciding on the size of the QAM constellations based

on the SNR for each carrier. Carriers with high SNR are allocated a higher number of

QAM symbols, increasing spectral efficiency.

OFDM has been widely used for optical communications due to its high spec-

tral efficiency, robustness to intersymbol interference and operation in the presence

of background lighting. Most record data rates with LEDs have been achieved using

OFDM [21], with multi-Gb/s data rates possible with single micro-LEDs [37].

1.3 CMOS Controlled Micro-LED Arrays

Much of the experimental work described in this thesis is enabled by micro-LED arrays

bonded to complementary metal-oxide-semiconductor (CMOS) electronics, developed

over many years at the Institute of Photonics in collaboration with Prof. Robert K.

Henderson’s group at the University of Edinburgh. These compact devices provide

a high level of digital control over the optical emission of micro-LED arrays. This

section describes the background of such devices, their capabilities and performance

characteristics.

1.3.1 Micro-LEDs

Conventional, broad area LEDs used for applications such as interior lighting tend to

have a single emission area of around 0.1-1 mm2. These devices are usually intended for

DC operation with high light output. In contrast, a micro-LED is simply an LED with
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an active area reduced to a smaller scale; typically 100 µm across or less. Naturally,

the reduced active area means the output optical power is lower, however, similar

fabrication processes can be used to define arrays of micro-LEDs in the same area as a

single broad area LED. The first example of micro-LED fabrication was from Kansas

State University [50], where circular pixels were defined with a 12 µm diameter. While

the output power of 20 µW is modest, the high operational current density of micro-

LEDs was immediately recognised, and it was shown that the quantum efficiency per

unit area is increased over their broad area counterparts.

A natural advantage of micro-LEDs is the ability to form high-density arrays of

individually controllable elements, allowing spatial and temporal control over an optical

signal. The first such system consisted of a 10× 10 array of 12 µm disks, each with an

independent p-contact, and a shared, interconnected n-contact [51]. With individually

addressable LED elements, such an array is useful for micro-display systems. However,

the array required 100 separate p-contacts arranged around the edge of the LED pixels.

This arrangement becomes impractical with higher numbers of LEDs, making packaging

the device and controlling each element difficult. An alternative contact method for

high-density arrays is discussed in Section 1.3.2, for connecting micro-LED arrays to

electronic control chips.

Micro-LED arrays have been fabricated at the Institute of Photonics since 2001 and

demonstrated for a variety of applications. Some example devices are shown in Figure

1.11, including: (a) 4 × 4 groups of individually addressable 39 µm diameter elements

for communications, (b) a 16 × 16 array of tessellated 99 × 99 µm elements packaged

with CMOS electronics, and (c) parallel connected clusters of 40 µm diameter pixels.

Images (a) and (c) are taken from the p-GaN side of the device, showing the contact

pads and defined mesas of each pixel. Light is extracted through the opposite side.

Image (b) is taken from the sapphire side, so the emission area definition can be seen

clearly.

Micro-LED arrays are expected to be part of a new generation of display systems
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Figure 1.11: Images of micro-LEDs fabricated at the Institute of Photonics: (a) 39 µm
diameter pixels in 4 × 4 groups. (b) CMOS integrated 99 × 99 µm tessellated device,
displaying 5 lit pixels (upper) and the full package (lower). (c) Parallel connected
clusters of 40 µm diameter pixels.

due to their advantages over current organic LED (OLED) technology [52]. Displays

utilising micro-LEDs show higher brightness, lower power consumption and wider colour

gamut. This year (2018), Samsung revealed a 146 inch modular TV, called “The Wall”,

pictured in Figure 1.1, which uses micro-LEDs to produce an 8K resolution display

with high frame rates [18]. The compactness of micro-LED systems also makes them

attractive for head-up-displays and augmented (AR) or virtual reality (VR) systems

[53]. Recently, a number of micro-LED startups, including mLED Ltd, spun out of the

University of Strathclyde, have been acquired by large technology companies such as

Facebook-owned Oculus [54], and Apple [52].

The micro-LED characteristic that is most relevant to the work presented in this

thesis is the improved performance under modulated driving conditions. The time

it takes for an LED to reach a steady state when an applied signal is changed is

governed by the capacitance of the device and the carrier lifetime. For larger devices (>
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200×200 µm), the resistance × capacitance (RC) time constant is dominant in limiting

the switching speed [21]. However, in a micro-LED, the reduced size significantly

decreases the capacitance of the device, so the much shorter carrier lifetime is dominant

[55]. Furthermore, micro-LEDs operate at very high current densities. As radiative

recombination and carrier lifetime are dependent on carrier concentration, this leads

to much faster transition speeds. This advantage has been investigated extensively for

visible light communication (VLC) (for example: [21,24,37,56,57]). In addition, micro-

LEDs are capable of generating extremely short optical pulses, down to 100s of ps [58],

which has been demonstrated for fluorescence lifetime measurements [59]. The high

speed response of micro-LEDs provides the means to perform the novel communication

methods described later in this thesis.

1.3.2 Flip-Chip Bump Bonding

Individually addressing micro-LEDs in an array becomes difficult with hundreds or

thousands of individual pixels. One possible solution is to implement a matrix address-

ing system, where each row of elements shares a common cathode, and each column

a common anode [60]. The disadvantage of such an approach is that unwanted pixels

may be addressed when specifying the emission patterns. It is therefore more desir-

able to find a solution where each LED pixel has an individual contact pad and drive

electronics. This section discusses micro-LED arrays integrated with complementary

metal-oxide semiconductor electronic drivers through flip-chip bump bonding. The re-

sult is a mm-scale device capable of independently controlling each pixel in an array.

Here, the focus is on a 16× 16 array, but the principle extends to larger systems.

To allow a high number of electrical connections from a CMOS driver chip to a

micro-LED array, the devices are stacked and bonded with gold bumps between each

connection point. By bonding in this way, contact pads can be close to, or on top of

the LED mesas, allowing high density arrays without requiring metal tracks to reach

the edges.
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CMOS chip Gold bumps LED array flipped Bonded device
and aligneddeposited

Figure 1.12: Schematic representation of the bump bonding process.

The process of flip-chip bump bonding is shown in Figure 1.12. The two devices

to be bonded are fabricated with bond pads that have matching pitch and dimensions.

The CMOS chip has metal bumps deposited on each pad using an automatic wire-

bonder machine. Thermal, electrical and ultrasonic energy melts gold wire to form a

gold ball. Every pad on the device is populated in this way.

The populated chip is then transferred to a flip-chip bonder, along with the LED

array. With the LED chip flipped so the contact pads face the CMOS chip, the two

devices are aligned and then mechanically pressed together. Application of ultrasonic

and thermal energy melts the gold bumps and creates the electrical connections between

the pads. A final, optional, step is to underfill the device with an insulating adhesive,

to provide mechanical stability.

1.3.3 Device Capability

The CMOS integrated devices used in this thesis, fabricated at the Institute of Photon-

ics, are 16× 16 arrays of micro-LED elements with associated drive electronics. These

devices were developed in collaboration with Prof. Robert K. Henderson’s CMOS

Sensors and Systems group at the University of Edinburgh, with several iterative de-

signs [61,62]. At various stages of development, these devices have been demonstrated

for applications in displays [63], fluorescence lifetime experiments [59,64], optical tweez-

ers [65], mask free lithography [66], and visible light communications [55,67,68].

The micro-LED arrays consist of 16 × 16 arrays of GaN LED elements, with indi-
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vidual anodes and a common cathode. Details of fabrication methods can be found in

reference [55]. LED elements can be fabricated with a range of different wavelengths,

however, the results in this thesis are primarily obtained with emission wavelengths of

405 and 450 nm. Additionally, arrays can be fabricated with a range of dimensions

and layouts, with sizes ranging from 14 to 100 µm wide, in circular or square pixels.

A PMOS transistor on the control chip functions as the LED driver for each pixel,

addressing the individual p-contact for the LED.

The CMOS control chip was implemented in 0.35 µm, 3.3 V CMOS technology by

Austria Microsystems. The 16× 16 array consists of individual electronic drivers on a

100 µm pitch, each with a 50× 50 µm bond pad. The driver is a four-layer device, with

the bottom two layers routing the CMOS transistor signals, the third layer forming

a protective barrier from the LED voltages, and the upper layer patterned with the

bond pads for the LED array. The driver electronics are positioned around the contact

pad, as previous devices with electronics directly beneath the pad were damaged during

bonding [61]. To further improve mechanical stability, a tungsten column propagates

vertically through the entire chip from beneath the pad.

Each individual driver follows the logic circuitry in Figure 1.13. The inputs ROW

and COL are used to define the active pixels by row and column respectively. When

a pixel is addressed, ROW and COL will be set high, and the output of the flip-flop

will match the driver input (DIN ) on the rising edge of the clock signal (CLK ). DIN

is therefore used to set whether or not the driver is active, and the flip-flop maintains

the state of DIN even when the pixel is no longer addressed. The output is controlled

by INPUT SIG, which can be sourced in three different ways. It can be tied to a DC

signal from the control board, an on-chip voltage controlled oscillator (VCO), or an

external logic signal. When the pixel is active, the output will follow the inverse of

INPUT SIG, allowing digital signals to be directly converted into the optical domain.

In this thesis, INPUT SIG was always an external signal, so details of the VCO are

not given here, but can be found in [61].

22



Chapter 1. Introduction

LED_VDD

MODE_CONTROL

INPUT_SIG

DIN

CLK

ROW
COL

VBMC2
GND

LED_GND

LED

D Q

Q

Figure 1.13: Logic circuitry for each individual CMOS driver.

The MODE CONTROL input determines whether the output follows INPUT SIG

directly or operates in pulsed mode. If MODE CONTROL is high, the driver operates

as above. When MODE CONTROL is set to low, INPUT SIG is also sent through

an inverter to introduce a time delay. The delay can be controlled by current starv-

ing the inverter with a transistor, allowing it to be set through an external voltage

(VBMC2 ). The delayed signal is then sent to a NAND gate, along with the non-

delayed INPUT SIG. This results in the generation of a short electrical pulses with

repetition rate at the same frequency as INPUT SIG, which can used to drive the LED

in short pulse mode [69]. This capability has been used to demonstrate pulse widths

as low as 300 ps [58].

The remainder of the circuit diagram in Figure 1.13 is a chain of inverters used

to minimise the load capacitance on the input signal and also maximise the drive

strength [69]. Finally, an important feature of the driver is that LED GND is physically

separated from the main ground of the driver. This allows the LED ground to be shifted

by applying a negative bias to LED GND, so that the LED can be driven above 3.3 V

without damaging the CMOS electronics.

Driving boards

To operate the CMOS-controlled micro-LED arrays, a control motherboard was devel-

oped by the University of Edinburgh, as depicted in Figure 1.14(a). The motherboard
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houses a field programmable gate array (FPGA) board, daughtercard, and a series of

variable resistors. The FPGA provides a connection between the motherboard and a

PC, where the logic signals can be controlled by a graphical user interface (GUI) or

MATLABTM. Power is supplied to the motherboard and CMOS device through the

USB connection to the FPGA. The logic signals are transferred to the correct pins on

the CMOS device by the daughtercard, which also provides an SMA connector for the

external supply of INPUT SIG. The variable resistors allow fine tuning of the supply

voltages to the chip, including LED forward bias (LED VDD) and VBMC2, for tuning

the pulse widths.

A secondary driving board has also been developed, specifically for visible light

communications (VLC) applications [62, 67], and is shown in Figure 1.14(b). Access

to the VCO and short pulse circuitry, generally unused for VLC, were omitted to

reduce complexity. In order to select active pixels, the FPGA was replaced with a USB

microcontroller, which was also operated with a PC connection and GUI. Significant

effort was made to reduce inductive and capacitive interference when under high speed

modulation. In addition, 16 parallel input channels are provided, allowing each column

of LEDs to follow a different modulation signal.

1.3.4 Characterisation and Performance

Current, Voltage and Luminescence

An LED’s output is typically characterised by the relationships between bias voltage,

current draw and output luminescence. Figure 1.15 shows the current to voltage (I-V)

and luminescence to current (L-I) relationships of a 99 × 99 µm pixel in a CMOS-

controlled array. The characteristics of this device are summarised in Table 1.1 under

“Example 1”. The I-V curve shows typical diode behaviour expected of an LED, with a

series resistance of 38.67 Ω and a turn-on voltage of 3.9 V. The L-I curve demonstrates

that a single pixel is capable of producing almost 2 mW of optical power before suffering
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Figure 1.14: Control boards for CMOS integrated micro-LED arrays. (a) General
motherboard. (b) VLC board.
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Figure 1.15: (a) I-V and (b) L-I characteristics of a 99 × 99 µm CMOS-controlled
micro-LED.
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Figure 1.16: Emission spectrum of an LED, taken from the same 99× 99 µm LED.

from roll-over, caused by self-heating and efficiency droop.

Emission Spectrum

The LED emission wavelength is dictated by the wafer structure used during fabrica-

tion, and can be chosen by engineering of the band gap energy and quantum well width,

as presented in Section 1.1.1. The micro-LED arrays used in this thesis are fabricated

from III-nitride materials, so can be made with a range of visible emission wavelengths.

The emission spectrum from a single 99 × 99 µm CMOS-controlled micro-LED is

26



Chapter 1. Introduction

shown in Figure 1.16. The measurement was performed with a fibre coupled spectrom-

eter collecting light from the sapphire side of the LED, with the bias at 5 V. The peak

wavelength can be identified as 442.2 nm with a FWHM of 28.5 nm, which appears

monochromatic to the human eye.

Frequency Response Measurements

The optical output of an LED is strongly dependent on the injected current, therefore,

intensity modulated signals are readily produced by controlling the electrical input

signal. The primary limitation on data rates for communications using LEDs is the

modulation bandwidth of the LED element. This is a measure of the rate at which the

device can be switched between different output intensity levels. Broad area LEDs, as

used for lighting applications, can be modulated at tens of MHz [32], while micro-LED

devices have shown bandwidths approaching 1 GHz [37]. This frequency response is an

important measure of the performance of a device, so is described in detail here.

The setup for measuring LED frequency response and the respective LED bias

points are shown in Figure 1.17. A network analyser produces an AC electrical signal,

that sweeps through a frequency range. This signal is offset by a DC signal from the

DC power supply, as the LED will have no output for negative voltages. The LED

being measured is modulated with this electrical signal, biasing over the voltage range

∆V , as shown in Figure 1.17(b). As the optical power output depends on the bias

voltage, the emitted light level will vary with the sinusoidal signal across the optical

power range ∆P . As the modulation frequency increases, ∆P will eventually begin to

decrease as the LED cannot respond as rapidly. The output light is collected by an

AC coupled avalanche photodiode (APD) and returned to the network analyser, which

calculates the frequency response based on the root mean square (RMS) value of the

received APD voltage signal.

As the frequency of the AC signal is increased, eventually the LED will no longer be

able to respond fast enough to output the correct waveform, and the amplitude of the
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Figure 1.17: (a) Experimental setup for frequency response measurements and LED
bias points. (b) Example response curve of a 39 µm diameter LED pixel biased at
80 mA.

sinusoidal optical signal will decrease. The optical bandwidth is defined as the frequency

at which the optical power is reduced to 50%, or -3 dB. A photodiode collecting the

optical signal converts the optical power to voltage in a linear fashion. However, the

network analyser produces a frequency response curve in terms of electrical power,

which is proportional to the square of voltage. Therefore, on the electrical response

curve, the optical bandwidth corresponds to the -6 dB frequency.

A typical response curve for a micro-LED is shown in Figure 1.18(a). This data is

from a 39 µm diameter circular micro-LED pixel biased at 80 mA. A summary of the

characteristics of this device can be found in Table 1.1 under “Example 2”. The data is

interpolated in order to find the frequency values at the desired levels of loss, which in

this case corresponds to 201.1 MHz for the optical bandwidth. The optical frequency

response (P (ω)) for a micro-LED can be approximated according to:

P (ω) =
1

1 + (ωτ)2
. (1.1)

Here, ω is the angular frequency of the AC signal and τ is the carrier lifetime [3]. The

optical bandwidth (fbw) is then given by:
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Figure 1.18: (a) Example modulation response curve of a 39 µm diameter GaN LED
pixel biased at 80 mA. (b) Bandwidth dependency on bias current for a 39 µm diameter
LED pixel.

fbw =
1

2πτ
. (1.2)

The bandwidth is strongly dependent on the DC current supplied to the LED, as shown

in Figure 1.18(b). As current density in an LED is increased, the density of carriers

in the active area of the device increases, which increases the recombination rate, or

equivalently decreases the carrier lifetime. Additionally, the device will emit more light,

which may become problematic if the receiver is saturated. Equation 1.2 shows that

decreased carrier lifetimes directly increase the bandwidth. This is the reason micro-

LEDs exhibit high speed modulation characteristics, as they operate at higher current

densities, and are not limited by capacitance like broad area devices. Recent research

shows that LEDs fabricated using non-polar and semipolar crystal orientation materials

show even higher bandwidth capabilities, due to the improved wavefunction overlap in

quantum wells [70].

The CMOS-controlled micro-LED arrays used in this thesis show reduced modula-

tion bandwidths when compared to bare micro-LEDs described above. An individual

pixel in the 16×16 arrays has a maximum bandwidth of 110 MHz [55]. This limitation

is likely due to two factors. Firstly, the CMOS driver itself has a frequency response
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and a maximum switching frequency of 555 MHz. Above this, the driver is always in

the off state and unable to modulate. Secondly, the modulation method involves full

on-off switching of the LEDs, giving a higher modulation depth than the small signal,

DC offset modulation used on bare devices. The bandwidth limitations could be lifted

by using NMOS transistors as the driver, as they show improved switching speeds [71].

However, this would require the LEDs to be contacted through individual n-contacts,

requiring a more complex fabrication method [24,72].

1.3.5 Device list

As a number of different LED systems are used throughout this thesis, it is useful to

summarise some of the key parameters and differences between each device. Table 1.1

shows the details for both micro-LED arrays and commercial devices used.

The “Example” devices were used in the previous subsections and in Chapter 2 to

demonstrate characteristics of micro-LEDs. The devices used for multi-level commu-

nications in Chapter 2 are given the designation “MLC”. The devices used for single

photon communications in Chapters 4 and 5 are given the designation “SPC”. The com-

mercial devices “Blue LED”, “RGB LED” and “Luxeon LED” are the commercially

available OSRAM LD CQ7P, OSRAM LE RTDUW S2W and Lumileds LUXEON Z

color line respectively.

1.4 Summary

This introductory chapter has covered the relevant background material for the work

in this thesis. LEDs are common light sources in the modern world, and can be used

as transmitters for OWC and VLC. Basic LED physics and operational principles have

been discussed, and a broad description of optical communications has been presented.

The state of the art indicates that by reducing LED pixel sizes below 100 µm, higher

modulation bandwidths can be reached enabling higher data rates for communication.
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Chapter 1. Introduction

To date, communication links up to 10 Gb/s have been demonstrated using advanced

modulation formats, multiplexing techniques, and micrometer sized devices.

CMOS-controlled micro-LEDs provide a compact device with a high degree of con-

trol over optical emission. Such devices have been discussed in detail, including the

device structures and assembly methods, system capability and performance character-

isation. The CMOS-controlled micro-LEDs enable most of the results in the following

chapters of this thesis.
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Chapter 2

Discrete Multi-Level

Communications

In this chapter, a method for generating discrete light levels with the CMOS-controlled

micro-LEDs is presented, characterised and applied to visible light communications.

The device provides a “digital-to-light” converter, removing the need for a digital-

to-analogue converter. First, the nonlinearity issues with using LEDs for VLC are

discussed, with particular focus on digitised, multi-level outputs. Operational methods

for digital-to-light conversion using the micro-LED arrays are then introduced. The

device is then used to perform discrete PAM, as an initial demonstration of multi-level

communications. To improve upon spectral efficiency, discrete OFDM is investigated,

work performed in collaboration with colleagues from the University of Edinburgh.

Finally, the limitations of the current system are discussed, with opportunities for

further investigation.

2.1 Multi-level Signals and Transmitter Linearity

As discussed in introductory Section 1.2, VLC can be performed by modulating the

intensity of an optical source according to a digital data stream. In most VLC systems
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employing LEDs, a binary data stream is converted to an analogue driving signal

using a digital-to-analogue converter (DAC) and transconductance amplifier [1]. In the

simplest case, this can be used to employ OOK by switching the LED output intensity

between a high and low state to represent a high and low logic level, respectively.

Modulating in this manner has low spectral efficiency, defined as the data rate that can

be transmitted over a given bandwidth. OOK transmission has a spectral efficiency of

1 bits/s/Hz, limiting the achievable data rate for the system’s modulation bandwidth.

It is therefore desirable to move to higher order modulation schemes with improved

spectral efficiencies, in order to maximise data rate.

A straightforward step to increase spectral efficiency is to make use of more than

two output power levels from the transmitting LED. This method is pulse amplitude

modulation (PAM), as discussed in Section 1.2.2, and allows multiple bits to be trans-

mitted by each symbol, increasing spectral efficiency. The use of M = 2N power levels

allows N bits to be sent with each symbol period. The transmission scheme is then

referred to as M -PAM. This is a single carrier scheme, and its performance is therefore

degraded by baseline wander and low frequency interference from other light sources.

This is of particular importance if the VLC link is targeting a LiFi type application [2].

Multi-carrier modulation schemes such as orthogonal frequency division multiplexing

(OFDM) can overcome these problems through use of adaptive bit and energy loading

algorithms, allowing subcarriers with low signal-to-noise ratio (SNR) to be skipped. A

more detailed description of OFDM can be found in Section 1.2.2.

When transmitting multiple levels in PAM, or signals with high peak to average

power ratios (PAPR) in OFDM, a desirable quality for the optical transmitter is a

linear response. Nonlinearities in the transmitter will distort the optical signals making

it more difficult to accurately receive the data stream. Figure 2.1(a) shows the current-

to-luminosity relationship for an example 99 × 99 µm GaN LED pixel, emitting at

442 nm, driven under DC conditions (array “Example 1” in Table 1.1). The relationship

is highly nonlinear, as LED efficiency decreases with increasing current. Furthermore,
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Figure 2.1: Nonlinear response of an example 99×99 µm GaN micro-LED to (a) current
and (b) voltage. The non-linearities restrict the useful range to the quasi-linear region.

LEDs are typically driven using a voltage signal, rather than current. The voltage-

current relationship adds further non linearities to the voltage-luminosity relationship,

which can be seen in Figure 2.1(b). When transmitting higher order modulation scheme

waveforms with a single LED care must be taken to operate in the quasi-linear region,

indicated by dashed lines, where the response is approximately linear. However, this

restricts the dynamic range, of the system significantly, which limits BER performance

and channel capacity.

A potentially simple way to generate discrete light levels and avoid the nonlinearity

effects is to use groups of LEDs as an optical transmitter, instead of one. There are

then two possible approaches to generate and control the discrete output levels. The

first is to have a fixed number of LEDs, and control the amount of current supplied to

each group [1], adjusting the emitted power to maintain a linear step between each set.

The second is to control the number of active LEDs in each group [3]. With driving

conditions maintained the same, a group of twice as many LEDs should produce twice

as much optical power, allowing linear steps to be built up. Employing multiple LEDs

with only on and off state driving conditions avoids the linearity restrictions of a single

LED, provided each element can be equally imaged onto the receiver. In the simplest

case, arrays of LEDs can be used to generate multi-level PAM signals. Furthermore,
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the series of output power levels can be used to produce discrete OFDM signals [1],

potentially providing higher spectral efficiencies than PAM.

2.2 CMOS Controlled Array

Discrete optical signal generation can be performed in a highly compact integrated

manner by utilising the CMOS-controlled micro-LEDs discussed in Section 1.3. The

device allows input CMOS logic signals to control groups of LEDs in an on-off fashion,

which has previously been used to transmit multiple parallel OOK signals [4]. Here,

discrete multi-level signals can be generated according to the second method described

above. Importantly, as the device directly takes CMOS logic inputs, there is no need for

a digital-to-analogue converter (DAC), so it effectively operates as a “digital-to-light”

converter [5].

2.2.1 Device Details

Two CMOS-controlled micro-LED array layouts have been used for the following results

(devices “MLC array A” and “MLC array B” in Table 1.1). The first consists of uniform

72 µm diameter circular pixels on a 100 µm pitch (array A). A micrograph of array A

is shown in Figure 2.2 with 15 enabled pixels. The second array layout consists of

varying pixel sizes from 84 µm down to 14 µm (array B), also on the same 100 µm

pitch. The arrays are otherwise identical, and both exhibit modulation bandwidths of

≈ 110 MHz due to the connection to CMOS electronics. The emission wavelength of the

devices is centred on 405 nm as early investigations showed devices of this wavelength

provided the most promising results in this configuration [5]. This is likely due to the

particular on-off scheme used, rather than more common DC-biased AC modulation.

Furthermore, such violet-emitting devices are suitable for white light generation when

combined with a suitable phosphor or other LED elements with different wavelengths.

This enables simultaneous lighting and communications for a “Li-Fi” style network.
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Figure 2.2: Micrograph of array A with an example set of pixels enabled.

The CMOS electronics allow high-speed modulation of each column of micro-LEDs

in the array independently through a set of parallel connections, accessible using the

VLC board described in Section 1.3.3. The number of active pixels, i.e. pixels that

will respond to the modulated input, is specified through a slower set of connections,

not suited for communication speeds. By selecting active pixels in binary-weighted

columnar groups, as shown in Figure 2.2, the parallel logic inputs can be used to

generate levels in a binary fashion. This is shown schematically in Figure 2.3. Here, a

2×2 subsection of the 16×16 array is shown. LEDs in the same column will modulate

together according to their logic inputs. Inactive LED elements are indicated in black,

and will emit no light regardless of the logic input. Active LED elements are indicated

in white when not emitting, and violet when emitting, according to the logic input. As

there are twice as many active LEDs, resulting in double the output power in column

2, the 3 active LEDs can be used to generate a 4-level output. This process can then

be extended to N columns, yielding M = 2N discrete levels, suitable for M -PAM.

Generating multi-level signals in a binary fashion makes efficient use of the 16

available columns. However, it was observed experimentally that doing so creates

signal distortions at the transitions between levels, as several pixels switch off at the
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Figure 2.3: Example of binary multi-level generation on a 2×2 subsection of the 16×16
array.

same time as several others switch on. This can cause a sharp dip in signal at the

transition, which can be an issue when performing discrete OFDM communications.

Alternatively, the micro-LED array can generate multi-level signals in a linear fashion,

rather than binary. This is shown schematically in Figure 2.4. To generate higher power

levels, more columns are activated, with the same output power per column. While

this approach is less efficient in its use of LED columns, it avoids the signal distortions

at transitions as fewer LED elements are switched at once. In the following sections,

the binary approach was used in most cases, however, for the low-order discrete OFDM

signals, the linear method was used. At higher levels of discretisation, a combination of

the approaches was used, as it was no longer possible to generate enough levels linearly

with the available columns. This requires careful processing of the input data signal

into suitable parallel streams.

2.2.2 Linearity of Optical Power

The linearity of the output power levels from array A was assessed by measuring the

optical power from the whole array with increasing numbers of emitting pixels. The

pixels were modulated with an on-off signal at 50 MHz, with an on-state bias of 6.6 V,
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Figure 2.4: Example of linear multi-level generation on a 2×3 subsection of the 16×16
array.
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Figure 2.5: Linearity of optical power output at 50% duty cycle as number of active
pixels is increased.

consuming 15.7 mA per pixel. Optical power was measured at a distance of 3 cm from

the array with a 9.5 mm diameter power meter head. The resulting linearity is shown

in Figure 2.5.

The response is very linear, and a significant improvement over the luminosity-

to-voltage relationship of a single LED. At higher levels, however, the linearity does

begin to degrade. This is attributed to electrical crosstalk and self-heating within the

device [6]. As these devices were not specifically designed for this purpose, there is

scope for improvement in both the CMOS electronics and LED array designs. Never-

theless, the linearity indicates that at least 16 levels should be available for discrete

communications.
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Figure 2.6: Schematic of the experimental setup with alignment sensitivity schematic
inset. The lens pair provides a magnification of 0.32 to enable imaging of the LED
array onto the APD active area, however, the system is very sensitive to misalignment.

2.2.3 Experimental Setup

The experimental setup for the following communication results is shown schematically

in Figure 2.6. A pseudorandom bit sequence (PRBS) is prepared in MATLABTM and

processed to form suitable parallel data sequences for either PAM or discrete OFDM

signals. The data sequence is loaded onto a field programmable gate array (FPGA)

board (Opal Kelly XEM3010), which outputs parallel logic streams for controlling the

on-off switching of the LED columns. The output from the FPGA repeats indefinitely,

with the length of the PRBS limited by the available memory on the board. An extra

output sends a trigger signal to the oscilloscope at the start of each data sequence.

The parallel data outputs of the FPGA are connected to the VLC control board,

which has 16 parallel input channels accessible through SMA connectors, as shown

in Figure 2.7. A USB microcontroller on the CMOS control board selects the active

pixels in the array, and is controlled through an application on the PC. The control

board requires an external 3.3 V supply to power the CMOS electronics and micro-LED

array, and the LED ground can be adjusted with respect to global ground to increase

LED luminosity [4].

The optical signals from the LED are collected by a pair of lenses (Thorlabs LA1951-
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Figure 2.7: Photograph of the micro-LED array in the CMOS control board, with
parallel connection to the FPGA.

A and C240TME-A, focal lengths 25.4 mm and 8 mm respectively) onto the active area

of an avalanche photodiode (APD) (Hamamatsu C5658 for PAM results, Hamamatsu

S8664-05k for OFDM results) at a distance of 70 mm. The lenses provide a magnifi-

cation of 0.32, enabling the majority of the 1.6 mm LED array to be imaged onto the

0.5 mm diameter active area of the APD. The signal from the APD is collected by the

oscilloscope and returned to MATLABTM for offline processing of the data.

The current setup is extremely sensitive to optical alignment due to the small ac-

tive area of the APD. The inset of Figure 2.6 shows the problem schematically in an

exaggerated manner. While the LED pixel indicated in blue is imaged onto the active

area of the detector, the adjacent pixel in red misses entirely. In the practical system,

pixels around the edge of the active selection may not be completely imaged on the

APD active area, reducing the received optical power and heavily distorting the signal.

Slight changes in the lens arrangement result in significant variations in signal quality.

However, it is important to note this is a limitation of the optical arrangement, and

not the discrete level micro-LED array approach.
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2.3 Communication Results

Data communications using PAM and discrete OFDM were performed using the setup

described above. The following subsections detail the results obtained for 4-PAM,

8-PAM and a discussion of higher order limitations. Following this are the results

for discrete OFDM, and details on the system limitations and potential for further

improvement. The results for PAM were obtained using array A, with uniform pixel

sizes. The OFDM results used array B, where the pixel size variation provided a level

of flexibility in finding a set of uniform optical power levels.

2.3.1 Discrete 4 level Pulse Amplitude Modulation

Using three active LEDs on array A, one and two pixels on channels 1 and 2, respec-

tively, 4-PAM signals were generated and processed. Figure 2.8 shows an example of a

captured trace at 100 MSamples/s, with the transmitted symbol indicated above. With

a high frequency cut-off of 1 GHz, the APD response does not limit the communication

performance. The optical output, indicated by the blue solid trace, follows the expected

4-level waveform, indicated in red dashed lines, quite closely. The signal was processed

offline in MATLABTM by averaging the central oscilloscope samples for each transmit-

ted symbol and comparing the result to a set of thresholds to determine which symbol

was transmitted. The resulting set of symbols can the be converted to a bit stream

and compared to the stream that was originally generated on the PC. This method

successfully decoded the stream without error, resulting in a data rate of 200 Mb/s,

as 2 bits are transmitted per symbol. A PRBS of length 1.64× 104 was transmitted,

limited by the oscilloscope memory, so the BER at this data rate is below 6.10× 10−5 ,

which can be corrected for using forward error correction (FEC) [7]. Also shown in

Figure 2.8 are eye diagrams at 50 and 100 MSamples/s, 100 and 200 Mb/s respectively.

The 4 levels are clear in both eye diagrams, and the eyes are open, indicating a good

quality communication link.
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Figure 2.8: Received 4-PAM optical signal at 100 MSamples/s (left), with the trans-
mitted symbol indicated above, and an expected ideal waveform in red. Eye diagrams
for 50 MSamples/s (upper right) and 100 MSamples/s (lower right).

The limitation on symbol rate in these results is from the FPGA board, as it cannot

produce a stable output at frequencies above 100 MHz. It is likely that slightly higher

data rates could be obtained with a faster FPGA, as the modulation bandwidth of the

CMOS-controlled micro-LED array is 110 MHz, and the eye diagram at 100 MSam-

ples/s is still widely open. Nevertheless 4-PAM transmission shows an improvement in

spectral efficiency over on-off keying, transmitting at 2 bits/s/Hz.

2.3.2 Higher Order Discrete Pulse Amplitude Modulation

Extension of the system to a third channel allows 8-PAM signals to be transmitted.

This increases spectral efficiency as more bits are transmitted per symbol. However,

with the increased number of optical power levels, baseline wander (BLW) in the system

becomes problematic. The APD used (Hamamatsu C5658) is AC coupled, with a low-

frequency cutoff at 50 kHz. This causes the received trace on the oscilloscope to drift

with the low-frequency components of the signal, making it difficult to decode using

thresholds. At 50 MSamples/s a bit error ratio (BER) of 1.18× 10−2 was recorded.
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Figure 2.9: Received 8-PAM optical signal at 100 MSamples/s (left). Eye diagrams for
50 MSamples/s (upper right) and 100 MSamples/s (lower right).

In order to improve on this poor BER performance, data streams were encoded

to maintain DC balance over every 2 symbols. Each data symbol is followed by its

opposite, to balance around the central symbol. For example, a symbol of 7 is followed

by 0, 6 followed by 1, and so on. With this encoding method it was possible to transmit

at 100 MSamples/s and decode without error. The data stream was 3.28× 104 bits long,

therefore the BER is below 3.05× 10−5 The example trace and eye diagrams are shown

in Figure 2.9. Unfortunately, this encoding method introduces a high overhead cost, as

only 50% of the symbols are carrying actual data. Therefore, the resulting data rate is

150 Mb/s; slower than that of 4-PAM transmission. As before, the symbol rate cannot

be increased as it is limited by the FPGA.

With an alternative receiver setup, such as a DC coupled photoreceiver with a filter

to reject ambient light, no DC balancing would be required. This would allow every

symbol to carry useful information, yielding a data rate of 300 Mb/s with a spectral

efficiency of 3 bits/s/Hz.

Naturally, the system can be further extended to include additional channels and

make use of higher order PAM signals. However, with a 4th channel, 16-PAM trans-
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mission yielded a BER of 7.02× 10−4 at 25 MSamples/s. As the same DC balancing

scheme is required to counteract BLW, the data rate is only 50 Mb/s. As there is no

gain in data rate, higher orders are of limited usefulness. Furthermore, at 16-PAM

and above, nonlinearity in output power levels becomes more significant. Intersymbol

interference and multi-level penalty become ever-increasing issues. It is possible that,

with an device fabricated specifically for discrete communications and a more suitable

receiver, higher order PAM will be feasible.

2.3.3 Discrete Orthogonal Frequency Division Multiplexing

The following results were performed in collaboration with the colleagues from the

LiFi Research and Development Centre, University of Edinburgh, utilising their exper-

tise in OFDM transmission. Generation of discrete level OFDM starts with a more

conventional analogue OFDM waveform, prepared in MATLABTM. A general descrip-

tion of OFDM waveform generation can be found in Section 1.2.2. Here, a PRBS is

produced and modulated into M -ary quadrature amplitude modulation (Mk-QAM)

symbols which are mapped into multiple subcarriers. Mk is the constellation size that

is allocated based on the estimated SNR of the system. Hermitian symmetry is im-

posed on the subcarriers, followed by an inverse fast fourier transform (IFFT) to ensure

real-valued OFDM output, as required for optical communications. The number of sub-

carriers is set as NFFT = 128, ensuring statistical significance of multiple frames given

that the FPGA has limited memory available. Trial experiments with different cyclic

prefix lengths were performed, and it was determined that a length of NCP = 5 was

sufficient to avoid inter-symbol interference. Finally, the OFDM waveform is filtered

using a root-raised cosine pulse shaping filter, and clipped at |x| ≤ 4σs, where xs and

σs are the OFDM waveform and its standard deviation, respectively [8].

In order to transmit the OFDM waveform using discrete levels from the LED array,

the analogue waveform must be digitised. Experiments were performed using 8, 16 and

32 level outputs, corresponding to 3, 4 and 5 bit resolution digitisation of the waveforms.
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Figure 2.10: Probability distribution function of a typical OFDM waveform, with the
probability mass function for 5 bit uniform and Lloyd-Max quantisations.

Two quantisation methods were adopted from source coding literature for this process:

uniform quantisation and Lloyd-Max quantisation [9]. Uniform quantisation equally

spaces the discrete levels across the expected distribution of the OFDM waveform.

However, OFDM waveforms follow a Gaussian distribution, so certain power ranges

occur more often than others. Lloyd-Max quantisation puts a higher and lower density

of discrete levels in the more and less probable power ranges, respectively [10]. This

results in a narrower spacing between discrete levels around the central, high probability

waveform values, and wider spacing on the outer, low probability edges. Figure 2.10

shows the probability distribution function (PDF) of the OFDM waveform, with the

probability mass functions (PMFs) of uniform quantisation and Lloyd-Max quantisation

for 32-level discretisation.

Once the waveform has been digitised, the discrete levels are mapped to optical

levels on the CMOS-controlled LED array. Array B was used for flexibility in defining

linearly stepped optical levels with varying pixel sizes. Fine tuning the optical out-

puts was required in order to counterbalance some variations in optical performance of

the LED elements. Discrete levels were generated using a combination of the binary

and linear methods discussed above. Once the active LED pattern and LED column

arrangement was known, the discrete OFDM signal could be mapped to the LEDs

56



Chapter 2. Discrete Multi-Level Communications

0 0.2 0.4 0.6 0.8
Time ( s)

0

0.5

1

1.5

D
et

ec
to

r 
R

es
po

ns
e 

(V
)

(a)

0 0.5 1 1.5
Time ( s)

0.1

0.2

0.3

0.4

0.5

D
et

ec
to

r 
R

es
po

ns
e 

(V
)

(b)

0 1 2 3
Time ( s)

0.2

0.4

0.6

0.8

D
et

ec
to

r 
R

es
po

ns
e 

(V
)

(c)

Figure 2.11: (a) 8, (b) 16 and (c) 32 discrete levels generated using array B for OFDM
transmission. Note that the detector response here is positive, as the APD used for the
OFDM results is not AC coupled. Additionally, the range of voltages varies in each
case as the uniformity of levels was prioritised when aligning, rather than maximising
dynamic range.

through the parallel outputs of the FPGA. The best performing linear outputs for 8,

16 and 32 discrete levels are shown in Figure 2.11, allowing 3, 4 and 5 bit discretisation.

Here the output was set at 10 MHz, transmitting the levels sequentially.

Figure 2.11(a) shows the 8 discrete levels form clear, linear steps. Figure 2.11(b)

shows the 16 level output still has good linearity, however, the central transition suffers

from a dip in power as several LEDs in the array switch off while others switch on.

This has been avoided for most transitions using the linear level generation method,

however the availability of columns in the array forces some levels to be generated in a

binary fashion. Figure 2.11(c) shows the 32 level output suffers further nonlinearities.

Larger jumps at the 8th, 16th and 24th transition are necessary to maintain increasing

levels at higher ranges, otherwise the top 8 levels begin to roll over and merge into one.

To transmit data with discrete OFDM the FPGA was operated at its maximum

stable output frequency of 100 MHz. With an oversampling of 5 samples per symbol,

and the hermitian symmetry requirement of OFDM, this restricts the system bandwidth

to 10 MHz. Waveforms are captured by the oscilloscope and processed in MATLABTM,

where parameters such as signal-to-noise ratio (SNR) can be obtained. In principle,

higher collected optical power contributes to a higher SNR. However, care must be

taken to avoid detector saturation, and excess optical power can increase shot noise in
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Table 2.1: Average SNR for uniform and Lloyd-Max quantisation with 3, 4, 5 bit
resolution.

Quantisation Bit resolution
method 3 4 5

Uniform 13.24 dB 16.11 dB 13.95 dB
Lloyd-Max 16.75 dB 18.93 dB 15.92 dB

the APD. Here, the optical alignment was optimised to maximise the amount of light

reaching the detector, while also maintaining the linear discrete power levels desired.

The resulting SNR for each quantisation resolution and method are shown in Table

2.1. Lloyd-Max quantisation shows consistent improvement over the uniform quanti-

sation for all bit resolutions, with a 26%, 17% and 14% improvement for 3, 4 and 5

bit resolution respectively. Furthermore, the average SNR improves with increasing

bit resolution, or equivalently, number of discrete levels. This is to be expected, as

increasing the number of levels brings the digital output closer to the analogue wave-

form. However, the 5 bit resolution shows reduced SNR over 4 bit. This is due to the

nonlinearity in the 32 level output shown in Figure 2.11(c).

Adaptive bit and energy loading is used for OFDM transmission [11]. As SNR

increases, the algorithm can increase bit loading while maintaining the target BER;

therefore, higher collected optical power results in a higher data rate. The SNR thresh-

olds can be calculated using the analytical BER model of M -QAM [12]. The target

BER is set to be lower than a FEC threshold target. A BER below such a threshold

can be corrected through coding methods, incurring a small overhead penalty on the

transmitted bits of 7% [7].

The BER performance against varying data rate for both uniform and Lloyd-Max

quantisation is shown in Figure 2.12. BER performance generally improves as the bit

resolution increases, as expected. Achievable data rates at the FEC threshold can be

determined through interpolation. For uniform quantisation, a data rate of 25.2 Mb/s

is achieved for 3 bit resolution. This increases to 29 and 35.5 Mb/s for 4 and 5 bit

resolutions, respectively. Lloyd-Max quantisation shows a further increase in possible
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Figure 2.12: BER against data rate for (a) uniform and (b) Lloyd-Max quantisation.

data rates, with 36 and 39.5 Mb/s achieved for 3 and 4 bit resolutions. The performance

increase saturates for 5 bit resolution due to the nonlinearity present in the 32 level

output. The data rate of 39.5 Mb/s with a bandwidth of 10 MHz, corresponds to

a spectral efficiency of 3.95 bits/s/Hz. This indicates that with additional available

bandwidth, OFDM transmission would outperform the previous PAM results, where

spectral efficiency is 2 and 3 bits/s/Hz for 4 and 8-PAM, respectively.

2.3.4 Limitations and Future Potential

The primary limitation of the current experimental arrangement is the output frequency

of the FPGA. With a 100 MHz output, the OFDM transmission can only achieve a total

system bandwidth of 10 MHz, limiting the achievable data rates. This limitation could

be lifted with a higher frequency FPGA, or custom electronics for producing suitable

parallel data streams. Doing so would also allow full exploitation of the bandwidth

of the CMOS-controlled micro-LED array, and readily allow data rates in excess of

300 Mb/s. In addition, high overhead encoding schemes were used to overcome issues

arising from the low-frequency cutoff of the APD receiver. Moving to a more suitable

detector system would help mitigate this limitation.

The CMOS electronics and LED array were not fabricated with the intention of

performing discrete communications and, therefore, are not optimised for such an ap-
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plication. Issues such as electrical crosstalk and self heating may be improved upon

with careful design [6], and use of NMOS transistors can improve device bandwidth [13].

If the linearity of the device at higher output power levels could be improved, higher

order PAM or improved bit resolution OFDM could be performed, further increasing

data rates and spectral efficiency.

A major issue with the experiments performed was optical alignment. Slight varia-

tions in optical paths from the individual LEDs in the array to the APD can result in

significant variation in the amount of light collected from each pixel. In this setup, the

aim was to have a 1:1 image of the LED array projected on to the active area of the

APD over a short range. For a practical system through free space or polymer optical

fibre, the optics would have to be carefully implemented to maintain the linearity of

the discrete levels.

2.4 Summary

Digital-to-light conversion has been implemented using multiple micro-LED elements

with an array. The CMOS-controlled micro-LED array provides a compact, integrated

system, operating on a highly miniaturised scale with digital electronic interface. The

discrete levels generated show good linearity up to 16 levels, and usable linearity up to

at least 32 levels.

4 level PAM has been demonstrated at a symbol rate of 100 MHz, yielding a data

rate of 200 Mb/s, limited by the FPGA used. 8-PAM has been demonstrated as feasible,

however, BLW adversely affects performance, limiting the data rate to 150 Mb/s. 16-

PAM was investigated but suffers strongly under the nonlinearity of the device, inter-

symbol interference and multi-level penalty.

Discrete OFDM has been investigated as a method to further improve spectral

efficiency over that of PAM. A maximum data rate of 39.5 Mb/s was achieved using

Lloyd-Max quantisation and 16 optical levels, corresponding to 4 bit resolution. The
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spectral efficiency of the OFDM transmission was 3.95 bits/s/Hz, indicating that with

suitable hardware upgrades data rates in excess of 300 Mb/s should be possible.

The CMOS-controlled micro-LED array provides an ideal system for discrete multi-

tone generation on a mm-scale device, directly converting digital inputs to optical out-

puts. With some performance improvements, the LED array approach to generating

discrete level signals is scalable to higher orders, and offers optical transmitter technol-

ogy for communications that is difficult to realise with other optical sources.

The results presented in this chapter were published in reference [14].
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Chapter 3

Single Photon Communications I:

Mathematical Framework

In this chapter, a transmission scheme for low-light optical communications utilising

single-photon detectors is introduced. The scheme transmits data by modulating tem-

poral correlation patterns generated by an optical transmitter, in contrast to conven-

tional optical communications which modulate intensity. The mathematical framework

for the scheme is described in detail, leading to the conclusion that data can be en-

coded in the autocorrelation function. Potential data transmission schemes arise that

are comparable to conventional on-off keying, pulse position modulation and pulse am-

plitude modulation. The potential of these schemes is assessed in order to decide upon

a suitable implementation, which is the subject of Chapter 4. Acknowledgement goes to

Dr. Johannes Herrnsdorf of the Institute of Photonics, and Prof. Robert K. Henderson

of the University of Edinburgh for strong contributions to the conceptualisation and

mathematical development of this approach.
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3.1 Motivation

Conventional optical wireless communications (OWC) is based on modulation of the

intensity, frequency, or phase of an optical source, and direct or coherent detection of

the output light [1, 2]. When the amount of power incident on the receiver is severely

reduced by the properties of the optical channel, or there are other interfering signals,

the desired signal will become lost in noise. Under such low-light level conditions, it

becomes important to optimise the amount of data that can be transmitted with low

received power. Photon efficient optical communications are often characterised by the

number of photons required to transmit each bit of information, or photons-per-bit, in

addition to the more general data rate and bit error ratio metrics.

There are a number of methods that can be used to operate at very low levels of

photons per bit, including error correction with high order modulation schemes [3] and

coherent detection [4, 5]. Such schemes are approaching the standard quantum limit

(SQL) for optical communications, but make use of complex transmitter and receiver

elements such as balanced photodetectors, local oscillators and optical phase-locked

loops.

A potentially simpler method for attaining high receiver sensitivities is to use single-

photon detection and counting methods [6–11]. High order PPM with forward error

correction (FEC) codes can also operate with extremely low photons per bit [6,12], and

has been proposed for communication systems to reach Mars orbit [13], and demon-

strated for Lunar orbit [14]. However, these systems can be limited by optical noise in

the channel [15].

Coincident photon pairs may be used to form communication systems utilising time

gating methods to reduce the effects of background noise [16, 17], and transmit data

with very low levels of received power [18, 19]. Many similar techniques are also used

for quantum key distribution [20–22]. These methods typically require high-efficiency

coincident photon pair sources, increasing transmitter complexity and form factor. In
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some cases, secondary clock channels are also required.

Here, a transmission scheme suitable for OWC at very low-light levels is introduced.

The scheme requires only a single, low photon flux channel and can be implemented

using readily available semiconductor components and electronics. Alongside the sim-

ple form factor, the major advantage of the proposed scheme is in background signal

rejection, as the communication link performs well even in the presence of high power,

modulated background signals. While detection of the optical signal could be performed

with any photodetector, the scheme has been designed with single-photon detectors in

mind for increased sensitivity. This chapter introduces the mathematical basis for the

data transmission method, while Chapter 4 discusses a practical implementation. In

Chapter 5, the scheme is demonstrated for suitable applications.

3.2 SPAD Receivers

The transmission scheme has been specifically designed with single-photon avalanche

diodes (SPADs) in mind as detectors. Other single-photon detection methods could be

used, such as photomultiplier tubes or superconducting nanowires. However, SPADs

show advantages over these methods such as: spectral response curves that fit well

with visible wavelengths, functionality at room temperatures, solid state nature, and

small form factors. As there are a number of important characteristics of SPADs that

will affect the implementation, this section briefly describes the operating principle and

behaviour of such a device.

An avalanche photodiode (APD) produces an analogue response to the optical signal

incident on the device. As it is a p-n junction biased close to its breakdown voltage,

carrier multiplication provides high gain [23]. Operating an APD beyond breakdown

voltage creates an electric field strong enough for a single carrier to generate a self-

sustaining avalanche. A device operating in this regime is referred to as being in

“Geiger-mode”. The self-sustaining avalanche must be quenched to avoid damage to
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the device and improve timing resolution, using either a passive or active circuit [24]. If

such a device has been engineered so that the avalanche is triggered by a single incident

photon then it is referred to as a single-photon avalanche diode.

The spectral response of a SPAD is characterised by the photon detection probabil-

ity (PDP) or efficiency (PDE). The PDP is defined as the fraction of incident photons

which produce an avalanche, and is wavelength-dependent due to the wavelength de-

pendency of photon penetration depth into the device [23]. Typical spectral ranges

cover the visible and infrared regions.

With additional suitably designed circuitry, SPADs can provide a digital signal

indicating the detection of a single-photon. The rising edge of the digital output will

have high timing accuracy, to sub-nanosecond levels [25]. However, the quenching

circuit introduces a period of time where the device will be unresponsive, known as

the “dead time”. The bias across the detector must be reduced to avoid permanent

damage, and then brought back above the breakdown voltage so that the device is ready

to detect another photon. The timescale of this process will depend on the approach

used and parameters of the SPAD and surrounding circuitry. For devices fabricated

using CMOS technology, dead times are generally 10s of ns [11,26,27]. The dead time

limits the maximum count rate of the detector, and its effect must be considered when

using the high-speed signals in the following sections.

While the intention of a SPAD is to detect single photons, the avalanche process

can be triggered by any charge carriers in the active region, no matter how they are

generated [23]. Even with no incident light, there are a number of mechanisms that

can lead to unwanted avalanche events from the SPAD, resulting in a dark count rate

(DCR). This means no matter how low the background light level is, there will always

be a noise component in the output signal.

As the output of a single SPAD is a series of logic pulses indicating a photon

detection event, a changing light intensity incident on the device is reflected in a change

in the output count rate, as shown schematically in Figure 3.1. An analogue-style signal
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Figure 3.1: Schematic representation of a SPAD output under changing intensity.

could be recovered by taking the sum of photon counts in a given time interval; however,

the dynamic range of such an approach will be limited by the dead time.

Whether as a single element or in an arrayed “silicon photomultiplier” format,

SPADs have found applications in many scientific and commercial areas. Examples

include positron emission tomography [28], fluorescence lifetime imaging [29], ranging

applications [30] and quantum key distribution [21]. The application most relevant to

the work presented here is in optical wireless communications. Here, SPAD receivers

are attractive due to their high sensitivity and directly digital output [31, 32]. SPAD

receivers have been demonstrated for use with OOK [9], PPM [12] and OFDM [10]

transmission schemes, with sensitivities that bring efficiency levels close to the standard

quantum limit [11], a limitation which is discussed in further detail in Section 4.1.5.

The following sections discuss the use of a single SPAD as a receiver for a novel

transmission scheme for optical wireless communication. The scheme is inspired by

time correlated single-photon counting (TCSPC) techniques used in fluorescence life-

time measurements [33]. By encoding data in the temporal correlation of an optical

signal, single-photon level signals should be detectable even in the presence of strong,

modulated background signals. Additionally, it is expected that multiple simultaneous

data streams will show little interference, simply by operating with different temporal

correlations.
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3.3 Photon Correlations and Signal recovery

This section provides the mathematical basis for recovering a temporally correlated

signal, beginning from a probabilistic approach to the output of a single SPAD.

3.3.1 Mathematical Analysis of SPAD Output

The output of a SPAD is probabilistic in nature and the exact timing of an output

pulse cannot be predicted. However, the probability (P ) of a pulse occurring in a time

interval [t, t+ ∆t] will follow:

P (t, t+ ∆t) =

∫ t+∆t

t
f(t)dt, (3.1)

where f(t) is the probability distribution of pulses. This equation, and subsequent

analysis, is only valid under short time scales, such that P ∈ [0, 1]. Thus, the valid

time scales are comparable to the dead time of the SPAD.

The potential triggers for a pulse can be divided into incident photons and dark

counts. Incident photons are detected with photon detection probability ηPDP which

is wavelength-dependent. Therefore, while the SPAD is primed for photon detection in

Geiger mode:

fGeiger(t) = ηPDPΦph(t) +Rdark, (3.2)

where Φph(t) is the incident photon flux and Rdark is the dark count rate. The dead

time of the SPAD, τd, must also be taken into account, as during this time period no

detection events will occur, meaning:

fdead = 0. (3.3)

This means that f(t) depends on the probability P (t− τd, t) that a pulse occurred less

than the τd before the current time: t. The full expression for f(t) is therefore:
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f(t) = (ηPDPΦph(t) +Rdark)

(
1−

∫ t

t−τd
f(t′)dt′

)
. (3.4)

Equation 3.4 is recursive, so is intractable to solve for a general case. However, it

can be solved for various special cases according to the incident photon stream Φph(t).

The distribution of photons will consist of a controlled part Φsignal(t), dictated by the

optical transmitter, and a background component Φbg:

Φph(t) = Φsignal(t) + Φbg. (3.5)

The optical transmitter can therefore be used to adjust the photon distribution Φph(t)

to encode data.

Static solution

In the case where there is no transmitted signal, Φsignal(t) = 0. Solving equation 3.4

results in a constant f(t), which shall be referred to as fbg:

f(t) =
ΦbgηPDP +Rdark

1 + τd(ΦbgηPDP +Rdark)
= fbg. (3.6)

As the incident background light increases, the detector eventually saturates. In this

situation, the SPAD output pulses occur as soon as the recovery cycle has completed,

so the pulse rate is given by the dead time:

lim
Φbg→∞

fbg =
1

τd
. (3.7)

Short pulse solution

A useful approximation to consider is an infinitely short optical pulse:

Φsignal(t) = ρ0δ(t). (3.8)
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Here, ρ0 is the number of photons in the pulse and δ is the Dirac-δ function. If f(t) is

then integrated over a time interval [−t1, t1] to get a detection probability, we obtain:

∫ t1

−t1
f(t)dt = t1fbg + ρ0ηPDP (1− τdfbg)

+

∫ t1

0+
(ΦbgηPDP +Rdark)

(
1−

∫ t

t−τd
f(t′)dt′

)
dt.

(3.9)

By inspecting Equation 3.9, it can be determined that:

f(t) =





fbg , t < 0

δ(t)ρ0ηPDP (1− τdfbg) , t = 0

(ΦbgηPDP +Rdark)
(
1−

∫ t
t−τd f(t′)dt′

)
, t > 0.

(3.10)

Low signal, high background solution

If the integral for t > 0 in Equation 3.10 is dominated by the constant background

photon stream, Φbg, then a complete solution for f(t) can be determined. This relies

on the condition:

ρ0ηPDP (1− τdfbg)� τdfbg. (3.11)

If this holds, then:

f(t) = fbg + δ(t)ρ0ηPDP (1− τdfbg). (3.12)

Equation 3.12 is used in the following analysis due to its simplicity. As long as the

timescales considered are longer than τd the approximation is expected to be reasonable,

even if Equation 3.11 is not strictly fulfilled.

If, instead of a single pulse, the optical signal is a set of discrete pulses at times ti

with photon number ρi, then Equation 3.12 can be used to express f(t) as:
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f(t) = fbg +
∑

i

δ(ti)ρiηPDP (1− τdfbg). (3.13)

Photon timing statistics

As Equation 3.13 describes the probability distribution for a stream of short pulses, it

is natural to consider parallels to conventional pulse position modulation (PPM). Given

that a pulse is detected at time t, the probability of detecting a second pulse at time

t+ τ can be determined. During the dead time τd after the pulse at t, the probability

is 0, as no photons can be detected. Afterwards, the probability distribution will relax

back to f(t). Therefore, only timescales longer than τd will be considered.

While f(t)dt is the probability of a detecting a photon in the interval [t, t + dt],

the probability of receiving a second photon in the interval [t + τ, t + τ + dt′] is

f(t)dtf(t+ τ)dt′. The total number of recorded photons is then:

N =

∫ t1

−t1
f(t)dt, (3.14)

with the number of secondary counts received in a time separation interval [τ, τ + ∆t′]

after the first is given by:

N ′ =
∫ τ+∆t′

τ
dt′
∫ t1

−t1
f(t)f(t+ t′)dt. (3.15)

Finally, the count density function g(τ)dt′ of recording two subsequent counts with

temporal separation in the interval [τ, τ + dt′] is given by:

g(τ) =

∫ t1

−t1
f(t)f(t+ τ)dt. (3.16)

This equation allows data transmission through modulation of photon timing statistics,

rather than the intensity, frequency or phase of an optical transmitter. A periodically

repeating signal, as described by Equation 3.13, could have the time between pulses
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modulated. This changes the form of g(τ), which can then be decoded as a data stream.

Details of transmission schemes similar to on-off keying, pulse position modulation and

pulse amplitude modulation are discussed in Section 3.4. Note that Equation 3.16 is the

definition of the autocorrelation of f(t), therefore, data is being encoded in temporal

correlations.

3.3.2 Discrete Correlation Function

As the output of a SPAD is often a digital logic signal, determination of g(τ), N ′ and

a data stream can be done directly with digital electronics. Therefore, it is important

to consider a discrete form of Equation 3.16.

Firstly, the receiver samples SPAD counts over the sampling period Ts into time

bins ti, i = 1, . . . , Ns, where Ns is the number of samples. Time bins have a uniform

size of tbin = ti+1 − ti. Each time bin ti contains an integer number of photon counts

fi. The time bin width can be deliberately chosen to be shorter than the dead time

of the SPAD, tbin < τd, meaning fi takes only binary values. This eases the numerical

effort for calculation of discrete g(τ).

Similarly to the sampled time variable, the correlation time τ is also discretised into

correlation time bins τj , j = 1, . . . , Nτ . The correlation time bin size should be chosen

as an integer multiple of the time bin, i.e. τbin = ktbin, k ∈ N+. Furthermore, it is

useful to define start and stop indices:

nstart =
τ1

tbin
(3.17)

nstop = nstart + kNτ − 1. (3.18)

Using this, the discretised form of Equation 3.16 is:
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g(τj) =

Ns−nstop∑

i=1

k−1∑

l=0

fifi+nstart+(j−1)k+l. (3.19)

As fi is a binary variable the multiplication can be implemented with if-statements

and the summation performed using counters. This vastly simplifies the calculations

required for offline processing, and allows g(τj) to be determined using simple logic

circuits for a real-time link.

3.4 Single Photon Transmission Schemes

The previous section describes the mathematical method to determine a discrete tem-

poral correlation function from the output of a single SPAD. This function can be

exploited for the transmission of data through the optical channel. In this section,

potential transmission schemes will be discussed. Each bears significant similarities

to conventional forms of on-off keying (OOK), pulse position modulation (PPM) and

pulse amplitude modulation (PAM), but with the distinction of relying on temporal

correlations rather than intensity variation.

In all cases, a detectable pattern of pulses must be obtained from the transmitter.

If two subsequent pulses are sent at times t = 0 and t = T with photon numbers ρ0

and ρT , then:

Φsignal = ρ0δ(t) + ρT δ(t− T ). (3.20)

In parallel to Equation 3.12, this gives:

f(t) = fbg + δ(t)ρ0ηPDP (1− τdfbg) + δ(t− T )ρT ηPDP (1− τdfbg). (3.21)

Using this f(t) in Equation 3.16 yields:
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g(τ) = 2t1f
2
bg +2fbgηPDP (1− τdfbg)(ρ0 +ρT )+ δ(τ − T )ρ0ρT η

2
PDP (1− τdfbg)2

︸ ︷︷ ︸
Peak at τ = T

. (3.22)

The time separation T causes a peak in g(τ) at τ = T , meaning changing the

temporal separation of pulses controls the peak location in g(τ), allowing data to be

encoded and transmitted. This naturally leads to a style of transmission similar to

conventional PPM, described in Section 1.2.2. However, OOK can also be implemented,

as a lowest order version of PPM, and PAM transmission is also possible through control

of photon numbers (or equivalently, pulse energy) ρ0 and ρT .

Importantly, to properly implement data transmission the signal will have to be

repeated periodically with time period τrep:

Φsignal =
∞∑

n=−∞
[ρ0δ(t− nτrep) + ρT δ(t− nτrep − T )]. (3.23)

This is necessary to build up the peak in g(τ) at τ = T to a level where it can be

reliably distinguished from the background signal. This cannot be done with a single

pulse pair, as a maximum of one photon can be detected per pulse, and there is a

significant probability of not detecting one or both pulses. Even if both photons are

detected, this results in a single correlation count, which cannot be distinguished from

the random probability of noise SPAD counts generating the same signal. In a real

application, the summation in Equation 3.23 will not have limits [−∞,∞], but finite

integers dictated by the bit period, or equivalently data rate, of the transmission system

used.

As many pulse repetitions will be required to form distinguishable peaks in g(τ),

transmitting data with this approach is expected to have limited data rates. How-

ever, the single-photon nature of the approach should yield low received optical power

requirements. Furthermore, it is expected that the data transmission should show ro-
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Figure 3.2: Schematics of waveforms for a general OOK-style transmission.

bustness to background signals, as they are very unlikely to show the same temporal

correlation.

3.4.1 On-Off Keying

The simplest method of transmitting data with the correlation function g(τj) is to

modulate between two different correlation patterns, or temporal separations between

pulses. Equation 3.22 indicates pulse pairs separated by time T give a peak in g(τ)

at τ = T . Therefore, binary symbols of “0” and “1” can be represented by pulse

pair separations of T0 and T1, respectively. When the transmitter switches pulse pair

separations, g(τj) (calculated by the receiver) will have a peak that changes position.

Thresholds on the histogram of g(τj) can then be used to determine which bit has been

transmitted.

A schematic of the expected waveforms for such transmission is shown in Figure

3.2. The transmitter sends pulse pairs periodically with time period τrep, with the

pair separation varying for different bits. The SPAD detects at most one photon from
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each transmitted pulse, indicated in green. Additional SPAD pulses occur due to

background signals or dark counts, indicated in red. With sufficient repetition of pulse

pairs, the temporal correlation g(τj) is built up. The correlation histogram will show a

flat background component with a peak at the time lag specified by the pulse separation,

as predicted by equation 3.22. Note that each pulse used here has the same photon

number, ρ0 = ρT , as the intention is to exploit only the correlation peak location,

not the peak intensity. A scheme with varying pulse energies may enable PAM-style

transmission, as discussed in Section 3.4.3.

The correlation function in Figure 3.2 is somewhat simplified, as in reality there will

be additional correlation peaks at larger time intervals. These occur as the pulse pairs

correlate with the next, or previous pair. Therefore, additional peaks would appear

at τ = τrep and τ = τrep ± T0/1. Care must be taken in the choice of T0 and T1 to

ensure the correlation peaks are separated, as an overlap will interfere with the accurate

determination of the presence of a correlation peak.

Initial experiments in implementing OOK-style transmission revealed two enhance-

ments to the general approach displayed in Figure 3.2. Firstly, a binary symbol could

be represented by transmitting no pulses at all, corresponding to T0 = ∞, resulting

a flat g(τj) with no peaks. This results in lower received power levels at the receiver,

and also simplifies transmitter design and reduces output optical power, so was imple-

mented for the transmission symbol “0”. In addition, to decode the scheme now only

requires a single threshold to determine if there is a signal in g(τj) or only noise, rather

than determining which correlation peak is present.

Secondly, instead of transmitting separate pairs of pulses, it is more efficient to send

pulses at a constant repetition rate Rrep. Instead of received additional correlation

peaks at τ = τrep and τ = τrep ± T1, all correlations occur at τ = T1 = 1/Rrep, and

therefore the correlation peak in g(τj) builds up more rapidly. This also results in lower

requirements on received power, while maintaining the same signal distinguishability.

A schematic representation of the expected waveforms for this improved version is
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Figure 3.3: Schematics of waveforms for an improved version of OOK-style transmis-
sion.

shown in Figure 3.3. Note that there will now be an additional secondary correlation

peak at τ = 2T1, as pulses correlate with their next-nearest pulse, but this can be

easily rejected. This style of transmission has been implemented experimentally, and

is discussed in Chapter 4.

3.4.2 Pulse Position Modulation

Pulse position modulation can be implemented with additional time separations Ti,

i = 1 . . . Nslots, where Nslots is the total number of PPM time slots used. Two potential

approaches arise, in parallel to the general and improved OOK methods, henceforth

referred to as PPM-A and PPM-B

PPM-A

The first option for PPM is to transmit initial pulses at a constant repetition rate, and

the following pulse is positioned at a set time delay after, as shown in Figure 3.4. This

leads to waveforms similar to the general OOK case, but extended to additional time
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Figure 3.4: Schematics of pulse format and correlation function for PPM-A transmis-
sion.

separations and correlation peaks. The green pulses are always present at the start

of each repetition, and the blue pulses indicate possible secondary pulse locations in

times slots T1 - T4. As shown, the next repetition must leave a time length greater than

T4 after the final possible pulse in order to avoid interference. An initial gap after the

green pulse is unused, to represent spacing that must be present to account for the dead

time of the SPAD, i.e. T1 > τd. In order to avoid interference from correlations between

separate pulse pairs, the repetition time τrep must be extended as Nslots increases.

As the number of bits transferred by a pulse position increases according to Nbits =

log2(Nslots), but the time length needed to send pulses increases linearly in Nslots,

there is an optimum value of Nslots to maximise data rate. As the time scales must be

increased, it is unlikely that PPM-A transmission will outperform OOK-style in terms

of data rate, however, the strength of a PPM approach lies in improved efficiency. With

large Nslots, many bits can be transmitted with a single pulse position, meaning fewer

photons are required to send information.

PPM-B

Alternatively, similar to the improved OOK-style transmission, pulses could be emitted

at a constant rate specific to each symbol, as shown in Figure 3.5. In this case, τrep = Ti,

meaning a different number of pulses will be transmitted for each bit. This results in
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Figure 3.5: Schematics of pulse format and correlation function for PPM-B transmis-
sion.

the histograms for shorter time intervals building more rapidly than those for longer

intervals. As the additional spacing is no longer required, the histogram will build up at

a faster rate. However, the constant repetition of pulses results in additional correlation

peaks at τ = 2Ti. In OOK, this is easily rejected as only one peak position is of interest.

Here, care must be taken to ensure secondary peaks do not correspond to another value

of Ti, introducing an additional constraint TNslots
< 2T1 or Nslots = T1/2tp, where tp is

pulse width.

3.4.3 Pulse Amplitude Modulation

An improvement on the data rates attainable with OOK-style transmission may arise

from a PAM style of transmission. If ρT in Equation 3.20 assumes a number of discrete

levels, then the peak at T in g(τj) will do the same. Figure 3.6 shows an example

of 4 level PAM transmission, with binary words “01” and “11” transmitted. The

secondary pulse takes one of 4 possible levels in order to produce varying heights in

g(τ). This requires an additional level of complexity in the transmitter in order to

generate the sequential pairs of pulses. The method could also be combined with

PPM-style transmission.
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Figure 3.6: Schematic of pulse arrangements for PAM-style transmission with 4 levels.

Figure 3.6 assumes that the discrete levels in g(τj) can be uniformly distributed.

In reality, as will be shown in Chapter 4, the peaks in g(τj) follow a Poissonian distri-

bution (see Appenix A). As the variance of a Poissonian variable is equal to its mean,

the higher levels in g(τj) will have a wider distribution of values, meaning they will

have to be separated further from the previous levels in order to distinguish them.

PAM style transmission will therefore require significantly higher levels of transmit-

ter output power and received power, even for the modest data rate increase of 4-level

PAM. Furthermore, the complexity of decoding this transmission scheme is significantly

increased.

3.4.4 Transmission Scheme Comparison

Each transmission method detailed above has strengths and weaknesses, however, some

qualitative comparison is useful in deciding which scheme to implement. It was decided

that efforts should focus initially on OOK and PPM-style transmission, as PAM intro-

duces additional complexity on both transmitter and receiver.

To compare the potential performance of OOK and PPM transmission, a “frame”

of pulses is considered. The frame is defined as the time window required to transmit

equally distinguishable correlation peaks in g(τj). The frame will have a specific time

81



Chapter 3. Single Photon Communications I: Mathematical Framework

I

Timeτrep

τdtp

(a)

I

Time

...

τrep

τdtp tp

τrep/2

(b)

Figure 3.7: Frame timings for (a) OOK and (b) PPM-A style transmission.

window, number of pulses and number of transmitted bits, defined by the transmission

method used. These parameters can then be used to qualitatively compare the potential

data rates and received power requirements of each method.

Data rate

The data rate can be defined as the number of bits transmitted over the time length

of of a single frame. Here, a frame is defined as the period over which the same pulse

pattern is repeated. For the case of enhanced OOK-style transmission as shown in

Figure 3.3, where a single time separation is used to represent a symbol “1” and no

pulses for symbol “0”, the number of bits transmitted in a single frame is 1. The frame

length is dependent on the pulse width tp, detector dead time τd and the number of

pulse repetitions required to form a peak in g(τ). In order to detect both pulses for

a single correlation, they must be separated by τrep = tp + τd, otherwise the detector

may be blinded by a photon from one pulse and not detect the next. The timings are

indicated in Figure 3.7(a). Assuming the probability of detecting each pulse remains

the same throughout, the number of repetitions of the time length τrep can be defined

as Nr, and is the same for both OOK and PPM. For OOK, we then have:

Rdata,OOK =
1

Nr(tp + τd)
. (3.24)

For PPM-A, care must be taken to avoid the repeating pattern from correlating with

itself, so all secondary pulses must occur before τrep/2, as shown in Figure 3.7(b). In
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addition, as g(τ) is the autocorrelation function, if pulse widths of tp are used correlation

peaks will have widths of 2tp. Therefore, each secondary peak must be separated by

a minimum time window of tp to avoid overlapping correlation peak locations. These

constraints, in addition to the same dead time restrictions from OOK transmission,

result in τrep = 2((2Nslots + 1)tp + τd). As the number of bits transmitted per frame

will be log2(Nslots), and the repetitions required to build up a signal in g(τ) remains

Nr, the data rate is given by:

Rdata,PPM−A =
log2(Nslots)

2Nr((2Nslots + 1)tp + τd)
. (3.25)

In PPM-B, where each symbol is represented by different, constant pulse repetitions,

the time interval τrep is determined by the maximum correlation time used, similar to

OOK. However, there are additional constraints introduced by the dead time of the

detector and the need to avoid interfering secondary pulses. The number of slots that

can be used is related to the minimum time separation T1 as Nslots = T1/2tp. In

addition, T1 must be greater than τd + tp in order to resolve the correlation peak. The

data rate is therefore given by:

Rdata,PPM−B =





log2(Nslots)
Nr(2Nslots−1)tp+τd

2Nslotstp < τd

log2(Nslots)
2Nr(2Nslots−1)tp

2Nslotstp > τd.

(3.26)

Here, the different cases ensure that T1 > τd, and the time slots have been constrained

so that TNslots
< 2T1.

Equations 3.24, 3.25 and 3.26 allow comparison of expected data rates from each

transmission method. The number of repetitions to obtain a useful signal Nr is un-

known at this stage, however, it appears in an identical fashion in all equations and,

therefore can be factored out. Resulting “scaled” data rate calculations will then be

an unattainable maximum ceiling, as real values will be reduced by a factor of Nr. In

Chapter 4, the hardware used provided values of tp = 5 ns and τd = 35 ns, so the
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Figure 3.8: Scaled potential data rates for PPM-A with slot number Nslots, with (a)
τd = 35 ns and varying tp and (b) tp = 5 ns and varying τd. Peak values occur due to
the logarithmic increase in transmitted bits, but linear increase in time scales required.
The OOK-style data rate is included for comparison.

following analysis is done on values in this region.

For OOK, the data rate is limited in an inverse fashion to the timescales required.

Both tp and τd contribute in an identical manner, with shorter optical pulses and shorter

dead times being desirable for high data rates. For tp = 5 ns and τd = 35 ns, the scaled

data rate yields 25 Mb/s.

For PPM-A and PPM-B, the relationship is more complex. Figures 3.8 and 3.9 show

the variation of expected data rate as the number of pulse position slots is increased

for different pulse widths (a) and detector dead times (b). Dead time values around

those expected from SPADs have been considered, along with no dead time, as arrayed

receivers can mask such effects. Both tp and τd contribute to the performance, but

the effect of tp is much stronger. In all cases, the general trend is the same: as Nslots

increases bits-per-frame and time lengths differently, there is an optimum value of Nslots

to maximise data rate, which varies with tp and τd. Note that Figure 3.9(b) does not

show a plot for τd = 0 ns as the result is identical to τd = 20 ns due to the cases detailed

in Equation 3.26.

In Figure 3.10 the data rates for PPM-A and PPM-B at the optimum value of Nslots

is shown for varying tp and τd. Again the stronger dependence on tp can be seen. As
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Figure 3.9: Scaled potential data rates for PPM-B with slot number Nslots, with (a)
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Figure 3.10: Scaled peak potential data rates for PPM-A with (a) τd = 35 ns and
varying tp and (b) tp = 5 ns and varying τd.

the pulse length becomes narrower, many more pulse slots can fit into the same time

window to rapidly increase data rate. However, τd only sets constraints on the first

time slots, so its contribution is less significant, particularly as Nslots increases. As with

OOK, minimising both tp and τd provides higher data rates. The stepped behaviour of

the PPM-B plot in Figure 3.10(b) occurs as the condition 2Nslotstp < τd is progressively

shifted as τd increases.

While the analysis so far deals with parameter values expected from a link using a

micro-LED transmitter and SPAD receiver, the transmission scheme is not dependent
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Figure 3.11: Scaled peak potential data rates for PPM-A with shorter optical pulses.

on this particular hardware arrangement. As such, it is useful to consider the use of

shorter optical pulses attainable with laser sources. Figure 3.11 shows the expected

data rates for PPM-A and PPM-B down to 10 ps width pulses for a detector with a

dead time of 35 ns and a detector with no dead time. Data rate rapidly increases as

pulses are shortened, as more pulses can fit in a given time window, and the optimum

value of Nslots increases. For a detector with no dead time, and 10 ps optical pulses,

Gb/s data rates may be possible. However, this is under the assumption that a value

of Nrep ≈ 10 is reasonable, and that there is no influence of background noise.

Finally, the expected maximum scaled data rates for the hardware used in Chapter

4 (tp = 5 ns and τd = 35 ns) can be calculated, and the result is shown in Figure

3.12. The maximum attainable data rate with PPM-A with these parameters does

not reach the level achievable with OOK. This is primarily due to the fact that the

OOK signals can be built up more rapidly when using a signal with constant repetition

rate Rrep, as discussed in Section 3.4.1, since there is no need to space out the pulses

and avoid interfering correlation peaks. PPM-B does slightly outperform OOK at the

optimum number of Nslots, however, OOK-style transmission is used in Chapter 4 as

it is significantly simpler to implement, with only a minor reduction in potential data
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τd = 35 ns.

rates.

Pulse Efficiency

While data rate has been prioritised for the experiments presented in the following

chapter, another important factor is the efficiency of data transmission. For a qual-

itative comparison, efficiency can be defined as the number of bits that can be sent

per optical pulse, as the photon number per pulse, ρ0, and photon detection efficiency,

ηPDP , will be equal for both OOK and PPM.

In OOK, the number of pulses sent per frame will be 1 × Nr: the number of rep-

etitions to obtain a useful signal. As one bit is sent per frame, the resulting pulse

efficiency is:

ηpulse,OOK =
1

Nr
. (3.27)

In the case of PPM-A, a secondary pulse is required, so the number of pulses sent

per frame is 2×Nr. With log2Nslots bits transmitted per frame, the pulse efficiency is

then:
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Figure 3.13: Comparison of pulse efficiency for transmitting using OOK or PPM.

ηpulse,PPM−A =
log2Nslot

2Nr
. (3.28)

For PPM-B, the number of pulses sent per frame is identical to that of OOK,

however, the number of bits transmitted is the same as PPM-A. Therefore, the pulse

efficiency is:

ηpulse,PPM−B =
log2Nslot

Nr
. (3.29)

As with data rate, Nr is unknown, but appears identically in all equations so can

be factored out. The resulting scaled efficiencies are shown in Figure 3.13, with the

maximum PPM data rate points indicated in red. PPM transmission provides enhanced

pulse efficiency over OOK, suggesting that the overall energy or photon efficiency will be

higher, even if data rate is lower. The trend also indicates that efficiency can continue

to increase as Nslots is increased. However, as shown in Figure 3.8, the data rate will

continue to reduce. The choice of transmission scheme can therefore be made based on

the priority of the communication system.

The bits-per-photon efficiency of the scheme will be related to the pulse efficiencies

88



Chapter 3. Single Photon Communications I: Mathematical Framework

described here, but will be strongly dependent on the receiver performance. Many

photons will be present in a single optical pulse, and while the dead time of a single

SPAD prevents multiple photon detections per pulse, increased numbers of incident

photons increase the probability of a detected event. The exact number of photons

required to trigger a detection will depend on the photon detection probability (PDP)

of the SPAD. Higher PDP devices will require fewer incident photons and result in a

better photons-per-bit performance. The analysis here allows a qualitative comparison

between transmission schemes, as the detection of pulses by a SPAD will behave in the

same manner for all approaches.

3.4.5 Single Photon Channel Capacity

It is important to consider the proposed data transmission scheme within the framework

of information theory, and therefore discuss the capacity of the single-photon counting

channel. The capacity is a measure of how much information can theoretically be

sent over a noisy channel. The widely successful Shannon-Hartley theorem gives an

analytical solution for the capacity of an analogue channel with additive white Gaussian

noise (AWGN) [34]:

C = fBW log2(1 + SNR). (3.30)

Here, C is channel capacity, fBW is the bandwidth of the channel and SNR is the

signal-to-noise ratio. While this theorem has overwhelming success for classical com-

munication channels, single-photon channels differ significantly from AWGN analogue

channel conditions due to the discrete nature of detection events.

Instead of looking for an analytical solution for channel capacity, a numerical so-

lution can be found using the Blahut-Arimoto algorithm [35]. This is a fixed-point

iteration method that considers a transmitter and receiver with finite discrete alpha-

bets X and Y respectively, operating at a sample rate Rs. If the conditional probability
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(p(y|x)) of receiving y ∈ Y when x ∈ X was sent is known, then for a given transmitter

symbol distribution p(x), an upper and lower bound for the transmitted bits per sample

period can be calculated. Then p(x) is updated iteratively until the bounds converge

to the capacity per sample period.

For the single SPAD link described in this chapter, with dead time τd and photon

detection probability ηPDP , choosing Rs > 1/τd results in a receiver alphabet of Y =

0, 1, with y = 1 corresponding to a SPAD rising edge occurring in the sample interval,

and y = 0 corresponding to no rising edge. The transmitter also has an alphabet of

X = 0, 1, corresponding to the LED being off or on. To maintain constant average

photon flux (desirable to avoid flicker) at the receiver of Φs, the LED transmits photon

fluxes of Φ0 and Φ1 for x = 0 and x = 1 as:

Φ0 = 0 (3.31)

Φ1 = Φs/p(x = 1). (3.32)

With a constant flux of background photons and dark counts, the average number of

photons incident on the SPAD during a sample period nav is given by:

nav =





Φbg/Rs , x = 0

(Φbg + Φ1)/Rs , x = 1.

(3.33)

The probability of receiving a photon count Pcount in the sample period is given by:

Pcount(nav(x)) =
inf∑

n=1

Pnav(n).P
(n)
count. (3.34)

Here, Pnav is the Poissonian distribution (see Appendix A) with mean nav, and P
(n)
count

is the probability of a detector count when n photons are incident on the detector.
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If the photons in a pulse are considered as sequentially incident on the detector, the

probability of not detecting a pulse is (1 − ηPDP )n. Therefore, the probability of a

detector count is given by:

P
(n)
count = 1− (1− ηPDP )n. (3.35)

The dead time of the SPAD must also be accounted for, and can be expressed as a

number of sample intervals ndead:

ndead = τdRs. (3.36)

The probability that the SPAD is undergoing recovery and cannot detect a photon is

then given by:

Pdead =

ndead∑

i=1

(p(x = 0)P0 + p(x = 1)P1)× (1− p(x = 0)P0 − p(x = 1)P1)i−1. (3.37)

The probabilities of detecting a “1” when a “1” or “0” were transmitted are then:

P0 = Pcount(nav(x = 0))(1− Pdead) (3.38)

P1 = Pcount(nav(x = 1))(1− Pdead). (3.39)

Equation 3.37 can be solved numerically with a standard zero search in the interval

[0, 1]. The channel matrix p(y|x) is given by:
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p(y|x) =





1− P0 , x = 0, y = 0

P0 , x = 0, y = 1

1− P1 , x = 1, y = 0

P1 , x = 1, y = 1.

(3.40)

This is the input for the Blahut-Arimoto algorithm, and is updated for each iteration

as it depends on the transmitter distribution p(x).

Capacity Results

In Chapter 4, a SPAD receiver is used with parameters of τd = 35 ns and ηPDP = 0.25 or

0.18, depending on the wavelength used. For low background conditions of Φbg = 619 Hz,

the Blahut-Arimoto algorithm was applied to determine the channel capacity for each

value of ηPDP . The results are shown in Figure 3.14 for a range of incident signal counts

expected for a single SPAD system. Intuitively, as the signal count rate increases, the

maximum potential data rates also increase, with higher photon detection probabilities

enabling higher capacities. At very high count rates, there is a saturation effect. This

is caused by the dead time of the detector, which restricts the maximum number of

detection events in a given time window.

3.5 Summary

This chapter has introduced methods and background mathematics for transmission

of classical data using a single SPAD as a receiver. By transmitting optical pulses

with known temporal separations, data can be encoded in the temporal correlation

pattern, rather than intensity as in conventional VLC. The autocorrelation g(τ) of

the signal from temporally spaced pulses will show peaks at the chosen time lags.

The presence, absence or position of such peaks can be used to encode data. As the

temporally correlated signal must be repeated to obtain a useful correlation signal
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Figure 3.14: Channel capacity for given incident photon flux with photon detection
efficiencies of ηPDP = 0.18 and ηPDP = 0.25 under low background conditions.

level, the data rates are expected to be modest, however the single-photon approach

with strong potential for background rejection makes this an attractive scheme.

Transmission schemes arise naturally from this approach as parallels of conventional

data transmission methods. Forms of on-off keying, pulse position modulation and pulse

amplitude modulation are discussed here, with particular focus on OOK and PPM due

to their relative simplicity. OOK is expected to be simpler to implement and provide

high data rates, while PPM is more energy efficient. As such, the transmission scheme

should be chosen based on the requirements of the communication system.

The discrete autocorrelation function g(τj) of the output of a SPAD can be cal-

culated either offline or with simple logic circuits, utilising the digital nature of the

SPAD. The optical source does not require any complex driving electronics to generate

the correlated pulses, nor does it require high optical power. As such, the hardware

requirements on such a scheme are simple. In the following chapter, OOK-style trans-

mission is implemented using a single CMOS controlled micro-LED as a transmitter,

and a single commercial SPAD as a receiver.
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Chapter 4

Single Photon Communications

II: Experimental Implementation

The previous chapter introduced the mathematical basis for a new form of data trans-

mission using temporally correlated optical signals. In this chapter, the experimental

implementation of such a scheme is discussed. The hardware used and particular pa-

rameters for the transmission protocol are introduced, and the communications link is

characterised. As the behaviour is somewhat different to conventional VLC, new pa-

rameters are introduced for characterisation. Bit error ratio performance is measured

for varying received power. Most importantly, the transmission scheme is assessed

under high optical background conditions, both constant and modulated. Finally, a

real-time link was developed using FPGAs, to demonstrate the practical functionality

of the scheme.

4.1 Current Implementation

In Section 3.4, transmission schemes for the correlated communication method were in-

troduced and compared. The OOK-style of transmission was chosen for implementation

in this Chapter, due to its simple requirements and higher potential data rates.
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Figure 4.1: (a) The CMOS controlled micro-LED array in the control board. (b)
Optical pulses from the micro-LED pixel.

4.1.1 Transmission Protocol and Hardware

The performance of the transmission protocol is dependent on the performance of

hardware used for transmitting and receiving the signals; primarily the optical pulse

width tp and SPAD dead time τd. A CMOS controlled micro-LED provided the optical

pulses and a commercial SPAD was used as a receiver.

The micro-LED array used consists of 16× 16 individually addressable LED pixels.

For this work, only a single pixel was used; however, pixels could be grouped to increase

transmitter output power. A detailed description of the CMOS controlled micro-LED

arrays can be found in Section 1.3 in the introduction. The array used here consisted of

99× 99 µm square pixels, arranged in a tessellated fashion on a 100 µm pitch. For the

majority of the following results, a 405 nm emitting device was used (device “SPC array

A” in Table 1.1), and is shown in Figure 4.1(a), housed in the control motherboard.

However, for the specific applications in Chapter 5 a 450 nm device has been used

(“SPC array B”), which has the same pixel arrangement.

The CMOS electronics allow the micro-LED to be driven in a short pulsed mode
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Figure 4.2: (a) Thorlabs SPCM20A. (b) Spectral response of the SPAD.

where the optical output is triggered by the falling edge of an input logic signal. The

shortest stable output pulses are shown in Figure 4.1(b), and have a pulse width of

5 ns full width at half maximum (FWHM). Similar devices have been used to produce

optical pulses of 300 ps [1]; however, it was observed with this particular device that the

pulses became non-uniform and inconsistent when operated below 5 ns. Nevertheless,

5 ns wide pulses fulfil the requirements of the transmission scheme of tp < τd.

The commercial single-photon counting module (Thorlabs SPCM20A) used as a

receiver consists of a single SPAD with relevant control and pulse detection electronics

in a single package, shown in Figure 4.2(a). The 20 µm diameter SPAD has a dead time

of 35 ns and a typical dark count rate of 25 Hz. This is a very low value for a SPAD,

and enabled by a Peltier cooling element, which stabilises the SPAD’s temperature

below ambient temperature. Various photon counting methods are available through a

USB interface and logic pulses for detected photons can be read out directly through

an SMA connection. The spectral response of the SPAD is shown in Figure 4.2(b),

plotted from data supplied with the module. From this, a PDP of 18% is estimated for

the 405 nm wavelength used.
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In order to produce signals suitable for the OOK-style transmission, the micro-LED

was triggered using a field-programmable gate array (FPGA) board and a small addi-

tional board of digital electronics. The FPGA was programmed with a pseudorandom

bit sequence (PRBS) which could be output at the desired data rate. The output is

connected to the digital electronics, which consists of an AND gate and a square-wave

oscillator. The data stream therefore controls the presence or absence of the pulse

stream, while the oscillator controls the time separation between pulses. The signal

from the AND gate is then used to trigger the common input of the CMOS control

board, controlling the pulse output of the entire array simultaneously. The pixel is

selected using an additional FPGA board housed on the CMOS control board.

The experimental setup is shown schematically in Figure 4.3. The output from the

LED is collected and imaged onto the receiver plane with a lens (Thorlabs C220TME-

A, focal length of 11 mm) and transmitted through a graded neutral density (ND)

filter wheel (Thorlabs NDC-50C-4M-A). A 450 nm shortpass filter is placed in front of

the SPAD to reject additional background light. The pixel is imaged onto the 20 µm

diameter SPAD active area; however, as the pixel image is approximately a 7 mm

square, only a small portion of the light is collected. In a practical system, receiver

optics could be used to collect more light on to the active area of the SPAD, allowing

higher degrees of loss through the channel. This was not necessary for the experiments

here, as more than enough optical power was received with minimal effort on alignment

and light collection. A secondary light source is present in the optical setup to allow

control over the background light signals. The logic signal from the SPAD was captured

by an oscilloscope (Tektronix MDO3104) and transferred to a PC for offline processing

in MATLABTM.

With a pulse width of tp = 5 ns and a SPAD dead time of τd = 35 ns, the analysis

presented in Chapter 3 indicates that OOK transmission should be performed with a

minimum pulse separation of 40 ns. The expected waveforms and timings for transmit-

ting in this way are shown in Figure 4.4. Setting the oscillator in the digital driving
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Figure 4.3: Schematic of the experimental setup used.

electronics to 25 MHz gives the desired 40 ns separation between the 5 ns pulses. As

correlations are built up, the correlation histogram will show a peak at a time lag of

40 ns. An additional secondary peak will also appear at 80 ns, as pulses can correlate

beyond their nearest neighbours, but this can safely be rejected by setting a correlation

window around only the 40 ns pulse.

With this experimental setup and transmission method, the communication link

was characterised, processing data streams in an offline fashion. This method was used

for the coming subsections. Section 4.2 introduces a real-time link, in which the data

is processed on the FPGA, which was used for the applications in Chapter 5.

4.1.2 Numerical Calculation of Received Power

While the photon counts from the SPAD will determine the communication link perfor-

mance, the photon flux incident on the receiver, and received optical power are useful

characterisation parameters. As the output of a SPAD is a series of photon counts

with a probabilistic nature, the incident photon flux and optical power on the detector

can be determined through numerical methods. For the transmission protocol used in

the current implementation, it will be necessary to characterise power levels for both

constant illumination and received average power under the pulsed repetitive signals.
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Figure 4.4: Schematic of expected waveforms for the chosen transmission scheme.

Constant illumination

The SPAD used as a receiver has known values for detection probability ηPDP , dark

count rate Rdark and dead time τd. If Φ(t) is the photon flux incident on the active

area of the SPAD, in photons per second, the probability f(t)dt of receiving a count in

the time interval [t, t+ dt] is given by:

f(t)dt = (ηPDPΦ(t) +Rdark)(1− fd(t))dt. (4.1)

Here, fd(t) is the probability that at time t the SPAD is still undergoing a recovery

cycle from a previous photon count, given by:

fd(t) =

∫ t

t−τd
f(t′)dt′. (4.2)

These equations form a set of integral equations that is non-trivial to solve. However,

for constant illumination Φ(t) = Φc, and P (t) = Pc = Rc, where Rc is the measured

count rate from the detector. Equation 4.1 can then be solved for Φc as:
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Φc =
1

ηPDP

(
Rc

1− τdRc
−Rdark

)
. (4.3)

The dead time correction factor 1 − τdRc is as expected for a discrete event detector

which is not paralysed by additional events within its recovery time [2], while ηPDP

accounts for detection efficiency at the wavelength used. Incident optical power is then

given by:

L =
hc

λ
Φc, (4.4)

where h is Planck’s constant, c the speed of light and λ the wavelength of the source.

Pulsed conditions

Under the repeating optical pulses, Equation 4.1 can again be replaced with a simplified

approach. The incident pulses of light on the SPAD are continuous with repetition rate

Rrep. As pulses are deliberately chosen to have width τp < τd, and temporal separation

1/Rrep > τd, the average incident photon flux can be calculated numerically as follows.

For one optical pulse, the SPAD will output, at most, one count. A single optical

pulse incident on the detector will actually contain n ∈ N photons. Therefore, the

probability P
(n)
count of receiving one photon count from this pulse is given by:

P
(n)
count = 1− (1− ηPDP )n. (4.5)

Note that this makes use of the identities
∑0

i=1 ≡ 0 and
∏0
j=1 ≡ 1. The probability

Pcount of receiving a photon count for any pulse is then:

Pcount(nav) =

∞∑

n=0

Pnav(n) · P (n)
count. (4.6)

Here, Pnav(n) is the probability that a given incident pulse contains n photons, which

follows a Poisson distribution with average photon number nav ∈ R+, described by:
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Pnav(n) =
nnav
n!
e−nav . (4.7)

Pcount can also be measured experimentally from the measured signal count rate when

transmitting a binary symbol of “1” R(1):

Pcount,exp ≈
R(1) −Rdark

Rrep
. (4.8)

Here, Rdark is the dark count rate of the detector. It is therefore possible to find nav

numerically by solving:

Pcount(nav)− Pcount,exp = 0. (4.9)

Average incident flux and incident power are then given by:

Φ
(1)
inc = Rrepnav (4.10)

L
(1)
inc =

hc

λ
Φ

(1)
inc. (4.11)

Note that this is calculated assuming transmission of binary symbol “1”. During data

transmission, as described in Section 4.1.1, no pulses are transmitted on the binary

symbol “0”. Assuming that the two binary symbols are equally likely, average incident

photon flux and optical power are given by:

Φinc = Φ
(1)
inc/2 (4.12)

Linc = L
(1)
inc/2 (4.13)
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4.1.3 Poissonian Signal-to-Noise Ratio

In conventional OWC, the signal-to-noise ratio (SNR) is often used to characterise the

strength of the received signal. In the transmission method investigated here, it is

the distinguishability of the correlation peak in g(τ) that indicates the robustness of

classical information recovery to noise. A conventional definition of SNR for this system

can be defined as:

SNR = 10 log10

Nsignal

Nnoise
, (4.14)

where Nsignal and Nnoise are average signal and noise correlation counts. However,

as the correlation counting interval increases, Nsignal and Nnoise will both increase at

linear rates, resulting in a constant SNR. This does not reflect the observed increase in

distinguishability of signal correlations with increasing repetitions.

Instead, the statistical distributions of signal and noise correlation counts have been

investigated, with the aim of determining a more applicable figure of merit for signal

strength. Photon counting experiments were performed using the setup discussed in

Section 4.1.1. The transmitter was set to send pulses in a continuous fashion, as though

the data stream was a continuous stream of the binary symbol “1”. The received average

count rate was measured as 1.07× 107 Hz in a dark lab environment, with an average

background count rate of 619 Hz. The temporal correlations of photon detections were

binned with a bin width of 10 ns. Figures 4.5(a) and 4.5(b) show average histograms

of photon correlations for 1000 experiments after 5 and 100 pulse pair repetitions,

respectively.

At 5 repetitions, the histogram peak is very low, and difficult to distinguish from

background signals. After 100 repetitions the signal is much easier to distinguish,

however, in real data transmission with no averaging, the histogram will follow a dis-

tribution. The correlations are discrete independent events, so they follow a Poissonian

distribution (see Appendix A). The distributions of signal and noise are plotted in Fig-
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Figure 4.5: Measured correlation histograms for (a) 5 and (b) 100 pulse repetitions.
Poissonian distributions of signal and noise for (c) 5 and (d) 100 repetitions. The
values were obtained from the average of 1000 experimental repetitions. There is a
slight increase in counts in the 50 ns bin for 100 repetitions due to the finite optical
pulse widths. While the FWHM is 5 ns, the tail end of the pulses is slightly longer.
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Figure 4.6: (a) Measured correlation histograms for signal with noise, and noise alone.
(b) Poissonian distributions for signal, signal with noise and noise.

ures 4.5(c) and 4.5(d) for 5 and 100 repetitions, respectively. Signal has been defined

as the number of correlations in the 40 ns bin, and noise defined as the number in

the 60 ns bin. In Figure 4.5(c), it can be seen that the signal and noise distributions

overlap strongly, so it is difficult to distinguish them. In Figure 4.5(d), the distributions

have separated significantly. If a threshold on the histogram is used to determine the

presence of a peak, it corresponds to a point along the x-axis of the Poissonian distribu-

tions. At 100 repetitions a threshold of around 3 correlation counts would sufficiently

distinguish between noise and signal counts. The majority of signal readings would be

correctly identified, and noise readings rejected.

An additional factor in the correlation histograms is the increase of background

counts. The same experiment was performed with the background count rate delib-

erately increased to a constant rate of 1× 107 Hz, to investigate the effect of noise

counts. The resulting histogram and distributions are shown in Figure 4.6. The num-

ber of background noise correlations has significantly increased. In the distributions,

it can be seen that the noise distribution moves further along the x-axis, but also the

signal distribution, as noise counts are present in both. The signal distribution with

no noise is shown for comparison.

Distinguishability of the signal correlation peak is therefore determined by the over-

109



Chapter 4. Single Photon Communications II: Experimental Implementation

0 50 100
Pulse repetitions

10-6

10-4

10-2

100

P
oi

ss
on

ia
n 

ov
er

la
p

(a)

0.1 0.2 0.3 0.4
Photons detected per pulse

10-6

10-4

10-2

100

P
oi

ss
on

ia
n 

ov
er

la
p

(b)

0 1 2 3 4 5
Mean noise correlations

10-8

10-6

10-4

10-2

P
os

so
ni

an
 o

ve
rla

p

(c)

Figure 4.7: Poissonian overlap for changing (a) pulse repetition number, (b) photon
detection probability and (c) noise correlations.

lap of the Poissonian distributions for total signal plus noise correlations, PT (k), and

the noise alone Pn(k). Pn(k) is the probability of k correlations occurring due to noise

with mean λn, given by the Poisson distribution in Equation 4.15. Similarly, the cor-

relations counts with signal alone is given by Ps(k) with mean λs. The distribution of

correlations counts in the presence of both signal and noise, PT (k), is given by Equation

4.16. The Poissonian overlap is then given by Equation 4.17.

Ps/n(k) =
λks/ne

−λs/n

k!
(4.15)

PT (k) =

k∑

m=0

Pn(m)Ps(k −m). (4.16)

Overlap =
∞∑

k=0

PT (k)Pn(k), (4.17)

A lower value for the overlap indicates a more distinguishable signal, which will result in

a more reliable communication link. There are three major factors that will influence

the overlap: number of pulse repetitions (equivalently data rate), photon detection

probability (equivalently received power), and noise correlations. Example overlap

functions, as each of these parameters change, are shown in Figure 4.7.

The overlap reduces exponentially with increasing pulse repetition number, though

the rate of decay will depend on the received signal power. Figure 4.7(a) is valid for a
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received power of 38 pW with low background light. Higher received power results in

steeper decay, and lower power a more shallow decay. In addition, the overlap depends

on the probability of photon detection from each pulse. Figure 4.7(b) shows the overlap

for 100 repetitions as the photon probability is changed, and shows the decay is faster

than exponential. The different trends can be understood by noting that λ in Equation

4.15 follows λ = p2
phNr, where pph is the probability of detecting a photon from a single

pulse, and Nr is the number of pulse repetitions sent. This relationship gives rise to the

linear appearance of Figure 4.7(a) and the quadratic appearance of Figure 4.7(b). As

background correlations increase, the overlap also increases, as shown in Figure 4.7(c).

Here, the trend is sub-exponential. It is important to note that the noise model in this

transmission scheme is asymmetric, due to the Poissonian nature of photon detections.

This is significantly different to noise in conventional optical communications, which is

usually treated as Gaussian and symmetric.

Distinguishability of a signal in g(τ) is characterised well by the Poissonian overlap

given in Equation 4.17. This makes it a more useful parameter for link characterisation

than conventional SNR.

4.1.4 Data Rates and Bit Error Ratio

As determined in Chapter 3, the data rate of the transmission scheme implemented

here is related to dead time (τd) and pulse width (tp) by:

Rdata =
1

Nrep(tp + τd)
. (4.18)

Here Nrep is the number of pulse repetitions required to see a distinguishable peak in

g(τ). Another way of looking at this is that the data rate fixes the number of repetitions

available and therefore the probability of detecting a photon must be increased to

maintain the g(τ) peak. As photon detection probability is directly related to received

power, this leads to characterisation of the communication link in a conventional OWC
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Figure 4.8: BER against (a) detector count rate and (b) received power for data rates
of 10, 20, 50, 100 and 300 kb/s. In all cases, the LED pulse rate is 25 MHz, causing
pulse separations of 40 ns.

manner: by bit error ratio (BER) against received power.

A PRBS of 1× 104 bits is prepared on the FPGA, the length of which is limited by

the data processing capabilities of the oscilloscope and PC components in the measure-

ment setup. The ND filter wheel allows control over the received power and, therefore,

photon detection probability. The received photon count streams are processed offline

into a data stream, which can then be compared to the original stream sent to the

FPGA. The resulting BER curves are shown in Figure 4.8 in terms of both detector

count rate (a) and received power (b). While the curves in Figure 4.8(a) and (b) appear

almost identical, the relationship between detector count rate and received power is not

strictly linear, as detailed in the power calculations in Section 4.1.2. These results were

taken for very low background conditions, with an average background count rate of

619 Hz.

The received power measurements for the BER results are the amount of power

incident on the active area of the SPAD, calculated using the numerical methods de-

tailed in Section 4.1.2. The detector count rate is the parameter which governs the

BER performance; however, the optical power required to attain the required counts

is influenced by the properties of the SPAD. The detection efficiency of the SPAD at
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405 nm is 18% (see Figure 4.2(b)), meaning the incident photon flux on the active area is

significantly higher than the detector count rate. More efficient photon detection would

yield improved BER performance in terms of received power, though performance for

count rate would remain the same.

As shown in the Poissonian distributions in the previous section, the probability

of detecting a noise correlation under low background conditions is very low. The

threshold for determining the presence of a peak can therefore be set at very low levels.

For this experiment a threshold of 2 correlation counts was used. This means the

bit errors arise almost exclusively from missed correlation counts when transmitting a

symbol of “1”.

Figure 4.8(b) shows that with 15 pW of received power, a BER of less than 1× 10−3

can be achieved for a 300 kb/s link. The same BER can be achieved with 2 pW for a

10 kb/s link. As expected, these data rates are modest, however, the trade off between

data rate and received power can extend in both directions. Data can be transmitted

at almost arbitrarily low received power levels, at the expense of data rate. Similarly,

if more received power is available, the data rate can be increased. The relationship

between data rate and count rate is expected to be governed by Rdata ∝ (ph/s)2, as the

number of correlations depends on the square of received power. Figure 4.9(a) shows

data rate for given count rates at a BER of 1× 10−3 , with experimental data in circular

points and a fitted curve. The Rdata ∝ (ph/s)2 relationship is a good fit, indicating it

can be used to estimate achievable data rates for given detector count rates.

Figure 4.9(b) uses a logarithmic scale to compare the same results to the channel

capacity, which was calculated in Section 3.4.5. Evidently, the correlation approach falls

significantly short of the channel capacity for this SPAD and operational wavelength.

The primary reason for this is that the process of receiving correlations inherently

requires a photon from each of two adjacent pulses to be detected. As this occurrence

is unlikely, the pulses are repeated many times to build a histogram. This can be

thought of as a channel coding approach, to correct for erroneous detections through
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Figure 4.9: (a) Data rate against count rate for a BER of 1× 10−3 , fitted with y = ax2

using a non-linear least squares method in MATLABTM, resulting in a = 0.528. (b)
Logarithmic scale plot to show comparison to channel capacity.

repetition. Such repeat code methods are inefficient compared to modern forward error

correction methods, so the correlation approach is far from achieving capacity.

While there is significant loss in performance compared to channel capacity, the

advantage from repeated, correlated pulses is expected to be in background rejection

capabilities. Incident photons from background sources are unlikely to be correlated

on the same time-scales used for data transmission and, therefore, should not show

significant interference. These effects are investigated in Sections 4.1.6 and 4.1.7.

4.1.5 Photons Per Bit Cost and the Quantum Limit

A metric for characterising the efficiency (or cost) performance of the link is the number

of received photons per bit. If nav is the average number of photons per pulse incident

on the detector, then for a given Rdata, the number of incident photons per bit ninc is

given by:

ninc =
navRrep
2Rdata

. (4.19)

Here, Rrep is the pulse repetition rate, and the factor of 2 accounts for half the trans-

mitted bits being “0”. However, the number of photons received per bit is found
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experimentally according to:

nrec ≈
R

(1)
sig −Rdark

2Rdata
, (4.20)

and related approximately to ninc by:

nrec ≈ ηPDPninc. (4.21)

The standard quantum limit (SQL) for optical communications will apply to the

number of received photons per bit nrec, as it is defined for an ideal photodiode with

100% efficiency [3]. The SQL is the minimum number of photons per bit required to

maintain a certain BER for a given transmission scheme, set by the Poissonian nature

of photon detection. If an average number of photons nrec is incident on a detector

for transmission of a binary “1”, electron hole pairs are formed with a Poissonian

probability distribution with mean nrec. For a binary symbol of “0” it is assumed that

no electron hole pairs are generated. The probability distribution of the response under

nrec incident photons has a non-zero probability of recording no counts and, therefore,

being indistinguishable from transmission of a “0”, leading to a bit error. The BER can

be expressed in terms of nrec by rearranging the equation for a Poissonian distribution

at k = 0 (see Appendix A) as:

BER =
1

2
e−nrec . (4.22)

Alternatively, the minimum number of photons that are required to maintain a set

BER is given by rearranging Equation 4.22 into:

nrec > − log(2×BER) nrec ∈ N. (4.23)

Note that nrec is the number of photons received for transmission of a binary “1”, and

it is assumed that the transmission scheme has equal probability of transmitting each
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Figure 4.10: Received photons per bit for data rates to maintain a BER of less than
1× 10−3.

symbol. Therefore, the standard quantum limit in photons per bit for OOK is given

by:

SQL =
nrec

2
. (4.24)

For the case considered here, a target BER of 1× 10−3 is set, resulting in an SQL of

3.5 photons per bit.

The photons per bit for each data rate investigated is plotted in Figure 4.10, with

the SQL for comparison. The fitted curve is calculated from the relationship between

correlation counts, received power and data rate. The number of signal correlations

depends on the square of received power, and is inversely proportional to data rate

Rdata. In order to maintain a target BER, a constant number of correlation counts

must be reached, meaning (ph/s)2 ∝ Rdata. As photons per bit is then the required

photons per second over data rate, the following relationship is obtained:

ph/bit ∝ 1√
Rdata

. (4.25)

Therefore, the data in Figure 4.10 is fitted with a y = a/
√
x relationship, resulting in
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a value of a = 240 with an R2 value of 0.9926.

At 300 kb/s, the communication link is transmitting each bit with an average of

14.3 detected photons. This is relatively close to the SQL, as described above. While

the trend of the curve suggests higher data rates will move closer, the correlation

scheme will be ultimately unable to reach the SQL. Two photons must be detected

for each correlation count, increasing the cost of data transmission. Furthermore, the

correlation counts themselves follow a Poissonian distribution, which must reach a high

enough level to be distinguished from background noise.

It is important to note that no FEC has been implemented for these experiments, so

there is potential for improved efficiency by using powerful error correction codes [4–6].

Furthermore, only OOK-style transmission has been implemented here. As discussed

earlier in Section 3.4.4, PPM-style transmission has potential for much more efficient

data transfer, though at an increased level of complexity and at the cost of data rate.

After correcting for detector efficiency, 14.3 detected photons corresponds to 79.6

incident photons. At a wavelength of 405 nm, this equates to 3.91× 10−17 J incident

on the detector per bit. This extremely low energy demonstrates the suitability of the

transmission scheme for low emitted power or high channel loss environments.

4.1.6 Influence of Constant Background Signals

A major strength of this transmission method is that it is expected to be robust to

background noise counts. Ambient light, such as sunlight or interior lighting, is ap-

proximately constant, and does not show temporal correlations on the time scales of

10s of ns. To verify the minimal interference, BER data was taken with increasing levels

of background light generated with a secondary LED. The background LED (OSRAM

LD CQ7P) emitted at 450 nm, and was placed within a few centimetres of the SPAD,

with no additional optics. The filter in front of the SPAD was removed to allow strong

background signals for testing.

As background light levels increase, the number of counts detected by the SPAD
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Figure 4.11: (a)BER curves for a 50 kb/s link under varying background conditions.
Legend values correspond to table 4.1, with increasing levels of background counts. (b)
Comparison of required signal power to background power.

Table 4.1: Table of conditions for BER curves in Figure 4.11(a). Detector count rate
(R), incident photon flux (Φ) and optical power (P ) are shown for background condi-
tions (subscript bg) and for the signal at a BER of 10−3 (subscript s/inc).

Curve
Rbg

(s−1)
Φbg

(ph/s)
Pbg

(pW )
Rsig
(s−1)

Φinc

(ph/s)
Pinc

(pW )

a 619 2.48× 103 1.09× 10−3 2.04× 106 1.06× 107 5.2
b 1.08× 106 4.49× 106 1.98 2.46× 106 1.30× 107 6.4
c 2.06× 106 8.88× 106 3.92 2.80× 106 1.51× 107 7.4
d 4.00× 106 1.86× 107 8.22 3.29× 106 1.81× 107 8.9
e 1.00× 107 6.15× 107 27.20 4.84× 106 2.91× 107 14.3

from background signals also increases. The probability of unwanted correlations also

increases, so the threshold for rejecting noise and accepting signal correlations in g(τj)

must be increased accordingly. This results in higher requirement on received power, as

shown in the BER curves in Figure 4.11(a) for a 50 kb/s link. Each curve represents a

different level of background light, with the conditions detailed in Table 4.1. Light levels

corresponding to values of 0, 1× 106 , 2× 106 , 4× 106 , and 1× 107 Hz for detector

count rate Rbg were targeted, resulting in the incident photon flux and optical power

values indicated by Φbg and Pbg, respectively. Table 4.1 also shows the detector count

rate, photon flux and power values for a the signal at a BER of 1× 10−3.

There is an increase in the required power levels to maintain the same BER perfor-
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mance; however, the 50 kb/s link still retains a BER of 1× 10−3 for a received power

of 14.3 pW, while under background conditions of Rbg = 1× 107 Hz, or 27.20 pW.

This condition is somewhat extreme, as the detector will saturate at a count rate of

1.4× 107 , and normal room lighting with this setup gives a count rate of 2.33× 105.

To better visualise the background rejection, Figure 4.11(b) shows the required signal

power to maintain a BER of 1× 10−3 plotted against the power of the background sig-

nal. Data has been taken for both 50 kb/s and 10 kb/s. The solid black line indicates

where the power levels are equal. As background power levels increase, the required

signal power increases only a comparatively small amount. At very high background

light levels, data is being transmitted with signal power at a fraction of the background

level.

The constant background light rejection detailed here shows the transmission scheme

is capable of operating even under extreme levels of illumination. High intensity back-

ground light only requires a minor increase in signal power to maintain the same link

performance. The system should therefore easily be capable of operating in conditions

where direct sunlight, room lighting, or other constant background lights are present,

even if no filter was implemented.

4.1.7 Influence of Modulated Background Signals

As the transmission scheme depends on variations in temporal correlation, it can also

be expected to be robust to modulated background signals. While modulated signals

will have some level of temporal correlation, dependent on the modulation frequency,

in general it will not show significant variation in the correlation window that is being

exploited and, therefore, should not cause strong interference.

As the number of correlation counts depends on the square of received power, a

high modulation rate background signal should interfere in the same manner as a

constant signal at the root mean square (RMS) of its count rate. For this reason,

background signals were prepared with modulated intensity and RMS photon count
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Figure 4.12: (a) BER curves for a 50 kb/s link with modulated background signals.
Legend values correspond to Table 4.2, with increasing modulation frequency for the
background signal. (b) Signal power required to maintain constant BER for varying
background modulation rate.

rates maintained at approximately 5 MHz, resulting in average background power levels

of 11 pW. A secondary LED (OSRAM LERTDUW S2W, 450 nm) was modulated

with a transistor to generate pseudorandom OOK signals, similar to what would be

expected from a conventional OWC link. A number of background modulation rates

were investigated, from around the same symbol rate as the correlation link, up to

10 MHz. The resulting BER curves for a data rate of 50 kb/s are shown in Figure

4.12(a), with the corresponding background conditions listed in Table 4.2.

The BER curves show two distinct groups of results, labelled as Group I and II.

Group I consists of the results under unmodulated and high modulation rate back-

ground signals. Group II consists of the results under background signals with modu-

lation rates comparable to the data rate of the correlation link. When the background

signal has a modulation rate similar to the data rate of the desired signal, it causes

stronger interference, increasing the required signal power to maintain the same BER.

This is shown clearly in Figure 4.12(b), where the signal power to reach a BER of

1× 10−3 is plotted against background signal frequency. Note the scale changes from

linear to logarithmic at 1× 104 Hz. High frequency background signals interfere in

the same manner as unmodulated signals of the same RMS power, while frequencies
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Table 4.2: Table of modulated background conditions for results in Figure 4.12. Optical
power Pbg and modulation rate of the background interference, detector signal count
rate (Rsig), incident signal photon flux (Φinc) and signal optical power (Pinc) are shown.

Curve
Background

Modulation Rate
Pbg

(pW )
Rsig
(s−1)

Φinc

(ph/s)
Pinc

(pW )

a DC 11.35 3.60× 106 2.02× 107 9.9
b 10 kHz 12.26 4.74× 106 2.83× 107 13.9
c 40 kHz 11.75 4.60× 106 2.73× 107 13.4
d 50 kHz 11.39 4.55× 106 2.69× 107 13.2
e 62.5 kHz 11.45 4.57× 106 2.71× 107 13.3
f 100 kHz 11.36 4.60× 106 2.73× 107 13.4
g 1 MHz 11.36 3.84× 106 2.18× 107 10.7
h 10 MHz 11.47 3.63× 106 2.04× 107 10

close to the correlation link data rate require approximately 40% more received power.

This is in contrast to conventional OWC, where it would be very difficult to decode an

intensity modulated signal when the background light is also modulated at the same

rate.

The lack of interference at higher background frequencies can be attributed to two

factors. Firstly, the background signal completes many cycles within a single bit period

of the correlation link, making its modulation less significant and it appears closer to

an unmodulated signal. Secondly, the dead time of the SPAD restricts the number of

photons that can be detected per background cycle, reducing the difference between

a high and low level. This reduction in modulation depth also makes the background

signal appear more like an unmodulated signal.

When the background signal modulates close to the correlation link data rate, the

changes in intensity have greater effect. The background signal is now generating

different levels of noise correlations from one bit period to the next, making threshold

decisions more difficult. However, under all conditions, a BER of 1× 10−3 is achieved

with less than 14 pW of received power.

The correlation link is robust to modulated background signals as it operates on

two time scales simultaneously, namely the correlation time and the bit period. As
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conventionally modulated signals tend to operate on a single time scale set by the

modulation frequency, they are unlikely to cause significant interference. This means

the correlation link could potentially be used in the presence of other modulated optical

signals, making it suitable for applications such as the “Internet of Things”, where many

devices may be communicating simultaneously, or as a secondary link in an OWC

network. Furthermore, multiple correlation links can operate in parallel simply by

adjusting the correlation time used, enabling parallel scaling of data rates, or multiple

simultaneous data streams to different devices.

4.2 Real-Time Link

The previous results relied upon offline processing of SPAD counts and decoding of

data streams. A trigger signal from the FPGA sent to the oscilloscope bypassed any

issue of synchronisation. As this is far from a practical communications link, a system

for decoding data streams in real-time on an FPGA was developed. An embedded clock

word allows the data stream to be synchronised on both a symbol and frame level.

4.2.1 Clock Synchronisation

For the sent and received data streams to synchronise, data is divided into frames.

Each frame of length Nframe is sent with a clock word of length nclk and data packet

of length ndata. Frame level synchronisation can then be obtained by searching for

the clock word in the data stream. Synchronisation can only be correctly achieved if

the clock word is not replicated in part of the data packet. Therefore, nclk, ndata and

the clock word should be carefully chosen in order to minimise the probability of this

occurring. Assuming there are no errors during transmission, and M frames are sent to

obtain synchronisation, the probability of incorrect synchronisation can be calculated

as:
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Perr(nclk, ndata,M) =
p(nclk, ndata,M)

1 + p(nclk, ndata,M)
. (4.26)

Here, p(nclk, ndata,M) is the average number of times the clock word is replicated in

the data stream, and can be calculated recursively:

p(nclk, ndata < nclk,M) = 0 (4.27)

p(nclk, ndata = nclk,M) =
1

2nclkM
(4.28)

p(nclk, ndata > nclk,M) =
1

2nclkM
(1 + p(nclk, ndata,M))

+
(
1− 1

2nclkM

)
p(nclk, ndata,M). (4.29)

Importantly, the clock word should be chosen so that it cannot be replicated by adding

matching bits before or after the sequence. For example, a clock word of “010101” would

yield higher values of p(nclk, ndata,M) than calculated in Equations 4.27 - 4.29 as the

sequence “01” preceding or following the clock would lead to incorrect synchronisation.

If the clock word, nclk and ndata are chosen according to the above conditions,

then the probability of the clock word appearing in the data stream can be extremely

low. Here, values of nclk = 6 and ndata = 32 are used, with M = 6 frames used for

synchronisation. This results in Perr = 3.9× 10−10. A clock word of “001101” is used,

which satisfies the requirements detailed above.

The clocks of the transmitter and receiver must also be synchronised on a symbol

level, in order to correctly allocate correlation counts to their bit periods. In addition to

frame-level synchronisation, the clock word also permits calculation of the phase offset

between transmitter and receiver by comparing correlation counts for each bit. By

optimising the offset to maximise correlations for “1” and minimising for “0”, symbol

level synchronisation is achieved.

The clock word can also be used to determine a suitable threshold level between
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Figure 4.13: (a) Schematic of the real-time experimental setup. (b) BER performance
of the real-time link.

noise and signal correlations. As the clock is sent at the beginning of every frame, the

threshold can be continuously adapted as count rates vary.

All synchronisation and threshold definition can be done in real-time on an FPGA

using these methods, permitting characterisation of a more realistic application sce-

nario.

4.2.2 Bit Error Ratio Performance

In addition to the clock synchronisation methods for decoding, the driving method

previously performed through an FPGA and additional digital electronics was combined

into the pixel selection FPGA on the CMOS control board. The experimental setup is

therefore simplified as shown in Figure 4.13(a). Now the communication link is between

separate PCs, with no forced synchronisation.

The BER performance of the real-time link was assessed by transmitting data from

one PC to another and comparing the data streams. Due to operational frequency

limitations on the receiver FPGA, only data rates up to 20 kb/s are possible. The

BER curves are shown in Figure 4.13(b), with the offline processed results also shown

for comparison. It can be seen that the performance of the real-time link is slightly

reduced compared to offline processing. This is attributed to the offline system having
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forced perfect synchronisation, where the real-time system may not be able to reach

this standard. It should also be noted that the data rates quoted here include the clock

word. The overhead of 18.75% from the clock word reduces useful data transfer rates

to 8.42 and 16.84 kb/s for 10 and 20 kb/s links respectively. This real-time setup was

used to demonstrate the systems suitability for various applications in Chapter 5.

4.3 Summary

This chapter has discussed the experimental implementation of the correlation-based

transmission scheme introduced in Chapter 3. The current setup utilises a CMOS

controlled micro-LED array as a transmitter, with a commercial SPAD module as a

receiver. Electronic control of the transmitter system is achieved through an FPGA.

As conventional SNR does not give meaningful information on the signal distin-

guishability, a new figure of merit, the Poissonian overlap, has been discussed. Fur-

thermore, the system has been characterised in conventional BER performance with

received power, indicating a data rate of 300 kb/s is possible with 15 pW of power, for

a BER of less than 1× 10−3.

The key strength of the correlation approach is in background rejection. Both

constant and modulated signals cause little interference with the signal, and data can

be sent with signal power at a fraction of the background optical power. This capability

allows the scheme to operate in the presence of other modulated signals, such as a

conventional OWC link.

A real-time system has been developed and implemented using FPGAs for both

transmitter control and signal decoding. The system uses a clock word to achieve frame-

level and symbol-level synchronisation, and can operate at data rates up to 20 kb/s.

This system is used to demonstrate application scenarios in Chapter 5.

A full comparison of the proposed data transmission scheme to conventional optical

communications has not been performed here. However, it is expected that the per-
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formance in terms of data rates and photons-per-bit will not outperform conventional

schemes. This is due to the increased number of optical pulses, and therefore optical

power, required to detect correlations. Additionally, the probability of detecting cor-

relations is related to the square of the probability of detecting a single pulse, further

reducing correlation count rates. Nevertheless, the potnetial background rejection per-

formance and simple hardware requirements make this an attractive data transmission

method.
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Chapter 5

Single Photon Communications

III: Applications

In the previous chapter, a real-time link was developed to demonstrate the practicality

of employing the correlation-based single-photon transmission link. In this chapter,

experimental applications of this link are presented.

The first application is an underwater channel, where optical signals are attenuated

by scattering and absorption effects. The single-photon nature of the scheme allows

functional data transmission even under high degrees of optical loss. Following this,

the link was tested under power from a nanosatellite simulation testbed, indicating

suitability for use on CubeSat systems for inter-satellite communication links. Finally,

an extension to a 2D array of SPADs as a receiver is discussed, as a means of increasing

dynamic range and data rates, with scope for parallel channel transmission for “Internet

of Things” applications.

5.1 Underwater Transmission

A potential application for the correlation-based transmission scheme is in underwa-

ter communications. Recently, underwater optical wireless communications (UOWC)
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has arisen as an alternative to the widely used acoustic communications for underwa-

ter scenarios [1]. Communication links need to be made between underwater vehicles

(manned or un-manned), sensors, divers or structures. Currently, data is sent using

either acoustic or radio frequency (RF) methods, though both have limitations. Acous-

tic communications are limited in data rate, and RF signals are heavily attenuated by

seawater, particularly at high frequencies. Optical communications are less limited in

range, and potentially offer data rates up to Gb/s [2].

A major difficulty in UOWC is that absorption and scattering within the turbid

media can cause high degrees of loss in the optical channel. However, the light ab-

sorption spectra show lower levels of attenuation in the blue-green region, shifting to

slightly higher wavelengths with additional scattering particles [3]. This presents an

opportunity for lasers [4–6], GaN based LEDs [7–9] and micro-LEDs [10] to be used

as transmitters. Furthermore, SPADs have been considered as receivers for their high

sensitivities [8, 11].

As shown in the previous sections, the correlation scheme requires only picowatt

levels of received power to transmit data streams at 100s of kb/s. While the data rate is

unlikely to compete with other optical approaches, the low received power requirements

are a potential strength when transmitting in high-loss conditions. In addition, the

simple hardware and low power consumption are appealing for use in remote vehicles

or diving equipment.

5.1.1 Scattering Media and Attenuation Length

Optical signals transmitted through water undergo two main power loss processes:

absorption and scattering. Some of the transmitted photons are absorbed and converted

to heat, and some will be scattered by particulates in the water [1]. The optical

attenuation can be characterised by the attenuation length c(λ) = a(λ) + b(λ), which

is the sum of the loss due to to absorption a(λ) and scattering b(λ). All parameters

are dependent on wavelength λ and also vary significantly with the type of water in
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Figure 5.1: Attenuation characteristics at 450 nm for the 1.5 m water tank under in-
creasing Maalox content, expressed in attenuation coefficient, or its inverse, attenuation
length.

question, as different materials and substances will be present. Typically, c(λ) can

vary from 0.1514 m−1 for clear ocean waters, through 0.399 m−1 for coastal ocean, to

2.195 m−1 for harbour water [4]. Propagation loss LP is dependent on c(λ) according

to:

LP (λ, z) = e−c(λ)z. (5.1)

Where z is the distance through the media. To simulate high-loss environments such

as harbour water, it is common practice to add Maalox antacid, a mix of magnesium

hydroxide and aluminium hydroxide, to water [4, 5, 12]. The scattering albedo ω0 =

b(λ)/c(λ) = 0.95 of Maalox is very high, and can be used to produce similar spectral

attenuation properties to real-world water samples.

To test the correlation-based communication scheme in an underwater environment,

a 1.5 m long, 180 l water tank was used as the optical channel. The tank is filled with tap

water, and Maalox added to increase the attenuation coefficient. A 450 nm laser diode

was used to characterise the attenuation coefficient and attenuation length through the

tank; the resulting data is displayed in Figure 5.1.
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Figure 5.2: (a) Detector count rate changes with attenuation coefficient. (b) BER of a
20 kb/s link with changing attenuation coefficient.

At 450 nm, c(λ) scales roughly linearly with Maalox percentage. The data here

allows characterisation of the performance of the communication link for varying at-

tenuation situations by adjusting the Maalox content.

5.1.2 Communication Link Performance

The real-time link described in Section 4.2 was installed at either end of the water

tank. In place of the 405 nm device used previously, a 450 nm device, with identical

layout, was used to fit better with the attenuation window for underwater communica-

tions (device “SPC array B” in Table 1.1). A lens (Thorlabs C220TME-A) was used

to collimate the light from the LED through the tank. A collection lens (Thorlabs

ACL4532U) was used to increase light collection on to the active area of the SPAD at

the receiver end. The link was set to send a PRBS of 1× 105 bits at 20 kb/s. The

resulting detector count rate and BER are shown in Figure 5.2.

As expected, increasing the attenuation coefficient decreases the number of counts

reaching the receiver, as more light is scattered through the tank. As a consequence,

more bit errors are recorded as the correlation counts do not reach the required thresh-

olds. Figure 5.2(b) shows a BER of less than 1× 10−3 is achievable with an attenuation

coefficient of 5 m−1. With a tank length of 1.5 m, this corresponds to a loss factor of
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5.53× 10−4 , meaning over 99.94% of the light sent into the tank is lost. The single

photon nature of the transmission scheme enables data transmission with this large

degree of loss, without the need for a high power optical transmitter.

In this particular experiment, the BER performance for the detector count rates

are identical to that of Figure 4.13, however, multi-path scattering is likely to affect

communication performance at higher data rates or longer ranges. As photons can be

scattered many times through the media, they can take paths of significantly different

lengths to reach the receiver. This delay can result in detection events occurring in

later bit periods than intended and causing bit errors due to inter-symbol interference.

With higher data rates the time delays experienced are more likely to move photon

detections into the wrong bit period, while longer ranges will increase the number of

scattering events and potential path lengths. Here, the data rate and communication

range are low, 20 kb/s and 1.5 m respectively, reducing such effects.

While the data rate here was specified as 20 kb/s, the detector count rate can be

used to estimate achievable data rates through the tank. Figure 5.3 shows potential

data rates calculated based on the detector count rate and the fitted curve for data rate

against photon counts in Figure 4.9. This curve is valid for the 1.5 m tank used in the

experiment. In a highly turbid harbour environment with an attenuation coefficient of

2.195 m−1 [4], the transmission link would be able to maintain a data rate of ≈ 600 kb/s

over 1.5 m with the current optical arrangement. This range and attenuation corre-

sponds to a propagation loss factor of 0.0372, meaning the vast majority (¿ 96%) of

the light transmitted into the tank is lost. Equivalently, the range could be extended

at the expense of data rate, assuming suitable levels of light collection are achieved.

As the LED transmitter is a divergent source, and the channel scatters the emitted

light, a significant amount of optical power is lost in the area surrounding the receiver.

While this will adversely affect the performance, resulting in lower data rates, it can

also be thought of as a degree of coverage, or relaxation of alignment requirements.

The experiments shown here are a proof-of-concept demonstration for the correla-
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Figure 5.3: Achievable data rates for given attenuation coefficients over a 1.5 m range.

tion link in an underwater environment. Evidently, the system can cope with channel

loss associated with highly scattering environments, and there is potential for further

improvements by increasing light collection with different optics, or increasing the power

output from the LED.

5.2 Solar Powered Satellite Demonstration

The communication system is particularly attractive for inter-satellite links. The hard-

ware used is extremely compact, with low power consumption and integrated control

electronics. This combination fits well with cube-satellites (CubeSats), where power

budgets and form factor are limited. The robustness to background signals and low

received power may relax the high-accuracy pointing requirements and telescope optics

of current optical satellite systems. In addition, LED based VLC has shown potential

for this application area [13].

5.2.1 CubeSats

CubeSats are small-scale satellites, classified as nanosatellites, constructed in incre-

ments of 10 × 10 × 10 cm cubes [14]. Each cube is referred to as 1U (one unit), with
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each cube usually associated with around 1 kg of mass. The most common size is a

3U satellite, though 1U up to 6U systems are often used. These small-scale satellites

are often constructed using commercial off-the-shelf components, and are launched into

orbit by ride-sharing on larger payloads, or deployed from the International Space Sta-

tion [15]. This significantly reduces the cost of development and sending the satellites

into orbit, making space missions much more accessible, and no longer exclusive to

large countries and corporations.

A large proportion of the mass and volume available within a CubeSat chassis is

taken up by platform systems, including power generation and storage, communication

systems, attitude control, and an on-board computer. The remaining space is available

for the satellite’s payload. Electrical power is generated using deployable solar panels,

and stored in lithium ion batteries. The solar panels can generate approximately 2 W

per 1U (10× 10 cm) panel, with systems deployed on 3U CubeSats able to generate up

to 30 W [15]. During eclipse, the satellite relies on the power stored in the battery.

CubeSat Optical Communications

Optical communications using CubeSats has been demonstrated by NASA with the

AeroCube optical communication and sensor demonstration (OCSD) [16,17]. This 1.5U

CubeSat has demonstrated low-earth orbit (LEO) to ground communications using a

diode laser and ytterbium doped fibre amplifier (YDFA). This system was designed to

demonstrate 10s of Mb/s downlink rates, though consumes 55 W when operational,

and hence can only operate under battery power.

An additional LEO to ground system under development is the nanosatellite optical

downlink experiment (NODE) from Massachusetts Institute of Technology [18]. NODE

is a 1U CubeSat module to be operated as part of a 3U satellite. As with AeroCube, the

optical source is a laser diode and fibre amplifier. Though it has not yet been launched,

it is expected to achieve 10 Mb/s data rate with a power consumption of 15 W. For

inter-satellite links a similar system is under development, the free-space lasercom and
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radiation experiment (FLARE) [19]. FLARE is also a 1U module with laser diode and

fibre amplifier, designed to provide 5-20 Mb/s over a range of 20-500 km.

The above examples are communication systems which take up large amounts of

the available volume, mass and power in a CubeSat. The advantage of the LED and

SPAD based system described in Chapter 4 for CubeSats is that the dimensions and

power consumption required should allow it to be integrated as part of the CubeSats

platform systems and still allow additional payloads. Achievable range may be reduced

when compared to laser based systems, however the link may be useful in formation

flying of CubeSats, where inter-satellite distances will be lower.

5.2.2 NANOBED System

To highlight the capability of the system to work with satellite systems, the commu-

nication link was tested in the nanosatellite mission test environment, NANOBED,

which can seen in Figure 5.4. The NANOBED is a nanosatellite hardware and soft-

ware test-bed, with CubeSat systems laid out individually, described as a “FlatSat”

configuration. Systems included are an electrical power system (EPS), batteries, on-

board computer (OBC), and radio communication systems (VUTRX, STC, USRP). A

software design tool offers mission design, simulation and analysis, including a link to

the hardware for in-loop simulation and testing. A software-defined radio link enables

ground software validation and operational testing, over which command and control

of the system components can be invoked.

The experimental setup is shown schematically in Figure 5.5. The LED transmission

system was integrated with one NANOBED system, and the receiver with a second.

The NANOBED power sources emulate the performance of solar panels supplying the

nanosatellite and provide power through the EPS. No power is supplied from the PCs

to the FPGAs, only a data signal. All power is provided through the NANOBED

systems. Figure 5.6 shows a photograph of the micro-LED board under power from

the NANOBED system. The communication system is the real-time link described in
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Figure 5.4: (a) Photograph of the NANOBED test environment, with LED transmitter
board and 3U cubesat chassis. (b) Schematic of the NANOBED environment.
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Figure 5.5: Schematic of the experimental setup for the NANOBED experiments.

Section 4.2; however, a 450 nm LED array has been used, with identical pixel layout.

The transmitter and receiver are placed 4 m apart, with a transmitter lens to image the

pixel at the receiver (Thorlabs C220TME-A), and collection lens (Thorlabs ACL4532U)

to increase the amount of light incident on the active area of the SPAD.

5.2.3 Power Requirements and Performance

The electrical power requirements of the communication system are summarised in

Table 5.1. The majority of the power consumption comes from the commercial SPAD
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Figure 5.6: Photograph of the micro-LED control board (left) under power from the
NANOBED system (right).

module, consuming 3.570 W. The majority of this requirement is likely due to the active

cooling system within the module, used to reduce the dark count rate. The NANOBED

EPS provides a 5 V bus suitable for powering the FPGA boards directly. Note that

the LED and CMOS chip are powered through the transmitter FPGA board. The

unregulated battery bus was used with a voltage regulator to provide the 6 V required

for the SPAD. So long as the batteries remained suitably charged, the NANOBED

system was capable of powering the communication link throughout all experiments.

Importantly, this setup had not been optimised to minimise power consumption. There

is significant potential for power saving with a suitably designed SPAD receiver, and

application-specific integrated circuits (ASICs) in place of FPGA boards. Therefore,

this demonstration should be thought of as an upper limit on power requirements.

Nevertheless, these values fall well within the expected available power levels from a

suitably designed 3U CubeSat [15]. Based on the power consumption of other SPAD

based receivers [20, 21], an ideal SPAD receiver for this application may show power

requirements of 10-100 mW. This would put the receiver power requirements below

1 W, with the FPGA boards consuming the majority of the power. It is important

to note that such a receiver would not have any active cooling systems, which will

result in a higher dark count rate than the experimental results shown here. However,
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Table 5.1: Typical power requirements of the communication system. The large 6 V
power requirements come from the SPAD modules cooling system.

Voltage (V) Current (mA) Power (W)

Transmitter 5 181 0.905
Receiver 5 122 0.610

6 595 3.570
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Figure 5.7: BER performance of the communication link in the NANOBED experi-
ments.

as demonstrated in Section 4.1.6, the scheme is robust to constant background count

rates, and should only show minimal changes in performance.

The BER experiments performed in Section 4.2 were redone under power from the

NANOBED supply. The results are shown in Figure 5.7 in terms of received power.

The resulting BER curves were almost identical to previous experiments as shown in

Figure 4.13(b) in terms of detector count rate, though show reduced recieved power

requirements due to the lower energy photons and increased PDP of the SPAD at

450 nm.

The 4 m arrangement and transmitter lens resulted in the micro-LED pixel pro-

jecting a 4 cm wide square image on to the receiver plane. As shown in Figure 5.7,

the receiver requires over 2.5 pW of received power to maintain a BER of 1× 10−3 at

20 kb/s. On a 20 µm diameter SPAD, 3 pW corresponds to an intensity of 9.5 mW m−2.
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To provide this over the projected 4 cm wide square, the micro-LED must emit an av-

erage power of only 15.3 µW, assuming perfect coupling through the lens.

In an example inter-satellite scenario using CubeSats, a 10 mm receiver aperture

could be used. To achieve the 3 pW required for 20 kb/s transmission, an intensity of

30 nW m−2 would be required at the receiver. An LED with an average output power of

1 mW can provide this intensity over a 180 × 180 m area. At an example inter-satellite

link range of 40 km, this requires a half-angle source divergence of 0.13 degrees, which

represents a significant relaxation on the alignment of current laser based systems

in which pointing requirements are often less than 1 mrad (0.057 degrees) [22–24].

Furthermore, GaN LEDs at low current densities show higher wall-plug efficiencies

than their laser diode counterparts [25], further motivating the use of LEDs to reduce

the power consumption characteristics of this system.

5.3 SPAD Receiver Arrays

The results detailed above and in Chapter 4 were taken with a single SPAD as a receiver.

A natural progression to increase the number of recorded signal counts is to move to

an array of receiver SPADs. In contrast to camera-style arrays of interest for imaging,

here, a more useful format for a SPAD array is as a digital silicon photomultiplier

(dSiPM) [26]. In a dSiPM, the signal from all SPADs in the array are combined,

forming a single detector. Efficient pulse combining methods in digital electronics,

combined with high fill factor designs allows fully digital optical detectors with high

detection rates [27–29]. Such devices have been demonstrated for use in conventional

optical communications [20,30].

5.3.1 Photon Torrent Receiver

The SPAD receiver array used here is a “Photon Torrent” chip, supplied by the Univer-

sity of Edinburgh, and pictured in Figure 5.8. The detector array consists of 64 rows of
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SPAD arrayControl FPGA

Figure 5.8: Photograph of the Photon Torrent chip and control board.

64 pixels fabricated in 130 nm CMOS [31], giving 4096 SPADs on a 21 µm pitch, with

a fill factor of 43% and a measured dark count rate of 350 Hz. This fill factor (Ffill)

effectively reduces the photon detection efficiency (PDE) of the array, as photons which

are incident on the non-active areas will not be detected. Combined with the photon

detection probability of each SPAD in the array (ηPDP ), the PDE is given by:

ηPDE = ηPDPFfill. (5.2)

Including the surround electronics, the receiver chip is 2.6×2.8 mm, and packaged to

interface with a control board. The block diagram of the chip layout is shown in Figure

5.9. The array is divided into two areas, in which the output of each row of 32 pixels

is combined with an XOR tree and ripple counter [28,32]. An adder tree combines the

output of the ripple counters, and externally controlled multiplexer allows selection of

the number of output levels in powers of 2. Low-voltage differential signalling output

pads display the signal from the digital-to-analogue converter (DAC) at up to 800 MHz.

The FPGA on the motherboard in Figure 5.8 allows control of the board through
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Figure 5.9: Block diagram of Photon Torrent electronics.

a MATLABTM interface. The output can be set to sampling frequencies of 100, 200,

400 and 800 MHz. Output photon count ranges can be set from 0-1 up to 0-255 in

powers of 2. The output differential signal then consists of voltage levels across a range

of around 1 V, discretised into the number of output levels and sampling at the chosen

frequency.

As the array of SPADs is combined in an XOR and adder tree, selecting a lower

photon count range does not deactivate SPADs in the array, but clips the signal to the

specified level. If the array detects more photons than the selected output can display,

the output will begin to roll-over back to low counts, so care must be taken not to

saturate the device.

The signal from the Photon Torrent chip is captured using a 1 GHz bandwidth

active differential probe and high-speed oscilloscope. The oscilloscope is operated at a

higher sampling frequency than the SPAD array output in order to accurately recover

the signal. The captured traces are exported to MATLABTMfor processing.

For this application, a digital signal showing the number of photons detected in
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Figure 5.10: Signal processing for Photon Torrent output. (Left to right) Initial
1.25 GHz differential signal, resampled to 100 MHz with thresholds indicated, and
final photon number output.

a particular time window is desired, therefore, the analogue voltage signal must be

re-digitised. The process is shown in Figure 5.10 for an example output of 0-7 counts

at 100 MHz. The 1.25 GHz oscilloscope trace is first resampled to match the output

sample rate of the Photon Torrent receiver. The resampled voltage levels are compared

to a set of thresholds, which have been pre-determined based on the output voltage

ranges and number of discrete levels. This comparison allows conversion of the analogue

voltage signal to a digital photon count stream.

The signal processing method applied has limitations for the purposes of determin-

ing a photon detection number. The output voltage is always over a range of approx-

imately 1 V, regardless of the count range selected. This means at higher ranges, it

becomes increasingly difficult to distinguish the discrete levels. Additionally, higher

output frequencies of the Photon Torrent chip begin to approach the bandwidth of the

oscilloscope probe, resulting in distorted waveforms which are more difficult to digitise.

These effects limit the reliably decoded output mode selections to 200 MHz and an 8

level (0-7 photons) range. Improvements could be made using digital electronics de-

coding the stream directly from the digital outputs, rather than through the analogue

voltage pins.

With the photon number signal in Figure 5.10, the correlation signal g(τj) can be
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measured by a sum of element-wise multiplication of the photon sample trace with itself

at a sample offset corresponding to the correlation time:

g(τj) =
∑

t

w∑

i=−w
Y (t)Y (t+ τj + i). (5.3)

Here, Y (t) is the photon number signal varying with the discrete time variable t =

0,∆t, 2∆t . . . N∆t, with ∆t set by the sample rate of the Photon Torrent chip. The

variable w describes the half-width of the correlation window as an integer of the time

intervals.

5.3.2 Performance

The Photon Torrent receiver was used to perform optical communications experiments

in the same manner as discussed previously. The transmitter was the same CMOS

controlled micro-LED used throughout this chapter (device “SPC array 2” in Table

1.1), emitting at 450 nm with 5 ns wide pulses. The OOK-style transmission scheme

was implemented with a correlation time of 40 ns on transmission of a binary “1” and

no pulses on transmission of a “0”. Bit error ratio measurements were taken for varying

received average count rates to characterise the performance of the link under different

receiver configurations.

Due to the large number of SPADs in the chip (4096) background light, even in a

dark lab, gives a high count rate, making the low photon number and low frequency

outputs unusable. By using a ND filter of optical density 2.0, the background count

rate was minimised, allowing the low photon number modes to be used.

Incident Power Calculation

Photon counts at the receiver are readily measured from the signal processing method

above, as a photon number is determined for each sample. While the photon counts

determine the BER performance of the receiver, the incident photon flux or power is
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an important measure of system performance. For a single SPAD, incident flux and

power were calculated using numerical methods, and the same can be applied here.

As shown in Section 4.1.2, the probability Pcount of receiving a photon count from

a pulse incident on single SPAD can be found experimentally by:

Pcount,exp =
R

(1)
single −Rdark

Rrep
. (5.4)

Here, R
(1)
single is the count rate of a single SPAD when transmitting the binary symbol

“1”, Rdark is the dark count rate, and Rrep is the pulse repetition rate. The Photon

Torrent chip is 2.6×2.8 mm, and can therefore be assumed to be under uniform illumi-

nation across all SPAD pixels in the current experimental setup. With this assumption,

R
(1)
single and Rdark can be determined as:

R
(1)
single =

R
(1)
total

NSPADs
(5.5)

Rdark =
Rdark,total
NSPADs

. (5.6)

Here, NSPADs is the number of SPADs in the array, which is 4096, R
(1)
total and Rdark,total

are the total count rate and dark count rate from the array, respectively. From here,

the numerical method follows that of Section 4.1.2 to calculate the average number of

photons per pulse incident on one SPAD, nav. This value can then be converted to

incident photon flux and power on the whole SPAD array by:

Φ
(1)
inc = RrepnavNSPADs (5.7)

L
(1)
inc =

hc

λ
Φ

(1)
inc. (5.8)

Note that the numerical method contains the photon detection probability ηPDP in the

expression for Pcount, and this value differs from that of the commercial single SPAD
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Figure 5.11: BER against (a) photon count rate and (b) received power for 2, 3 and 8
level outputs at 50 kb/s.

used in the previous experiments. The spectral response of the SPADs in the Photon

Torrent chip is found in reference [31], from which the 450 nm PDP is taken to be

26%. Furthermore, the photon flux and power levels calculated here are for the signal

incident on the active area of the SPAD array only. If the intensity at the receiver is

required, the fill factor of the device will have to be considered.

Photon Count Range

The BER experiments were performed first with varying photon count ranges from

the Photon Torrent receiver. As mentioned above, only ranges up to 8 levels are

available due to the signal processing limitations. Therefore, the BER measurements

were performed at a sample rate of 100 MHz with 2, 4 and 8 level outputs, corresponding

to 1, 3 and 7 photon counts per sample, respectively. The data rate was set to 50 kb/s

initially, to fit with previous results. The BER curves are shown in Figure 5.11. Count

rates are determined by summing all photon counts while transmitting, and subtracting

background counts.

The 2-level output shows a slight improvement over the other outputs, however, this

is likely due to the photon counts being clipped, so the received count rate is artificially

lower than it should be. The 4 and 8-level outputs show identical performance, as
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Figure 5.12: BER against photon count rate for 2, 3 and 8 level outputs at 1 Mb/s.

expected, since the choice of output levels sets the upper ceiling of photon counts. It

can be assumed that further increasing the output level range would continue to raise

the count rate ceiling, rather than improve performance.

The Photon Torrent receiver requires a higher count rate for 50 kb/s than the

single SPAD experiments shown previously in Figure 4.8(a). This is attributed to the

higher DCR and background counts from 4096 parallel connected SPADs, increasing

the number of noise correlations and therefore the required threshold. The results in

terms of received power should not be directly compared to previous experiments, as

the properties of the receiver and operational wavelength used are different. However,

the picowatt power ranges shown here continue to justify the low received power nature

of this scheme, with the 50 kb/s link attaining a BER of 1× 10−3 for less than 7 pW

in all cases.

Moving to higher data rates, and therefore count rates, shows the ceiling on photon

counts more clearly. Figure 5.12 shows the BER performance in terms of photon

counts at 1 Mb/s. At this higher data rate, with a 40 ns pulse separation, there

are only 25 pulses per bit period that can produce correlations. As the receiver is

sampling at 100 MHz, each optical pulse occurs in only one sample. Therefore, for a
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2-level output, only 1 photon can be detected per pulse, setting a maximum number

of signal correlations of 25. As shown in the figure, this limits the possible BER, as

no more signal photons can be detected. A 4-level output lifts this restriction, as now

up to 3 photons can be detected per pulse, permitting a maximum of 32 × 25 = 225

correlations. This allows a lower BER to be reached, or equivalently, a higher data rate.

Increasing the number of photons that can be detected per sample effectively increases

the dynamic range of the system. An 8-level output further increases dynamic range,

with a maximum of 72× 25 = 1225 correlations; however, the BER in Figure 5.12 does

not improve. This is attributed to the method used to determine thresholds on the

correlation counts. Currently, the threshold is defined to identify all “0” transmissions

correctly, while “1” transmissions must surpass the threshold to be correctly identified.

With an 8-level output, the “0” level correlations can reach a higher level, as more

dark counts and background counts are recorded. This pushes the threshold higher

and requires additional signal counts to attain the same BER.

Sampling Frequency

The sampling frequency of the Photon Torrent chip can also be used to increase dynamic

range. If the temporal width over which correlations are counted remains 10 ns, then

a 200 MHz sample rate results in two samples per correlation event, increasing the

number of photons and therefore correlation counts that are detected.

Figure 5.13 shows the BER performance for 100 and 200 MHz sampling frequencies

at a data transmission rate of 1 Mb/s. In both cases, the number of output levels was

set to 8. The curves show very similar behaviour, diverging slightly at higher count

rates. This may be due to the roll-over effects coming into play as the 100 MHz output

begins to saturate.

147



Chapter 5. Single Photon Communications III: Applications

0 10 20 30 40

Detector count rate (MHz)

10-4

10-3

10-2

10-1

100

B
E

R

100 MHz
200 MHz

Figure 5.13: BER against photon count rate for a 1 Mb/s link with the Photon Torrent
receiver sampling at 100 and 200 MHz.

Correlation Time

A limitation of the single SPAD system is that the correlation time must be longer than

the dead time of the SPAD, limiting the pulse frequency and therefore the data rate.

The arrayed nature of the Photon Torrent receiver masks the dead time of individual

SPADs, giving flexibility in correlation time. The oscillator used to control the output

pulse frequency of the LED can be tuned to change the correlation time of the pulses.

Figure 5.14 shows BER performance for correlation times of 20 and 40 ns at a

data rate of 1 Mb/s. In both cases, the number of output levels was set to 8, and

the sampling frequency to 200 MHz. The shorter correlation time exhibits significantly

poorer performance in terms of photon count rate, or equivalently, received power. This

is perhaps counter-intuitive, as a 20 ns pulse separation yields 50 pulses per bit period

(2450 possible correlations), an increase over the 40 ns separation which only provides

25 (1225 possible correlations). The reduced performance is due to the multiplicative

nature of counting correlations. The average number of correlations detected Ncorrs

follows:
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Figure 5.14: BER against photon count rate for 20 and 40 ns correlation times at
1 Mb/s.

Ncorrs = n2
phNrep. (5.9)

Here, nph is the average photons per pulse, and Nrep is the number of pulse repetitions.

With half the pulses per bit period, and the same total count rate, the 40 ns data has

twice the detected photons per pulse, but half the repetitions, therefore, nph is doubled,

and Nrep is halved. As nph dominates Equation 5.9 this results in higher correlation

counts and lower BER.

This result leads to the assumption that the best performing system would utilise

only two high-intensity pulses per bit period to maximise correlation detection. How-

ever, this will be limited by saturation of the receiver, restricting the maximum count

rate and correlation counts that can be detected. Using shorter correlation times with

greater numbers of pulses will allow a larger number of correlations to be detected, and

therefore increase the dynamic range of the system. Thus, there is a trade off between

optimum BER against optical power performance, and dynamic range.
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5.3.3 Surpassing Previous Data Rates

The single SPAD system was fundamentally limited to ≈ 3.57 Mb/s for a BER of 10−3.

This limit arises as the Poissonian nature of the signal requires 7 detected photons per

transmitted “1”. As a maximum of one photon can be detected per pulse, 7 pulses

must be transmitted per bit. The dead time of the SPAD requires that pulses are

separated by 40 ns, resulting in a minimum bit period of 280 ns, and therefore a data

rate of 3.57 Mb/s. The results in the previous section show that the Photon Torrent

array provides an increase in the number of photons that can be detected, improving

the dynamic range of the system. As multiple photons can be detected at once, the

correlation histograms will build up more rapidly in the same time window, as the

restriction of less than one detected photon per pulse is lifted. This will permit higher

data rates.

By using a 20 ns correlation time, with the Photon Torrent receiver set to a 200 MHz

sample rate and 8-level output, the best dynamic range possible with the current setup

is attained. The Photon Torrent settings are limited by the re-digitisation of the output

voltage. The correlation time is limited by the performance of the oscillator used to

control the pulsed output of the LED. These limitations may be overcome in future

experiments with different hardware choices.

To verify that higher data rates are possible, the system was set to 5 Mb/s with

the above receiver settings. Figure 5.15 shows the performance, where a BER of 10−5

is achievable, thereby significantly outperforming the best case scenario with a single

SPAD. No saturation effect was observed at a received power of 230 pW, corresponding

to a count rate of 12× 107 , indicating this is not yet the limit of performance. Either

improved BER or higher data rates should still be possible.
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Figure 5.15: BER against photon count rate for 5 Mb/s.

5.3.4 Multiple Correlation Time Communications

With the dead time of the individual SPADs masked in the array, it is possible to send

multiple data streams simultaneously, with different correlation times. While this could

be done with a single SPAD, the dead time severely restricts the correlation times that

can be used, and combined with the limit of 1 photon per pulse, significantly limits the

data rate.

Here, 2 data streams were transmitted using different LED pixels in the array. The

VLC board, used in Chapter 2 and described in Section 1.3.3, allows modulation of

each column of LEDs in the array separately through SMA connections. As this board

does not have short pulsing capabilities, the pulse widths are limited by the FPGA

sampling rate, which is 100 MHz. This gives optical pulses of approximately 15 ns.

A pair of lenses (Thorlabs C220TME and LA1951-A) were used to focus the light

from both LEDs on the Photon Torrent chip. Both data streams are operated at

500 kb/s, giving a total data rate of 1 Mb/s. Stream 1 is sent with pulses at a correlation

time of 80 ns, and stream 2 at 120 ns, in the same manner as the previous OOK-style

experiments, with constant repetition rate. These correlation times are not as short

as in the previous experiments, as the wider optical pulses produce wide correlation
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Figure 5.16: Correlation function g(τj) of a multi-stream system with both LEDs puls-
ing.

peaks. If the correlation peaks overlap, there is significant interference between the

data streams.

Figure 5.16 shows the correlation histogram of the received signal while both LEDs

are pulsing continuously, with a bin width of 5 ns. This displays the need for highly

separated correlation peaks. The correlation peaks for stream 1 and 2 can be observed

at 80 and 120 ns, respectively. Other peaks occur at 40 ns, 160 ns, 200 ns and beyond

due to inter-correlations between the two streams. As the pulses are synchronised, when

both data streams are transmitting ‘1’, there is a correlation peak at 40 ns, which is the

difference in correlation times. A peak occurs at 160 ns as it is the secondary correlation

peak from the 80 ns correlations. The signal peaks must be positioned carefully to

avoid extra correlations interfering with data streams. The problem of correlation

interference becomes increasingly difficult with increasing numbers of data streams,

though improvements can be made with shorter optical pulses, reducing correlation

pulse width.

Additionally, Figure 5.16 shows that the peak for stream 2 has a lower number of

counts than that of stream 1. This is because both streams are running at the same data

rate, but with different correlation times. Therefore, stream 2 has less pulses per bit
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Figure 5.17: BER against (a) photon count rate and (b) received power for 2 simulta-
neous 500 kb/s data streams with different correlation times.

period, reducing the received power from that stream, and the number of correlations.

The imbalance in received power could be dealt with by having each data stream run

at a different data rate, chosen so that all streams have the same number of pulses per

bit (e.g. with 80 ns at 500 kb/s and 120 ns at 333 kb/s both produce 25 pulses per

bit); however, this is an additional layer of complexity that was not investigated here.

Figure 5.17 shows the BER performance of the multi-stream link, as individual

streams and an aggregate BER. Evidently stream 2 performs worse than stream 1.

The first detail to note is that the total count rate is not equally divided between the

streams. Pulses from stream 1 occur 1.5 times more frequently, and as all pulses have

the same energy, the total count rate is divided between stream 1 and 2 at 60 and

40% respectively. Additionally, the rate of correlation counts depends on the square of

photon count rate. The combination of these factors causes the vastly different BER

performance that appears in Figure 5.17. Nevertheless, it was possible to independently

decode the two data streams.

Comparing Figure 5.17(a) to Figure 5.14(b), which has the same data rate but for

a single stream, it can be seen that a single data stream at 1 Mb/s performs much

better than multiple streams with different correlation times. The number of received

counts required for a parallel link is significantly higher. This is attributed to two
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factors. The first is due to the λ = p2
phNr relation, where λ is mean correlations, pph

is the probability of photon detection and Nr is the number of pair repetitions. If the

data rate is halved (therefore Nr doubled), the probability of detecting a photon can

decrease by a factor of
√

2 to maintain the same mean correlations. Therefore, splitting

the 1 Mb/s stream into 2 × 500 kb/s requires 2/
√

2 =
√

2 times as much optical power

for the same BER. The second reason for the reduced performance is that even when

care is taken to separate the correlation peaks, the number of background correlations

is still increased, as a significant number of photons emitted by the LEDs will follow

many paths throughout the environment and result in additional correlations at many

correlation times. As demonstrated previously, an increase in background light causes

a small increase in requirements on received power.

Nevertheless, the results in Figure 5.17 show proof-of-concept for multi-stream par-

allel communications with varying temporal correlations, and further improvements to

hardware may significantly improve performance. This approach could be thought of

as temporal correlation division multiplexing, in comparison to time or wavelength di-

vision multiplexing. The principle extends to multiple transmitter locations sending

data to a single receiver system, which is potentially attractive for low power networks

such as in an “Internet of Things” environment.

5.4 Summary

The correlation-based single-photon communication link implemented in Chapter 4 has

potential for a number of application areas, some of which have been investigated in

this chapter.

The system has been demonstrated for an underwater channel, where the low re-

ceived power requirements fit well with a high-loss channel. Additionally, the setup

was demonstrated under power from a nanosatellite simulation test bed. The low elec-

trical power consumption from the simple, small form factor electronics make this an

154



Chapter 5. Single Photon Communications III: Applications

attractive method for inter-satellite communications on CubeSats.

The final part of this chapter discussed use of a multiplexed receiver. The Photon

Torrent chip is a digital silicon photomultiplier, which lifts previous restrictions caused

by detector dead time, and less than one photon detected per pulse. This increases the

dynamic range of the system significantly, allowing higher data rates to be achieved.

A data rate of 5 Mb/s has been demonstrated, significantly surpassing the maximum

attainable with the single SPAD arrangement. Furthermore, multi-stream transmission

has been demonstrated, with two data streams transmitting with different correlation

times. This has potential for application in low-power networks, such as in an “Internet

of Things” environment.
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Chapter 6

Single Photon Correlations for

Colour Imaging

Chapter 3 set out the mathematics for transmitting data using temporal correlations

and a single-photon detector. As seen in the experimental implementation in Chapter

4, the magnitude of correlation peaks is strongly dependent on the received power. As

sources can be distinguished through the temporal correlation pattern of their emission,

relative measurements of received power can be made.

This chapter presents experimental work on colour imaging with correlations, in

which multiplexing of both transmitter and receiver will be required. Commercial LEDs

are used with varying correlation patterns to discriminate between different coloured

targets. Relative reflectance measurements can be made, and the principle extends

to hyperspectral imaging with a wide spectral range. Here, the principle is introduced

with only a single SPAD as a receiver, however, it should be a straightforward extension

to implement the approach with a receiver array to perform imaging.
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6.1 Low-light-level and photon efficient imaging

The most widespread technologies used for optical imaging are charged couple device

(CCD) and complementary metal-oxide-semiconductor (CMOS) image sensors. In both

cases, incident photons are converted into electrical signals by excitation of electrons

and holes in silicon [1]. This provides an analogue electrical signal proportional to the

amount of light incident on each pixel in an array. When incident light levels are low,

the performance of such detectors can be severely limited by noise, occurring either

within the photodetector or the electronics used to read the signal.

The sensitivity of CCD image sensors can be enhanced using an imaging intensifier

(ICCD) or electron multiplication methods (EMCCD) [2]. In an ICCD, a photocathode,

microchannel plate and phosphor screen are placed in front of the CCD sensor. An

incident photon generates a large number of electrons, which are converted back to

photons again by the phosphor to be detected by the CCD. An ICCD is primarily shot

noise limited, as noise from the readout process and dark currents are negligible. In an

EMCCD, an in-built electron multiplying structure is used during the read out process

of the CCD, providing gain in the collected charge rather than photons [3]. While the

quantum efficiency of these devices is higher than that of ICCDs, they require cooling

to low temperatures (< −70◦C) as dark currents are also amplified by the electron

multiplication process.

Single-photon level imaging can be achieved using arrays of single-photon avalanche

diodes (SPADs). As discussed in Chapter 3, SPADs provide digital logic pulses indi-

cating the arrival of a single photon, with high timing accuracy. In comparison to CCD

systems, SPAD arrays are advantageous due to single-photon sensitivity, high frame

rates, and fully digital processing, which avoids issues with readout noise [4]. In ad-

dition, the high resolution of photon arrival times allows time-of-flight measurements

to be combined with imaging to construct 3D images [5], perform fluorescence lifetime

imaging [6] and observe light-in-flight [7].
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Colour imaging is usually achieved by utilising multiple detection elements with

different optical filters. With three detectors filtered to allow only red, green, or blue

light, colour information can be reconstructed based on the relative intensity on each

pixel [8]. Often, the filtered pixels are arranged according to the Bayer pattern, with

two elements responding to green light for every one responding to blue and red, as the

human eye is more responsive to these wavelengths. The disadvantage of this approach

is that four sub-pixels are required for each pixel on an image, reducing the resolution

of images and increasing the form factor of the device, however, interpolation can be

used to recover the full resolution.

In this chapter, an alternative method for distinguishing different incident wave-

length photons is presented, based on temporally structured light sources and single-

photon detector arrays. The approach can be used to distinguish signals from any wave-

length source within the detectors spectral response range, without a filter, enabling

the full resolution of a single-photon detector array to be used for colour imaging. Ad-

ditionally, the method is not limited to three colours, and can be readily extended to

enable hyperspectral imaging across the full spectral range of the receiver.

6.2 Analysis of Correlation Histograms

The previous communications results exploited the autocorrelation patterns of pairs

of optical pulses. A single LED was used, changing between pulse separations and

therefore correlation patterns. Here, additional LED sources are used and multiple

signals are detected simultaneously, with careful arrangement of correlation patterns

for each transmitter. By setting each transmitter to output pulse pairs with different

temporal separations, the resulting correlation histogram at the SPAD will have a

distinguishable peak associated with each LED. Even though the output of a SPAD does

not give wavelength information, the temporal structure of the light sources provides

a way to associate particular photon counts with a particular source, and therefore
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Figure 6.1: Schematic example of LED output waveforms and received correlation
pattern for reflectance measurement.

wavelength.

Figure 6.1 shows a schematic example where three LED sources can be used to

measure the relative reflectance of a target. A red, green and blue LED are pulsed

with different temporal separations, T1, T2, and T3, with enough separation before the

next pair to avoid extra correlation peaks. The emission from the LEDs is incident

on a target, and the reflected light collected onto a SPAD. By performing the same

autocorrelation methods as for the communications work, correlation peaks appear at

time lags T1, T2, and T3, which are associated only with one LED. While the schematic

is shown for the reflectance case, the principle also applies to measure absorption, with

a suitably implemented setup.

The magnitude of each correlation peak will depend on the incident power on the

SPAD from the associated LED, and the spectral response of the SPAD at the wave-

length used. As the spectral response and implemented wavelengths will be known,

a measurement of the received power from each LED can be made using numerical
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methods detailed below. With relative received power, and the known emission spec-

tra of each LED, the received spectra can be calculated. Furthermore, as the relative

emitted power spectrum from the LED transmitters is also known, the reflectance of

the intermediate target can be measured. Importantly only relative measurements of

reflectance can be made, as even though emitted power and received power can be

measured, a large amount of the emitted power will be lost due to the divergent nature

of LED emission and scattering of light from the target.

If suitable wavelength sources are used, the reflectance measurement can be used

to determine the perceived colour of a target, taking into account the response of the

human eye. While the example in Figure 6.1 is for a single SPAD, a detector array

with suitable optics would allow colour imaging to be performed, without the need for

filtering.

As the emission spectra of an LED has finite linewidth, usually on the order of

10s of nanometres, the correlation peak height is a measure of received power averaged

over the LED emission spectrum. Therefore, any reflectance measurement calculated

from this will also only provide an average over the spectral range of the LED. The

example shown in Figure 6.1 would provide three data points of reflectance, broadly

averaged across the visible spectrum, which should be sufficient for colour imaging

based on a red, green and blue (RGB) system. In order to optimise the resolution of

the reflectance measurement, many sources with narrow linewidths are required, with

tightly packed emission spectra. The temporal arrangement of pulses would have to be

considered carefully to avoid interfering correlation peaks. This method allows higher

resolution measurements, and potentially allows hyperspectral imaging, extending into

the ultraviolet and infrared spectra.

6.2.1 Numerical Calculation of Received Power

It is necessary to calculate the received power incident on the SPAD, Li, for each LED

wavelength λi. This is done using numerical methods very similar to those for the
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communications work. The probability of a correlation count per transmitted pulse,

can be found experimentally (Pcorr,exp) and defined mathematically (Pcorr(nav)), so a

numerical solution of Equation 6.1 will allow the number of photons per pulse incident

on the detector nav.

Pcorr(nav)− Pcorr,exp = 0. (6.1)

The probability of a correlation Pcorr(nav) is directly related to the probability of

detecting a photon count Pcount(nav) by:

Pcorr(nav) = (Pcount(nav))
2. (6.2)

Section 4.1.2 already introduced the mathematical derivation for Pcount(nav), so by

using Equation 4.6, Pcorr(nav) is given by:

Pcorr(nav) =

( ∞∑

n=0

Pnav(n) · P (n)
count

)2

, (6.3)

where Pnav(n) is the probability that a given incident pulse contains n photons, which

follows a Poisson distribution with average photon number nav ∈ R+. P
(n)
count is the

probability of receiving one photon count in a single pulse with n ∈ N photons, given

by:

P
(n)
count = 1− (1− ηPDP )n. (6.4)

Here, ηPDP is the photon detection probability, which will vary depending on the

wavelength used. The spectral response of the SPAD therefore affects the number of

correlations recorded for a given incident power.

Once nav has been determined, the incident optical power can be calculated as the

emitted pulses per second Np and emission wavelength λi are known:
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Li = Npnav
hc

λi
. (6.5)

Here, h is Plancks constant and c is the speed of light.

6.2.2 Recovery of Received and Reflectance Spectra

If the received power Li is known for each wavelength λi, the incident spectra on the

SPAD can be determined. Each LED emitter will have a known, normalised emission

spectrum σi(λ), showing the power distribution across wavelength. The total received

spectra can be determined by summation of each LED spectrum, scaled by the respec-

tive received power:

σRec(λ) =

NLED∑

i=1

Li
σi(λ)∫
σi(λ)dλ

. (6.6)

The received spectrum σRec is dependent on the spectra of the light sources. To deter-

mine the spectral properties of the object or channel being illuminated, the emission

spectrum at the transmitter σTr(λ) must also be known. This spectrum must be a cal-

ibrated relative power measurement, to contain the relative power contributions from

each LED. With σTr, the relative reflectance of a target R(λ) can be determined by:

R(λ) =
σRec(λ)

σTr(λ)
. (6.7)

This equation works under the assumption that the reflectance profile of the target is

a smoothly varying function. While this is a significant simplification, the approach

may still be useful in determining low resolution spectral reflectance information. The

targets used in Section 6.3.2 do have smoothly varying reflectance profiles, however this

is not the general case for all materials.
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Figure 6.2: (a) Spectral response of the three human cone cells, named L, M and S
for their long, medium and short wavelength sensitivities. (b) CIE colour matching
functions x̄, ȳ and z̄.

6.2.3 Colour Interpretation

To perform colour imaging, the radiometric result for reflectance in Equation 6.7 must

be converted to a photometric result, taking into account the response of the human eye.

Colour vision in humans is enabled by three kinds of photoreceptive cone cells within

the eye [8]. Each responds to different spectral ranges of light, and so are designated

as S, M, and L cones as they respond to short, medium and long wavelengths. The

normalised spectral response for the tristimulus values of S, M and L cones are shown

in Figure 6.2(a). Given these responses, it is intuitive that a perceived colour should

only require three numbers to describe.

As the observers field of view affects the tristimulus values, a colour mapping func-

tion for a standard observer is required. The International Commission on Illumination

(CIE) defines the CIE 1931 chromaticity coordinates [9], which are commonly used to

characterise the colour of light sources [10, 11]. In order to determine the coordinates,

colour matching functions x̄, ȳ and z̄ are used, which can be regarded as a linear com-

bination of the cone response functions. The CIE colour matching functions are shown

in Figure 6.2(b).

With spectral radiance L(λ), CIE xy chromaticity coordinates can be derived using:
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Figure 6.3: CIE 1931 colour space chromaticity diagram.

X =

∫

λ
L(λ)x̄(λ)dλ (6.8)

Y =

∫

λ
L(λ)ȳ(λ)dλ (6.9)

Z =

∫

λ
L(λ)z̄(λ)dλ (6.10)

x =
X

X + Y + Z
(6.11)

y =
Y

X + Y + Z
. (6.12)

The resulting values x and y fall within the CIE 1931 colour space, shown in Figure

6.3. The outer curved boundary in this figure shows monochromatic wavelengths, and

the area covers all chromaticities visible to the average person. It is important to note

that the colours shown in the CIE diagram will be affected by both screen output

capabilities and printing methods. Therefore, the colours seen by the reader in the CIE

plot here, and results later in this chapter may not be accurate reproductions.

For the experiments performed here, the focus is on the reflective case, rather than

direct spectral radiance L(λ). In this case, X, Y and Z are calculated according to:
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X =
K

N

∫

λ
R(λ)I(λ)x̄(λ)dλ (6.13)

Y =
K

N

∫

λ
R(λ)I(λ)ȳ(λ)dλ (6.14)

Z =
K

N

∫

λ
R(λ)I(λ)z̄(λ)dλ (6.15)

N =

∫

λ
I(λ)ȳ(λ)dλ. (6.16)

Where R(λ) is the reflectance spectrum, I(λ) is the spectrum of the illuminant and K is

a scaling factor. Relative measurements of R(λ) can be performed using the correlation

approach as detailed above. As only relative measurements of R(λ) can be made using

the approach here, the scaling and normalisation factors are ignored. The choice of

illuminant I(λ) will then yield x and y coordinates that correspond to the colour of

the target when under that spectral illumination. For the following experiments, the

CIE standard illuminant D65 was used, which approximates daylight. Calculation of

x and y values can therefore be made for a target yielding R(λ) from the correlation

approach.

Limitations

Colour science is a complex field, and the model presented here for reproducing colour

values on the CIE colour space is a very simplistic approximation. In an imaging system,

the intention is to reproduce the colour of an object such that a human observer will

see no difference between the original and the reproduction. In order to do this, it must

satisfy the Luther-Ives condition [8]. This condition requires that the spectral response

functions of the imaging system are a linear transformation of the CIE colour matching

functions x̄, ȳ and z̄, shown in Figure 6.2(b).

In general, CCD and CMOS cameras do not satisfy the Luther-Ives condition, as

producing the required filters is difficult and expensive, and often incompatible with the
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finished camera product [8]. The approach presented here relies on the LED emission

spectra σi, which will also not satisfy the Luther-Ives condition. In fact, this approach

is a very simple and crude approximation at this stage. A future system may come

closer to the required conditions with very careful choice of illumination sources, closer

to either the colour matching functions or the S, M and L response curves of the human

cone cells.

As a consequence of these limitations, this approach is unlikely to faithfully repro-

duce colours of an object to match the perception of a human observer. Additionally, it

is likely to suffer from metamerism, where different coloured objects will be perceived

as the same. However, it can still be expected to give approximate information about

the colour of an object. Given that the approach utilises single photon detection, a

degree of colour discrimination, however limited, may still be useful for imaging under

very low illumination conditions.

6.3 RGB LED Pulsing System

For proof-of-principle, three LED wavelengths have been used. The commercially

available LED chip OSRAM LERTDUWS2W provides a single chip device with red

(632 nm), green (520 nm) and blue (449 nm) LEDs. The emission spectrum of each

LED is shown in Figure 6.4(a), and the relative power spectrum of total emission from

the transmitter is shown in Figure 6.4(b). These emission spectra were taken under

the pulsed driving conditions described below, and measured with a fibre-coupled spec-

trometer (Avantes AvaSpec-2048L) calibrated with a halogen light source (Ocean Op-

tics HL-2000-FHSA). A transmitter board, shown in Figure 6.4(c), provides electronic

components to drive the LEDs in a pulsed fashion. The green LED has noticeably

poorer performance in the relative power spectrum, which is a result of the common

“green gap” efficiency problem in LED fabrication.

Each LED is driven independently with the driving circuit shown in Figure 6.5. An
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Figure 6.4: (a) Emission spectra of each LED in the commercial chip, (b) relative emis-
sion spectrum of the transmitter, (c) photograph of the transmitter board in operation.
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Figure 6.5: Circuit diagram of the driver electronics for RGB LED pulsing system.

input logic signal, provided by an FPGA, is sent to a NAND gate, both directly and

through a delay line. The delay is generated using a coarse delay line chip, a chain of

inverters and a current starving transistor, utilising the same principle as the short-pulse

circuitry of the CMOS devices described in Section 1.3.3 and reference [12]. The coarse

delay line chip allows selection of delays with 5 ns spacing, and the variable resistor VR

controls the current starving transistor, allowing fine control of the delay through the

inverter chain. The resulting output from the NAND gate is a short electrical pulse on

the falling edge of the input logic signal. This pulse then drives the NMOS and PMOS

transistors controlling the 3.3 V supply to the LED. Driving in this way allows high

current driving of the LED, without sourcing through the digital electronics.

Electrical pulse conditions were tuned to obtain the shortest useful pulse from each

LED, with a temporal spacing of 300 ns. The optical signals measured with an APD

(Hamamatsu C5658) are shown in Figure 6.6. The FWHM pulse widths were 8.5 ns,

22.2 ns and 15.8 ns for blue, green and red, respectively. It is desirable to have the pulse

widths shorter than the dead time of the SPAD τd = 35 ns to avoid additional photon

detections which increase the time the detector spends in a recovery state. While the

FWHM pulse widths all fulfil this requirement, the green pulses show a longer tail of

emission which extends beyond 35 ns. The poor performance of the green devices, both

in relative power in Figure 6.4(b), and optical pulses in Figure 6.6(b), are attributed
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Figure 6.6: Optical pulses from the (a) blue, (b) green and (c) red LEDs. The green
LED shows much poorer performance, with a long tail of emission.

to the higher forward voltage of the device at 3.6 V, which is slightly higher than the

driving voltage of 3.3 V. In comparison, the blue and red LEDs have forward voltages

of 3.45 V and 2.5 V, respectively.

6.3.1 Direct LED Spectra Measurement

To verify that relative received power can be reconstructed with the correlation method,

the LEDs were first aligned directly with the SPAD (Thorlabs SPCM20A), with no

intermediate target or focussing optics, so the calculated spectra should match exactly

the emission spectra in Figure 6.4(b). The SPAD was positioned 10 cm away from the

transmitter, and aligned to maximise count rate from each LED in turn. A neutral

density filter was used on the receiver side to avoid saturation. Each LED was measured

separately, with pulsed conditions as detailed above. In each case, 11× 103 pulse pairs

were transmitted. The output of the SPAD was collected with an oscilloscope and

processed offline in MATLABTM. The correlation histograms for each LED are shown

in Figure 6.7, where peaks of different heights are identifiable for each wavelength at a

time lag of 300 ns.

The correlation peaks show finite widths, approximately equal to twice the FWHM

of the optical signals as expected from the autocorrelation process. Importantly, the

received power is dependent on the total number of correlations from a single LED,

regardless of specific time lag, so correlation counts should be summed over the entire
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Figure 6.7: Correlation histograms received for (a) blue, (b) green and (c) red LEDs
directly incident on the SPAD.

Table 6.1: Parameters and measurements for direct LED colour correlation measure-
ment.

LED
Correlation
width (ns)

Counts
Received

Power Li (pW)

Blue 26 1030 7.72× 10−2

Green 162 398 3.29× 10−2

Red 50 1595 9.51× 10−2

interval associated with a particular LED. In this experiment, where each measure-

ment was taken independently, this is relatively simple. However, when all LEDs are

used simultaneously with different time lags, care must be taken to fully separate the

correlation peaks so each time bin is associated with only one LED.

To account for additional noise correlation counts, a background reading was taken

over the same number of repetitions as the measurement with the LEDs switched off.

The mean number of background correlations is then subtracted from the measure-

ment before further analysis. By inspecting figure 6.7, we can estimate correlation

peak widths and sum all counts within that range. This is more difficult for the green

pulses due to the extended tail of the optical pulse. From the sum of counts the re-

ceived power Li can be calculated. The correlation peak widths, number of correlation

counts and received power are summarised in Table 6.1. These values, along with the

known spectra σi in Figure 6.4(a), can then be used with Equation 6.6 to reconstruct
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Figure 6.8: Calculated spectrum from correlations and individual LED spectra (solid)
compared to measurement from a spectrometer (dashed).

the spectrum incident on the SPAD. The result is shown in Figure 6.8, with the spec-

trometer measurement for comparison. The two measurements show strong agreement,

indicating the correlation counting approach does accurately measure relative power

from each LED source.

Sources of Error

There is generally good agreement between the two spectra in Figure 6.8, however,

minor differences have occurred as there are some sources of error that are inherent to

the approach used.

Firstly, the recorded correlation counts is a Poissonian variable, as was discussed

in detail in the communications work and described in Appendix A. A Poissonian

distribution has variance equal to its mean, putting a fundamental physical limit on

the accuracy of the correlation count measurement.

Secondly, the LED spectra are 10s of nm wide; however, we have accounted for

detector efficiency only at the peak wavelength. Slight variations in spectral response

around the peak may influence the detection rate of correlations.

Finally, the pulses from the green LED are much wider than red or blue. This means
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Figure 6.9: Photograph (a) and relative reflectance measured with a spectrometer (b)
of the colour targets used to verify colour imaging.

correlations are counted over a wider range of time lags, increasing the number of noise

correlations that may be recorded. Shorter, more intense optical pulses should provide

improved results as noise correlations from background counts will have reduced effect

on the correlation counts. Shorter pulses may be obtained by moving to a system using

micro-LEDs, to exploit their high bandwidth, and fast pulsing properties [12].

6.3.2 Single Colour Target and Single SPAD

To show reflectance and colour interpretation can be determined using the correlation

approach, the system was used to measure the properties of paper targets, printed with

a coloured area. The targets used are shown in Figure 6.9(a), and are henceforth re-

ferred to as red, green, blue, cyan, magenta and yellow. The relative reflectance spectra

measured with a halogen light source (Ocean Optics HL-2000-FHSA) and spectrometer
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(Avantes AvaSpec-2048L) are shown in Figure 6.9(b). The reflectance of these targets

is smooth, which fits well with the assumptions of the analysis in Sections 6.2.2.

The LED transmitter was positioned 20 cm away from a target board. No optics

were used on the transmitter, so that the target is approximately equally illuminated by

all three LEDs. The SPAD was fitted with camera optics (Navitar DOZ-11110) in order

to image only the target and avoid light from the background scene. As the detector

has only one pixel, it is extremely difficult to properly focus the lens arrangement. As

an approximation, the receiver was placed at the minimum working distance of the

optics (1.3 m), aligned to the target and adjusted to maximise the detected count rate.

For all three LEDs to be operated simultaneously, the temporal pulse separations

must be different for each wavelength. Correlation times of 300 ns, 600 ns and 900 ns

have been used for red, green and blue, respectively. This long time separation is re-

quired primarily due to the wide optical pulses from the green LED, which must be

separated to avoid additional unwanted correlations. Pulse pairs are sent sequentially,

i.e. two red pulses, followed by two green and two blue, with a delay of 1.8 µs be-

tween each pair to avoid correlations between different wavelengths. Large temporal

separations are required due to the wide pulses of the green LED. Pulse pairs were

repeated 1.389× 106 times to produce useful correlation histograms. This high num-

ber of repetitions is required as a large amount of light is lost over the 1.5 m round

trip, as no focussing optics were used on the transmitter. Currently, the data from

the SPAD is captured by an oscilloscope and processed offline, making image capture

a lengthy process. However, in a practical system the processing could be done live,

where 1.389× 106 repetitions would take approximately 10 s. With an improved LED

system utilising shorter pulses, the temporal separations could be reduced, improving

the pulse rate and reducing the acquisition times.

Figure 6.10 shows the received correlation histograms for all coloured targets. Each

target produces a distinct histogram, as a different amount of light is reflected from each

LED. These histograms do not account for variation in detector efficiency and emitted
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Figure 6.10: Received correlation histograms for (top to bottom) red, green, blue, cyan,
magenta and yellow targets.
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power at each wavelength, which results in a greater number of correlation counts for

red light (300 ns) and reduced for green (600 ns). It is also noted that the background

noise level in these histograms is significantly higher than those in Figure 6.7. This is

attributed to the large number of photons emitted by the LEDs and scattering around

the room before being incident on the detector. As these photons will have additional

time delays introduced by travel around the room they will increase the number of

correlations at all time delays.

By counting the correlations associated with each transmitter LED wavelength in

the histograms of Figure 6.10, the received power Li can be calculated. Equation 6.6

then allows calculation of the received spectrum incident on the SPAD, and Equation

6.7 gives the reflectance spectrum of the target. The resulting spectra are shown in

Figure 6.11 for all colour targets. Each received spectra is identifiably different, and

follows expected trends in terms of quantities of light from each LED reflected by the

target. It is important to note that the received spectra includes the variation in output

power from each LED as shown in Figure 6.4(b), which skews the data in favour of red

light and against green. As an example, the cyan data shows large amounts of blue

light, significant levels of red light, and very little green in the received spectra, despite

green showing the highest reflectivity in the reflectance spectra.

Each reflectance plot shows the characteristic trends that are expected of each

colour target. Comparing to the measurement with the spectrometer (dashed lines), it

can be seen that the general reflectance properties are captured, though at a very low

resolution. The results here only made use of three LED wavelengths, so the reflectance

show plateaus around the peak wavelengths. In effect, the measured reflectance values

are averages across the total emission spectra of each LED, giving very low resolution

data.

Using the method described in Section 6.2.1, CIE xy coordinates were calculated for

each target, based on the reflectance spectra in Figure 6.11. The resulting coordinates

on the colour space diagrams are shown in Figure 6.12, indicated with triangular mark-
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Figure 6.11: Received and reflectance spectra for each colour target for the 3-LED
system. The dashed lines represent the reflectance measured with a spectrometer, for
comparison.
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(a) (b)

Figure 6.12: Calculated xy coordinates for (a) red, green, blue, (b) cyan, yellow and
magenta targets. Triangles indicate full reflectance data, circles indicate RGB approx-
imation.

ers. Each colour target appears in approximately the correct region of the CIE colour

space, however, green and blue targets are calculated as whiter, or more “washed out”

than expected, and the red target is calculated as slightly orange. Both these effects

are attributed to the low-resolution aspect of the approach, where the reflectance is

averaged over the full emission range of each LED. As a result, some wavelengths are

overrepresented in the reflectance spectra, causing a change in the calculated colour.

Using multiple sources with narrower emission peaks would avoid this effect.

As the transmitter consists of red, green and blue LEDs, an RGB colour model

is a logical alternative to describe target colours. Instead of using the full reflectance

spectra, the reflectance values at the peak LED wavelengths (449, 520 and 632 nm) can

be rescaled to the range 0-255 (or 0-1) to produce a corresponding colour on the RGB

colour space. Doing so gives the values in Table 6.2. The table also shows coloured

blocks defined by the RGB parameters. The final column consists of coloured blocks

defined by converting the reflectance CIE coordinates to RGB values. In addition,

Figure 6.12 also shows the RGB interpreted colours on the CIE diagrams, indicated in

circles. In general, the RGB approximation appears to give purer colours, moving away

from the white region of the CIE colour space. This is likely because the reflectance
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Table 6.2: RGB values from reflectance data for each target.

Target colour R G B
RGB

Colour
Reflectance

Colour

Red 255 24 0
Green 123 255 55
Blue 141 186 255
Cyan 75 255 224
Magenta 255 41 77
Yellow 255 211 0

averaging effect has been avoided.

While the CIE coordinates and representative squares in table 6.2 may not accu-

rately reproduce the target colours as shown in Figure 6.9, a level of colour discrimina-

tion has been achieved. There are a number of factors which influence the interpretation

of colour, and therefore colour comparisons, that may not be accurately represented in

the images shown in this section. Firstly, the calculation of CIE coordinates requires a

choice of illuminant, which may not be representative of the lighting used in Figure 6.9.

Secondly, printing and display effects will influence the appearance of colours shown

on screen or on paper. Thirdly, the reflectance spectra suffers under the low-resolution

nature of the 3-LED approach. Finally, the RGB approach is an approximation, which

has assumed the three LED wavelengths used are representative of the red, green and

blue components of the RGB system.

6.4 Hyperspectral Imaging

The above results show proof-of-concept experiments for correlation-based imaging for

three wavelengths, with red, green and blue LEDs potentially enabling colour imaging.

The approach can be readily extended to more wavelengths of light to enable hyper-

spectral imaging. LEDs across the full visible range, and extending into ultraviolet and

infrared, are available due to the band gap ranges of III-V semiconductors [10]. This

potentially enables low-cost hyperspectral imaging to be implemented using the cor-
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Table 6.3: Summary of emission wavelength (λ), detection efficiency at λ (ηPDP ),
FWHM pulse width (tp) and applied correlation time (τcorr) for the LEDs used in the
10-LED board.

Label λ (nm) ηPDP (%) tp (ns) τcorr (ns)

Deep Red 660 21 11.12 60
Red 630 23 12.00 100
Red-Orange 615 24 11.85 140
Amber 590 26 13.87 200
Green 530 33 9.02 240
Cyan 500 34 9.89 260
Blue 470 30 11.68 300
Royal Blue 450 26 8.13 340
Violet 420 21 8.13 380
Ultra Violet 415 21 7.51 420

relation approach, a suitably chosen set of LED elements and a SPAD based receiver.

The following sections discuss a 10-LED transmitter, covering a wide wavelength range,

used to characterise the same coloured paper targets as the previous sections.

6.4.1 10-LED Pulsing System

A new driving board was designed for pulsed operation of ten commercial LEDs simul-

taneously. The LEDs used were Lumileds Luxeon Z series, as a range of wavelengths

across the visible and near UV were available, all with the same packaging footprint.

The PCB was designed to keep all LED elements close together in a circular arrange-

ment, in order to illuminate a target in an approximately equal manner across each

wavelength. The final board is shown in Figure 6.13(a), with all LEDs active. The

details of the LEDs used and important parameters are summarised in Table 6.3.

The pulsing circuitry used in the 3-LED system was simplified, as the FPGA is

capable of generating a 10 ns pulse without the need for the delay line shortening

approach. This is sufficient to generate pulses with shorter lengths than the dead time

of the SPAD. Therefore the driver for each LED consists of a double inverter, as shown

in Figure 6.13(b). The inverters and transistors were chosen to have operating voltages

ranging from at least 3.3 V to 5 V, to allow a range of LED driving voltages without
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(a)

Input

Supply Voltage

(b)

Figure 6.13: (a) Photograph of the 10-LED driver board. (b) Circuit diagram of an
individual driving element.

the need for multiple power lines. For all the following results, a driving voltage of

5 V was used. Even though this is significantly above the recommended DC driving

voltages for some of the commercial LEDs used, the low repetition rate pulsed approach

avoids damaging the LEDs, and the higher voltage allows higher intensity pulses to be

generated.

The LEDs were pulsed with 10 ns logic pulses from an FPGA input into the cir-

cuit diagram in Figure 6.13(b). Each LED emits a pair of pulses sequentially, with

pulse separations as shown in Table 6.3, with spacing between each pair to avoid inter-

correlations. The optical pulses are shown in Figure 6.14, measured with an APD

(Hamamatsu C5658), and the FWHM pulsewidths are detailed in Table 6.3. Impor-

tantly, all LED emission occurs within a 35 ns window, meaning every pulse is less than

the dead time of the SPAD τd = 35 ns.

The emission spectra from the transmitting LEDs was measured while in pulsed op-

eration using the fibre-coupled spectrometer aligned to each LED in turn. The spectra

are shown in Figure 6.15, both individually normalised and in relative emitted power.

The normalised plots show that this set of LEDs covers the visible range reasonably
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Figure 6.14: Optical pulses of the 10 LEDs when a 10 ns logic pulse is applied.
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Figure 6.15: Normalised (upper) and relative (lower) emission spectra of the LEDs used
in the 10-LED board.

well, though there is a significant gap around 570 nm. The relative emitted power

spectra shows that the UV, deep blue and red wavelengths have much higher emitted

power than the green and amber. Both these effects are due to the green gap problem in

semiconductor materials, where neither InGaN nor AlGaInP based LEDs can currently

obtain high efficiency for the green-yellow region [13].

6.4.2 Measurement of Single Colour Targets

With the relative emission spectra and correlated pulse outputs from the 10-LED sys-

tem, reflectance measurements and colour interpretation can be performed using the

methods detailed in Section 6.2.1. The experimental setup was identical to that for

the 3-LED setup, with the transmitter positioned 20 cm away from the target, and the

SPAD with camera optics 1.3 m away.

The received and reflectance spectra for each target are shown in Figure 6.16. Com-

paring the results to those in Figure 6.11, it can be seen that the 10-LED system es-

sentially provides a higher resolution result than that of the 3-LED, as expected. The

plateau effect of the LED emission widths is less significant, though is still particularly

strong in the central green-yellow regions, which is not as well represented in the LED
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Table 6.4: Colour of targets from the 10-LED system.

Target colour Measured colour

Red
Green
Blue
Cyan
Magenta
Yellow

wavelengths. As in the previous results, it is quite clear that each target reflects more

light in the expected wavelength ranges. Comparison to the spectrometer measure-

ment (dashed lines) reveals that the approach produces reasonable approximations to

the actual spectra for red, blue and magenta targets. The discrepancy is much larger

for green, cyan and yellow results. The common factor here is the green portion of

the spectrum. As this region is represented poorly by the LED system, the reflectance

results are less accurate.

As before, the reflectance spectra can be converted into a colour interpretation.

The resulting CIE coordinates are shown in Figure 6.17, with the individual colours,

converted to RGB, shown in Table 6.4. These show significant changes over the 3-

LED system results in Figure 6.12, most notably a general shift towards the blue

region. This may be related to the transmitter emission spectra now being dominated

by short wavelength LEDs, rather than in the 3-LED case where red is dominant. If

the relative emitted power spectra are not fully accurate, certain wavelengths may be

over-represented. A more accurate set of relative power spectra may be determined

by collecting all power from each LED in an integrating sphere, rather than aligning a

fibre-coupled spectrometer to each LED emission area.

The reflectance spectra of the targets given in Figure 6.16 has a contribution from

the emission profile of the transmitter LEDs, which results in the reflectance of a wave-

length region spreading out over the emission width. It may be more useful to only

show the reflectance measurement at the peak wavelength of emission. The reflectance
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Figure 6.16: Received and reflectance spectra for each colour target for the 10-LED
system. The dashed lines represent the reflectance measured with a spectrometer, for
comparison.
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Figure 6.17: CIE colour space with the measured colour of each target using the 10-LED
system. The reflection based RGB system results are included for comparison.

spectra displayed in this way are shown in Figure 6.18 with the spectreometer measure-

ment included for comparison. Here it is clear how adding more emitters with different

wavelengths improves the spectral resolution of the imaging system. Provided suitable

emitters are available, and a detector sensitive to the correct regions, the principle can

extend into the infrared or ultraviolet and potentially beyond.

6.5 Further Potential

While a level of colour discrimination and spectral reflectance measurement has been

demonstrated here, the system shown is not capable of imaging a scene, as it is limited

to a single pixel. There are two potential routes to full 2-dimensional images: arrayed

receivers or arrayed transmitters.

The simpler of the two methods is to use a 2D array of SPADs as a receiver [14].

Such devices often have timing electronics dedicated to each individual pixel [15, 16],

and have been demonstrated for applications such as fluorescence lifetime imaging mi-

croscopy [6], 3D imaging [5], light-in-flight imaging [7] and object tracking around

corners [17]. A similar receiver could be implemented here to achieve colour or hy-
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Figure 6.18: Reflectance spectra of the coloured targets at the peak emission wave-
lengths for the LEDs. The dashed lines represent the reflectance measured with a
spectrometer, for comparison.

perspectral imaging, where each receiver pixel is capable of discriminating wavelengths

by the temporal structure from the source. Essentially, each pixel would perform the

operations described in previous sections. allowing an image to be reconstructed.

An alternative, more computationally complex method is to use an array of trans-

mitters, and perform computational imaging based on a spatially structured light

source [18–20]. A CMOS controlled micro-LED array, as discussed in much of this

thesis, could be used to project structured light patterns. The known spatial patterns

incident on the target can be correlated with the intensity received on the single SPAD,

and used to computationally reconstruct a 2D colour image.

6.6 Summary

This Chapter has discussed further developments in applying the temporal correlation

methods described in Chapter 3 in a multiplexed format. The first part discussed a

method to perform colour discrimination based on temporally structured light sources

of different wavelengths. The correlation function g(τj) can be used to determine the
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relative received power of multiple sources.

By using a red, green and blue LED, simple colour targets could be discriminated,

and relative measurements of reflectance made. In the current implementation, this is

sufficient to make an estimate of the colour of the target, either through the reflectance

spectrum or an RGB approximation.

By extending the system to 10 LED wavelengths, spanning the visible spectrum,

a higher resolution can be obtained in the reflectance spectra. This technique enables

hyperspectral imaging of a target, and potentially more accurate colour measurements.

While the current demonstrations only show single-pixel images, as the receiver is

a single SPAD, it should be relatively straightforward to extend the principle to a 2D

array of SPAD detectors. Doing so would readily enable colour imaging at the full

resolution of the detector, without the need for optical filters. If sources and detectors

are available with suitable emission spectra and response, imaging in the ultraviolet

and/or infrared can also be performed using the same techniques.
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Chapter 7

Conclusions

This thesis has described the application of CMOS controlled micro-LED arrays for op-

tical communications and imaging. The high-frequency modulation characteristics of

micro-LED arrays, combined with the control systems implemented in CMOS technol-

ogy, provides devices capable of generating temporally and spatially structured optical

signals on nanosecond time scales. This has been shown to provide enhancements to

intensity modulated communication schemes, and also to enable novel transmission

methods which extend into imaging systems.

Chapter 2 presented experimental results using a CMOS controlled micro-LED as

a “digital-to-light” converter. Multi-level schemes such as pulse amplitude modula-

tion improve on the spectral efficiency of low complexity on-off keying, however, the

non-linearity of LEDs is problematic for reliably reproducing discrete signals. The

micro-LED arrays can provide improved linearity by transmitting discrete levels with

increasing numbers of active elements. The integrated nature of the device allows op-

tical signals to be directly generated from input electronic logic signals, removing the

need for a digital-to-analogue converter. Pulse amplitude modulation was performed

with 4 and 8 levels, producing a maximum data rate of 200 Mb/s. Furthermore, dis-

crete level orthogonal frequency division multiplexing (OFDM) was implemented. This

further improves spectral efficiency over pulse amplitude modulation, and avoids issues
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such as baseline wander. Discrete OFDM was shown to provide a maximum spec-

tral efficiency of 3.95 bits/s/Hz, and high data rates can be expected with hardware

improvements.

A new form of optical communications was introduced mathematically in Chapter

3, and developed experimentally in Chapter 4. Using a single-photon avalanche diode

(SPAD) and short optical pulses from a micro-LED array, data can be encoded in the

temporal correlation of an optical signal. This is in contrast to conventional optical

communications which encodes data in the intensity of a signal. By using single-photon

detection, the transmission scheme operates on a low power level, with data rates of

300 kb/s achieved at a BER of 1× 10−3 and received power of 15 pW. Furthermore,

received power requirements can be reduced almost arbitrarily by reducing the data

rate. Equivalently, if more received power is available, data rates can be increased. The

primary strength of this transmission scheme is in background signal rejection. Data

can be transmitted in the presence of not only constant background illumination, but

also modulated signals. If the background signal frequency is close to the data rate

of the link, only a modest increase in received power is required to maintain the same

BER performance.

A secondary advantage of the implemented scheme is in the simplicity of the com-

ponents and low electrical power consumption. This advantage is demonstrated in

Chapter 5 by operating the communication link under power from a nanosatellite sim-

ulation testbed. The consumed power of approximately 5 W can be readily supplied by

the solar panels and battery systems of a CubeSat, making the communication system

attractive for inter-satellite links. Replacing the single SPAD receiver with an arrayed

digital silicon photomultiplier (dSiPM) system allows a dramatic increase in the dy-

namic range of the transmission system. In addition, limitations from detector dead

time are lifted. Using a dSiPM, a data rate of 5 Mb/s has been demonstrated, greater

than that possible with a single SPAD. Furthermore, it is possible to transmit multiple

simultaneous data streams by encoding each with a different temporal pattern.
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The correlation approach to optical communications also has potential in imaging

applications, which has been investigated in Chapter 6. Here, commercial LEDs were

employed for proof-of-concept experiments, providing a wide range of emission spectra.

By applying different temporal correlation patterns to each wavelength of LED, relative

measurements of received power can be made using a single SPAD by comparing the

amplitude of the correlation patterns. As the relative emission spectrum from the

transmitter is known, the data at the receiver can be used to determine the relative

reflectance or transmittance of an object in the channel. This has been exploited

to perform simple colour measurements of targets, with potential application in low-

light colour imaging. Utilising additional LED sources, hyperspectral imaging can be

performed using the same methods. This has been demonstrated for 10 visible LED

wavelengths, and the principle extends to the infrared and ultraviolet spectra.

7.1 Future Work

As the correlated pulse methods presented in this thesis are novel, there is significant

scope for further work in both correlated communications and imaging.

An initial extension of the communications work is to determine the maximum

data rate achievable with the current receiver array. While 5 Mb/s was demonstrated

here, higher data rates should be possible, as detector saturation was not reached

and data rate can be traded off with received power. It will be possible to do this

with the current micro-LED transmitter setup, however, a number of improvements

can be made. Firstly, the oscillator used to produce the pulse trigger signal can be

replaced with a higher frequency model, to enable the short pulses with correlation

times shorter than 20 ns. Shorter time intervals effectively increases the dynamic range

of the system, as more pulses can be detected per bit period. Secondly, improvements

to the receiver sampling approach should be made in order to use higher frequency

outputs with greater numbers of photon counts. Alternatively, more direct access to
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Figure 7.1: Comparison between correlation and summation decoding for (a) 50 kb/s in
the presence of constant background with single SPAD, (b) 50 kb/s in the presence of
50 kHz background with single SPAD and (c) 5 Mb/s with no background with SPAD
array.

the digital outputs from the chip would facilitate directly digital decoding. In an ideal

setup, the receiver would be running at 0-255 photon counts at 800 MHz, enabling

detection of extremely short correlation times, large numbers of photons per pulse, and

a maximum photon count rate of 2.04× 105 MHz. The optical pulse performance and

modulation rate of the micro-LED transmitter may also be improved upon by replacing

it with a laser diode, with the correlated patterns generated with a pair of electro-optic

modulators. Alternatively, resonant cavity LEDs can also provide high modulation

bandwidths.

The current implementation of the correlation communication scheme involves trans-

mission of repeating pulses for one binary symbol, and no transmission for the other.

Therefore, the data stream can also be decoded by simply summing the photon counts

in a data interval, as in a conventional intensity modulated signal. This results in an

interesting comparison of approaches, which warrants further investigation. Figure 7.1

shows BER curves for both the correlation and summation decoding. Figure 7.1(a) is

a 50 kb/s link with constant background illumination of 15 pW. Evidently, summation

of photon counts outperforms the correlation method. However, in the presence of

modulated signals, as shown in Figure 7.1(b), the summation approach suffers heavily.

Furthermore, the arrayed receiver shows correlation decoding to outperform summa-

tion for high photon counts. Figure 7.1(c) shows the BER performance at 5 Mb/s with
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the arrayed receiver. The improvement of correlations at high powers can be explained

by its multiplicative nature. For example, if 4 photons are detected per pulse, a pair

of pulses produces 16 correlations, however, the summation will only count 8 photons.

Therefore, the signal builds more rapidly for correlations. The results shown here are

preliminary; a detailed investigation is required to justify correlated communications

over intensity modulation. It should also be noted that the summation approach only

works here due to the particular implementation of the communication scheme. Al-

ternate approaches such as the PPM-style transmission could not be decoded in this

manner.

An additional direction worth investigating is in multiple data stream communica-

tions using the arrayed receiver. Preliminary results indicate simultaneous data streams

can be sent with little interference. However, it is more efficient to transmit a single

high data rate stream, limiting the potential data rate improvements from parallelism.

Nevertheless, there is still potential for using multiple streams in a networked situation.

Such an approach may have use for “Internet of Things” applications, where multiple

devices are simultaneously communicating with each other. The distinction of data

streams by correlation pattern could be thought of as a multiple access technique.

As the data transmission method is probabilistic in nature, it is likely that a much

more sophisticated model could be developed to help with signal recovery and decoding.

In particular, it would be interesting to pursue a Bayesian approach to signal recovery.

This appears to be appropriate as the scheme depends on repeating pulses, the detection

(or absence) of which could be used to update a conditional probability related to the

presence of a signal.

The satellite simulator experiments demonstrated that the communication system

can be powered by CubeSat systems, however, the current system is not optimised

for such an application. Initially, the form factor would need to be altered to fit the

10 × 10 cm dimensions of CubeSats. This should be relatively straightforward, as

many of the elements on the control boards for the CMOS devices are for testing, or
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unnecessary for this application. Additionally, it would be advantageous to modify the

system to produce a transceiver to allow bi-directional communications. This would

require the SPAD receiver, micro-LED array, and all relevant electronics to be housed on

the same PCB. A replacement for the commercial SPAD should be found, as the power

consumption of the module is high. The initial work with the SPAD array suggests

such a format is beneficial for dynamic range and data rate, so could be employed here.

With a suitable form factor developed, the system could be put through a full set of

simulations for CubeSat components, verifying suitability for potential use in a real

satellite environment.

An additional application area of interest for the communication link is in neural

data collection. In vivo experiments on mice using neural probes collect large amounts

of data which must be transmitted to other systems. While a cable link is possible,

it is desirable to allow the mouse to move freely within an area. As animal testing

regulations limit the size and mass of equipment that can be mounted on a mouse’s head

or body, the data transmission must be small, lightweight and low power consumption.

This fits well with the performance of the optical link described in Chapters 4 and

5. Additionally, the LED wavelength can be chosen such that it is invisible to the

mouse, and the background rejection properties of the correlation-based link should

allow reliable data transmission in a variety of laboratory conditions.

The imaging work presented in Chapter 6 is mostly at a proof-of-concept level, as

only single-pixel “images” have been taken. As such, the priority for this work is to

extend the principle to a 2-dimensional system. The natural approach is to use an

array of SPAD receivers. However, in contrast to the array used in communications,

the output of each pixel must be separated. The correlation approach can then be used

to determine the spectrum incident on each SPAD individually, and therefore produce a

colour or hyperspectral image. Extensive characterisation of the system will be needed

to justify the correlation approach and its potential advantages over other imaging and

spectroscopic methods.
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Further operational improvements are possible for the imaging system by moving

to the CMOS-controlled micro-LED arrays. The time required to take an image is

limited by the pulse performance of the transmission system. The current setup uses

commercial LEDs, with fairly wide pulse widths and limiting control over driving con-

ditions. The micro-LED arrays allow much shorter pulses at higher rates, which will

enable faster image acquisition. However, developing a system of CMOS driven micro-

LEDs with as many wavelengths as used in these preliminary experiments would be

challenging.

The arrayed nature of the CMOS-controlled micro-LEDs may also permit advan-

tages for correlation-based imaging. Projection of patterns may allow colour or hyper-

spectral images to be taken using computational single-pixel imaging. A set of different

wavelength LED arrays could project patterns, with each array transmitting using a

different correlation signal. The signal detected with a single SPAD could then produce

an image for each wavelength to be combined into a colour or hyperspectral image.

202



Appendix A

Poisson Distributions

Due to the discrete nature of photon counting events, the Poisson distribution is a

recurring feature in this thesis. A brief description of such distributions is presented

here, for reference.

The Poisson distribution describes the probability of a number of discrete events

occurring within a fixed interval. The distribution is valid only if the events occur with

a constant rate and are independent of one another. The probability, P , of k events

occurring within a given interval is given by:

P (k) =
e−λλk

k!
. (A.1)

Here, λ is the average number of events that occur within the interval. For a

Poissonian distribution, the variance is equal to the mean λ. Distributions for λ =

1, 5 and 7 are shown in Figure A.1. Importantly, the distribution is only defined for

k ∈ Z. Poisson distributions with low values of λ vary significantly from Gaussian

distributions, particularly due to strong asymmetry as k cannot be negative. This

causes single photon based communications experiments to exhibit different signal-to-

noise behaviours to classical, analogue detection methods, which will be influenced by

additive white Gaussian noise.
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Figure A.1: Poisson distributions for mean values of 1, 5 and 7.
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Abstract

Communicating information at the few photon level typically requires some complexity in the
transmitter or receiver in order to operate in the presence of noise. This in turn incurs expense in
the necessary spatial volume and power consumption of the system. In this work we present a
self-synchronised free-space optical communications system based on simple, compact and low
power consumption semiconductor devices. A temporal encoding method, implemented using a
gallium nitride micro-LED source and a silicon single photon avalanche photo-detector (SPAD)
demonstrates data transmission at rates up to 100 kb/s for 8.25 pW received power, corresponding
to 27 photons per bit. Furthermore, the signals can be decoded in the presence of both constant
and modulated background noise at levels significantly exceeding the signal power. The systems
low power consumption and modest electronics requirements are demonstrated employing it as a
communications channel between two nano-satellite simulator systems.

1 Introduction

Conventional optical wireless communications
(OWC) involves the modulation of the optical in-
tensity of a light source, such as a light-emitting
diode (LED) or laser, and direct detection of
the output light [1]. When transmitting over
long distances, or through high loss media, re-
ceived power can become greatly reduced. Ul-

timately, the modulated signal can become lost
in noise, arising from background light in the
optical channel or within the receiver electronic
components themselves. A number of schemes
have been developed to operate using an excep-
tionally low number of received photons per bit,
including error correction coding and higher or-
der modulation schemes [2], coherent detection
at Mb/s [3] and Gb/s [4] data rates, phase shift
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keying (PSK) and rate-1/2 forward error correc-
tion (FEC) codes. Such schemes are approaching
the standard quantum limit (SQL) for sensitivity,
and make use of complex components such as
balanced photodetectors, local oscillators and op-
tical phase-locked loops. It should also be noted
that the SQL is not the fundamental quantum
limit for optical communications, and can be sur-
passed by employing quantum receivers [5–7].

A potentially simpler way to attain high re-
ceiver sensitivity is to make use of single photon
detection and counting [8–12]. With the use of
FEC codes and high order pulse position mod-
ulation (PPM) [13], photon counting systems
can also operate with extremely low numbers
of photons per bit [2]. However, these systems
are critically dependent on temporal synchroni-
sation of the transmitter and receiver. The high
sensitivity of single photon counting techniques,
combined with PPM and arrayed receivers has
potential for deep-space communication links, op-
erating at megabit rates. Such systems have been
proposed for communications to Mars orbit [14],
and demonstrated for Lunar range optical com-
munications [15]. These detection schemes are
however limited by the optical noise in the chan-
nel and the dark count rate of the detector [16].

Transmitters that generate coincident photon
pairs may be used in time gating schemes that can
reduce the effects of noise in the system [17,18].
Counting coincidences allows data to be sent with
extremely low levels of received power over long
distances [19,20], and can be used for quantum
key distribution [21–23]. These methods typically
require high efficiency photon pair sources with
large form factor requirements on the internal and
transceiver optics, and in some cases, secondary
clock channels.

Here we demonstrate a novel optical transmis-
sion scheme, suitable for OWC at ultra-low light

levels, requiring only a single, low photon flux
channel. Compared with existing methods, this
scheme is implemented with simple and widely
available semiconductor components and elec-
tronics in a compact format and with low power
consumption. Importantly, the method operates
under the presence of both constant and modu-
lated background noise, which is enabled by the
encoding of data in the timing statistics of the
received photons.

The data is formatted as temporally correlated
optical pulses, in this case from an LED, trans-
mitted over a single optical channel. The signal
is detected with a single photon avalanche diode
(SPAD), the output of which is a series of photon
detection events including both data and noise
sources. By calculating the autocorrelation of the
SPAD output, discretised in a histogram, peaks
can be observed corresponding to the specified
temporal correlation of the received pulses. Data
can therefore be encoded in the presence or ab-
sence of correlation peaks at predetermined time
intervals. This allows undesired background sig-
nals to be rejected efficiently, unless they coincide
with the data signal simultaneously on two sepa-
rate timescales, namely the correlation time and
the symbol rate. At data rates of a few kb/s, data
can be transmitted with received signal power
at a fraction of the background signal power.
By trading off the data rate, the scheme can in
principle adapt to arbitrarily low signal to noise
ratio (SNR) as the link fidelity is governed by the
Poissonian count statistics rather than conven-
tional SNR. Furthermore, the experiments were
performed using a simple optical and electronic
setup comprising a GaN micro-LED transmitter
and a single silicon SPAD receiver interfaced with
field-programmable gate arrays (FPGAs). The
scheme is also scalable to arrayed sources and
receivers and can thus be extended to a multiple
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input multiple output configuration [1]. All this
opens up potential for application in areas such
as the internet of things, where a network of indi-
vidual elements will need to communicate under
low power, potentially powered through energy
harvesting, with modest data rates. In this light,
we demonstrate the suitability of the scheme for
nano-satellite communications at such low power
levels that transmission distances in the 10’s of
km range are feasible using a single LED emitter.

The following sections discuss the details of the
transmission scheme, its current implementation,
data transmission results and a demonstration of
the system’s suitability for inter-satellite commu-
nications, such as shown in Figure 1a.

2 Results

2.1 Time correlation encoding scheme

The transmission scheme presented here, inspired
by time-correlated single photon counting (TC-
SPC) techniques often used for fluorescence life-
time imaging [24], involves the use of a single
SPAD to receive time correlated signals at a
single photon level. Analysis of the SPAD re-
sponse to incoming light over an interval [−t1, t1]
shows that the correlation count density func-
tion g(τ)dt′ of recording two subsequent SPAD
counts with temporal separation in the interval
[τ, τ + dt′] is given by:

g(τ) =

∫ t1

−t1
dt f(t)f(t+ τ). (1)

Here f(t) is the temporal probability distribu-
tion of received SPAD pulses, which is determined
by the optical signal from the transmitter. Full
analysis is given in the supplementary material.
If a suitable optical source transmits pulses with
a time separation of T , g(τ) will show a peak

at τ = T , as the probability of observing SPAD
pulses separated by T is increased. Equation 1
is the autocorrelation of f(t), so it is expected
that peaks in g(τ) would have a width of 2tpulse,
where tpulse is the width of the optical pulse. It
is important that T > τd, the dead time of the
SPAD, as otherwise the SPAD would not recover
from the first pulse in time to see the second.
This restriction can be lifted by making use of a
SPAD array [25,26], however here we consider the
use of only a single SPAD. The presence and/or
temporal position of peaks in g(τ) directly de-
pends on the sequence of optical pulses from the
transmitter, and therefore can be used as a means
of transmitting data.

In reality, the SPAD output is not a continuous
probability distribution, but a series of discrete
photon detection events. These events can occur
due to the optical pulses from the transmitter,
background photons, or dark counts. The SPAD
output signal will be sampled over a time period,
into time bins ti, i = 1, . . . , Ns, where Ns is the
total number of time bins. Each bin contains a
number of counts fi. If these bins are chosen to
be smaller than τd, fi will only have values of
0 or 1. Correlation time will also be discretised
into τj , j = 1, . . . , Nτ . For a single pair of pulses
a correlation either is or is not detected. This
single correlation is indistinguishable from a ran-
dom correlation of counts, so the optical signal
must be repeated many times to produce a usable
histogram of correlation counts. If correlation
time bin size is chosen as an integer multiple of
sampling bin size, τbin = ktbin, we can define
start and stop indices for correlating across i as:

nstart =
τ1
tbin

, (2)

nstop = nstart + kNτ − 1. (3)
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With this, the discrete form of Equation 1 is:

g(τj) =

Ns−nstop∑

i=1

k−1∑

l=0

fifi+nstart+(j−1)k+l. (4)

As fi is a binary value, and the output from
the SPAD is a transistor-transistor logic (TTL)
signal, the summation could be implemented with
simple logic circuits.

Encoding data in g(τj) has the potential to
allow data transfer at exceptionally low light lev-
els, and in the presence of significant background
illumination. In order to detect correlations, the
receiver requires the detection of a single photon
from each optical pulse. Such conditions allow
average received power to be extremely low, in
the range of pW. The trade-off in this transmis-
sion scheme is that the data rate is expected to
be relatively modest, as the optical signal must
be repeated several times in order to generate a
distinguishable signal in g(τj).

There are several potential ways to encode
data in g(τj). Forms of pulse position modulation
(PPM) or pulse amplitude modulation (PAM) are
discussed in the supplementary material. Here
we consider the simplest form of encoding, on-
off keying (OOK), where data can be encoded
using a single pulse time separation. On trans-
mission of the symbol ‘1’, pulses of width tpulse
are transmitted continuously with a fixed time
separation T , so g(τj) will show a peak at τ = T .
On transmission of the symbol ‘0’ no pulses are
transmitted, producing only background peaks
in g(τj).

A schematic of the expected waveforms is
shown in Figure 1b. In this example, optical
pulses are sent with time separation of T = 40
ns. If we choose tpulse = 5 ns, deliberately less
than τd, then only one photon can possibly be

detected from each pulse, indicated by the blue
SPAD signals in Figure 1b. In reality the de-
tection rate will be less than one per pulse, and
pulses can also be missed if received during the
dead time after a noise pulse, indicated in red.
Time correlation of the measured events from
the SPAD is performed over a data interval, pro-
ducing a histogram with peaks at 40 ns intervals
for transmission of a ‘1’, and a background cor-
relation level for transmission of a ‘0’, with the
noise floor determined by ambient background
light and detector dark count rate. Simply apply-
ing a threshold to the histogram bin generated
for each symbol at a delay 40 ns allows decod-
ing of a binary stream. This threshold will have
to be sufficient to reject correlation counts from
background and dark count correlations.

Finally, a crucial feature of this method is that
it is robust to temporal jitter between the trans-
mitter and receiver, unlike other forms of photon
counting schemes. Synchronisation of the system
can be easily achieved by using an embedded
clock in the transmitted data, as discussed in the
supplementary material.

2.2 Experimental demonstration

The scheme detailed above was realised using a
GaN violet emitting (405 nm), micro-LED device
as the transmitter and a silicon Single Photon
Avalanche Detector (SPAD) as the receiver. The
LED chip was bonded to a custom CMOS driver
allowing short pulse operation, with durations
of 5 ns. Data signal modulation was applied as
a slower on-off keying of the short pulse train.
Figure 1c shows a measured pair of pulses from
the micro-LED of 5 ns duration and with a rel-
ative delay of 40 ns. A variable neutral density
filter was placed between the emitter and detec-
tor to control the received power at the SPAD.
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A schematic of the measurement setup is shown
in Figure 1D. Full details of the devices and elec-
tronic drivers are given in the methods section.

2.3 Signal-to-noise ratio

To set an operation threshold for the system, a
figure of merit similar to the classical signal to
noise ratio must be defined. In this method, it is
the distinguishability of the correlation peak in
the g(τ) function that indicates the robustness of
the classical information recovery to noise. Con-
ventional SNR can be defined as in Equation 5,
where Nsignal is average signal correlation counts
and Nnoise is average noise correlation counts:

SNR = 10 log10
Nsignal

Nnoise
. (5)

As the number of pulse repetitions increases,
the correlation counting interval increases, caus-
ing both Nsignal and Nnoise to increase at linear
rates. This results in a constant SNR, which does
not reflect the observed increase in distinguisha-
bility of signal correlations with increasing pulse
repetitions.

Instead, it is more useful to consider the statis-
tical distribution of correlation counts for signal
and noise. Photon counting experiments were un-
dertaken using the experimental setup described
above, with a received power at the detector of
38 pW, corresponding to a detector count rate of
1.07× 107 Hz, in a dark lab environment with an
average background count rate of 619 Hz. Note
that this count rate contains both dark counts
within the detector and counts from the small
amount of ambient light. The delay correlations
of detected photons were binned with a resolution
of 10 ns, where the transmitted pulse delay was
set at 40 ns. Figure 2a and b show average his-
tograms of received photon correlations for 5 and

100 pulse pair repetitions, respectively. Figure 2c
shows the histogram for 100 pulse pair repetitions
under high background conditions, displaying the
correlation histogram due to background noise
alone, and signal with noise. The background
count rate for this measurement was 107 Hz.

In Figure 2a and b, the signal is defined as
the number of correlations in the 40 ns delay
time bin, and the noise correlation count is taken
from the 60 ns delay bin. Correlation counts
should follow a Poissonian distribution, as they
are discrete independent events. Figure 2d and e
are the measured Poissonian distributions for sig-
nal with noise and noise alone correlation counts
at 5 and 100 repetitions of the dual pulse cy-
cle, respectively, taken from 1500 independent
measurements of each case.

At 5 repetitions, the probability distributions
for signal and noise are strongly overlapped. Thus
a correlation count peak due to signal transmis-
sion is difficult to distinguish from a correlation
count peak due to random background and dark
counts. At 100 repetitions, the overlap of signal
and noise distributions is significantly reduced,
making distinction much easier. A histogram
threshold equates to a point along the x-axis
of the distribution plots. Evidently a threshold
point of 2 at 5 repetitions would result in many
signal correlation peaks being rejected as noise,
whereas at 100 repetitions the majority of signal
correlation peaks would be correctly identified,
and noise correlation peaks rejected.

Under high background noise conditions, the
number of correlations from noise is increased.
Figure 2f shows the Poissonian distributions for
the background noise, signal alone (identical to
Figure 2e) and the combined signal and noise. To
properly decode received signals, the threshold
must distinguish between the correlations due to
noise, from those due to the signal, as both will
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7



be present on transmission of ‘1’.

Distinguishability is therefore determined by
the overlap of the Poisson distributions for (i)
the total signal and noise contributions, PT (k),
and (ii) the noise alone Pn(k). Here, Pn(k) is the
the probability of k correlation counts occurring
due to noise with mean λ, given by Equation 7.
Similarly, the distribution of correlation counts
Ps(k) when a signal is present without noise is
also given by Equation 7. The distribution of
correlation counts in the presence of both signal
and noise, PT (k) is related to Ps(k) and Pn(k)
via Equation 8. Figures 2g–i show the calcu-
lated overlap of these distributions as defined in
Equation 6:

Overlap =

∞∑

k=0

PT (k)Pn(k), (6)

P (k) =
λke−λ

k!
(7)

PT (k) =
k∑

m=0

Pn(m)Ps(k −m). (8)

The overlap of the probability distributions
reduces exponentially with increasing pulse rep-
etitions. The rate of decay of the overlap will
depend on the received signal power. Figure 2g
is valid for a received power of 38 pW. Higher
received power would result in a steeper decay,
and lower power in a more shallow decay.

In addition to the number of repetitions, the
Poisson distribution overlap will depend on the
number of photons detected from each pulse. As
the pulses used are shorter than the dead time
of the SPAD, the maximum number of photons
that can be detected is one. Figure 2h shows the
overlap for 100 pulse repetitions as a function of
received photons per pulse. It can be seen that

the overlap reduces faster than exponential. This
is understood by noting that λ in Equation 7
follows λ = p2phNrep, where pph is the probability
of detecting a photon from a single pulse, and
Nrep is the number of pulse repetitions. This
relationship gives rise to the linear appearance of
Figure 2g and the quadratic appearance of Figure
2h.

The rate of random correlation counts due to
the background noise will also affect the over-
lap of Poisson distributions, as increased noise
correlations changes the distribution Pn. Figure
2i shows the calculated overlap as background
correlation counts increases. Larger numbers of
noise correlations increase the overlap between
Pn and PT with a sub-exponential trend.

Therefore, the distinguishability of binary 0
and 1 is governed by the Poissonian overlap,
Equation 6, and in turn depends on the num-
ber of sampled pulse repetitions, the received
signal power, and the background intensity, with
the first two parameters dominating.

2.4 Data rates

The achievable data rate of this system is deter-
mined by the number of pulse repetitions required
to distinguish the signal, and hence the received
power and the time separation between pulses.
The SPAD response imposes a lower limit on this
separation, due to the dead time τd and pulse
width, τpulse, giving an achievable data rate of:

Rdata =
1

Nrep(τpulse + τd)
. (9)

Where Nrep is the number of pulse repetitions
required to see a distinguishable peak in the cor-
relation histogram. Use of a SPAD array could
lift the restrictions imposed by dead time through
pulse combining techniques [26]. To demonstrate
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the system performance as a function of received
power and data rate, bit error ratio (BER) mea-
surements were made over these parameters. A
pseudo-random bit sequence (PRBS) of 104 bits
was used, limited by the data processing capa-
bilities of the oscilloscope and PC components
in the measurement setup. The ND filter wheel
allowed control of received power, or equivalently,
photon detection probability. Figure 3a shows
BER curves for varying data transmission rates,
taken with minimal background light.

As detailed above, detection of a noise cor-
relation is extremely unlikely. On transmission
of a ‘0’, no pulses are sent, meaning only noise
correlations will be present. Bit errors arise al-
most exclusively from missed correlation counts
on transmission of a ‘1’ rather than noise correla-
tions on transmission of ‘0’. Therefore, a decision
threshold of 2 counts applied to the correlation
histograms provides the lowest BER values. At
8.25 pW of average power, a data rate of 100
kb/s was possible with a BER of less than 10−3.
Received optical power can be reduced at the
expense of data rate. A data rate of 10 kb/s can
be achieved at the same BER with 2 pW.

The power measurements quoted here and used
in Figure 3 are the incident optical power on the
active area of the SPAD. This value has been
calculated through numerical methods from the
average count rate detected by the SPAD, details
of the method can be found in the supplementary
material. Detector count rate is the parameter
which governs BER performance, however the
optical power to attain the required counts will
be influenced by the performance of the SPAD.
Most importantly, the detection efficiency of the
SPAD at 405 nm is 18%, meaning the incident
photon flux is higher than the detector count rate.
More efficient photon detection would improve
BER performance in terms of required power.

The system performance can also be described
in terms of the number of received photons per
bit. Figure 3b shows detected photons per bit
for each data rate, at the level required for a
BER of less than 10−3. The fitted curve is calcu-
lated from the relationship between correlation
counts, received power and data rate. The num-
ber of signal correlations depends on the square
of received power and is inversely proportional
to the data rate Rdata. In order to reach a given
target BER, a certain constant number of sig-
nal correlation counts must be reached, meaning
(ph/s)2 ∝ Rdata. As photons per bit is simply
the required photons per second divided by data
rate, we obtain Equation 10:

ph/bit ∝ 1√
Rdata

. (10)

The 100 kb/s link is transmitting each bit
with an average of 27 detected photons. This
is relatively close to the standard quantum limit
(SQL) for uncoded OOK, set by Poissonian pho-
ton statistics [27]. The SQL for a given BER
is defined by the minimum number of photons
required to distinguish a signal from noise. For a
BER of 10−3, a minimum of 7 photons is required,
to detect a ‘1’. Therefore an average of 3.5 pho-
tons per bit is required, assuming the probability
of transmitting ‘0’ or ‘1’ is equal. The imple-
mented scheme will be unable to reach the SQL,
due to the correlation approach. Two photons
are required for a single correlation detection,
which itself has a Poissonian distribution that
must be distinguished from noise.

Note that no FEC has been implemented here,
so there is potential for improved efficiency. Fur-
thermore only OOK style signalling has been
implemented. Further efficiency improvements
will be possible through use of PPM style trans-
mission, to transmit multiple bits per correlation

9
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Figure 3: a) BER as a function of received signal power for varying data rates. b) Received photons

per bit required to achieve a BER of less than 10−3 for varying data rates, fitted with a x−
1
2

relationship. The standard quantum limit for uncoded OOK at this BER is also shown. c) Required
signal power to attain a BER of 10−3 under constant background power for 50 and 10 kb/s. Detailed
conditions are shown in Table 1. Equal signal and background power is indicated by the solid
line. d) Required signal power to attain a BER of 10−3 under modulated background conditions.
Required power increases when background modulation rates are comparable to the signal data
rate.
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peak.

After correcting for detector efficiency, 27 de-
tected photons equates to 7.37× 10−17 J incident
on the detector per bit. This exceptionally low
energy demonstrates the suitability of the trans-
mission scheme in low power or high loss systems.
As mentioned above, more efficient photon de-
tection would allow further reductions in energy
received per bit.

2.5 Robustness to noise

A major advantage of this transmission scheme
is that it is expected to be robust against back-
ground counts, as ambient light is generally un-
correlated on the time scale of 10s of ns. To
verify this, BER curves were taken for increasing
levels of background light using a secondary light
source, as shown in Figure 1d. As background
counts increase, the probability of detecting noise
correlations increases. The threshold applied to
the correlation histogram must then be increased
to avoid erroneous detection of ‘0’ symbols. This
means higher received average power is required
to obtain error-free transmission.

The results for varying background at data
rates of 50 and 10 kb/s are shown in Figure 3c,
with the background conditions detailed in Table
1. Full BER curves can be found in the supple-
mentary material. Rbg is the detector count rate
from the background light alone, before the signal
is sent. Background incident photon flux (Φbg) is
the number of photons incident on the detector,
calculated using numerical methods described in
the supplementary material. Optical power (Pbg)
is then simply the photon flux multiplied by pho-
ton energy. Table 1 also shows the detector count
rate (Rs), incident photon flux (Φinc) and optical
power (Pinc) of the signal required to obtain a
BER of 10−3 at 50 kb/s.

Figure 3c shows increasing levels of background
optical power increases the signal power required
to obtain a BER of less than 10−3. However, the
power requirements are still very low. At high
background levels, the required signal power is
significantly lower than the power received from
background illumination. With a background
count rate of 107, corresponding to an optical
power of 35.98 pW, less than 15 pW of signal
power is required for a 50 kb/s link, and less than
8 pW for 10 kb/s. This background illumination
level is somewhat extreme, as the detector will
saturate at 1.4× 107 , and normal room lighting
in this setup gives a background count rate of
2.33× 105 In a practical system, background
counts can be minimised using suitable optical
filters.

The system was also measured under modu-
lated background illumination. Since the number
of detected correlation counts depends on the
square of received power, a high modulation rate
background should interfere in the same man-
ner as a DC signal at the root-mean-squared
(RMS) of its count rate. For this reason, back-
ground signals used in the following experiments
maintain similar RMS photon count rates for
comparison to DC measurements. The power
required to maintain a BER of 10−3 is shown in
Figure 3d, with the background conditions and
full BER curves shown in the supplementary ma-
terial. The RMS background optical power was
approximately 15 pW for all measurements.

Figure 3d shows two distinct groups of results.
The high background modulation rates of 1 and
10 MHz show similar required signal power to
constant background conditions. This can be
attributed to 2 factors. Firstly, the background
signal completes many cycles within a single bit
period of the correlation link, making its modu-
lation less significant. Secondly, the dead time
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Table 1: Table of conditions for BER curves in Figure 3c. Detector count rate (R), incident photon
flux (Φ) and optical power (P ) are shown for background conditions (subscript bg) and for the
signal at a BER of 10−3 (subscript s/inc).

Curve
Rbg

(s−1)
Φbg

(ph/s)
Pbg

(pW )
Rs

(s−1)
Φinc

(ph/s)
Pinc

(pW )

a 619 2.95× 103 1.45× 10−3 2.04× 106 1.06× 107 5.2
b 1.08× 106 5.34× 106 2.62 2.46× 106 1.30× 107 6.4
c 2.06× 106 1.06× 107 5.19 2.80× 106 1.51× 107 7.4
d 4.00× 106 2.21× 107 10.87 3.29× 106 1.81× 107 8.9
e 1.00× 107 7.33× 107 35.98 4.84× 106 2.91× 107 14.3

of the SPAD restricts the number of photons
that can be detected per background cycle, re-
ducing the difference between a high and low
level, further making the background signal act
like constant interference. When the background
modulation rate is close to the correlation link
data rate, the BER performance is degraded, re-
quiring approximately 40% more received power.
However, all conditions still reach a BER of less
than 10−3 for less than 14 pW of received signal
power. This reduction in performance occurs as
the background signal is now generating different
levels of noise correlations from one bit period to
the next. This makes it more difficult to choose a
suitable correlation threshold, and increases the
BER.

Under all background conditions, the signal is
transmitted with a lower photon count rate than
the background signal, demonstrating low power
performance even with high power modulated
background interference.

2.6 Satellite systems demonstration

The communications system presented here is
applicable in many scenarios, but is particularly
attractive for inter-satellite links. The semicon-
ductor devices are extremely compact, low power

consumption and readily integrated with control
electronics. LED based visible light communi-
cations shows potential for use with cube satel-
lites [28]. The robustness of the signal to back-
ground noise and operation at ultra-low power
levels, means that it could be implemented with-
out the high accuracy pointing requirements and
telescope optics of current satellite systems.

To highlight this capability the system was
tested in the nano-satellite mission development
environment, NANOBED, shown in Figure 4a.
The NANOBED is a nano-satellite hardware and
software test-bed, with mission planning facili-
ties, details of which are given in the methods
section. A block diagram of the NANOBED
setup is presented in Figure 4b. Furthermore, to
demonstrate that the full system functionality
was able to be powered by the NANOBED, a
real time decoder, incorporating embedded clock
signal recovery, was implemented on a FPGA
platform to replace the oscilloscope and PC com-
ponents in the characterisation setup. Details of
this setup, shown in Figure 4c, are given in the
methods section. Details of the integrated clock
recovery are given in the supplementary material.

The LED transmission system was integrated
with one NANOBED system, while the SPAD
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receiver system was integrated with a second. In
this work, the NANOBED solar panel emulating
power sources are used to supply the transmit-
ter and receiver devices via the nano-satellite
electrical power supply (EPS) and battery units,
simulating an in-orbit scenario. The transmitter
side of the real time link requires a single FPGA
board, from which the CMOS micro-LED array
is powered and controlled. On the receiver side,
the commercial SPAD module requires a 6 V DC
supply, and a second FPGA is used to process
the received signals. A summary of typical power
consumption is shown in Table 2.

For the laboratory demonstration the trans-
mitter and receiver were placed 4 m apart with
the micro-LED pixel projecting the light across a
4 cm wide square with received power controlled
using a neutral density filter. A micro-LED emit-
ter at 450 nm was used to improve the Photon
Detection Probability (PDP) to 25 %. As shown
in Figure 4d, the live link requires 2.5 pW of
received power to maintain a BER of 10−3 at
20 kb/s. On a 20 µm diameter SPAD, 3 pW
corresponds to an intensity of 9.5 mW m−2. To
provide this over the projected 4 cm wide square,
the micro-LED must emit an average power of
only 15.3 µW.

3 Discussion

We have demonstrated a transmission scheme
suitable for ultra-low light level optical wireless
communications. By transmitting temporally
correlated signals, data communications can be
performed at extremely low light levels, with re-
ceived power on the order of pico-Watts. Signals
can be transmitted using an LED, and received
with a single SPAD. A 100 kb/s link has been
achieved with a BER of less than 10−3 at a re-

ceived power of 8.25 pW, close to the standard
quantum limit for uncoded OOK, while received
power can be reduced at the expense of data rate.

The scheme is robust to background light, with
only a minor increase in required power for very
high background conditions. Modulated back-
ground signals appear to have little additional
influence over that of continuous background,
suggesting the scheme could be used in parallel
with other optical communications with minimal
interference. Furthermore, multiple transmission
systems using this scheme could operate with-
out interfering with each other, simply by using
different pulse time separations.

A real time transmission setup has been demon-
strated, showing a method for clock synchroni-
sation and determination of a threshold level.
The current, unoptimised implementation allows
a data rate up to 20 kb/s, with only a minor
reduction in performance when compared to of-
fline processed transmission. In addition, the real
time transmission link has been demonstrated in
a simulated satellite environment, at a received
power density of 9.5 mW/m2. For an example
inter-satellite link distance of 40 km, an LED
average power emission of 1 mW and a detector
optical aperture of 10 mm, the required point-
ing accuracy corresponding at this power density,
or half angle divergence of the source, would be
≈ 0.1 degree, which represents a significant re-
laxation in orientation tolerance with respect to
current laser based systems. Additionally, GaN
LEDs at low current densities show higher wall-
plug efficiencies than laser diode counterparts [29],
further enhancing the power consumption char-
acteristics of the system.

The modest data rates presented in this work
are dominated by two key factors, firstly the
requirement of this protocol for correlating many
repetitions of a pulse pattern, and secondly, the
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Table 2: Typical power requirements of the communication system

Voltage (V) Current (mA) Power (W)

Transmitter 5 181 0.905
Receiver 5 122 0.610

6 595 3.570

dead time of the SPAD detector itself. We also
demonstrated the simplest transmission protocol
case of on-off keying, with no error correction
codes applied.

Data rate and photons per bit efficiency can
both be improved through relatively straightfor-
ward modifications to the system. By using a
SPAD array as a receiver rather than a single
device, the dead time limitation can be over-
come and therefore higher data rates achieved.
In addition by implementing a form of pulse po-
sition modulation, and implementing powerful
FEC codes, the photons per bit transmission ef-
ficiency can be improved. Finally, data rates
may be enhanced by using a form of pulse am-
plitude modulation, however the received power
requirement would also increase.

This transmission protocol has clear applica-
tions in communications systems for long range
or high loss environments, but is also equally ap-
plicable in microscopy or low light level imaging
systems when coupled with a SPAD imaging ar-
ray, and can be implemented using a wide range
of pulsed optical sources dependent on the appli-
cation.

4 Methods

4.1 Optical transmitter and receiver
realisation

The transmitter used for the results presented
here is a complementary metal oxide semicon-
ductor (CMOS) integrated gallium nitride micro-
LED pixel. Details and fabrication of comparable
devices can be found in [30]. The micro-LED
pixel is a square 100× 100 µm in size, and part
of a 16× 16 array with a 405 nm emission wave-
length.

The micro-LED array is fabricated in flip chip
format, and bump-bonded onto CMOS control
electronics. The CMOS electronics allow the
LEDs to be modulated in a pulsed mode, trig-
gered by the falling edge of an input logic signal.
The shortest stable optical pulses tpulse that could
be generated with this device and control system
were 5 ns.

In order to produce pulses for the OOK trans-
mission, a data signal produced by a field pro-
grammable gate array (FPGA) is sent to a simple
transmission circuit. Here the data signal is com-
bined with an oscillator producing a signal of
square waves with a period of 40 ns, through an
AND gate, as shown in Figure 1d.

The SPAD receiver is a commercial module
(Thorlabs SPCM20A), with a detector active area
diameter of 20 µm. The dead time of the detector
is 35 ns, and the typical dark count rate is 25 Hz.
At 405 nm and 450 nm the photon detection prob-
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ability (PDP) is 18% and 25% respectively. The
module outputs 3 V logic signals indicating pho-
ton counts. This signal is sent to an oscilloscope,
and collected by the PC for offline processing of
g(τj). In a practical system, this processing could
be performed by digital logic circuits

The LED output is collimated with a lens
(Thorlabs C220TME-A) and transmitted through
a graded neutral density (ND) wheel (Thorlabs
NDC-50C-4M-A). A 450 nm shortpass filter is
used in front of the SPAD to reject additional
background light. This filter is removed for the
experiments assessing performance under high
background conditions. The pixel is imaged onto
the SPAD active area. As the pixel image is ap-
proximately a 7 mm square, only a small portion
of the light is imaged on to the SPAD circular
active area of diameter 20 µm. In a practical sys-
tem, receiver optics could be used to collect more
light on to the active area of the SPAD, allowing
higher degrees of loss through the channel.

Received optical power is calculated numeri-
cally from the average number of photon counts
detected. This method accounts for detector dead
time, and photon detection probability at the op-
erational wavelength. Details of the calculation
can be found in the supplementary material.

To assess the effects of DC background illumi-
nation a commercial 450 nm LED (OSRAM LD
CQ7P) was placed within a few centimetres of
the transmitter LED, directed towards the SPAD,
as shown in the setup schematic in Figure 1d. By
increasing the driving current for the commercial
LED, the background counts could be controlled.

The modulated background optical signal was
generated using a commercial 450 nm LED (OS-
RAM LERTDUW S2W) modulated with a tran-
sistor. This commercial LED had a modulation
bandwidth of 15.9 MHz, and was placed within a
few centimetres of the transmitting LED. Modu-

lating this LED with a PRBS effectively simulates
operation of the correlation link in an environ-
ment with conventional optical wireless commu-
nication links.

4.2 Real Time Link

The results presented in the first part of the
manuscript are all obtained with offline decoding.
The output from the SPAD was collected with an
oscilloscope, and the traces repeated many times
to build a data sequence long enough for BER
analysis. In addition, the oscilloscope was trig-
gered from the transmitting FPGA, bypassing
the issue of transmitter and receiver synchroni-
sation. To demonstrate a more practical system,
a real-time transmitter and receiver have been
developed using FPGAs.

A synchronisation system has been imple-
mented, involving data transmission in frames
consisting of a 6 bit clock word and 32 data bits.
The carefully chosen clock word, ‘001101’, allows
both frame level and symbol level synchronisation
of data streams. Details on choice of clock work
and synchronisation methods can be found in
the supplementary material. A block diagram of
the experimental setup for real-time transmission
is shown in Figure 4c. On the transmitter side,
the FPGA is used to generate a data stream in
frames, with the 6 bit clock word. In contrast
to the offline setup in Figure 1d, the FPGA now
directly supplies the falling edge trigger for the
LED board, without the need for extra logic cir-
cuitry. The receiver FPGA is connected to a sep-
arate PC, and clock synchronisation removes the
need for a trigger from the transmitter. However,
due to limitations from the FPGA boards, the
achievable data rates with the real-time setup are
limited to 20 kb/s. It should also be noted that
the data rates quoted here include transmission
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of the clock word. This 18.75% overhead reduces
useful data transfer to 8.42 and 16.84 kb/s for 10
and 20 kb/s links respectively.

4.3 NANOBED Satellite Simulator
Experiments

The LED transmitter and SPAD receiver sys-
tems were independently powered by separate
NANOBED systems, positioned approximately
4 m apart. A 450 nm micro-LED was used, fo-
cussed on the receiver plane using an 8 mm focal
length lens (Thorlabs C240TME-A), giving a
pixel image size at of approximately 4 cm. To
increase received power on the 20 µm diameter
SPAD, a 35 mm focal length collection lens (Thor-
labs ACL4532U-A) was used.

The satellite simulator test bed is a FlatSat-
configured CubeSat system, which includes an
electrical power system, batteries, an on-board
computer and communication systems. A soft-
ware design tool offers mission design, simulation
and analysis, including a link to the hardware
for in-loop simulation and testing. A software
defined radio link to NANOBED enables ground
software validation and operational testing, over
which command and control of the system com-
ponents can be invoked.

The NANOBED EPS provides a 5 V bus suit-
able for powering the transmitter and receiver
FPGA boards directly. For the SPAD supply, the
unregulated battery bus was used with a voltage
regulator to fix the voltage to 6 V. The total
receiver power requirements were 5.37 W, while
the transmitter requires 0.905 W. The SPAD con-
sumes the most power in the system, however the
commercial module has not been designed with
power conservation in mind. Bespoke electronics
in place of FPGA boards may also permit lower
power consumption, therefore this demonstration

should be thought of as an upper limit on power
requirements.
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Abstract: We report a CMOS integrated micro-LED array capable of generating discrete
optical output power levels. A 16 × 16 array of individually addressable pixels are on-off

controlled through parallel logic signals. With carefully selected groups of LEDs driven together,
signals suitable for discrete transmission schemes are produced. The linearity of the device
is assessed, and data transmission using pulse amplitude modulation (PAM) and orthogonal
frequency division multiplexing (OFDM) is performed. Error-free transmission at a symbol rate
of 100 MSamples/s is demonstrated with 4-PAM, yielding a data rate of 200 Mb/s. For 8-PAM,
encoding is required to overcome the baseline wander from the receiver, reducing the data rate
to 150 Mb/s. We also present an experimental proof-of-concept demonstration of discrete-level
OFDM, achieving a spectral efficiency of 3.96 bits/s/Hz.
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1. Introduction

Demand for wireless data communications is constantly increasing, putting further strain on the
limited radio frequency (RF) spectrum. A potential complementary technology to RF communi-
cations is visible light communication (VLC). Expanding transmission to the visible spectrum
has several advantages, including THz of license-free frequencies, low cost components and
potential for integration with solid state lighting.

Transmitters for VLC are commonly light-emitting diodes (LEDs) [1] due to their low cost,
high efficiency and increasingly ubiquitous use as illumination sources. A digital data stream is
transmitted through modulation of the optical output from an LED. In most VLC systems to date,
the binary data stream is converted into an analogue driving signal using a digital to analogue
converter (DAC) and a transconductance amplifier [2]. The simplest modulation scheme that
can be performed in this way is on-off keying (OOK), where the LED brightness is modulated
between a high and low state to represent a high or low logic level, respectively. This modulation
method has low spectral efficiency, so it is desirable to move to a higher order modulation
scheme.

A straightforward method to increase spectral efficiency is to use pulse amplitude modulation
(PAM), making use of multiple output power levels [3]. Using M = 2N levels allows N bits to
be sent with each optical pulse, referred to as a symbol. The transmission scheme is then known
as M-PAM. A desirable quality in the transmitters for such a scheme is linearity, in order for
the output signal to faithfully replicate the input signal. LEDs have highly non-linear current to
luminosity relationships, so have to be driven only within a short range of currents where the
response is quasi-linear, restricting the dynamic range of the communication system.

The performance of single carrier schemes such as M-PAM degrades in the presence of
baseline wander and low frequency flickering interference from background lights. Multi carrier
modulation schemes such as orthogonal frequency division multiplexing (OFDM) overcome
these problems by adapting the channel loading to channel capacity using adaptive bit and energy
loading algorithms. This allows OFDM to skip subcarriers where the signal to noise ratio (SNR)
is low. OFDM is a promising candidate for VLC thanks to the cost-effective single-tap equalizers
and the inherent support of multiuser access [4].

A potentially simple way to generate discrete levels and avoid non-linearity effects is to use
groups of LEDs. By controlling the driving current of each group [2] or the number of active
LEDs in each group [5], discrete sets of optical power levels can be generated without the
linearity restrictions of a single LED. Levels generated by grouped LED elements can also be
used to produce discrete OFDM signals [2], potentially providing higher spectral efficiencies
than PAM.
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Here we present a highly compact integrated approach to discrete optical signal generation: an
array of micro-LED pixels integrated with complementary metal-oxide semiconductor (CMOS)
driving electronics. This provides a mm scale device capable of using CMOS logic signals to
control groups of LEDs in an on-off fashion, and generate discrete output levels without the
need for a DAC. By driving selected numbers of LEDs together, discrete multi-level signals
can be generated such as discrete PAM and OFDM waveforms. We demonstrate data rates up
to 200 Mb/s and spectral efficiencies up to 3.96 bits/s/Hz. In principle, this "digital-to-light"
transmitter can be scaled to provide higher output power or a higher number of discrete output
power levels.

2. Device and experimental setup
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PC

CMOS Control

Board

APD

Serial Data

Sequence
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Optical

signal
Signals for

processing

1 2 3 4

Section

of LED
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Fig. 1. Block diagram of the system (left), with an example LED grouping for binary
weighted signals. A micrograph image of LED array A (right) is shown with 15 active
pixels.

The LED arrays used for this work consist of 16 × 16 individually addressable gallium nitride
(GaN) LED elements fabricated in flip-chip configuration. Details of comparable device fabrica-
tion and performance have been reported previously in [6]. Two different pixel arrangements
have been used. The first consists of uniform 72 µm pixels on a 100 µm pitch (array A). The
second consists of varying pixel sizes from 84 µm to 14 µm (array B). The arrays are otherwise
identical. A micrograph image of array A is shown in Fig. 1, taken from the sapphire side with
15 LED pixels switched on. The flip-chip format of the LED array allows it to be bump bonded
to CMOS control electronics with matching bond-pad pitch. The CMOS driver provides on-off

control of each pixel by addressing individual p-contacts, with a common n-contact for the array.
This matches best with standard LED array fabrication, relying on a PMOS transistor as the
LED driver. The -3 dB modulation bandwidth of each individual pixel is 110 MHz, limited by
the connection to the CMOS electronics [6]. Higher modulation bandwidths would be possible
with the faster switching speeds of NMOS transistors [7], however the LEDs would have to
be contacted through individual n-contact pads, requiring a more complex LED fabrication
method [8]. The emission wavelength of the device is 405 nm, as early investigations showed
devices of this wavelength provided the most promising results in this configuration [9]. This is
likely due to improved frequency response at low current densities, combined with the on-off

control rather than common DC-biased AC modulation. Violet emitting devices are also suitable
for white light generation for combined communications and lighting, using colour converting
materials or colour mixing with several LED elements [10].

A CMOS driving board, reported in [11], is used to provide connections allowing independent
control of all 16 columns of LEDs on the array. A USB microcontroller allows selection of active
pixels from the PC. Fig. 1 shows an example of how the parallel logic channels can be used to
group LED pixels and generate discrete signals. With a uniform set of pixels, N bits per symbol
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can be mapped on to M discrete output states, and therefore implement M-PAM. This requires
N parallel logic channels, where M = 2N . Each parallel logic channel, m, is weighted with 2m−1

active LEDs, where m is an integer between 1 and n. Using the array with varying pixel sizes
requires more careful planning of active pixels, but permits greater flexibility in discrete level
generation. A digitally sampled OFDM signal can be transmitted in a similar manner.

A block diagram of the system used for data transmission is shown in Fig. 1. Signals are
prepared in MATLABTM and loaded onto the on-chip memory of a field-programmable gate
array (FPGA) board (Opal Kelly XEM3010). The FPGA outputs parallel logic streams, with a
length of 215 bits, at a programmed symbol rate. Each bit stream is sent in parallel to a different
column on the CMOS control board, modulating the LEDs. Modulation of each LED is therefore
synchronised and produces a spatially superposed multi-level output. The light output is imaged
on to an avalanche photodiode (APD) with a 1 GHz bandwidth (Hamamatsu C5658) using a pair
of lenses. The APD response is captured by an oscilloscope, and processed in MATLABTM.

The maximum symbol rate achievable with this FPGA configuration is 100 MHz, placing
a hard limit on the communication link data rate. OOK transmission is therefore limited to
100 Mb/s, despite the 110 MHz bandwidth of an individual LED. Previous experiments show
OOK data rates with similar devices up to to 512 Mb/s [6], however the setup used in this earlier
work is unable to support the multiplexing functionality presented here.

3. Results

3.1. Discrete pulse amplitude modulation

To produce PAM signals a pseudorandom bit sequence (PRBS) is mapped to M-PAM symbols
using MATLABTM. Parallel bit streams are transmitted to the columns of array A, with pixels
selected to form binary weighted groups on each column, as shown in Fig. 1. Fig. 2 shows the
linearity of sequential output levels, with pixels driven by a repeating on-off signal at 50 MHz.
Optical power was measured at a distance of 3 cm from the array with a 9.5 mm diameter power
meter head. The on state bias of the LEDs is 6.6 V, consuming 15.7 mA for a single pixel.
At higher levels, the linearity begins to degrade. This is attributed to electrical crosstalk and
self-heating within the device [12]. These devices were not specifically designed for discrete
signal generation, so there is scope for improvement with custom CMOS and LED array designs.
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Fig. 2. Linearity of optical power output at 50% duty cycle for increasing numbers of pixels
with array A.

Using a total of 3 LEDs on the first 2 channels, one and two on channels 1 and 2 respectively, 4-
PAM sequences were transmitted. An example of the captured trace from the 3 LEDs modulated
at a 100 MSamples/s is shown in Fig. 3. The LED output follows the 4 level scheme closely,
and can be decoded without error, resulting in a data rate of 200 Mb/s. Also shown in Fig. 3 are
eye diagrams for 4-PAM at 50 and 100 MSamples/s, showing the 4 distinguishable levels. The
symbol rate here is limited by the FPGA, not the LED array.
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Fig. 3. Received 4-PAM optical signal at 100 MSamples/s, with the transmitted symbol.
To the right are the eye diagrams for 50 MSamples/s (upper) and 100 MSamples/s (lower)
symbol rates.

Extending the system to a third channel allows 8-PAM signals to be generated, increasing
spectral efficiency. With an increased number of levels, baseline wander (BLW) in the system
becomes problematic. The APD used is AC coupled with a low-frequency cut-off of 50 kHz. This
causes the received trace to drift with the low-frequency components of the signal, and become
difficult to decode. At 50 MSamples/s a bit error ratio (BER) of 1.18 × 10−2 was recorded. In
order to improve upon this, data streams have been encoded to maintain DC balance over every 2
symbols. Using this method it was possible to transmit at 100 MSamples/s, and decode without
error. However, due to the high DC-balancing overhead the resulting data rate is 150 Mb/s; slower
than that of 4-PAM. An example of the received trace is shown in Fig. 4 with eye diagrams at 50
and 100 MSamples/s symbol rates. Using an alternative photoreceiver, the full 100 MSamples/s
could be used, yielding a data rate of 300 Mb/s.
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Fig. 4. Received 8-PAM optical signal at 100 MSamples/s symbol rate, with eye diagrams
for 50 MSamples/s (upper) and 100 MSamples/s (lower) symbol rates.

With a 4th channel, 16-PAM transmission can be performed. At a 25 MSamples/s the data
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stream was decoded with a BER of 7.02 × 10−4. The encoding method used for 8-PAM is still
required to maintain DC-balance, yielding a data rate of 50 Mb/s. At higher PAM levels the
received signals become degraded by the increasingly non-linear array output, inter-symbol
interference and multilevel penalty.

3.2. Discrete orthogonal frequency division multiplexing

The generation of discrete-levels OFDM starts with an ‘analogue’ OFDM waveform generation in
MATLABTM. A binary stream of bits is modulated into M-ary quadrature amplitude modulation
(Mk -QAM) symbols which are mapped into multiple subcarriers, where Mk is the constellation
size that is allocated based on the estimated SNR. Hermitian symmetry is imposed on the
subcarriers before the inverse fast Fourier transformation (IFFT) to ensure a real-valued OFDM
output. The number of sub-carriers is chosen as NFFT = 128, to ensure statistical significance of
multiple frames given the limitation of the FPGA output length. A cyclic prefix of NCP = 5 was
found by exhaustive experiments to be adequate in avoiding any inter-symbol-interference. The
OFDM waveform is then filtered using a root-raised cosine pulse shaping filter and clipped at,
|xs | ≤ 4σs , where σs is the standard deviation of the OFDM waveform, xs [13].

The analogue OFDM waveform is quantised into (3, 4, 5) bit resolutions corresponding to (8,
16, 32) discrete levels respectively. Two quantisation methods are adopted from source coding
literature to convert the analogue waveform into discrete-level OFDM: uniform quantisation
and Lloyd-Max quantisation [14]. While uniform quantization uses equally spaced discrete
levels, Lloyd-Max uses a narrower level-spacing in the power range that is predominantly used
by the OFDM waveform, and wider spacing in the less frequently used power ranges [15].
This is desirable for OFDM as the waveform follows a Gaussian distribution. The probability
distribution function (PDF) of the OFDM waveform and the probability mass function (PMF) of
the two quantisation methods for 5 bit quantisation are shown in Fig. 5. The quantisation step of
Lloyd-Max is smaller at the higher probability densities and vice versa.
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Fig. 5. Probability distribution function of a typical analogue OFDM waveform, with the
probability mass function of the uniform and Lloyd-Max 5 bit quantisations.

The discrete levels are mapped onto the CMOS array using the aforementioned FPGA. Array
B was used and the mapping is performed by choosing the best-possible candidate columns of
the array that would produce a linear output for the considered (8,16,32) discrete levels as shown
in Fig. 6. The sampling frequency limit of the FPGA is used at 100 MS/s with an oversampling
of 5 samples per symbol. This restricts the overall system bandwidth to 10 MHz due to the
Hermitian symmetry requirement of OFDM. The discrete levels are superimposed in the optical
domain and the light is collimated and focused into an APD (Hamamatsu, S8664-05k) using two
lenses (Thorlabs, LA1951-A and C240TME-A) with a distance of 70 mm between the CMOS
chip and the APD. The received signal was processed and demodulated in MATLABTM.
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Fig. 6. Levels used for generating OFDM signals with a) 3, b) 4 and c) 5 bit resolution using
array B. Symbols were transmitted sequentially at a rate of 10 MHz.

Table 1. Average SNR for uniform and Lloyd-Max quantisation with 3, 4, 5 bit resolution.
Bit resolution 3 4 5

Uniform 13.24 dB 16.11 dB 13.95 dB
Lloyd-Max 16.75 dB 18.93 dB 15.92 dB

The average SNR for the Lloyd-Max quantisation method for all bit resolutions considered is
higher than those for the uniform quantisation as shown in table 1. An improvement of 3.51 dB
is achieved for the 8 discrete levels case. In addition, the average SNR improves as the number
of discrete levels increases. However, this was not shown for 5 bit resolution due to the incurred
non-linearity in the 32 discrete levels generation as shown in Fig. 6, where significant steps in
output power are seen at the 8th, 16th and 24th level transitions.

In principle, higher collected optical power contributes to a higher SNR, as long as the APD
does not saturate. However, excess optical power can also increase shot noise in the APD which
may decrease the SNR. In this experiment, the objective was to collect the maximum optical
power possible through optimizing optical alignment. This ensured that most of the emitted light
from all the deployed LEDs is collected so that the discrete levels can be constructed in the
optical domain.

In addition, adaptive bit and energy loading is used for OFDM as described in [16]. With
higher SNR, the algorithm can increase bit loading while maintaining a target BER. In this
sense, higher collected optical power results in higher data rates. The target BER is usually set
to be lower than the FEC threshold target, and the SNR thresholds can be calculated using the
analytical BER model of M-QAM [17].

The BER versus data rate for uniform and Lloyd-Max quantisation is shown in Fig. 7 for 3, 4,
5 bit resolutions. It is shown clearly that the BER performance improves as the number of total
discrete levels increases. For uniform quantisation, a data rate of 25.2 Mb/s is achieved below
the forward error correction (FEC) target for 3 bit resolution. This increases to 29 Mb/s and
35.5 Mb/s for 4 and 5 bit resolutions, respectively. The performance improves for the Lloyd-Max
quantisation where data rates of 36 Mb/s, 39.5 Mb/s are achieved for 3 and 4 bit resolutions. The
performance saturates for the 5 bit resolution case due to the increased nonlinearity.

4. Conclusion

Pulse amplitude modulation has been implemented using discrete levels generated by multiple
LEDs within an array. 4 level PAM is easily performed at error-free levels up to 100 MSamples/s,
allowing a 200 Mb/s link. 8-PAM is also possible at 100 MSamples/s, however the baseline
wander introduced by the receiver limits the effective data rate to 150 Mb/s. 16-PAM has been
investigated, though suffers under the non-linearity of the system, along with decoding difficulty
due to the increased number of potential transitions. Discrete OFDM has been shown as feasible,
with significant scope for improvement by upgrading the FPGA interface. A maximum of
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Fig. 7. BER versus data rate for a) uniform and b) Lloyd-Max quantisation.

39.6 Mb/s is achieved using 16-level discrete OFDM with Lloyd-Max quantisation, corresponding
to spectral efficiency of 3.96 bits/s/Hz. We have shown that a CMOS integrated micro-LED array
provides a compact system for digital-to-light conversion, and is suitable for discrete multi-tone
generation on a highly miniaturised scale with digital electronic interface.
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