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5 Frequency measurement 
Within microgrids, as already described in section 2.1, system frequency Is a much more 
dynamic parameter than it is in large national networks. This is due to the lower per-unit 
inertia of the generators and spinning loads, In combination with the larger sizes of 
commonly occurring load steps, relative to the system capacity and inertia. Thus, a 
measurement of frequency must respond fast enough to accurately follow the system 
frequency variations. The requirements for measurement accuracy, tracking and latencies 

were previously discussed section 2 and culminated in Table 2-14 and Table 2-15. This 

specifies a measurement latency of only 5 cycles (looms) and a required accuracy of 
±0.025Hz (±0.0005pu), with only 10 samples per cycle, and other interfering quantities 
such as harmonic content and flicker. The measurement of frequency to this accuracy with 
such a short latency is a specialised problem, to which "normal" techniques cannot be 

applied. In other fields of engineering, frequency measurement can generally take place 
over many cycles which allows much more conventional and accurate techniques to be 
used (Roscoe, 2005). 

In addition to the requirement for a fast response time, tough requirements for "influence 

qualities" such as high harmonic content, power-line communications, flicker, and 

unbalance have all been [aid down in section 2.7. The expected level of these interfering 

parameters Is much higher within microgrids than it is for "normal" grid-connected power 

systems. This will be especially true for a battlefield and disaster-relief type scenarios 

when small power system networks might be operated outside the normal design 

constraints (and legal requirements) which would be applied for a distribution network. In 

such cases the risks of the following conditions are all increased: lower diversity of toads 

potentially injecting common harmonic currents, lower fault levels (higher impedances) 

causing higher levels of voltage harmonics due to harmonic currents, higher unbalance due 

to the difficulty of balancing single phase toads accurately across three phases, and large 

relative load steps relative to the size of the network leading to flicker and frequency 

deviations. 

In addition to all these constraints, it is also desired to measure frequency using cheap 

equipment and processors, at relatively tow sample rates so that the processor can also be 

used for other controt/retaying tasks simultaneously (see section 2.9). 

This chapter presents the design and performance of a new algorithm for frequency 

measurement. It can be called a "Clarke-FLL hybrid", being a combination of two entirely 
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separate frequency measurement algorithms based upon (firstly) a Clarke transformation 

and (secondly) a set of 3 single-phase frequency locked loops (FLLs). Such a hybrid Is 

created because the two different measurement techniques have different strengths and 
weaknesses. The hybridisation enables the overall algorithm to exploit the strengths of 
both (and minimising the weaknesses) by selectively using one or the other depending 

upon dynamic circumstances. The algorithm provides measurements of frequency, 

amplitude and phase of a 3-phase signal set. The pre-existing work which directly 

contributes to the algorithm Is the well-established mathematical Clarke transformation 
itself (Clarke, 1943), and some of the exact-time averaging and Fourier measurement 
blocks within the MATLAB SImPowerSystems blockset which were significantly enhanced in 

sections 3.2 and 3.5. The single biggest Influence on the core of the final measurement 
design is the finding that the use of the optimised exact-time averaging techniques 
(particularly the novel extra %-cycle averaging introduced In section 3.9) enable the 
Clarke transformation and Fourier algorithms to give significantly better results than other 
authors have previously achieved, even at very tow sample rates. The work by Jovcic 

(2003) was of significant Interest, both because he is the only other author to date to 

recognise the benefit of exact-time averaging, and also due to his use of 2nd harmonic 

cancellation techniques (although these ultimately did not contribute to the final 

algorithm, as described by section 3.10). 

The final Clarke-FLL hybrid contains a large amount of Simulink code. This consists of 
many carefully placed uses of the exact-time averaging algorithm (optimised in section 
3.2), the novel ripple remover (designed In section 4.3), and a significant quantity of code 
which implements: 

0 fautt ride-through 

fast settling when a new or fast-changing signal Is applied, including seeding of the 

FLL with data from the Clarke's measurement when appropriate 
These two functions contain large amounts of code to Implement logic, buffering, and 

hysteresis delays. Ali this code was created from scratch during this work. 

In the section 5.7, the performance of the Clarke-FLL hybrid is triatted against 7 other 

candidate frequency measurement systems. it is shown to perform the best, and is thus 

the solution of choice. Benchmarking analysis Is also performed to show that the 

computational load presented by the Clarke-FLL hybrid is competitive compared to the 

other solutions, despite is apparent complexity. 
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5.1 Established and published methods 
Within a nationwide power system, adequate and accurate frequency measurement has 
traditionally been made with relatively simple techniques such as zero-crossing detection. 
These techniques have been adequate due to a combination of factors: - 

0 Smatter numbers of frequency measurement points required means that 

equipment can be relatively expensive 
fast sample rates, sometimes into the 20 kSa/s range 

precision analogue hardware front-ends 

precision ADCs (analogue-digital converters) 

averaging over many cycles, which has been acceptable because the expected 
rate of change of frequency (ROCOF) has been low 

0 reliance upon the sinusoidal nature of the voltage waveforms 

0 reliance upon balanced operation, so that only one phase needs to be measured 

In the following sub-sections, a summary review of established and proposed methods for 
frequency measurement within AC power systems is presented. Some of the proposed 
methods use novel techniques. However none (in their presented or raw implementations) 

are found to meet the requirements of chapter 2. 

5.1.1 Frequency measurement by zero crossings 
Traditional commercial relays have tended to use zero crossing algorithms to measure 
frequency. By taking samples, it is possible to find the pairs of samples which contain the 
zero crossing. Unear Interpolation between these two samples can then be used to 
calculate the time at which the zero crossing is believed to have occurred. It is interesting 
to perform an error analysis for this frequency measurement method, using a purely 
sinusoidal waveform input, as a benchmark against which to analyse other frequency 
measurement methods and scenarios. 
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Figure 5-1 : Linear Interpolation to estimate the time of a zero crossing 

At a zero crossing point, the actual zero crossing occurs at time to. The sample interval Is 

At,. The first sample v, occurs at tj=to-t, and the second sample v2 occurs at t2=to-t+Ats. If 

one of the sample values v, or v2 is 0, then by examination the actual position of the zero 

crossing time is known to be at tj or t2 respectively. Normally, however, this is not the 

case, and linear interpolation is carried out to determine an estimate of to, given by tost. 

The estimate of to can be made using the following equation: 
( 

12 -11 tOest = tI - VI ;2- 
VI 

) 

where v, and y2 are the signed voltages (v, negative and y2 positive 

in Figure 5-1) 

(5.1) 

The effect that this single 2ero-crossing measurement error wilt have on a frequency 

measurement at 50Hz Is given by: - 

F ='- 
I 

error T T+ (to. -to)) 
where T is the actual period of the sinusold. 

This expression simplifies, assuming that to,, t-tý<<T, to: 

Ferror =T2= (to,,, -to )F 2 where F is the actual frequency 

(5.2) 

It is relatively trivial to now analyse the frequency error induced by the error tow-to for 

different values of sample interval At, and different values of the time offset t between 

the first sample and the zero crossing. At 5OHz, and using aI per-unit voltage magnitude, 
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vj-sIn(2Ti5O(tj-tO)) and v., -s1n(2n5O(t2-tO)). These values for a pure sinusoidat waveform can 
be substituted Into (5.1) for different values of Ats and t to evaluate to,, t-to. For 

simplification, to may arbitrarily be set to 0 for this evaluation. 

Frequency error using zero-crossing algorithm due to 
Interpolation errors only, at only one and of the cycle, at different 
sample rates, versus the time offset of the first sample from the 

actual zero crossing 
0.04 , 
0.03- 

0.02- 

0.01 - Ferror, 500 Sa/s 
0.00-1 Ferror, 1000 Sa/s 

0. )0 0.20 0.40 0.66- 5-86- -1-00 
Ferror, 2000 Sa/s 

-0.01 - Ferror, 4000 Sals Cr 

U. . 0.02- 

-0.03 

-0.041 
Time of first sample before actual zero 

crossing, In sample period* 

Figure 5-2 : Frequency error of zero crossing algorithm using pure 5OHz sinusold Inputs 

Clearly, from Figure 5-2, the zero crossing algorithm doesn't work well at sample rates 
below 1000 Sa/s (20 Sa/cycie), when the sample instants do not coincide with the actual 
instants of the zero crossings. This is the reason that most traditional digital frequency 

measurement devices use one of the two foRowing approaches: - 

a) a very high sample rate, above 4 kHz and reportedly as high as 24 kHz (480 
Sa/cycle), and/or 

b) front-end sampling hardware which is clocked at a variable rate by a phase-locking 
system which targets samples at the exact instants of zero crossings. In this case, 
the performance of the hardware phase-tocking PLL system will also affect the 

accuracy and dynamic response of the measurement. 

Aghazadeh (2005) presents a method of reducing the errors, compared to the analysis 

performed above, for a zero-crossing measurement. However, the resulting frequency 

errors are ±0.05Hz when representative noise and harmonics (commensurate with the 
levels applied In this thesis) are included on the Input signal. This is an unacceptable error 
level. 
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5.1.2 Methods based upon the Clarke transformation 
An appealing method for measurement of system frequency In a 3-phase system is the use 
of the Clarke transformation (Clarke, 1943) to transform the three-phase voltage 
measurements Into a rotating vector in 2-dimensions, by the standard equation: - 

3 

-Nf3- 
b 

II-V, 

3- 

(5.3) 

The angle of the vector 
A 

rotates at the system frequency. Thus, system frequency at 
[B_ 

any instant can be defined mathematically as 

-2- (arctan 2 (B, A)) 
at 

(5.4) 

Where arctan2(8, A) is the well-known version of arctan that returns a correct answer over 
the full 4 quadrants of the plane, and also avoids division by zero errors. Also, a subtlety is 
that when arctan2(B, A) crosses the boundaries at irr, 0 or 2Tr, an algorithm must correctly 
"unwrap" the phase to give a correct answer for f. Several authors make use of this 
technique to measure frequency. 

Cantelli (2006) uses a version of the Clarke transform method, specifically because it can 
ride "seamlessty" through dips on single phases, whereas a single-phase frequency 

measurement is vulnerable to dips on that phase. The problems of phase unwrapping are 
avoided because the method does not use the atano function but instead estimates the 

phase change from the Cartesian coordinates. There is a small time saving by avoiding the 

atano function, although the evaluation does require a sqrto function Instead (see Fig. 
G-1 for relevant benchmarking experiments). The method Is also vulnerable when sample 
rate Is low, as the approximation to the atano function then becomes less valid. Cantelli's 

method does not carry out exact-time averaging over 1/2 or one cycle, and so there are 
ripples at the output of his algorithm In the presence of harmonics or unbalance. This is 

reduced by a PID filter which of course introduces an 11R response characteristic. Cantelli 
(2006) ignores the effects of unbalance, which is a significant oversight, particularly as 
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unbalance can reach 100% during an unbalanced fault. No mention is made of the sample 
time used In any of the analysis. From the graphs presented in the paper it appears to be 

>> 10 samples per cycle. 

5.1.3 Methods based upon Fourier transforms 
Aside from zero crossings, Fourier transforms are the most obviously suitable ways to 

measure the frequency of a sinusoidaliy shaped waveform, from a purely mathematically 

point of view. This Is because they correlate the measured waveform with a synthesised 

sinusoidat waveform, In the real or complex domain. The transforms can take the form of 
an Individual discrete Fourier transform (DFT), carried out for one exact frequency 

correlation (as used In this thesis), or as a repeated set of transforms at numerous 

correlation frequencies to provide an array of data across a frequency range. The FFT 

(Fast Fourier Transform) is a speciatised form of this, which reduces the computational 

effort but imposes restrictions on the input and output data streams (regular sample times 

and fixed output frequencies). A single DFT calculation requires (many) sine and cosine 
evaluations, while an FFT calculation required many floating-point operations. Due to the 

computational effort required to calculate the DFT/FFT, such methods have taken some 
time to become acceptable withip power systems applications. Instead, such methods as 

zero crossings and Walsh functions (Johns, 1995) have been used. 

More recently, microcontrotter CPU speeds (and particularly the floating-point capabilities) 
have gradually advanced to an extent that Fourier analysis can be carried out directly, so 
long as care Is taken within the coding. Early digital implementations of Fourier analysis 
within power systems relays were simplified within the algorithms to use such things as 

sine/cosine lookup tables, or lookup tables for an entire sine/cosine correlation waveform 

at a fixed sample rate (Moore, 1996a). This type of Implementation suffered from : LO. 04Hz 

errors for Input signals off-nominal frequency, due to errors resulting from [imitations of 
lookup tables. An example of a very poorly coded Fourier analysis can be seen in Lin 

(2005). At the present time, analysis of Appendix F Ft Appendix G shows that sine and 

cosine operations can be calculated within modern microcontroilers almost as quickly as a 
lookup table can be accessed. This, particularly when combined with the reatisation of 

exact-time averaging algorithms (see section 3.2) which can provide rolling-buffer 

operation, means that much more effective and accurate Fourier analysis algorithms can 
be coded In reat-time using cheap microcontrotters. 

5.1.4 Phase-locked loops (PLLs) 
The MATLAB Simulink simpowerSystems btockset provides code which implements both 

single and three-phase PLLs. These perform reasonably well, as they contain single-cycle 
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exact-time averaging. They are used for 2 of the 8 methods compared In trials presented 
later in this thesis. 

Chung (2000) presents a quite conventional digital three-phase PLL using the dq frame, 

without any special techniques such as signal level normalisation or exact-time averaging. 
The resulting output suffers ripple In the presence of unbalance and harmonics. No 

mention Is made of the sample time used in any of the analysis. From graphs it appears to 
be >>10 samples per cycle. 

Awad (2005) describes a software PLL system. He introduces a useful normalisation of the 
[AB] vector to unit length before carrying out the phase detection, which in a PLL can be 

done by looking purely at the magnitude of the q component after transformation to the 
dq frame. This normalisation helps the PLL to retain the same dynamic performance during 

voltage dips. This normallsation, however, would not be required If the atan2(q, d) 
function was used to measure the actual phase rather than the estimated phase. Awad 

(2005) also uses a delay-signat cancellation technique to separate out the positive and 

negative sequences of the AB vector, so that the transformation to the dq frame contains 

only the positive sequence component. This Is done, presumably, to minimise PLL ripple 
due to unbalance (but not harmonic content). No mention is made of the sample time used 
in any of the analysis. From graphs presented It appears to be >>10 samples per cycle. The 

delayed-signat cancellation is an approximation which will not be correct at all times, and 

assumes that system frequency is always at or very close to nominal. In a microgrid 

scenario, this is not necessarily true. The delayed -cancellation technique in Awad (2005) 

would not be required if an exact-time averaging algorithm over exactly 1/2 or 1 cycle was 

applied to the dq data. This would remove aU ripples due to unbalance, and also 

harmonics. 

Han (2006), presents a single-phase PLL, which adapts the sensitivity of the phase detector 

by using an ALC (normatisation) control loop so that during voltage dips the PLL retains the 

same gain. This concept Is also used (but in a more comprehensive manner) in a PLL 

designed by Jovcic (2003). 

Jovcic (2003), presents a PLL which does address the issue of tow sample rate. This is done 

by the use of the SimPowerSystems block "Discrete Variable Frequency Mean value". 

Jovc1c (2003) also Introduces the concept of 2nd harmonic cancellation. These concepts 
have been analysed and extended in sections 3.2 and 3.8 of this thesis. Jovcic's PLL is a 

single-phase device, although the concepts extend readily to three-phase operation. This 
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PLL has been recreated in detail, exactly as described by the paper. During this work It 

was found by simulation that below 200OSa/s the feedback loop Inside the algorithm for 

voltage magnitude estimation can become unstable under high levels of harmonic 

contamination. At sample rates of 200OSa/s and above, the PLL operates as published. 

JovcIc's PLL therefore Includes several useful techniques, and the performance of the 

phase-locked loop itself is very good. However, being a PLL, the author proposes that it is 

not the best way to measure frequency (see section 5.3). Also, the algorithm does not 
include any fault ride-through mechanisms (see requirements section 2.7.5). This thesis 
proposes (but does not explicitly prove) that If the frequency measurement algorithm 
described later In section 5.4.2 were used in combination with a PLL such as Jovcic's, the 
resulting algorithm would outperform the Jovcic PLL as published. This is because the 
frequency measurement algorithms proposed here can settle more quickly without 
overshoot, ride through faults better, and attenuate noise better, than the phase-tracking 
part of a PLL. The output of a better frequency measurement (not from a PLL) could in 
future be used to drive the exact-time averaging algorithms Inside a PLL phase detector, 

to create a hybrid frequency measurement and PLL algorithm. 

5.1.5 Kalman filters 
Dash (2000) proposes using extended Kalman filters. This thesis does not propose to utilise 
Kalman filters due to their similarity to low-pass filters and the inferior rejection of noise 

and ripple offered by these compared to adaptive FIR filters (see section 3.3). The 

algorithms proposed by Dash have not been finalised and appear to be unstable under 

certain conditions. The graphs of results are also scaled in such a manner that the errors 

cannot be resolved to useful accuracy. No mention is made of the sample time used in any 

of the analysis. From graphs presented It appears to be >>10 samples per cycle. 

5.1.6 Other methods 
Choi (2006), attempts to use a phase-delaying technique on a single-phase voltage 

waveform. This Is done to create two voltages from one, with, hopefully, one tagging 90 

degrees behind the other. This can be processed in a similar way to the AB vector in 

Cantelti (2006). No mention is made of the sample time used in any of the analysis, and 

the diagrams suggest the system has actually been modelled in the "continuous" mode. 

The results show ripple of the order of ±1Hz which Is unacceptable. The delayed signal 
technique is far worse at removing unwanted effects of harmonics than exact-time 

averaging. 
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Salcic (2000) presents an extremely convoluted method which does not assume that the 

waveform Is sinusoldal but Instead simply looks for symmetry around the positive peaks, 
and then attempts to fix a timestamp at each peak. The time between timestamps is then 

used to deduce frequency, like a zero crossing algorithm. The sample rate requirements 
for this method are Fmax. (FrnaxlFresolutlon) - 53*53/0.1 = 2809OHz to achieve even a 
O. 1Hz resolution, which is unacceptable within the scope of this thesis. Waveforms with 

substantial THD (35%) are used as test waveforms. However, the resulting errors even with 
28kSa/s sample rate, over 10 cycles, are still about 0.011-1z. This Is poor performance for 

such a high sample rate. With a1 cycle measurement, the errors are about 0.08 Hz. The 

algorithm also appears to have a quantised output; I. e. the output for the 1-cycie case Is 

49.925Hz, 50Hz or 50.075Hz, and cannot take values In between. Two fundamental 

problems within this paper are that the algorithm is looking for a maximum in a waveform, 

which is always numerically inaccurate compared to locating a zero, and that the 

algorithm appears unable to interpolate between samples so the sample rate required 
becomes unnecessarily large. 

Lin (2005) describes an interesting algorithm (for both amplitude and frequency 

measurement) based upon adaptions of wavelet transforms. The sample rate used is also 

suitable, at 60OSa/s, and this method might be worth more analysis In the future. No noise 

or ADC quantisation is applied, however, and the scales on the graphs do not allow a good 

analysis of the performance. His proposed method is compared to a Fourier analysis (which 

is the proposed base measurement used In this thesis), but this appears to have been 

deliberately coded very poorly to give bad results for comparison. 

Lopez (2008) describes a 9-sample technique (triplet of triple samples), which claims to be 

fast responding. However, similarly to the 2 and 3-sample amplitude measurement 
techniques (Johns, 1995), the method Is very susceptible to noise and ripple due to 
harmonics. All the dynamic performance advantage of the technique is lost because the 

samples must be pre-processed by a bandpass filter which introduces a delay of at least 2 

cycles to achieve even marginal performance (: tO. 02Hz accuracy with 40dB SNR at 128 

samples per cycle). The technique has been coded In Simulink by the Author and improved 

with averaging techniques to create a 5-cycle measurement and compared to the proposed 

method of this thesis (subsequently to the text of this thesis being substantially complete). 
The Lopez (2008) method compares poorly. In particular, in the presence of harmonics the 

algorithm produces biased results with an over-estimate of frequency which cannot be 

removed by any amount of post-filtering. Thus, the algorithm pre-fliters must be able to 

provide almost perfect sine waves - an almost Impossible task without adding substantial 

group delay. In test, the method over-estimated frequency by up to 0.3 Hz for high 
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harmonic content (28% THD) signals, even with 2 cascaded 125 Hz low-pass pre-filters. 

5.2 Summary from literature search for frequency 
measurement 

Most published papers discuss PLLs (Phase-Locked Loops), of which the primary 
function Is to control power-electronic devices. The estimate of frequency is a 
by-product of this process. 

Few authors appear to fully prioritise the reduction of sample rates to enable the 
algorithms to be combined In multi-function systems. Exceptions are Lin (2005) 
who uses a sample rate down to 600 Sa/s, and JovcIc (2003), who addresses some 
of the problems due to lower sample rate, although the actual sample rates 
targeted or used is not described. 

Some authors apply harsh levels of harmonics, and some present unbalanced 
scenarios. However, In most cases the graphical results presented either show 
relatively poor errors with noise, ripple, or IIR settling characteristics, or show 
errors which have been hidden by graphs with wide scales. 

Most of the published algorithms can be either made redundant or significantly 
improved by use of an exact-time averaging algorithms. These are used by Jovcic 
(2003), and have been significantly extended /improved in this thesis (see sections 
3.2 and Appendix G). Use of these blocks allows removal of much of the ripple due 
to unbalance and harmonics, and also removes noise more effectively than a low- 

pass fitter (see chapter 3). 

5.3 Why not to use a PLL for a measurement of 
frequency 

During the course of this thesis, many different candidate methods for frequency 

measurement were investigated. Most were eventually rejected, and not all are presented 
here. Significant time was taken creating phased -locked -loop (PLL) solutions, not least 
because a IOkVA 3-phase grid-tie Inverter with Islanding capability was designed, built, 

coded and tested by the author. These phased-locked -loops were either single-phase units 
or three-phase dq analyses. Generally the algorithms, at the core, were very similar to the 
SimPowerSystems blockset algorithms "Discrete I-phase PLL" and "Discrete 3-phase PLL". 
Variations on these algorithms which have been developed Include: - 

Normalisation of the dq vector to unity magnitude, to standardise and stabillse the 

response during voltage dips/surges. 

Replacement of the phase detector (the measured value q from the dq vector) in 

the three-phase unit, with an atan2(q, d) result which allows faster locking or 
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re-locking when phase error is significant. This helps particularly when the dq 
vector crosses Into the left quadrants of the dq plane, I. e. when d Is negative and 
the PLL Is significantly unlocked. 

Enhancement/ Improvement of the exact-time averaging algorithms as detailed in 
section 3.2. 

Experimentation with other post-PLL smoothing techniques for the estimation of 
frequency. (SimPowerSystems blocks use a stew-rate limit of ±IZHz/s combined 
with a2 nd. order tow-pass filter set to 25Hz cut-off). 
Creation of PLI-s with ýi-cycte base correlations, and N-cycle base correlations. 
These atlow faster response with more noise, or stower response with smoother 
outputs. 

0 Addition of ride-through capability during faults (particularly relevant for inverter 
drive PLLs) 

0 Additions which allow the PLLs to be seeded from an external estimate of 
frequency. The external estimate should be fast responding and robust, but can be 

noisy. This allows the PLL range to be extended over more than an octave which is 

unconventional. A seeding algorithm detects when the PLL frequency is 

substantially different to the robust seed frequency (with additional time 

qualifications), and when necessary resets the PLL to the seed frequency to 

re-lock it quickly. This allows extended frequency range since accidental locking 

to sub-harmonics or harmonics is no longer possible. It also significantly speeds up 
Initial locking when a signal Is first applied and the PLL has previously been free- 

running with a noise-only Input. 

Despite all the work on PLLs, in particular the seeding algorithms, this thesis proposes that 
they are not the best way to measure the parameter frequency. They lock to phase very 
well, which is what they are fundamentally designed to do. Because they lock to phase, 
however, transients cause an IIR response through the PI controller, and a step change in 
frequency always results in a response which overshoots. To demonstrate this, a simple 
Simulink simulation was created. This contains several PLLs: - 

o SimPowerSystems 1 -phase PLL 

9 The PLL desfgned by Jovc1c (2003) 

the author's single-phase PLL based upon a single-cycle averaging of the q error, 
Including the improved exact-time averaging algorithm. This has the same loop 

gains as the SimPowerSystems PLL. 

0 the author's single-phase PLL based upon a %-cycle averaging system, with higher 
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loop gains and faster response. 

the author's single-phase PLL based upon aI ýi-cycle averaging system, with lower 
loop gains and a smoother response. 

the author's three-phase PLL, based upon a 1-cycle averaging system of 
atan2(d, q). This has the equivalent loop gain of the SimPowerSystems 3-phase PLL 
block. 

These PLLs were exposed to a waveform of a constant frequency 49.95Hz, at magnitude 
Ipu until t=1 second, when the frequency undergoes a step change to 50.05Hz. Figure 5-3 
shows the response of the different PLLs. 

Pasponse of various PLLs (at Frequency output) 

50.12 

50.1 

50.08- ---- Actual frequency 

50.06 - 
SknFbw erSysterns, 1-phase 

50.04 1+0.5 cycle, 1 phase 

----0.5 cycle, I phase 50.02 
U. 1 cycle, 1 phase 

50 - ---- Jovdc, I phase 
49.98 - 1 -cycle 3-phase 
4996 F 

- 
49.94 i 

0.9 0.95 1 1.05 1.1 1.15 1.2 1.25 1.3 

Time 

Figure 5-3 : Step response of various PLI-s to a small frequency change 

The responses of the PLI-s exhibit two characteristics in Figure 5-3 which are undesirable. 
Firstly, the responses all overshoot, except for that of the Jovcic (2003) PLL, because it is 

so heavily filtered that its response is too slow. Secondly, the IIR response of the PI control 
loops means that the frequency measurement is still settting up to 200ms after the step 
change was applied. This is too slow to meet the requirements of 3-5 cycles (60-100ms) 
defined in section 2.1. It must be noted that a frequency seeding algorithm was included 
in the authors' PLI-s for the above experiment, but since the frequency step is very small, 
the seeding algorithm quite rightly does not take action. This is because the frequency 

seeding can only seed the frequency and not the phase, so is only of benefit when the PLL 
has lost lock completely. This does not occur during the above simulation. 

To contrast with Figure 5-3, Figure 5-4 shows the response to the same waveform of a 
simple measurement using the Clarke transform. In this case, the algorithm uses initial 
base averaging over exactly 1 cycle, cascaded into a second 2-cycte exact-time average 

50.1 

50.08 

50.06 

50 04 
. 

50.02 

50 

49.98- 

0.96- - 
49.94 

' 
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filter. This creates an excellent fitter combination to reject noise, harmonics, unbalance 

and Integration /interpolation errors due to low sample rates, as described In chapter 3. 

Clearly, the frequency measurement rises over 3 cycles (60ms) in a controlled fashion, 

with a closely defined FIR response and zero overshoot. This Is preferable by far to any of 

the responses shown In Figure 5-3. 

Fbsponse of 3-cycls Clarkes mm urement 

50.06.1 

50.04. - 

50.02- 

-Actual frequency 
50. Clarkes 3-cycle 

49.96 

49.94 
0.9 0.95 1 1.05 1.1 1.15 1.2 1.25 1.3 

Time 

Figure 5-4 : Step response of 3-cycle Clarke transform measurement to a small 
frequency change 

Aside from the IIR response and the overshoot characteristic, there are two more 

undesirabte features of PLLs, when used to measure frequency: - 

0 Due to the control loop action, the ripples at the PLL "frequency" output may be 

at high frequency, but not at multiples of the fundamental frequency, even for 

situations where there are no atiased harmonics. This makes removal of the 

residual ripples much harder than for the FIR-based measurements. As shown in 

chapter 3, the FIR-based measurements using 1 and 1/2-cycte averaging create 

ripples at Integer multiples of the fundamental for ail the following cases, and 

these ripples can then be almost entirely removed by cascading a further exact- 

time average step. This almost completely removes the errors due to: - 

" Integration/interpolation 

" Un-aliased harmonics 

" Unbalance (for 3-phase AB and dq-based analyses) 

0 Errors In the estimate of frequency used to dynamically set the parameters 

within the FIR exact-time averaging filters. 

During a phase jump, the response of a PLL is a necessary swing (undershoot 

followed by overshoot or vice-versa), to bring the PLL back into lock. The PLL 

frequency does not truly represent the waveform frequency during this time. This 

Is the reason that PLLs such as the SimPowerSystems block and the Jovcic (2003) 
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Implementation use stew-rate limiters and tow-pass filters to massage the 
Inner-toop frequency before using It as the "best estimate" of frequency. For a FIR 
filter which only measures frequency and is not locked to phase, the frequency 

measured will still contain a "blip" following a phase jump, but this "blip" is 

one-sided and does not contain the large overshoot-undershoot characteristic of a 
PLL. This is a useful feature, considering that switching large loads within 

microgrids can have exactly this effect due to the changing phase across a reactive 

component such as a transformer when real power flow changes significantly. For 

example, Table 2-15 explains how an almost Instantaneous 10 degree phase jump 

could easily occur within a microgrid. 

For all these reasons, the author does not believe that the use of a PLL is the best way of 

measuring frequency. This thesis Instead proposes that techniques based upon FIR filters, 

without any form of PI control loop, are more appropriate. 

5.4 Description of the eight methods trialled 
Eight methods of estimating frequency are presented here. Six of these are described 

briefly, as they are used mainly for comparison. The best two methods are described first, 

In detail, since a combination of these two methods produces the best frequency 

measurement achieved to date, against the requirements of chapter 2. The test waveform 

used is that described In sections 2.10 It 2.11. 

5.4.1 Method I: Clarke transformation with ride-through 
The basic technique for frequency measurement using the Clarke transform was 
introduced in section 5.1.2. The algorithm shown below uses this technique with a number 

of enhancements. These allow the algorithm to switch between different modes and give 
fast initial settling, followed by more averaging during steady-state operation, combined 

vAth fault ride-through capability. Important considerations are pre-loading of filters 

during ride-through and settling, and also internal checks for validity of the final answer. 
These tower level details of the algorithms are all required to make this measurement as 

responsive as possible, and to optimise Its potential for use as a seed algorithm for other 
frequency measurement methods. This algorithm Is extremely robust and can cope with all 
frequency and amplitude scenarios, unless the signal amplitudes are below the noise, or 
there is a two-phase fault (line-line or tine-line-ground). Frequency can be measured 
(hardware instrumentation permitting) from DC to almost the Nyquist frequency of the 

frame rate, without any danger of locking to sub-harmonics or harmonics. Only one "hard" 

maths function is required: an 11atan2" function to determine the rate of change of angle 

of the AB vector. 
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Figure 5-5 (which Is split over two pages) shows the highest level detail of this algorithm. 
Figure 5-6 through Figure 5-8 show lower-level details. Important features of the algorithm 
are now described: 

Inside the measurement core (Figure 5-6), the Clarke transform is performed, and the 
rate-of-change of the AB vector angle gives the Instantaneous frequency on a 
frame-by-frame basis. This contains noise due to all the Influence qualities; in particular 
the effect of unbalance Is to create a ripple In this measurement. Averaging over a single 
full cycle removes most of the ripple due to harmonics and unbalance. The effects due to 
Gaussian noise are stilt substantial, however, as the average over one cycle is the definite 
Integral of the sample-by-sample derivative of atan2(B, A). The effect of this is that at any 
time, the output of the 1-cycle measurement is actually deduced from only 4 sample 
values, despite that fact that there may be significantly more samples than this taken 
during a single cycle. 

The frequency can be further averaged over another 4 cycles to create a measurement 

with a 5-cycie response time. This can be done using a single FIR filter, or a combination 

of FIR filters. An analysis of candidate filter combinations was carried out, using z-domain 
filter analysis and bode plotting. The options considered were: - 

0 Single FIR average over 4 cycles 

o Two cascaded averages over 2 cycles each 

9 Y2-cycle averaging followed by 3ýi cycle averaging 

As previously found In sections 3.3.2 ft 3.3.4, the cascaded fitters provide better rejection 

of higher-frequency noise than the single FIR filter. In this case, the best choice is a 

cascaded pair of 2-cycle averages, which are seen implemented in Figure 5-6. The bode 

plots for the three considered filter options are shown in Figure 5-9 to Figure 5-11. 

An Important explanatory note regarding Figure 5-6 is the action of the "RideThrough" and 
"Standby" Inputs. The "Standby" input Is active when it appears that there is no valid set 

of Inputs (measurements of voltages on phases A, B F1 Q. In this case, the averaging filters 

are filled with the nominal frequency. This helps to minimise sett[ing errors if a signal at 

nominal frequency Is subsequently connected. Also, during ride-through, the filters are 
filled with the frequency which Is assumed to be the correct frequency during the 

ride-through timeframe. This again helps the measurement settle If input signals re-appear 
at a similar frequency when a fault Is cleared. 
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using Clarkes transformation to ABO followed by 

measurement of the AB vector rotation over one sample, 
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Figure 5-6 : Clarke transform frequency measurement algorithm - detail (2); core 

The next stage (Figure 5-7) is to determine the validity of the measurement. It was 
considered to use a trajectory analysis of the [AB] vector, as derived by Ignatova (2005), 
for this. However, this analysis as presented takes at least a cycle to compute, which Is 
too long. Instead, the analysis of validity is done by analysis of the Instantaneous 
frequencies on a sample-by-sampte basis, and checking these values against lower and 
upper limit lines which will not be exceeded when measurable 3-phase signals are applied 
which do not have 2-phase faults. The Instantaneous frequencies are measured by the rate 
of change of the angle of the AB vector over a single sample frame. Either one of the 
following two problems wilt cause the limits to be exceeded: - 
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The signal magnitudes are at a level approaching or tower than measurement 
noise. 

A two phase fault. This causes a collapse of the AB vector trajectory from a circle 
to a one-dimensional line which has a un-measurable rate of change of angle. Note 

that a single phase-ground fault results In a collapse of the AB vector trajectory 
from a circle to an ellipse of aspect ratio 1/31d, with a maximum rate-of-change of 

angle per second of 3*2n*f, where f Is the frequency. This Is shown In appendix 
B. 1.4. 

Therefore, sensible bounds on the two-sample frequency can be set at approximately: - 
Lower limit: -atan(y/0.05)/(2*n*T, ) 

Upper limit: atan(y /0.05)/(2*n*T, ) + f.,,, *1.2*3 

These limits allow for 

Declaration of invalidity when the [AB] vector magnitude falls below 0.05pu, with 

worst case measurement noise of y pu (set to typically 4 times the RMS 

measurement noise which includes Instrumentation noise and ADC 

quandsation /noise errors) 

0 single-phase faults at up to fn,, *1.2, I. e. 60Hz for a 50Hz system. 

Figure 5-7 shows this checking stage. Importantly, the resulting flag "Valid Instant" is then 

qualified by periods of 1.5 (nominal) cycle periods, 5 cycles, and 8 cycles. These qualified 
flags then describe the validity of the 1,3 and 5-cycle averaged measurements. The 

additional qualification time allows for settling In the hardware low-pass filters, the 
Internal averaging stages, and also transient settling within the power system itself. These 

flags are subsequently used (Figure 5-5) to select the appropriately averaged frequency 

result to use; the fastest during "startup", or the most averaged during steady-state 
operation. 

An alternate novel method was investigated to detect validity and the presence of two- 

phase faults, In a manner similar to that of Ignatova (2005). This measured the area of the 

ellipse enclosed by the AB trajectory. This method proved to be more complex and less 

effective than the above method, and is not presented here. 

The chosen result Is then passed through the ripple removal fitter, which was introduced in 

section 4.3.1. This can apply a maximum additional averaging period of 4 nominal cycle 
periods, but during fast frequency changes it wilt bypass Itself to provide a faster result. 
Note that during large transient events, the ripple removal filter must remove itself to 
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meet the overall response specification of 5 cycles. This is because the previous averaging 
stages take 1+2+2-5 cycles already, and so an entirely new frequency Input will take 5 

cycles to filter through the 5 cycles of prior averaging and settle. However, during steady- 

state and slow frequency ramps, a total averaging of 1+2+2+4=9 cycles produces a result 

which represents the frequency at the midpoint of this averaging time period; i. e. 9/2=4.5 

cycles prior to the output result. Thus, during steady state or stow frequency ramps, the 

ripple removal filter can switch In and the overall response time will be just within the 

specifications. 
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Figure 5-7: Clarke transform frequency measurement algorithm - detail (3); validity 
tests 

The next stage Is to decide whether ride-through should be activated, due to a 

disturbance; I. e. sudden phase voltage dip (or surge), from a nominal operating condition. 
Such ride-through action Is required as laid down In section 2.7.5. The algorithm for 

detecting such events Is described later In section 5.4.2, since it requires knowledge of the 

phase magnitudes. The decision process within the Clarke transform frequency 

measurement Is shown In Figure 5-8. If there Is such a disturbance, AND the measurement 

was valid at the "lookback" time, then ride-through can be activated. This'will trigger the 

overall algorithm (Figure 5-5) to hold Its output at a constant value, which is taken from 

the measured frequency value at the 11[ookback" time. The "tookback" time is set at I 

cycle prior to the detection of the disturbance. This allows for the finite disturbance 

detection time, and so the frequency used for ride-through Is taken from a time which Is 

(hopefully) before any disturbance reached the actual frequency measurement. Ride- 
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through continues until: - 

a timer expires (set by MaxRIdeThrouqhTIme) 

the phase magnitudes are usable, for a time long enough to make the 
measurement valid 

As soon as either condition Is violated, ride-through activity ceases. 

Note that a subsequent ride-through action may not be Initiated for a fixed period after a 
ride-through action begins. 

Note also that here, and In other certain parts of the algorithms, single-sample delay 

states (z") need to be Inserted In some signal paths to avoid "algebraic loops", where 
these signals are passed back to earlier parts of the algorithm. 

Determine whether to rid* through disturbances In the positive sequ*nc& voltage magnitude. 
Version for systems which prefer all 3 phases to be up 

Andrew Roscoe, 2007 
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Figure 5-8 : Clarke transform frequency measurement algorithm - detail (4); rlde- 
through decision 

The final parts of the algorithm output the primary frequency result and the subsidiary 

outputs for debug/monitoring/logging (Figure 5-5). A subtle feature is that there are two 

outputs of frequency. The first is the best estimate, which should always be used to drive 

any subsequent amptitude/phase measurement blocks. In the case of no valid input signals 
(or 3-phase Instrumentation failure), this output will essentially output noise. The 

alternate output Is set to the nominal frequency if the measurement appears to be invalid. 
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This alternate output can be used to drive governors containing droop controls, since It 

will not cause any major prImer-mover throttle ramps if there is some form of 
Instrumentation failure. This last point Is the reason why the nominal frequency was 
selected to be output under such conditions, rather than a default to OHz. 
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Figure 5-9 : Zeros, poles and Bode plot for a single averaging filter, averaging over 4 
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Figure 5-10 : Zeros, poles and Bode plot for a pair of cascaded averaging filters, 
averaging over 2+2 cycles 
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Figure 5-11 : Zeros, poles and Bode plot for a pair of cascaded averaging filters, 
averaging over 'A +3% cycles 

5.4.2 Method 2: Clarke-FLL hybrid 
The Clarke transform provides a fairly robust method of measuring frequency. However, it 
does not allow measurement during two-phase faults. To continue measuring frequency 
during such faults, a system of 3 PLLs with weighted averages to suitably prioritise the 
outputs of the active or faulted phase(s) could be used. However, as shown in section 5.3, 
PLLs do not exhibit a desired response where a frequency measurement is required. 
Instead, this thesis proposes that a FLL (frequency locked loop) is more appropriate. To be 

precise, a system of 3 single-phase FLLs with weighted average outputs is proposed. Such a 
set of FLLs alms to track the frequency of the 3 incoming signals, and not the phase. Thus, 

when signals with a step change in frequency are Input, PLLs must exhibit significant 
overshoot at their frequency output, white the overshoot/ringing response of the I'LLS, if 

correctly designed, is much smaller. 

The problem with any PLL or FLL Is the Initial settling time when a new signal is input. To 

counter this problem, the FLL can be seeded with a value from another frequency 

measurement algorithm when appropriate. The seeding can be used to lock the FLL on to 
the new signal much faster than would otherwise occur. Given that a robust, fast-settling 
Ctarke-transform based measurement has already been designed, the logical solution is to 

combine a FLL measurement with the Clarke measurement, use the Clarke measurement 
to seed the FLL when appropriate, and select the best output from either of the two 
algorithms for subsequent processing. As a bonus, the FLL measurement can be coded to 
provide not only the frequency measurement, but also the amplitude/phase measurements 
of the three phase voltages /currents. This reduces the computational burden since the 
amplitude/ phases do not subsequently need to be measured. 
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The total algorithm can be called a "Ciarke-FLL hybrid". The first half of the hybrid was 
presented In section 5.4.1, and can be used as a stand-alone frequency measurement 
system. The second part of the hybrid (the set of 3 FLLs) is presented In this section. The 
FLL set can be used without seeding, but is designed to operate using a seed value from 

the Clarke transform measurement. The FILL algorithm calls upon all the amplitude and 
phase measuring techniques of chapters 3 F1 4. The combination of the two parts forms an 
extremely effective and robust algorithm. Its operation is described below and summarised 
on Figure 5-12. 

This algorithm contains only FIR (finite impulse response) filters throughout. The exception 
is that the final measured frequency is fed back to the start of the algorithm, where it Is 

used to help measure the amplitude and phase of each of the 3 input signals. Thus, if the 
input frequency has a step function disturbance, there is (without the action of seeding), 
the possibility of some FIR-type settling and ringing response within this algorithm. Note 

that there is no PI controller, and there Is no attempt In this algorithm to track phase. The 

settling and ringing effects due to the FIR response can be mitigated by use of the seed 
frequency from the Clarke transform frequency measurement which was described in 

section 5.4.1. This seeding is extremely effective, because the main algorithm is a 
frequency locked loop and not a phase locked loop. Thus, seeding the algorithm can be 
done quickly and effectively. In a PLL this Is not the case because seeding it with the 
correct frequency still requires the PLL to then hunt for the phase before it becomes 
locked. 

The details of the Clarke's frequency measurement have already been described in section 
5.4.1. The details of the FLL part of the Clarke-FLL hybrid are presented below in Figure 
5-13, Figure 5-14, and Fig. A-1 to Fig. A-8 (see Appendix A). Many of the lower level blocks 
have been introduced In chapter 3 and require little further explanation. The algorithm is, 
however, necessarily large and comprehensive. Describing Its operation to the lowest level 

of detail in words is not possible within a single chapter, and would merely repeat the 
Information presented in the figures. The main points of note are surnmarised below, 

which, In conjunction with the figures, present the operation of the algorithm to an 
appropriate level of detail. The performance of this algorithm is demonstrated later in 

section 5.7. 

229 



Analogue and digital 
3 Analogue filtering, 

voltage signals, downsampling, DC bias 
nominally 50Hz 

removal, calibrations 

Clarke 
transformatIon, 
atan2(), average 

over I cycle 

2 cascaded Adaptive ripple 
average filters: removal (max 
2 cycles then 2 80ms average 

cycles time) 

Fcl,,, m L*F-Ride- 
through 

T-Fc,. 
T. 

---------------- -- --------- 
FE, t Transi n FLL 

. 10 
........... 

detection (Frequency Locked I 3-phase Loop) with seeding I I L. 0 single-cycle 
Fourier cycle averaging 

correlations 

Voltage 
Adaptive ripple gnitudes 
removal (max Final absolute phases la 
70ms average phase callbratio 

time) corrections 
FE, t 

"A 
2-sample Weighted average 

differentiation of 31h cycle of frequency from 
phase to Frequency averaging 3 phase 

measurements 
FC[ar-ke 

Seedin g .............. . ...................................... 
I FrLL Adaptive ripple 

removal (max 
FEst 

..... . ..... 80ms average Ride throu ! ýj FFLL 

time) 
------------------ 

Figure 5-12 : Algorithm summary for Clarke-FLL hybrid 

230 



ON) PI 
0-) P) 

W'" as 04j) P) 

TWO % P) 

C" orob) 
romw VAPM PA syh) 

kbp 0 cy0b) m 

Thme-phine *equeauf d»d amo. I*Adt 
wwhuoedigte 
FMO-Fam 

bvAbm 11 do ihr* 
vmrrAtmNd»je - 

Dw"s»*t-0 

Figure 5-13 : FLL - overview 

Measure frequency, hindarnontal amplitude. approximate all-hannonle RMS and approximate THD. 
Three phase Andrew Roscoe, 200T 

Team IN FeWo pad @(Go* q*a) 
Tom for rwa* pa I me 

ftow"m Wa -Fab"OW 
vieftepededim" (man arde) 

to #*". 0 (dygo" F) F" A f9 0" 
owk" f« 1 erde bm wo" 

Fw «Ode 

cm 

"-Is* 

%W phd" OWA be ý4 a" an AN phow vaýble. Ike* 

NOR 
OR id we SO ýbfs ohm" b 8464 M ohm* 

p"Atidel 
- 

loop 
on ofoldoc 

231 

Figure 5-14 : FLL - detail [this and next two pages] 



%W W4 WOW 
0 *"Oft 

IAA *FWD; rw"qj% FWW-Fhwo. PM-OW 
p Tam *m pa A(Cm e"Im) ;'', 

,.: ý, ,, MM mi* 04 

k W7 

%tiw ww bohw - 
*"rob 

tww-"-. 

= lwý~. VYW-Ftme. PM. &W 
IMM Ino pot A 

lkm (HW Inpok) 
*A was (p) 

THO 
Fulwhft w "dw) Imrs 

"=3) 

W..., A. NWn. po: VAm*AMN. WmjV 
&W"4 kwnq 

few 04 

%6w Ew W" 

O"rmftrmq 
V"b: FWA-M". rundjUM-04-W 

Tom *m ow A(- 
I-= 

*A mm (pm) 

rdo (s) 
imp avow) 

a 6" 

;Q 

siftdlýpftý ong"aw a04 A-po"446 OOM3 

du *wem (44 erde) 

�S l 

p. 5.5.3s. s !. S.. .. 

a52ý3ýýý 

FRO 8 

A* A610 
A un 

M* 9 (04 
p un I 

------ mats 

VSIW bw mod* w" Of4a a 6ýpmft aw'" - h". 4 
M. F. 4 - to 

-1 -I 

aý. 

smýwwhr- 

Figure 5-14 : FLL - detail [previous, this and next pages] 
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Figure 5-14 : FLL - detail [this and previous 2 pages] 

The core of the algorithm is a set of 3 Fourier analysis blocks (Fig. A-1). These are 
"1(NC)+0.5" (see section 3.13) blocks using I' order Interpolation/integration for the 
1 -cycle and ýi-cycle averaging blocks. This stage Is just as described as in section 3.9. The 

outputs of the 3 blocks are the amplitudes and phases of the fundamental waveforms. 
These can be used directly for voltage measurement purposes, synchronisation checking 
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etc., and hence there is good optimisation of CPU use by making these blocks the core of 
the Clarke-FLL hybrid algorithm. All of the other frequency measurement methods 
presented required subsequent additional amplitude/phase measurement blocks to be 

executed In order to determine the amplitude (and disturbance) Information for each 
phase. 

The frequency of each phase Is measured within the core blocks by differentiating the 

absolute phase (relative to a positive-going zero crossing) of the waveform on each phase, 
at the output of the "I(NC)+0.5" block. Then, as In the Clarke transform frequency 

measurement, an additional 3ýi cycles averaging can always be applied to reallse a 
measurement with -5 cycle latency. In the case of the Clarke transform measurement, a 
1+2+2 cycle averaging scheme was used which gives the best noise rejection (see section 
5.4-1). Within the Clarke-FLL hybrid, a M-cycle measurement has already been carried 
out within the "I (NC)+0.5" block. A compromise between noise rejection and CPU loading 
Is then to apply an additional 31/2-cycle averaging fitter to make up the averaging to 5 

cycles, using a 141+31A cycle measurement system. The decrease in noise rejection 
relative to the 1+2+2 cycle measurement system Is relatively small, as shown by Figure 
5-10 Et Figure 5-11. 

During certain circumstances, the 3ýi-cycie filters are filled (pre-loaded) with values other 
than the actual measured values. These circumstances are: - 

During fault ride-through 

o When the seed frequency Is being used 

When the phase voltage appears to be very low (in the noise), and at least one of 
the other phases appear to have a usable signal voltage present 

This pre-toad action helps to speed up settling of the averaging filters when a genuine 
signal (re-)appears. 

When a voltage level above the level of noise appears on a phase, a sequence of flags 

gives an Indication of the validity of the frequency measurement from that phase: - 
When the voltage has been significant for 2 cycles (40ms), the frequency 
measurement begins to be used within the algorithm as a whole. This is described 
by the flag "Use" and "Use-A", "Use-B" etc.. If this flag is low, the measurement 
of frequency from the phase is discarded, unless all phases have low voltages in 
which case all phase measurements are used In equal weights. 
When the voltage has been significant for 5 cycles (100ms), the frequency 
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measurement can be valid, but it must also be locked to be declared fully valid 

Lock, for each phase, Is determined by analysis of the rate of change of phase of 
the Input signal, relative to the correlating Fourier waveform at the measured 
frequency. This quantity wilt drop towards zero when the algorithm Is at steady 

state with a steady frequency Input. Lock Is determined by anatysing this signal 
through a low-pass filter and an 'labs" function (see Fig. A-1). This provides the 

most reliable way of determining tock and unlock without using more 
CPU-intensive functions such as rolling buffers, and without incurring spurious 

unlock signals during transient voltage spikes. 

When any of the three phase measurements is valid (and locked), then the 

measurement as a whole Is valid. 

The logic In the above bullet points is important to get right, because being too 
conservative results in an algorithm which can never get started (it gets stuck in an 
"invalid" state), and being too tax allows Incorrect answers to appear at the output with a 
"valid" status. 

The answers from the 3 core frequency measurement blocks are combined together within 
a weighted averaging algorithm, shown In Fig. A-3 and Fig. A-4. This uses weightings 
determined from the phase magnitudes, applying higher weightings for signals with 
nominal I pu magnitudes, and tower weightings for signals which are higher or lower than 
1pu. In addition, logic of Figure 5-14 can set the weightings to 10*9 if the frequency 

measurements from each core block are invalid or unlocked, or If a single or two-phase 
disturbance is In progress (Fig. A-7). This allows clean, sustained ride-through of single and 
two-phase disturbances. If none of the 3 core blocks Is valid or locked, then the logic does 

allow measurements to be used if the phase voltage magnitude has been significant for 2 

cycles and the "Use_X11 flag is set for that phase. This allows the algorithm to get going 
from a "cold start", even In then absence of a usable frequency seed. 

A ripple filter Is applied, as for the Clarke transform frequency measurement. Again, the 

maximum latency allowed Is 4 cycles, for the reasons discussed in section 5.4.1. The ripple 
filter switches Itself off during rapid frequency changes to keep the latency within 
specification. 

The seeding algorithm is spread between Figure 5-14 and Fig. A-5. Seeding will occur If the 
Clarke transform frequency measurement Is valid AND any of the following conditions are 
true: - 
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The local frequency measurement Is more than 1Hz different to the Clarke 

transform measurement 

The local frequency measurement Is close to or less than the variable MInFreq, 

which sets the lowest frequency which can accurately be measured inside the 
Fourier measurement blocks due to the length of the averaging buffers. These 

must be predefined at compile-time as buffers with approximately XI(MInFreq*Ts) 

samples stored In memory, where X Is the number of cycles of averaging for each 
buffer. When the actual frequency drops below this value, the core Fourier blocks 

tend to unlock due to the ripple which appears. Note, this problem does not occur 

with the Clarke transform frequency measurement as the phase trajectory is a 
straight line, so an Inaccurate averaging period does not produce such a rippling 
effect unless unbalance Is large. 

If the ripple filter reports a transient event, seeding Is a sensible option because It 
Is likely that the Clarke transform frequency measurement wilt produce a better 

result due to its very fast settling. 

To trigger ride-through, disturbances In the fundamental magnitudes of the three phase 
voltages must be detected quickly, and compared against thresholds of tolerance. This is 
done using the algorithm of Fig. A-7. The inputs to this algorithm are outputs from the 
1-cycie latency Fourier correlations, namely the fundamental voltage magnitudes, and 
"transient" flags for each phase which are determined within the Fourier correlation block 

as shown in Figure 3-42. A valid disturbance Is flagged when the voltages and frequency 

start at values close to nominal, and then at least one of the phase magnitudes deviates 

rapidly. This rapid deviation can occur due to a fault, disconnection, or surge transient. In 

the cycles that follow, the disturbed phase voltage may be Immeasurably low, 

unsinusoldat, or contain a voltage spike. Any of these, or even a large step change In phase 
voltage, can cause Inaccuracy in the frequency measurement taken from the disturbed 

phase. The disturbance flags generated by this algorithm will usually be within : s% a cycle 
of the event occurring, due to the settling characteristics of the 1-cycle Fourier 

correlations. 

The next step Is to decide whether a disturbance flag should trigger a ride-through action. 
This Is done using the algorithm of Fig. A-6, which Is very similar to the equivalent decision 

process for the Clarke transform frequency measurement algorithm shown in Figure 5-8. 
The difference in this case Is that because the measurement can function during two- 
phase faults, the algorithm will exit from the ride-through condition if any of the three 
phase voltages re-appear to usable levels. The Clarke transform measurement equivalent 
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requires all three phase voltages to re-appear to usable levels to cause this same action. 

The overall validity of the measurement Is determined by any one of the following 

conditions being true: - 

0 The local measurement Is valid 

* Ride-through is active 

0 The seed is being used (this can only happen when the seed itself is valid) 

The final step is to implement the ride-through, If It is active. This is done as shown in Fig. 

A-6 and Fig. A-8. When a ride-through action begins, the frequency is sampled and then 
held at a steady value for the duration of the ride-through state. The trick is to take the 

sample from a time prior to the beginning of the ride-through state. Here, a1 -cycle look- 

back Is used. This time must be set to slightly longer than the disturbance detection might 
take, which might be 'A a cycle Inside the algorithm plus the latency of the analogue Ei 

sampling hardware. This avoids taking the sampled value from a time after the disturbance 
began, when the frequency measurements may be already distorted. 

This leads to the final output frequency. As for the Clarke transform measurement, there 

are two output ports. The first Is unmodified, and should be used to feed any other 
algorithms which would prefer a "best estimate" answer even if the measurement is not 
valid. The second pin Is for display/ togging /droop actions, and reverts to an output at f.. 
(nominal frequency) when the measurement is Invalid. This avoids "random" frequencies 

appearing on displays etc. when no voltages are present and the Instrumentation noise Is 

the dominant signal. It also minimises the risk of droop controllers railing during a 
momentary or complete instrumentation failure. 

5.4.3 Method 3: Fixed-reference Fourier frequency measurement 
with seeding 

This technique is In many ways similar to the FLL of section 5.4.2. In this case, however, 
the 1111 settling response Is eliminated by using a fixed 50Hz (f,.,, ) reference for the Fourier 

correlation waveforms. This means that the correlations do not make good representations 
of the actual magnitude and phase of the Input signals, as for any frequencies off-nominal 
the ripple at the output of the 1-cycle correlation is large. However, when averaged using 
cascaded exact-time averaging filters this ripple can be mostly removed, by the processes 
described in section 4.1. Thus, a reasonable estimate of frequency can be made, on a 
phase-by-phase basis, which allows two-phase faults to be tolerated. As with the 
Clarke-FLL hybrid, the possibility exists of errors and locking to sub-harmonics/ harmonics 

237 



If the Input signal Is sufficiently far below or above nominal. For this reason, and to 
benefit from the faster settling available from the Clarke transform measurement, this 

algorithm can elect to use the Clarke transform measurement as a seed when it makes 
sense. A drawback of this algorithm Is that the amplitudes /phases must be subsequently 
re-measured using separate measurements, to avoid the small DC bias error at OHz which 
appears as described in section 4.1. 

The coding details are presented In appendix E. I. 

5.4.4 Method 4: Three custornised single-phase PLLs with weighted 
averaging and seeding 

In order to compare the performance of a phase-locked -loop (PLL) with the above 
algorithms, a PLL-based solution has been coded, using the same concepts of fault 

ride-through and seeding. The code is shown in appendix E. 2. It was chosen to implement 

a set of 3 single-phase PLLs rather than a single 3-phase dq-based PLL, because this 

solution allows operation during two-phase faults whereas the 3-phase PLL is vulnerable in 

this scenario. There Is similarity to the previous two methods described, but It should be 

noted that some of the seeding details are different. This Is because the single-phase PLLs 

contain an Internal seeding algorithm. This is carefully coded because the seeding can only 
Initialise the frequency part of the PLL; I. e. the PI controller. Once this is done, the 

seeding must be released and after this time the PLL must still hunt to find the correct 
phase lock. Thus, the seeding Is more difficult to arrange, and less effective, than for the 

previous two algorithms. 

5.4.5 Method 5: Zero crossings 
For comparison, the ride-through techniques and weighted averaging algorithms were also 
applied to a zero-crossings based technique. This would not be expected to perform so 
well, as only the pairs of samples nearest the zero crossings are used for the 

measurement, and thus the Instrumentation noise Is not so well attenuated. Also, 

subsequent exact-time averaging blocks do not attenuate ripple due to harmonics so well, 
as the resulting ripple frequency Is not at exact multiples of the fundamental frequency. 
The algorithm requires no seeding as there is no FIR-type feedback loop. The primary 
measurements are made using the previous 5 cycles (10 zero crossings). The algorithm Is 

robust against single and two-phase faults, as presents quite a low computational burden 
(see section 5.6). The code Is presented In appendix E. 3. 

238 



5.4.6 Method 6: Three Jovc1c's PLLs with weighted averaging 
For comparison, a system of 3 PLLs to the Jovc1c (2003) design Is also Implemented. The 

outputs of these are combined using a weighted averaging (as described In section 5.4.2) 
to optimise the performance during single and two-phase faults. The reader should refer 
to the original reference for the detailed PLL Implementation details. The only differences 
between the Implementation used In this thesis and the original Jovic code is that the 2 nd 
harmonic cancellation algorithm has been simplified (see section 3.8) and a few checks 
have been added to avoid divisions by zero and overflow errors. There is no seeding and no 
detailed ride-through code added to this algorithm. It should be noted that Jovcic's PLL 

uses a low-pass filter with a cut-off frequency of only 1.3 Hz (W-1/0.12-8.33 rad/s), which 
has a "5RC" settling time of about 0.6 seconds. This smoothes the output dramatically and 
causes substantial measurement latency. 

5.4.7 Method 7: SimPowerSystems 3-phase PLL 
The SImPowerSystems 3-phase PLL Is used without modification, for comparison with the 

other solutions. It should be noted that this (and the SimPowerSystems single-phase PLL), 

use a rate limiter set to il2Hz/s combined with a 2-order low-pass filter with a cut-off 
frequency set to MHz, at the frequency output port. These two filters cause a large 

measurement latency during Initial locking to a new signal at a new frequency. The 

algorithms are small compared to the proposed Ctarke-FLL hybrid, but since the 
measurement of 3 phase amplitudes requires code additional to the SimPowerSystems PLL, 
the execution speed advantage over the Ciarke-FLL hybrid is not great (see section 5.6). 

5.4.8 Method 8: Three SImPowerSystems single-phase PLLs with 
weighted averaging 

Three SimPowerSystems 1 -phase PLLs are used without modification. The outputs from the 
three PLLs are combined with a weighted average system to optlmise the performance 
during single and two-phase faults. Again, the algorithms are small compared to the 
proposed Clarke-FLL hybrid, but since the measurement of 3 phase amplitudes requires 
code additional to the SimPowerSystems PLLs, the execution speed advantage over the 
Clarke-FLL hybrid is not great (see section 5.6). 
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5.5 Summary of considered techniques for frequency 
measurement 

Table 5-1 shows a brief summary which compares the properties of the 8 trialted 

algorithms. 

Three-phase 
measurement (31)) Robust for wide 

Algorithm or 3x single-phase Robust during two- frequency range? Includes Rlde- 
measurements phase faults With (and without) through coding 
using weighted sooding 

av*rage (W P W) 

Clark@ transform 3P x 

Clark@-FLL hybrid 3x1PW M 

Fixed-ref Fourier 3x1PW M 
with seeding 

3x I -phase PLLs 3x1PW M 
with seeding 

Zero crossings 3x1PW V/ V, 

3x Jovcic's PLLs 3x1PW x x 
with weighting 

3x SPS PLLs with 3x1PW V, x x 
weighting 

SPS 3-phaso PLL 3P x x x 

Table 5-1 : Summary of considered frequency measurement techniques 

5.6 Benchmarking analysis 
The 8 candidate methods for frequency measurement vary both in algorithmic complexity 
and also In the requirement for "hard" maths functions. The "hard" maths functions are 
those such as trigonometric functions and square root operators, as defined In section 
3.13.1, Table 3-3. Such functions require significantly more time to execute than 

additions /multi pilcations or logical decisions (see Appendix G). An important consideration 
In the design of the Clarke-FLL hybrid measurement Is that its overall computational 
burden and execution time should be competitive with alternative solutions. This is shown 
below. An Important aspect of this analysis Is that the Clarke-FLL hybrid algorithm 
provides measurements of both frequency and the amplitudes /phases of the 3 

vottages/currents, in a carefully Integrated manner to minimise CPU loading. The other 7 

candidate frequency measurement algorithms require additional code to provide (in 

particular) accurate amplitude measurements. When the effect of this extra required code 
Is accounted for, the total CPU burden of the Clarke-FLL hybrid Is found to be competitive 
with that of the other algorithms. 

The number of "hard" maths functions (see section 3.13.1 Table 3-3 for the definition of 
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"hard" functions) and delay buffer blocks (for the exact-time averaging) can be counted 

up for each algorithm combination, to provide a simple measure of CPU loading for each 

algorithm. These counts provide a reasonable but not comprehensive picture of CPU 

loading, since the many other more trivial but numerous calculations and operations will 

also contribute to the CPU load. Figure 5-15 below shows these counts for the 8 candidate 

algorithms, when used to provide a measurement of frequency and the fundamental 

amplitude/phase components of voltage, for a 3-phase voltage waveform set. The code to 

measure all-harmonic RMS and THD is not included in this analysis, since RMS and THD 

have been shown to be inaccurate measures at the low sample rates addressed in this 

thesis. 

Number of "hard" maths functions (sin/cos/atan21sqrt) for diffOrent 3-phase 
voltage measurement algorithms. Frequency and 3x Fourier amplitudelphase 
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Ckirke-FLL hybrid 

Fixed-W Fourier vAth seeding a0 
Frequency measurement core 

3x 1-Phase PLI-s vAth seeding 4 

Zero crossings 
M Additionaly requir)ed to measure 

Fourier am plitude & phase of the three 

3x Jcyý's PLI-s Will vaighting 
phase voltages 

3x SPS PLI-s vAth weighting 6 7771177-73 

SPS 3-phass PLL 

Figure 5-15 : Number of "hard" maths functions (sin/cos/atan2/sqrt) for different 3- 
phase voltage measurement algorithms. Frequency and 3x Fourier amplitude/phase 

The Clarke-FLL hybrid compares welt with the other candidate algorithms in Figure 5-15. 

The Zero crossings and SjmPowerSystems 3-phase PLL algorithms require fewer "hard" 

functions. 

The Clarke-FLL hybrid contains a lot of delay buffers (69), compared to most of the other 
candidate algorithms (see Figure 5-16)1. In particular, the zero crossings and 

13 delay buffer blocks are required for each signal averaging stage. Thus 36 buffer blocks are 

required to implement the "I (NC)+O. 5" process on a set of 3 voltages. (3 blocks per average, 2 

averages per phase for path A/B or Mag/Phase, 2 stages, 3 phases; 3*2*2*3=36). 
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SimPowerSystems PLL algorithms require fewer delay blocks, since their signal processing 
mechanisms are simpler. 

Number of delay buffers required for different 3-phase voltage measurement 
algorithms. Frequency and 3x Fourier amplitude/phase 

0 20 40 60 80 100 

Chwkes 16 

Clarke-FLL hybdd 

Rxed-ref Fourier vAth seecing 0 Frequency measurement core 
3x I-phase PLLs Wth seedng 38 

Zero crossings 7117-7-111 M Additionally required to measure 
Fourier amplitude & phase of the three 

3x JOYDIC's PLLs vAth vaighting 30 phase voltages 

3x SPS PLLs vAth Yweighting 

SPS 3-phase PLL 

Figure 5-16 : Number of delay buffers required for different 3-phase voltage 
measurement algorithms. Frequency and 3x Fourier amplitude/phase 

Benchmarking experiments on the Infineon TC1796 microcontrotter reveal that the "hard" 

math functions take about 0.75ps to execute, while the delay blocks take about 0.25ps 
(see Appendix G). Based upon these timings and the numbers of "hard" maths functions 

and delay blocks, optimistic tower limits on the possible execution times for each 
algorithm can be simply estimated. These are shown in Figure 5-17. The Zero crossings and 
SimPowerSystems PLLs wit[ have relatively tow execution times due to their relative 
simplicity and the lack of any seeding functionality. Other algorithms wiU take longer. The 
Ctarke-FLL hybrid compares reasonably (only 57% higher than the quickest solution, the 
SPS 3-phase PLL), and the prediction from this analysis is that the execution time should 
be somewhere in the excess of 24ps. A real benchmarking of the final algorithm is carried 
out in Appendix G, and the actual execution time for this algorithm is measured at 68ps. 
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Approximate execution time (us) of "hard" maths functions plus delay blocks for 
different 3-phase voltage measurement algorithms. Frequency and 3x Fourier 

amplitude/phase 
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Figure 5-17 : Approximate execution time (us) of "hard" maths functions plus delay 
blocks for different 3-phase voltage measurement algorithms. Frequency and 3x 

Fourier amplitude/phase 

Thus, the "hard" maths functions and delay blocks account for 35% of the overall 
execution time. The delay blocks account for about 17/68*100 = 25% of the overall 
execution time. As found in the benchmarking experiments in Appendix G, the execution 
time of the delay blocks appears to be limited by memory addressing and access time. This 

wilt be highly dependent upon the hardware platform used, and may be significantly faster 
(or slower) for other processors. On the TC1796, with an execution time of 68ps, at a 
frame rate of 10 frames per cycle (500 samples per second, a 2000ps frame rate), this 
leaves about 1932ps, 97% of the frame available for other tasks. These include analysis of 
3-phase currents, positive/ negative sequence analysis, analysis of further power system 
nodes, relaying actions, control algorithms, data togging, communication, etc. Some 

execution times for larger frequency /voltage /current and sequence/ power-ftow analysis 
algorithms have been measured and are shown in section Appendix G. In particular, the 

entire algorithm required to perform a full nodal measurement takes 156ps, less than 8% 

of the 2000ps frame time. This algorithm measures frequency, voltages and currents, with 
full sequence analysis and power flow calculation. All the amplitude and phase calibration 
functions are accounted for, including de-skewing of multiplexed ADC channels. 
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5.7 Comparison of 8 candidate frequency measurement 
algorithms 

To compare the performance of the 8 candidate algorithms, results are presented here for 
the test input "waveform I" specified In Table 2-16, against the specifications of Table 
2-14. To verify the performance against specification, lower and upper test-line limits 
were generated, within which the measured signal should fall. The lower limit Is defined 
by the following process: - 

Evaluate the Instantaneous lower limit, as the actual frequency minus the allowed 
specification at any time. Generally the allowed specification Is tO. 005 Hz 
(A. 0001 pu), but gets larger during faults and dips. Note that fault ride-through 
specifications mean that the specification does not widen until at least the 

specified ride-through time has elapse after the Inception of the fault. In these 

simulations, this time was set to 2 cycles (40ms), but this Is a configurable 

parameter for all the algorithms with fault ride-through code. 

Evaluate the lower limit by taking the minimum of all the Instantaneous lower 
limits over the previous 5 cycles (100ms), since this Is the required response time 

of the measurement as defined in Table 2-14. 

* The upper limit is deflned in a symmetric fashion compared to the lower limit. 

The test waveform was synthesised at 1000 Sa/cycle (50 kSa/s) and the hardware low-pass 
filter was simulated at this same data rate, so as to be sure of accurately representing the 

attenuation of the higher-order harmonics (see appendix B. 2.2). 

The instrumentation noise was set to 0.005pu RMS (46dB SNR), with 2 bits RMS additional 
quantisation noise in the ADC, as specified by Table 2-15. The ADC and 6-tap FIR pre-filter 
of section 4.5 was implemented at 3000 Sa/s, a 6x over-sampling relative to the main 
algorithms, for the same reasons discussed In that section. 

The main algorithms all execute at 500 Sa/s, 10 samples-per-cycte at nominal 50 Hz 
(t, -1 /500 s). AR algorithms can operate at this tow sample rate, although the Jovdc's PLL 
has been seen to be vulnerable to harmonics at this rate. Jovcic's PLL appears to be much 
more stable at 2 kSa/s or above. 

At all points during the 60-second simulation, the result from each candidate algorithm Is 
compared to the specification tines. An error score is allocated for each candidate 
algorithm if the algorithm result falls outside the allowed specifications. The error score at 
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each t1me step (of length tj Is set to: - 

Error = Ojfm,.., 
ured 

ýý' fLowerbmillandtfUeasured < Apperbmit 

otherwise 

Error =( 
's 

F (fWeatured 
- fAclual 

111fMeasured > JAI.. 
l 60 

)L(fUpprbmM 

fActual 

otherwise 
f 

Error = 
t' Actual Mevured (60) (f tfMeasured < fActual 

(f 
- fLowerLimil 

Actual 

(5.5) 

This error scoring system allocates error scores proportionally to the measurement error 
divided by the specification allowance. Thus, once the specification has been violated, the 

error score increases slowly for measurement only just outside the specification, but much 
more quickly for large violations. 

The factor of t, /60 in (5.5) scales the errors to an average figure over the 60 second test 
duration. The error at each time step is then clipped to a maximum value of 100. The 

cumulative error is taken by adding all the resulting error scores at each time step. Thus, 

the cumulative error represents the average amount by which the measurement is outside 
the specification window, on a proportionate basis to the window size. This provides a fair 

scoring system for comparison of the algorithm performances. 

5.7.1 Results overview 
It has been found possible to achieve the tightest target specification of : tO. 005 Hz in all 
but a few transient events and at the worst frequencies, by using method 2, the 
Clarke-FLL hybrid. This is the algorithm of choice, both by the results of Table 5-2 and 
Table 5-1 . Even during the transient events and at the worst frequencies, the : tO. 005 Hz 

specification is only narrowly missed, and a : 0.01 Hz error specification is almost always 
achieved. 

The overall cumulative error scores for the 8 candidate methods tested, using a basic 
specification of 0.005 Hz, and the Waveform I and 2 test Inputs (Table 2-16 and section 
2.11.2) are: - 
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Cumulative error scores, for Cumulative error scores, for 
waveform I test Input ("a Table waveform 2 test Input (see Table 
2-16) 2-17), steady state between 44 

55 Hz 
Algorithm (average amount by which the (average amount by which the measurement Is outside the 

specification window, on a measurement Is outside the 

proportionate basis to the window specification window, on a 

size) proportionate basis to the window 
size) 

Clark& transform 0.3343 0.00613 

Clark@-FLL hybrid 0' 0094 (2.785 if seeding is 0.000877 disabled) 

Fixed-ref Fourier with seeding 0.0331 0.0124 

3x I -phase PLLs with seeding 0.0872 0.0819 

Zero crossings 1.657 0.1876 

3x JovcIc's PLLs with weighting 21.31 8.566 

3x SPS PLLs with weighting 23.57 3.7 4 

SPS 3-phase PLL 23.68 3.819 

Table 5-2 : Summary of cumulative error scores for 8 candidate frequency 
measurement algorithms, using test Waveforms 1 (Table 2-16) and 2 (Table 2-17) 

The results for the waveform I test input scenario are investigated in detail in the 
following sections. Figure 5-18 shows an overview of the frequency profile for the 

waveform I test profile, together with the results for the Ctarke-FLL hybrid. The traces 
are identified as follows: - 

" Black solid tine : Measurement 

" Red dash-dot : Actual synthesised signal frequency 

" Blue dashes : Lower and Upper limit lines 

C. I Ciwkn (99*4 YAN frequemylvY*WWWOose nossurwnwd 

I 

I 

1111111 
00 ......................................................... .................................. 

80 --------------------------------------------------------- ---- ............................ .. 

W- ......................................................... ........ -------------------- ----- 

40 .............. ................... * ....... ......... ......... 

M ................ ................................... .... ................ ...... ............ 

04j ... ...................................................... --------------- 
II-L 

-I- --L 0 10 20 30 sm pi 
Tam 

Figure 5-18 : Overview of frequency profile, limit lines & results for waveform I (Table 
2-16) 
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5.7.2 Results In detail; initial settling 
The simulation deliberately Includes an Initial period of three-phase signal at 42Hz, 
balanced 1pu voltage magnitudes between M and t-2s. This has the effect of disturbing 

all algorithms from any preset values of nominal 5OHz. The first really Interesting part of 
the simulation Is thus the time at t-4s, when the signal at 51.282Hz Is Input. Figure 5-19 

shows the results. 

On all the graphs in subsections which follow, the traces are Identified as follows: - 

0 Black solid line : Measurement 

0 Red dash-dot : Actual synthesised signal frequency 

0 Blue dashes: Lower and Upper limit lines 

On Figure 5-19 and the following pages, the results of the Clarke-FLL hybrid algorithm (the 

proposed algorithm) Is shown on the top-right plot, labelled "Combined Clarkes (seed) 

with frequency/amplitude/ phase measurement" 

On Figure 5-19, the plots for the 2 SimPowerSystems PLLs and the Jovcic's PLLs need to be 
displayed on different scales as their settling is much, much slower than the other 5 

candidate methods. The seeded methods all settle quickly and accurately, as they use the 
Clarke transform seed while the main algorithm is settling. The seeded 3x single-phase 
PLLs show a secondary undesirable transient at t-4.25 seconds, when the seeding turns off 
and the PLLs complete their locking to the signal phases. This error could be reduced by 

using the Clarke transform measurement for longer, but this defeats the purpose of using 
the PLLs at all and emphasises that their worth as a plain frequency measurement device 
Is limited by this phase-lockIng requirement. 

The Clarke-FLL hybrid algorithm (and the other measurements which use the Clarke's 
frequency measurement seed) all settle to approximately the right value very quickly, 
within 40ms. This is due to the Initial use of just a single full cycle of data. Then, over the 

next 5 cycles, the Clarke's seed measurement gets more accurate as the 3-cycle and 
5-cycle averaging Is progressively engaged (see section 5.4.1 and Figure 5-5, Figure 5-6). 
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5.7.3 Results In detail; Increasing Influence qualities at 51.282 Hz 
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Figure 5-20 :8 candidate methods; Increasing Influence qualities at 51.282 Hz 
In these plots, 10% unbalance Ck 2% zero sequence Is Introduced at t-8s, harmonics (53% 
THDv) is Introduced at t-9s, and Inter-harmonics are introduced at t-9.5s. 8% step flicker 
@ 13.5Hz Is Introduced at MOs. The Clarke-FLL hybrid gives results which are not 
bettered by any other methods, but equalled by 3 others developed during this thesis. The 

zero crossing algorithm, Jovcic's PLL and SimPowerSystems PLLs give unacceptable results. 
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5.7.4 Results In detail: Dhase lurnD 
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Figure 5-21 :8 candidate methods; + 10 degree phase jump at t= 10.5s 

Here, the JovcIc PLL shows the least response during the event (mainly because It has a 

very slow 1.32Hz low-pass fitter at its output), but performs badly after the event. The 

response of the SPS PLLs to the step is limited due to 12Hz/s stew-rate filters which limits 

their dynamic response. Other algorithms perform adequately. 
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5.7. S Results In detail; 40ms 100% three-phase dip to Opu 
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Figure 5-22 :8 candidate methods; 40ms 100% three-phase dip to Opu at t= I Is 

Frequency actually begins to rise during the dip, simulating generator overspeed, but as 

the dip is 100% deep, there Is no way of measuring the signal. The first four algorithms 

ride through well with a fixed frequency output during the dip. The last four PLL 

algorithms do not have ride-through and free-run during the fault, which leads to much 

poorer results. 
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5.7.6 Results In detail; sustained 95% three-phase dip to 0.05pu and 
60% three-phase dip to 0.4pu 

Ck*" @WON" 
_. 

90WAvdCM*w(em4ý06. q. 

I 

63 .................. 

126 ........ ............ ...... ...... 

: 77-1 
ý--- 

.................... ............................................ 

11.8" lie 126 M 12.3 12.3 12 4 

I 
TWO 

.w cmd. &. 0 to I. " mbwm Fmw' ON 

I 

I 

............ . ....................... 

....... .............. ....................... 

------------------- . .......... 

ifl 
ý1,9 "2 

we 

I 
53 ....... . 

126 ......... .............. ..... .... ........ 

gi. y Ila lot 12 121 IU 123 *24 
C 

I 

43 .... ........ :::, ý .............................................. 

........ ... . .... ......... 126 ......... .................... ............ 

G2 ---- - -- .... . ........ ............................................ 

116 ...... . ......... ......... ............................................ 

11, 
11.9, WS It.? 1*4 110 *2 121 123 W 124 

cow"w c"« (6"4 w* w" MW>PWU PUA 

................... .............................................. 

..... . .... . ... .............. ... ........ 
f .......... ..... . ........................................... 

.................... ............................................ 

111.4 
116' 118 11.7 IIA 11.2 12 111 122 t22 13A 

fme 
3 Jw*II *4W0»" PLLO wo ~mwffl , 

.......... ........ .............................................. 

.................... ............ 

.................... 

. 

............... ... . ............ . ....................... 

IIA 
1116,116 01.1 11.0 119 S2 111 122 12'2 12'A 

Is 

wk. ýS"km W. **Aw PLLD W&O-0-Now 0 

I 

63 . ..... 

.......... . 

... . ......... ...... .......... . ......... ....... . .... 

IIA Ila fly 11.8 11.9 12 12.1 it 123 114 

Figure 5-23 :8 candidate metnoos; sustaineu vDA inree-pnase aip to u. u. Dpu @ t=1 1.5s 
and 60% three-phase dip to 0.4pu 0 t= I 2s 

All algorithms perform reasonably during this part of the test waveform, since all three 

phases are measurable (but the relative noise level Is higher). The Clarke transform and 
the Ctarke-FLL hybrid perform the best. Ride-through Is briefly activated at the Inceptions 

of the dips. 
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5.7.7 Results In detail; sustained single-phase fault and two-phase 
fault 
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Figure 5-24 :8 candidate methods; sustained single-phase fault (t= 13-1 3.5s) and two- 
phase fault (t= 1 3.5-14s) 

The Clarke transform measurement becomes invalid during the two-phase fault and gives 

very poor results. The Clarke-FLL hybrid and the other 2 algorithms developed during this 

thesis perform welt. The zero-crossing, Jovcic PLL, and SImPowerSystems PLLs ail show 

poor performance. 
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5.7.8 Results In detail; steady state Influence qualities at 54.282 Hz 
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Figure 5-25 :8 candidate methods; steady state with Influence qualities at 54.282 Hz 
The results of this scenario are worse than those of Figure 5-20, due to there being only 
9.2 samples per cycle, and due to the effect of aliased harmonics. Clearly the Clarke 

transform and Ctarke-FLL hybrid algorithms perform the best. The bias on the 

zero-crossing measurement is due to inter-harmonics and flicker. 
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5.7.9 Results in detail; frequencv step 
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Figure 5-26 :8 candidate methods; sudden frequency step 
This scenario tests the algorithms' response due to disconnection from one network and 
reconnection to another within a short timeframe. The requirement is for a 5-cycte 
(100ms) settling time. Clearly the Jovcic's PLL and the SimPowerSystems PLLs apply 
filtering which does not allow such a step to be followed adequately. 
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5.7.10 Results in detail; sudden jump from low to With freauencies 
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Figure 5-27: 8 candidate methods; sudden jump from low to high frequencies 

The first four algorithms (including the Clarke-FILL hybrid) all seed heavily from the Clarke 

transform during this scenario, enabling them to track the signal accuratety. The Jovcicls 

PLL and SimPowerSystems PLLs tose lock (before t=37s due to low frequency) and, lacking 

a seeding algorithm, cannot re-attain it until frequency returns to near-nominal again. In 

this scenario the Jovcic's PLL does not manage to lock at ail during the time period shown. 
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5.7.11 Results in detail; low frequencies 
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Figure 5-28 :8 candidate methods; low frequencies 

The first four algorithms (including the Ciarke-FLL hybrid) all seed heavily from the Clarke 

transform when frequency drops to levels much less than f ...... /2, enabling them to track 

the signal accurately. The Jovcic's PLL and SimPowerSystems PLLs lose lock and, lacking a 

seeding algorithm, cannot re-attain it until frequency returns to near-nominal again. 

I 

I 

I 
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5.8 Summary of findings with respect to frequency 
measurement 

A set of specifications for frequency measurement within a microgrid context was laid 
down In chapter 2. During the course of the work in this thesis, many attempts at optimum 
frequency measurement algorithms have been made. Not all are presented in this thesis as 
some proved to be unsatisfactory. The most promising 4 candidates created by the author 
during the course of this thesis summarlsed as: - 

An algorithm based upon the Clarke transform, optimised to provide an adaptive 
output which switches between fast, noisy outputs and slower, more filtered 

outputs during the 100-200ms time period after a valid set of voltage signals 

appear. This provides an extremely fast responding, robust measurement which 

can cope with very low and very high frequencies. It's only significant weakness is 

its vulnerability to 2-phase faults. 

The Clarke-FLL hybrid, with a set of 3 amplitude/phase measurement blocks at the 

core. This creates an Integrated frequency/amplitude /phase measurement 

system. The algorithm uses seeding from the Clarke transform measurement when 

necessary. 
A Fourier analysis method based upon 3 single-phase measurement blocks using a 
fixed frequency reference at the nominal frequency, plus seeding from the Clarke 

transform measurement 

0A set of 3 single-phase PLLs, together with a seeding mechanism from the Clarke 

transform measurement 

These algorithms all Incorporate mechanisms for fault ride-through. 

The algorithms have been benchmarked against each other, and against 4 other algorithms 
for comparison: - 

A zero crossing algorithm 

A set of 3 PLLs to the design of Jovclc (2003) 

The SImPowerSystems 3-phase PLL 

A set of 3 SImPowerSystems 1 -phase PLLs 

Other algorithms from research literature were considered but did not provide a suitable 
fit at the tow sample rate (500 Sa/s) which was targeted. 
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The best performing algorithm Is the Clarke-FLL hybrid. This algorithm achieves by far the 
lowest error score In the performance tests (see Table 5-2), and this also shows up in the 
traces on Figure 5-19 to Figure 5-28. This algorithm has a much better locking 

characteristic than a PLL when only frequency (and not phase) needs to be measured. 

The optimal architecture for the Clarke-FLL system re-uses many of the concepts originally 
explored and implemented In chapters 3 ft 4. This not only leads to an algorithm with very 
good performance, but also allows substantial code re-use. 

For the worst-case microgrid voltage waveforms with 53% THDV, plus unbalance, Inter- 
harmonics, and flicker, (see section 2.7), It has been found possible to achieve the tightest 
target specification of 0.005 Hz In all but a few transient events and at the worst 
frequencies, with an allowed response time of 100ms (nominally 5 cycles). Even during the 
transient events and at the worst frequencies, the : LO. 005 Hz specification is only narrowly 
missed, and a : tO. 01 Hz peak error specification Is almost always achieved. This provides a 
significantly more robust and faster measurement than specifled by BS EN 61000-4-30 (BSI, 
2003) for a "Class A" Instrument, with twice the accuracy, as shown on Table 5-3. This is 
despite the low frame rate used within the major algorithms. 

BS EN 61000-4-30 "Class A" performance 
(BSI, 2003) 

Performance of architecture developed in 
this thesis, worst case scenario 

THD up to 53%. 

Harmonics up to 20% THD 2 cascaded tow-pass anti-atiasing filters 

(twice times BS EN 61000-4-3 table 5, class 
with cut-off frequency set to 125 Hz. 

Scenario 3) (BSI, 2002) Instrumentation noise level (before the 
ADC) at or below 0.005pu RMS (46dB SNR). 
A 12-bit ADC with a bit noise of no more 
than 2 bits RMS. 

tO. 01 Hz (tO. 02%, tO. 0002pu) tO. 005 Hz (0.01%, to. 0001pu) 
Frequency A settling time of 5 cycles (100ms) during 
measurement 

A measurement time of 500 cycles (I Ds) transients and a total averaging time of 9 
cycles (180ms) normally 

Table 5-3 : Performance of frequency measurement architecture proposed by this 
thesis, versus standard "Class A" performance 

Applying this new algorithm to microgrid control systems and generator management 
systems may lead to the following benefits, relative to other frequency measurement 
methods: - 

Quicker settling time, hence more reliable Information for decision-making 

algorithms and relays etc. 
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0 Lower measurement tatency. Hence, tess tiketihood of power system oscitiations 
building up due to unintentionally tagged controls. 

Functionality at low sample rates, allowing the algorithm to be deployed on cheap 

microcontroller platforms In conjunction with other measurement /control 

algorithms. 

Lower measurement ripple in the presence of Influence qualities such as 
harmonics, inter-harmonics, noise, unbalance and flicker. This leads to smatter 

power system oscillations due to less ripple being fed through to droop controllers 

etc... 

The new frequency measurement will provide a much better basis for a loss-of- 

mains relay based upon ROCOF, or an under/over-frequency relay, due to the 

combination of the above improvements. This is explored further in chapter 6. 
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6 Loss-Of-Mains detection 
Within this chapter, the frequency measurement algorithm developed In chapter 5 is 
Integrated within a novel new relay for loss-of-mains (LOM) detection. Initially, this relay 
Is investigated In simulation (see section 6.1), and then using real data from captured 
network events In section 6.2. Finally, In section 6.3, the LOM-detectIon relay is 

augmented by a novel microgrid management strategy. This strategy makes small 
adjustments to the reactive power flow between a microgrid and its parent network. This 

allows an exact active power match within the microgrid (generation to toad), while still 
avoiding the non-detection zone (NDZ) of the LOM-detection relay. The combined 
measurement and management algorithms are embedded in a real-time microcontrotter 

platform and tested in a real microgrid power system at the 2kVA- I OOkVA scale. 

Previous work at the University of Strathclyde has analysed the performance of several 
commerclatly-aval table LOM (loss-of-mains) relays and their performance (Dysko, 2006, 
2007,2007b). A LOM event occurs when an upstream fault causes disconnection of a local 

power system from a parent network. The disconnection can be caused by a permanently 

or temporarily severed line or cable, or by a short circuit fault which causes a permanent 
or temporary circuit-breaker trip. 

Detection of LOM is Important for two main reasons, when generation sources are 
distributed within a power network: - 

To ensure safety against electric shock, LOM must be detected within a reasonable 
timeframe, such that generators within Islanded networks will be disconnected or 

managed appropriately In a deliberate islanded state. 

To avoid damage to generators and distribution equipment, loss-of-mains shoutd 
be detected such that subsequent reconnections to the parent network do not 
occur when the distributed generator(s) are out of synchronisation with the parent 

network. 

If LOM Is not detected and a generator continues to operate In grid-connected 
mode, excursions to frequency and voltage may result which might violate power 
quality expectations and cause damage to loads. 

During normal operation, distributed generators are conventionally operating In 

grid-connected mode, w1th real and reactive (P ft Q) power output targets set at the 

generator, in combination with appropriate droop controls. When a toss-of-mains event 
occurs, the generators are no longer connected to the parent network. In this 
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configuration, the grid-connected control strategies will not generally keep the frequency 
and voltage of the power Island at the same pre-disconnection values. The overall system 
may stabitise at some new (and acceptable) values of frequency and voltage, or the 
frequency and/or voltage may rise or fall outside acceptable limits, resulting In 
disconnection. The worst case generally presented for LOM detection is where the local 
real and reactive loads are, by chance, exactly (of very almost) equal to the local 
generation target outputs. In this case, In theory, the system could continue to operate at 
the same frequency and voltage, In which case the system Is said to be within the "non 
detection zone" (NDZ) of the LOM relay. In most practical cases, however, there will be 
some load/generation Imbalance in either P or Q and any imbalance will cause both 
frequency and voltage excursions. The bigger the Imbalance, the bigger the excursions. 

The report by Dysko (2006) analyses different types of conventional LOM-detection relays 
under different load/generation Imbalances and different non-LOM fault conditions, to 
assess their sensitivity (when local generation Is closely matched to local loads) and 
discrimination (against non-LOM fault conditions, noise, harmonics, flicker, transients 
etc. ). In this case, the non-LOM faults considered are limited to single, two and 
three-phase faults at various positions with a distribution network. The discrimination 

against non-LOM disturbances causing spurious tripping of LOM relays has been Identified 

as a major current problem with many commercial and proposed LOM detection relays 
(Dysko, 2007). 

In this section of the thesis, a new algorithm for detecting the LOM condition, based purely 
on local passive measurements of voltage, Is proposed. Later, In section 6.2, a novel DG 
control strategy Is also proposed and tested. The combination of the relay and the control 
strategy allows detection of LOM within 1-2 seconds during all scenarios, by deliberately 
just avoiding the non-detection-zone (NDZ) (Ye, 2004) of active and reactive power 
balance. 

Generally the commercially available passive LOM-detection relays fall Into two types: 
ROCOF (Rate of change of Frequency) and Vector Shift. Vector-shift relays are analysed in 
Dysko (2006) Ft Freltas (2005), and are found to be less suitable due to their relative 
Inability to detect genuine LOM events. The ROCOF relays perform better, but when 
choosing the trip settings for commercial ROCOF relays, dilemmas are faced when trying to 
meet the demands of both sensitivity and discrimination. This is the reason that ROCOF 
relay settings In practice are set as low as 0.1 Hz/s, but up to 1.2 Hz/s (Vieira, 2006c), 

while the natural frequency variations of the grid to which these relays are connected are 
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much less than 1.2 Hz/S (see Table 2-1 and section 6.2). A review of other candidate 
passive LOM detection strategies Is given In Dysko (2007), which highlights the fact that 
most passive LOM detection strategies can be made to be very sensitive, but few authors 
have paid attention to the issue of discrimination and spurious tripping. The new methods 
proposed In Dysko (2006) provide better results than commercially available ROCOF and 
vector-shift relays, but still a single setting has not be found for these algorithms which 
achieves both the sensitivity and discrimination required. (Viefra, 2006a) examined the 
use of under-frequency and over-frequency relays to detect loss-of-mains. Such a relay is 

good at avoiding spurious trips, but has the disadvantage of having to wait until the 
frequency excursion is quite large before detecting the loss-of-mains condition. This 

means that ride-through action (trying to switch to a stable and deliberate power Island) 

after detection wilt be hard, as the frequency will be verging on allowed limits at the 
Instant of changeover. 

It should also be mentioned that there are many works concerning active loss-of-mains 

methods which are specific to Inverter-connected generation. These techniques involve 

Injection of current waveforms with deliberate harmonic content, either In pulsed or 
steady-state modes. Good examples of these are Huang (2001), Timbus (2004), and Sumner 

(2004a, 2004b). These methods require specific inverter hardware or current injection 

apparatus and are "active" forms of detection. Such methods are dependent upon the 
injection hardware functioning correctly and can therefore be regarded as less reliable 
than "passive" methods such as that proposed in this work. Where many such active 
devices are placed In the network, further risks arise such as degradation of power quality, 

and Interference between the multiple current Injection waveforms. The work in this 

thesis is targeted at strategies for "passive" detection of loss-of-mains which are 
Independent upon generator type, and so these methods are not applicable. 

6.1 Application to loss-of-mains detection (simulations) 

6.1.1 Proposed new loss-of-mains detection algorithm - Phase Offset 
Relay (POR) 

This thesis proposes a new algorithm, based most closely upon the principle of "Method 2- 

given by Dysko (2006). There are also some parallels (and many differences) to a method 

Proposed by Wall (2004). Compared to the method proposed by Dysko (2006), the proposed 

algorithm contains the following major differences: - 

the robust Integration algorithms of section 3.2 are used, avoiding Integrator 

wind-up 

a triggering /resetting subsystem to avoid constant tripping, In place of the 
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high-pass filter used by Dysko(2006). This allows setting of the trigger threshold by 

a meaningful parameter, the expected ROCOF levels during normal system 
operation, Instead of by a high-pass filter cutoff frequency which has little obvious 
physical significance. 

An allowance for variable phase offset trip thresholds during and Immediately 
following faults. This significantly enhances the discrimination of the relay against 
faults and disturbances, without reverting to a (dangerous) complete blocking of 
the trip signal. 

The new algorithm Is called a Phase Offset Relay, or POR. 

The relay operates on the principle that the phase offset of a system relative to a stable 
frequency can be estimated by 

2xf (fROCOF-dt)-dt 
= x-ROCOF t2 where 0 Is In radians 

(6.1) 

or 

0= 360 f(fROCOF - dt)- dt = 180 - ROCOF - t' where 0 Is In degrees 

(6.2) 

Equation (6.2) can be Inverted to reveal trip times for given (constant) ROCOF values and 
trip thresholds: 

F0 where (P Is in degrees 0 

T-80ýR 0C0F 
(6.3) 

The advantages of this algorithm over a ROCOF algorithm are: - 

1. Since the measurement of frequency Is "hard" to make without noise on the 

measurement, the differentiation of frequency to obtain a value of ROCOF leads to 

an even noisier measurement. Using such a noise measure directly within a relay 
Increases the risk of spurious trips (or non-detection of events). By taking the 

double-Integrat (equivalent to a double-averaging) of ROCOF, the noise Is 

substantially reduced. 

2. The double-integral stage also gives an answer with physical significance, i. e. the 

approximate phase deviation of the local voltage measurement from the 

steady-state value. This phase represents the risk of damage due to out-of-phase 

re-synchronisation. 
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3. The trip time for traditional ROCOF relays is generally a fixed time; I. e. >0.2Hz/s 
for 200ms must be measured for a trip. This neither allows tripping In less than 
200ms when ROCOF Is large, nor tripping In more than 200ms when ROCOF may be 

only slightly higher than 0.2Hz/s. It should be noted that a typical ROCOF relay 
setting of 0.2Hz/s for 0.2 seconds corresponds to a phase offset of only 1.4' which 
would be of no concern should an auto-reclose action occur. Given that up to 2 

seconds Is allowed under IEEE 1547 (IEEE, 2003)' for LOM detection, at a rate of 
0.2Hz/s a trip time of 745ms would be more appropriate since this would be the 
time at which a 20* phase offset occurred between local generation and the 

parent network (by equation (6.3)). The phase offset relay does exactly this, using 
a fixed angle setting but a flexible trip time. This different approach allows much 
better discrimination between genuine LOM events and other disturbances such as 
normal load steps which cause brief frequency deviations. 

The Inner core of the algorithm is shown here mathematically. The real implementation is 

aU coded digitally in discrete time steps. 

1. Measure frequency f (by the algorithms of chapter 5) 

2. Calculate ROCOF = 
1. 

This can be done on a two-sample basis. Noise and/or dt 

spikes on this signal Is acceptable as It will be averaged out by two cascaded 
integration steps. 

1 
3. Calculate frequency offset 4f f ROCOF - dt where tt Is the time at which the 

11 

relay triggering starts. Note that Af is equivalent to the measured value f, with the 
DC component removed. The differentiation and Integration stages are a 
convenient way of accomplishing this, while also producing a value of ROCOF for 

Indication (although it may be noisy and takes no direct part in the relay 

operation). 

1 The UK equivalent document, ER G59/1 (ENA, 1991), says only that "The setting of the relays 

should be agreed with the PES". ETR 113 (ENA, 1995) states than detection within I second may be 

required In some UK rural distribution networks due to potential auto-reclose times In feeders, but 

this Is not a general requirement across the UK. ETR 113 also gives no Indication of practical relay 

settings for DG Installations with potential DG-to-load power matches of less than 0.1 pu which 

enable such detection to be practically achieved using a ROCOF or similar relay. 
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t 

4. Calculate phase offset 0= 360 f 4f - dt where tt Is the time at which the relay 
It 

triggering starts, and 0 Is the phase offset In degrees. 

5. Check the magnitude of the phase offset, abs(O) against the trip threshold 0 Tjp. if 

the trip threshold Is exceeded, a trip signal is generated. No qualifying time is 

required since the double-integrated signal Is very clean and free from noise, and 
the Initial triggering algorithms (see below) remove spurious trips due to normal 
fluctuations of the network frequency due to load changes, generator despatching, 

switching etc. - 

A triggering algorithm is also required; otherwise the Integrals above would lead to 
tripping due to the normal small fluctuations in frequency which occur in all power 
networks. Adding the triggering and implementing the entire algorithm requires a number 
of parameters and variables to be set and calculated. These are tabulated below for 

clarity. 

Symbol Meaning Typical parameter value 
(or calculated variable) Derivation 

f Frequency Measured typically 40-701-lz 

ROCOF Rate of Change of 
Frequency 

Calculated df/dt (two-sampte basis) 

Af Frequency variation Calculated Af = fROCOF-dt 

t Time now Implicit 

t 
Time when the relay Implicit 

t Is triggered 

4) 
Phase offset Calculated 0=360fAf -dt (degrees) 

It 

Set such that an accidental 
resynchronisation does not 
cause excessive currents. For a 
generator with leakage 

Phase offset trip Typically 20 degrees reactance O. 1pu, a 20 degree 
setting synchronisation results In 

currents of approximately 
sin (20 ') /0.1 - 3.4 pu. 
Also, this setting determines 
trip times. 

Nominal frequency Typically 5OHz or 6OHz 
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Set by the expected ROCOF 

Rnlw,. Trigger ROCOF 
threshold 

Typically 0.2 Hz/s 
during normal network 
operation (not accounting for 
close-in faults but allowing for 
distant faults) 

Number of nominal 
cycles over which to Set as high as possible, with 

Nr, jw1Cyd. evaluate triggering 
Typically 5 the limit that the shortest LOM 

window 
trip time will then be tr,,,, 

tTHjW Trigger window time Calculated (constant) NTr1jrrCyda1fNwn 

Triggering phase 
OTIOn., angle threshold Calculated (constant) 2 360'R7Wgger "Tri 

er (degrees) gg 

AfT Frequency change Calculated Rolling definite Integral of 
during trigger window ROCOF over last tTHIg., seconds 

Phase change during Calculated 
360 times roiling definite 
Integral of Afr over last tT,, trigger window ,, 
seconds 

Table 6-1 : Parameters and variables for the Phase Offset Relay (POR) 

The triggering threshold is set by an estimate of the expected upper level of expected 

ROCOF, RTIs,,., and a setting parameter NTriggerCycles that defines a time period 

tT, jsg,, --NT, j9.9,, cKj,, 1fNom over which the triggering signal Is evaluated. Over this timeframe, 

the steps 3-4 (above) are evaluated using rolling time windows of fixed time length 

to calculate the frequency offset AfTand phase offset 0 which has occurred over the last 

tT, -j. 0, seconds. This can then be checked against a phase offset trigger threshold 0 T1,99"r 
which would occur due to a constant ROCOF of RTlqq,. 

At first glance, thrigger would be derived directly from (6.2), given tMoger and RTH99er. but 

here the value of Omyger Is determined In a slightly different manner. This Is because the 

triggering Is evaluated over rolling windows of constant length tTrtqq-r seconds, where RTrjjq,, - 
Is also constant. Thus, evaluating 

I 
0,, 

a, =360j""-( 
fRTrlaer, dt)dt=360. RTrigger. tTrigger 2 

0 

(6.4) 

where Is in degrees, i. e. double the value suggested by (6.2) 

As well as triggering the main integrations within the trip detection algorithms, the 

triggering subsystem also has the power to reset and zero the trip detection algorithms. 
This means that sometimes the relay may be triggered (the main Integrators of steps 3 and 
4 above may begin to accumulate frequency and phase offset amounts), but V41, not trip. 
These events will occur when measured ROCOF rises above the trigger level RTrj. 9.9., but the 
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subsequent frequency disturbance Is not sufficient to cause an actual trip by violation of 
O>OTrjp or 0<-OTrip. Such functionality Is crucial to the discrimination function of the 

relay, to avoid spurious trips. 

In the algorithm presented here, the triggering subsystem causes such a reset when the 

value 0 evaluated over the rolling window of the triggering subsystem undergoes a zero 

crossing. Because the values of 0 are evaluated using double integration of the ROCOF 

signal, these zero crossings are well defined and relatively noise-free. An alternative 

method considered was to reset the subsystem when the ROCOF value passed through a 
zero crossing, which in some ways Is more desirable. (When ROCOF passes through 0, the 
frequency must be either fiat, or at a maxima/minima, Implying that frequency is under 

control and not crashing upwards or downwards). However, since the ROCOF measurement 

can be noisy, this method was not chosen. The other alternative considered was to detect 

zero-crossings of the AfT signal. In practice the times at which the resets would occur due 

to any of the 3 methods is found to be about the same, so the most noise-immune method 
Is chosen. 

The algorithm details are shown below in Figure 6-1. In addition, some external code 
(Figure 6-2) can be used to widen the phase offset trip threshold OT'jp, during and 
Immediately subsequent to serious (close-in) balanced and unbalanced faults which do not 
lead to LOM events. This code widens the trip setting from the normal setting to a much 

wider setting during serious balanced and unbalanced faults. When the fault condition Is 

lifted, the trip threshold slides back at a constant rate to the normal setting, over a period 

of time. This allows for significant power system oscillations within the immediate post- 
fault period, and provides a solution to the conflicting demands of sensitivity and 
discrimination which are identified (but not solved) In Dysko (2006 ft 2007). 

It should be noted that some LOM relays block the trip signal entirely (Dysko (2007), 

Freitas (2005) Et Vielra (2006c)) when such fault conditions are detected, whereas the 

solution proposed here is only a widening of the angle trip threshold. Thus, with the 

algorithm below, the LOM relay will still throw a trip If the local frequency diverges 

consistent with a genuine LOM event, potentially triggered by a fault condition. The aim is 

to allow a certain amount of rotor swinging and power system oscillation (which can 

exceed the standard trip setting of 20*) after a fault without throwing a LOM trip, but still 
to have a wider trip setting in place which will be exceeded if (for example) pole slip or an 

actual LOM event occurs. 
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An example of the application of this algorithm is shown below in Figure 6-3, which is 

reproduced here from the simulation results of section 6.1.3.3 presented later. The blue 

line shows the apparent nodal phase variation due to power system oscillation immediately 

after fault clearance. The dashed red line shows how the trip setting can be automatically 

widened when the fault is detected (to 100* in this case), and then tapers back to the 

nominal setting (20* in this case) over a number of seconds after the fault is cleared. 
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Figure 6-3 : POR; aclaption of trip threshold Immediately after faults 

An additional algorithm to explicitly temporarily disable the trip setting could also be 

included in the future, although it is not included in this thesis. Veira (2006b), describes 

how there is a potential conflict between fault-ride through and loss-of-mains detection. 

The frequency range and time windows for fault ride-through during frequency excursions 
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can be deduced by entries within G59/1 (ENA, 1991) (see Table 2-9) and IEEE 1574 (IEEE, 
2003) (see Table 6-2). These are specified as required trip times for excursions of system 
frequency beyond the quoted ranges, but can also be Interpreted as times for which 
ride-through Is desirable So long as frequency remains within the non-trip range. It should 
be noted that the ride-through capability built Into the frequency (and thus ROCOF) 

measurement algorithm of chapter 5 will provide good ride-through capability even 
without modifIcation to the POR algorithm presented here. 

DR size Frequency range (Hz) Clearing time(s) 

> 60.5 0.16 
S30kW 

* 59.3 0.16 

* 60.5 0.16 

< (59.8 - 57.0) 
3,30 kW (adjustable set point) 

< 57.0 0.16 

Table 6-2 : Under/Overfrequency clearing times required under IEEE 1547 (2003) 

Viefra (2006b) proposes that this conflict be resolved by modifying settings of existing 
ROCOF relay designs so that fault ride-through Is generally achievable, as the ROCOF 

relays will tend not to trip due to normal toss-of-mains conditions until the local frequency 

goes outside the ranges of Table 6-2. A better, simpler alternative might be to insert a 
"no-trip" frequency range into the loss-of-mains relay which would reset the relay (and 

ban trips) If frequency was almost exactly nominal. Whether this range would Ideally be 

0.99pu to I. Oipu (59.5 Hz to 60.5 Hz for a 60Hz system as referred to by Vielra (2006b)) or 

some other range (probably smaller) could be the subject of future research. 

6.1.2 Appropriate settings for deployment within the national grid, 
and In the tests presented 

The relay settings used for the tests which follow In section 6.1.3 are: - 

ROCOF trigger level RT,, ",, - 0.15 Hz/s, with a 5-cycle trigger. Thus, the phase 

offset which must be exceeded over 5 cycles continuous rolling Integration, is 

0.54* by (6-4) 

A Phase Offset trip threshold of 0 mp - 20' during normal conditions. The normal 

setting of 20* Is determined by the desire to trip off the generator before there is 

a risk of excessive re-synchronisation currents (see Table 6-1). 

0A Phase Offset trip threshold of 100' during faults (balanced faults <0.8pu or 
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unbalanced faults with >10% unbalance), which Is decreased back to the normal 
setting over 3 seconds after the fault Is no longer perceived. This profile Is 
determined by analysing the worst-case results obtained from the simulations of 
Dysko (2006). Note that time-hysteresis (via the parameters "On-time" and 
"Off-time" In Figure 6-2) Is applied to stop transient spikes/dips causing erroneous 
detection of faults. 

The widening of the trip setting to 100' during faults Introduces a small (but finite) chance 
that a 100* out-of-phaSe might occur due to auto-reclose action. It should be borne in 
mind, however, that for this to occur, an entirely unlikely chain of events must occur. An 
upstream breaker would first have to open due to the fault current flowing. This would 
cause a genuine loss-of-mains event, coupled potentially with a fault persisting within the 
un-Intentionatty islanded power system. The protection schemes within the Islanded power 
system would almost certainly trip quickly In this scenario. If the fault persisted locally, 
the trip would likely be under-voltage, over-frequency or unbalance. If the fault was 
cleared locaily, then one of several possibilities exist: - 

That the voltage will remain nearly nominal or rise due to reactive power outputs 
of local generation exceeding that of local load demand. In this case the trip 
threshold for the POR would revert to 20* and the Island should be detected by 

this relay, or by over-voltage or over/under-frequency alarms. 

That the voltage will fatL This might lead to the 1000 trip threshold for the POR 
being retained for some time, as an under-vottage event would be perceived as a 
fault by the algorithm presented In this thesis. Note, however, that a sustained 

under-vottage for more than about 0.5 second will lead to the local Power system 
(or at least generator) being tripped by the guidelines of G59 (Table 2-9). IEEE 

1547 only allows 160ms before such a trip will occur (Table 2-8). 

Only If none of the above local trips occurs, and the undervoltage persists, and an 
auto-reclose action occurs, Is a 100' out-of-phase synchronisation risked. The reclose 

action would have to occur within 0.5 seconds of the Initial fault Inception for the relay to 

still be using a 100* trip setting, and this Is much shorter than standard practice for 

re-close action (Areva TV, 2007). The wider POR trip setting Is gradually reduced over 3 

seconds after a fault condition Is cleared. During this time, should a reclose action occur, 
there Is some risk of a less-than-100' but more than 20* out-of-phase re-synchronisation 

occurring. Assuming re-ctose happens no sooner than 2 seconds the relay setting Witt have 
diminished to 46'. 
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It should also be re-stressed that some existing ROCOF and vector-shift relays disable 

themselves completely during faults (Dysko (2007), Freitas (2005) Ft Vieira (2006c)), 

whereas the solution proposed here is only a widening of thresholds and is thus less likely 

to allow out-of-phase resynchronisation. 

6.1.3 Analysis of relay performance 
Within the report by Dysko (2006), simulations are performed which test both the 
sensitivity and discrimination of candidate LOM detection algorithms. Simulations were 
performed using the UKGDS EHV network 1 (SEDG, 2008), and the most challenging 
scenarios involved distributed generators of the synchronous variety. The schematic for 
UKGDS EHV network 1 is reproduced in Figure 6-4. 

From the results of Dysko (2006), the most challenging four scenarios are: - 

Sensitivity; detection of LOM with generator power output set 2.5% higher than 
local load power. (Scenario 3 in Dysko (2006)). 

Sensitivity; detection of LOM with generator power output set 2.5% lower than 
local load power. (Scenario 5 in Dysko (2006)). 

0 Discrimination; avoidance of trip during /following a 3-phase fault for 200ms at 
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position 2 (upstream of the distributed generator, within the distribution 

network). (Scenario II In Dysko (2006)) 

Discrimination; avoidance of trip during /following a 3-phase fault for 200ms at 
position 3 (close downstream of the distributed generator). (Scenario 14 In Dysko 
(2006)) 

When detecting a genuine loss-of-mains (LOM) event, the detection will not be Instant but 
will occur some time after the event begins. As described above, the purpose of the 
proposed POR Is to create a trip signal when the local generator becomes out-of-phase 
with the parent network by an amount which would cause undesirable currents and 
torques should an un-controlled reconnection subsequently occur, for example by action of 
an auto-reclose relay. By (6.3), the trip time with a trip threshold of 20' might be as small 
as 100ms for a 10 Hz/s event or bigger than 860ms for an event which only just breaches a 
0.15 Hz/s ROCOF trigger threshold. 

It Is interesting to compare these times with those required by IEEE 1547 (IEEE, 2003), 
G59/1 (ENA, 1991) and ETR 113 (ENA, 1995) the documents describing distributed 

generation connection In the UK and the USA: - 

IEEE 1547 states that the island must be detected within 2 seconds. 

G59 simply states that LOM relay settings should be "agreed" with the PES (DNO). 
G59 does say that -6% (<47Hz) or +1% (>50.5Hz) events should cause trips within 
0.5s, but this does not have much relevance for loss-of-mains since several seconds 

may elapse between the loss-of-mains event and a breach of these frequency 

thresholds; I. e. the actual detection time for loss-of-mains could be 0.5s plus 

several seconds, and still meet the G59/1 recommendations. 

ETR 113 states than detection writhin I second may be required In some UK rural 
distribution networks due to potential auto-reclose times In feeders, but this is not 

a general requirement across the UK. 

The approach taken by this thesis (and the relay proposed here) Is that the tripping should 
take as tong as It needs, so long as the risk to generator and distribution equipment is 
minimised, and that the trip does actually occur within the prescribed 1-2 seconds. The 

electrocution risk to personnel In touching parts of "presumed dead", but actually 
Istanded, systems, Is small within 1-2 seconds of any deliberate disconnection for 

maintenance purposes. For the tests performed in the subsequent sections, the 2-second 
detection requirement of IEEE 1547 (IEEE, 2003) has been used. The recommendation of 
ETR 113 Is for aI second detection time. This can be achieved for the same non-detection 
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zone (NDZ) by tightening the trip threshold, or the trip threshold can be left the same but 
the NDZ will be larger. 

To test the sensitivity and discrimination of the proposed new relay, the archived 
simulation results (3-phase voltage waveforms) for these 4 scenarios from Dysko (2006) are 
injected into simulations of the relay. The front-end of the relay is the frequency 

measurement algorithm described in chapter 5, and this feeds into the POR algorithm 
shown in Figure 6-1 and Figure 6-2. The sample rate for all the major algorithms is 
500 Sa/s. An important characteristic of the relay is its rejection of interference due to 

noise and harmonics. However, the archived simulation results for the scenarios contains 

very pure waveforms of almost 0% THD (apart from during the fault inception /clearance), 

due to the limits of the simulation. To fully test the algorithms an intermediate 

pre-processing stage has been developed for this analysis. The archived simulation 

waveforms are analysed for frequency/ magnitude/ phase by the algorithms of chapters 3 

and 5. Harmonic content (2d to 4()th) is then added to the original archived waveform with 
appropriate phases to synthesise the 2nd-worst case microgrid waveform of section 2.7.2, 

Table 2-6 and Figure 2-5. 

Phase A mkous wavefom$: SavAstion (red dashes). wod with hamww cordeM added (bkjo); sconam UKGDSi E" SCEM 90 FLT2ABC 
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......... ..... .... 

....... ...... . .......... ...... 

......... .......... ......... .................................................................................................. 
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Figure 6-5 : Addition of harmonic content to the simulated waveforms; phase A voltage 
waveform from scenario simulation (red dashes), and with harmonic content added 

(blue solid line). 

This produces a three-phase voltage waveform set with the same frequency, amplitudes 
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and phases as the simulation, but with a THI)v of approximately 28%. These corrupted 
signals are then used as the voltage Inputs to the relay algorithms. An example of this 
process is shown In Figure 6-5, which Is an excerpt from scenario II of Dysko (2006), with 
a 200ms fault beginning at tol second. 

In addition to harmonic content, the analogue low-pass anti-allasing filter, instrumentation 
noise and ADC quantisation/oversampling/downsampting are also simulated as described in 
chapter 3, section 3.4. 

6.1.3.1 Sensitivity testing; detection of LOM with generator power output 
set 2.5% higher than local load power demand 

This test uses scenario 3 from Dysko (2006). At t-1 second, the circuit breaker [abetted 
"LOM" In Figure 6-4 Is opened to create a loss-of-mains event. The relay should detect the 
LOM condition within 2 seconds. Figure 6-6 to Figure 6-9 show the results of this test. The 
relay successfully throws a trip signal, 910ms after the LOM event occurred. Triggering 
occurred 180ms after the LOM event, and at this time the 0.54 degrees which the 5-cycle 
phase offset trigger has accumulated is pre-loaded Into the main phase offset integrator. 
This shows as a small Initial brief rise in Figure 6-9 at t-1.18 seconds. The 20 degree 
threshold Is exceeded 910ms after the LOM event, at t-1.91 seconds. 

Thus, the relay passes this test by both the IEEE 1547 (IEEE, 2003) requirement for a2 
second trip and also by the ETR 113 (ENA, 1995) requirement for aI -second trip. Notably, 

a ROCOF relay set to a familiar setting of 0.15 or 0.2Hz/s for 200ms may not trip In this 
scenario, as shown by Figure 6-7. The ROCOF threshold and/or time qualification setting 
could be lowered, but note that noise would then become a serious Issue and probably 
lead to spurious tripping. Comparing Figure 6-7 and Figure 6-9 shows how much better the 

event Is detected by the POR than by a ROCOF relay. 

Also of note, Is that here a phase offset threshold of 20* was small enough to detect the 
event, whereas In Dysko (2006), for this scenario a setting as low as 5* was required. This 
discrepancy Is because here the relay has been allowed longer to detect the trip, up to 2 
seconds as per IEEE 1547 (IEEE, 2003) , whereas Dysko (2006) applied a requirement for a 
trip within 500ms, conservatively half of the ETR 113 (ENA, 1995) I-second requirement. 
For a trip within 5OOms, Figure 6-9 Indeed shows that a setting of about 50 would be 
required. This shows that the POR algorithms presented here are equal In sensitivity to the 
algorithm used In Dysko (2006). 

277 



so. 

Sol 

49. JL 
.5 

0.4 

0.2 

0.1 

1.5 2 25 
rWW /I 

Figure 6-6 : Scenario 3; +2.5% power; Frequency excursion 
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Figure 6-8 Scenario 3; +2.5% power; Rolling 5-cycle phase Integral (blue, with 
threshold in dashed red) and triggering (black dash-dot) 
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Figure 6-9 Scenario 3; +2.5% power; Phase Offset (blue, with threshold In dashed 
red) and Trip signal (black dash-dot) 
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6.1.3.2 Sensitivity testing; detection of LOM with generator power output 
set 2.5% lower than local load power demand 

This test uses scenario 5 from Dysko (2006). At t-I second, the circuit breaker labelled 
"LOM" in Figure 6-4 is opened to create a loss-of-mains event. The relay should detect the 
LOM condition within 2 seconds. 

Again, the test is successful. This time the trip takes slightly longer, at 1120ms, which 
again meets the IEEE 1547 (IEEE, 2003) requirement for a2 second trip. 
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Figure 6-10 Scenario 5; -2.5% power; Frequency excursion 
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Figure 6-11 : Scenario 5; -2.5% power; ROCOF 
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Figure 6-12 : Scenario 5; -2.5% power; Rolling 5-cycle phase integral (blue, With 
threshold In dashed red) and triggering (black dash-dot) 
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Figure 6-13 : Scenario 5; -2.5% power; Phase Offset (blue, with threshold in dashed 
red) and Trip signal (black dash-dot) 

6.1.3.3 Discrimination testing; avoidance of spurious trip due to 200ms 

3-phase upstream fault 

This test uses scenario 11 from Dysko (2006). At t=1 second, a three-phase fault occurs at 
position 2 of in Figure 6-4, i. e. node 311. The relay should ideally not give a LOM trip for 
this scenario. 

The fault begins at t=1s. During the fault itself, the frequency variation is small, (although 

voltages are depressed). When the fault clears, at t=I. 2s, a significant power system 

oscillation occurs, which takes several seconds to decay. Frequency (and hence ROCOF) 

excursions are large, but oscillatory, during this time. The fault is detected (via tow 

positive sequence) shortly after t=ls, and the phase offset trip threshold is widened 

automatically to 100* (Figure 6-17). Shortly thereafter, the 0.54* triggering threshold is 

violated by the rolling 5-cycle phase offset (Figure 6-16). However, due to the oscillatory 

nature of the frequency excursion, the triggering is continually reset by the zero crossings 

registered by the rolling 5-cycle phase offset measurement. These resets occur shortly 

after the peaks (positive and negative) of the frequency excursions. The final phase offset 
integral never breaches the trip threshold, which decreases back to the normal 20*, 3 

seconds after the fault clearance. No LOM trip signal is given. 

Note that the raw ROCOF data in Figure 6-15 shows significant spikes, because it is 

calculated by a two-sampte differentiation from the frequency data. The frequency data 

has a slightly non-continuous nature due to actions of seeding algorithms and 

ripple-rejection filters during the most dynamic events. These algorithms and filters are 
described in chapters 3 and 5. The spiky/noisy ROCOF data does not cause a problem for 

the POR proposed here, which is specifically designed to cope with this kind of effect. The 

use of ROCOF data in this relay is merely as an intermediate stage to remove DC offset 
from the "Frequency Offset" result, and at the same time to provide an indication of 
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dynamic performance for graphical presentation. Smoother ROCOF data can be created, If 
required for cosmetic or technical purposes, by differentiating frequency over longer 
timeframes, or by averaging the two-sample differentiated values over a number of 
samples (these two methods being mathematically identical). 

A ROCOF relay set to 0.2Hz/s for 200ms, would trip during this event, unless it was 
automatically disabled (or the ROCOF trip threshold widened to >10 Hz/s) during and 
immediately subsequent to the fault. 
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6.1.3.4 Discrimination testing; avoidance of spurious trip due to 200ms 

close-in downstream 3-phase fault 

This test uses scenario 14 from Dysko (2006). At t=1 second, a three-phase fault occurs at 
position 3 in Figure 6-4, i. e. node 320. The relay should ideally not give a LOM trip for this 

scenario. This turns out to be the case. The comments and observations from section 
6.1.3.3 all aDD(v eauatly to this scenario. 
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Figure 6-19 : Scenario 11; 3-phase fault at position 3; ROCOF 
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Figure 6-20 : Scenario 11; 3-phase fault at position 3; Rolling 5-cycle phase Integral 
(blue, with threshold In dashed red) and triggering (black dash-dot) 
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Figure 6-21 : Scenario 11; 3-phase fault at position 3; Phase Offset (blue, with 
threshold In dashed red) 

6.1.4 Further comments on the performance of the POR 
The results from Dysko (2006), suggested that a setting of about 45* would be enough to 
avoid trips during the fault scenarios, whereas the results here (Figure 6-17 and Figure 
6-21) show that about 75* would be required, if the setting was fixed. This discrepancy is 

almost certainly due to the difference in the triggering methods used. In Dysko (2006), the 

proposed relay does not have a triggering subsystem as such, but uses a high-pass filter to 

continually attenuate the accumulated phase offsets. This stops the relay tripping during 

normal network operation, but will also tend to reduce the accumulated phase offset even 
during relatively short events. In the relay proposed in this thesis, once the triggering 

subsystem fires, the overall phase offset integral accumulates without attenuation, until it 

either trips or is reset by the trigger subsystem. Thus, the relay proposed in this thesis 

Provides a more accurate measure of the actual accumulated phase offset once triggering 

starts, and can easily accumulate higher values of accumulated phase than the relay 
proposed by Dysko (2006). The cut-off frequency and design of the high-pass filter in Dysko 

(2006) would have to be known in detail to fully compare the two algorithms. It should be 

noted that the thresholds for the triggering subsystem (and for the Dysko relay the design 

of the high-pass filter), are equally important as the trip thresholds, in terms of setting 
the relay for optimum sensitivity and discrimination. 
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The results presented above show good sensitivity and discrimination. This relay could be 
deployed at distributed generator sites, where the generators are connected to a large 

power system, with the settings proposed here. Its performance should, according to the 

analysis performed to date, significantly surpass that of conventional ROCOF and Vector 
Shift relays. The 2 sensitivity tests and 2 discrimination tests presented In the previous 

sections show that a ROCOF relay set to 0.2Hz/s with a 200ms qualification time would not 
have tripped for the 2 genuine LOM events, but would have tripped (with ROCOF reaching 

>1 OHz/s) for both the non-LOM events. By comparison, the proposed POR relay successfully 
detects and discriminates the relevant scenarios. It might be argued that: - 

1. The ROCOF relay settings could be tightened, to enable greater sensitivity. 
However, the noise level of ROCOF Is approximately 0.1 Hz/s, even using the 

frequency measurement algorithm presented In this thesis. Thus, any ROCOF trip 

setting lower than 0.2 Hz/s risks spurious tripping due to noise unless the 

qualification time for tripping is increased (which increases the minimum possible 

trip time) or the ROCOF values are averaged /filtered (which Increases trip time). 

2. The ROCOF relay trip could be disabled during faults (as previously described). 

However, this does not retain any level of LOM protection during the time which 

the disable action occurs. 

However, a further challenge for LOM detection remains to be addressed. The natural 

frequency disturbances In microgrids are much larger than those of a power system such as 

the UK national grid. The expected rates of change of frequency were predicted In section 

2.1, and summarised In Table 2-1. Notably, within aI OOkVA microgrid, even switching on a 

single kettle at 3kW can be enough to cause a brief 0.4 Hz/s frequency deviation. Larger 

load steps can cause larger disturbances. The problem scenario is thus that a very small 

Power system, say of 10kVA rating, is "grid-connected" to a parent network of only 

1OOkVA. In this case, the 10kVA microgrid (generator plus Its local load) will measure 

ROCOF events regularly greater than 0.4 Hz/s. Governor actions will act to mitigate these 

deviations within the constrains of the control system dynamics, but with a trigger Setting 

Of 0.1 5Hz/s, there Is a significant risk that the relay (with the settings used above) would 

I) trigger, as ROCOF surpasses 0.1 5HZ/s 

2) trip, if the frequency did not stabitise to a new level quickly enough to avoid a 20' 

phase offset being accumulated. Note that If frequency stabitises, It causes ROCOF 

to become about 0 (with noise), which causes the 5-cycle phase offset rolilng 

Integral to also become about 0 (with noise), and hence cross zero to reset the 

trigger. 
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A potential solution to avoiding such spurious trips when the parent network Is of limited 
size, without employing communication systems or active LOM-detectIon techniques, is to 
widen the ROCOF trigger to avoid spurious trips. This would be a better approach than 
widening the trip threshold of 20', since this 20' figure relates to the Worst uncontrolled 
synchronisation angle which would Ideally be risked. 

It might be possible to design an algorithm which continually monitors system frequency 
deviations and autonomously sets a suitable ROCOF trigger threshold. Or, knowledge of 
network configuration might be used to deliberately adjust the relay settings when the 
parent network Itself joins (or leaves) a much larger power system which brings greater 
frequency stability. A combination of the above two possibilities might also be reallsed. 

The Impact of widening the trigger threshold would be two-fold: 

Larger system frequency deviations, due to larger load switching and generator 
despatching (as per-unit proportions of the total system Inertia), could be 

accommodated without the relay triggering and risking a spurious trip. 

During genuine LOM events where active and reactive load powers are well 
matched to the generator(s) output power set-points, the risk of non-detection is 

raised. This can be seen by imagining a ROCOF trigger threshold of 0.4Hz/s in 

section 6.1.3.1 or 6.1.3.2 above. In those scenarios, with a ROCOF trigger 

threshold of 0.15Hz/S (converted to a 5-cycle phase offset of 0.540), the relay only 
just triggered. If the trigger threshold was doubled, the relay would neither trigger 

nor trip. 

Within a microgrid context, therefore, the relay may need to be de-sensitised to avoid 
constant spurious tripping. One option to reduce the risk of subsequent non-detection of 
genuine LOM events Is to manage the generators and/or network topology such that there 
Is a very low risk of any generator P/Q power output set-point being a close match for any 
local load P/Q combination. Only a small imbalance in either P (real power) or Q (reactive 

Power), and not necessarily both, Is required to cause Imbalance in an unintentionally 
Islanded power system which will allow detection of the LOM event. This effect, along 
with a novel algorithm to ensure such an Imbalance, Is presented In section 6.2 to follow. 

6.1.5 Summary and further work opportunities arising from this 

section 
A novel algorithm for a Phase Offset Relay (POR), for the detection of loss-of. 

mains, has been designed and coded. The algorithm Is fully robust for real-time 
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Implementation and Is significantly more Immune to noise and interference effects 
than a ROCOF relay, due to Its use of Phase as the key measurement parameter. 
Phase is calculated as the double-integral of ROCOF which Is equivalent to two 
stages of averaging, thus giving good rejection of noise on a frequency/ROCOF 

measurement. 

" The POR allows for variable trip times, graded so that the Important parameter Is 
the potential phase angle relative to the parent network which would result due to 
an uncontrolled out-of-phase resynchronisatlon. 

" Both the triggering algorithm setting and the trip setting need to be appropriately 
set to provide the best balance of discrimination and sensitivity. 

" Good discrimination can be provided for ride-through of faults by using a small 
algorithm which temporarily allows larger phase offset trip settings during faults 
(which can be detected using positive sequence and unbalance thresholds applied 
to 3-phase voltage measurements) The trip settings can be tapered from the wider 
settings back to normal (20*) over 3 seconds after a fault Is cleared, to allow for 

network oscillations to die away. 

The network simulation results suggest that using a trigger setting of 0.15-0.2 Hz/s 

and a normal trip setting of 20* allows detection of loss-of-mains In less than 1.5 
seconds; assuming that the unintentional power Islands are more than 2.5% 

mismatched In terms of active power. These settings could be used sensibly for 

grid-connected systems attached to the UK national grid. 

When the parent network Is smaller, the trigger setting of 0.2 Hz/s may be too 
small, allowing numerous spurious trips. In this case the trigger setting must be 

widened, which de-sensitises the relay. This is explored further In section 6.2. 

Further work opportunities Include: - 
Design and test an algorithm to automatically adapt the ROCOF triggering level 
RT,,,,,, for the proposed relay, for different scenarios/slze of parent network. The 

algorithm would need to monitor frequency deviations due to "normal" network 
behaviour. 

6.2 Application to loss-of-mafns detection; discrimination 
testing using real-world transient data 

The most obvious case of spurious loss-of-mains detections Is due to genuine Power system 
frequency disturbances which cause ROCOF (rate of change of frequency) to exceed 
trigger or trip settings within loss-of-mains relays. Likely values of ROCOF within different 

sized microgrids, from 1OOkVA to 60GVA, were analysed In section 2.1 and Table 2-1. For 
distributed generators connected to a distribution system In the UK, the size of the entire 
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power system Is approximately 60GVA. According to Table 2-1, ROCOF should be limited to 
about 0.01 Hz/s for normal operation, and about 0.1 -0.2 Hz/s for worst-case power station 
tripping leading to a -2GW step change In generation. 

To verify that the estimated value of 0.01 Hz/s from Table 2-1 Is correct, a data logging 
application was created. This executes on the ADI RTS (Real-Time-Station) (ADI, 2008) with 
a sample rate of 2000 Sa/s. The sampled values are three-phase voltages at the LV side of 
an 11W/433V transformer, shown on In Figure 6-28, which Is part of the laboratory 
Infrastructure. The application software processes the data In real-time using the 
algorithms produced during this thesis. Parameters monitored Include frequency, ROCOF, 
fundamental voltage amplitudes, unbalance, THD and possible spurious [Oss-Of-mains 
detection events. Data Is togged every second, with the most Interesting event causing 
additional capture at the full 2000 Sa/s frame rate for a 60 second window (30 seconds 
pre-trigger plus 30 seconds post-trigger data). 

Over 825 hours of monitoring (summer and winter), were logged during 2007. All the 
genuine ROCOF events captured were restricted to ROCOF rates of less than 0.025 Hz/s, 
on a second-by-second basis. This suggests that the analysis of Table 2.1 is correct (to 
within a power of 2). The term "genuine" is here used to restrict the analysis to events 
which appear as genuine frequency slides which occur over several seconds. 

In contrast, 7 events were logged which transiently show much larger rates of change of 
frequency. These only show up on the I-second logged data as spikes. The thresholds for 
detecting "interesting" events within the logging application can be set to very low levels, 

much tighter than a normal protection relay would be set. In this way, such Interesting 
deviations from static conditions can be togged at 2000 Sa/s for further analysis. 

Interestingly, of the 825 hours data which was logged, 5 of the 7 transient events which 
were not "genuine" rates-of-change of frequency, but were transient events, occurred 
within a single 6 hour period. The remaining 2 transient events occurred 4 days later 

within a 15 minute period. Analysis of the events would suggest that they are distant 

unbalanced faults, switching or tap-changing events. The faults do not cause voltage 
depressions sufficient to cause widening of the POR trip settings as described In section 
6.1. 

The worst of the 7 transient events contains only a small (0.02pu) voltage step. The 
transient would appear to be due to either a load step or a tap-change within the 
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distribution network. A small phase change also results, which leads to a brief perception 
of frequency change. It is this perceived frequency change which presents the risk of 
spurious LOM detection. The measurement of ROCOF is as high as 2 Hz/s (both in the 
negative and positive directions). This is a large amount (much larger than the "genuine" 
background 0.01-0.025 Hz/s ROCOF rates). This finding, when added to the work of section 
6.1, indicates that spurious trips of loss-of-mains relays based upon frequency, phase or 
ROCOF detection are far more likely to be caused by faults and transient events than 
genuine frequency changes. 

To test the discrimination of the proposed POR against such transient events, the captured 
event waveforms (sampled phase voltages) from the laboratory hardware, can be replayed 
into the proposed relay code. The logged data is sampled at 2000 Sa/s, so to test the main 
algorithm at a sample rate of 500 Sa/s (nominally 10 samples per cycle at 50 Hz) the data 
is FIR-filtered using a 3-zero/3-pole filter (to remove potentially aliased harmonics as 
described in 4.5) and down-sampled by a factor of 4, before being input to the main 
algorithms. The main algorithms are the amptitude/phase /frequency measurements from 

chapters 3 Et 5 and the POR from section 6.1 A. 

The graphs below show the performance of the algorithms and the POR due to the worst of 
the 7 transients recorded. The settings for the POR are a trigger threshold 
RTrIner ý 0.15 Hz/s and a trip threshold OTrIp = 20 *. These are the identical settings used 
for the testing in 6.1, and represent the tightest settings which are anticipated to be used 
in Practice. 

I 

Figure 6-22 : Transient event recorded at local II kV/433V transformer; sampled 
voltages (pu) 

Clearly, from Figure 6-22, there is no significant voltage dip or surge on any phase. 
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Figure 6-23 : Transient event recorded at local 1 1kV/433V transformer; fundamental 
voltages (pu) 

Analysis of the fundamental voltage amplitudes shows that a 0.02pu voltage step event 
does in fact occur at t-29.88s. This may be due to a tap changer or switching. 
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Figure 6-24 : Transient event recorded at local II kV/433V transformer; frequency (Hz) 
The measured frequency (Figure 6-24) shows a transient dip, lasting 100ms. This shape 
results due to a phase step in the voltages during the time period t=29.89 to t=29.9 

seconds, and is smeared in time due to the response time of the FIR filters within the 
measurement algorithms (see chapters 3 Ft 5). 
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Figure 6-25 : Transient event recorded at local II kV/43 3V transformer; ROCOF (Hz/s) 
Figure 6-25 shows the calculated ROCOF. The POR uses the ROCOF value shown as a blue 
solid line, calculated by the 2-sample differentiation of the frequency shown in Figure 
6-24. The red dashed line shows the same data averaged over a further 5 cycles (looms); 
it is not used in the subsequent analysis but shows that even a ROCOF relay which 
smoothes /filters the ROCOF data will show a >lHz/s deviation. Thus a ROCOF relay set to 
O-5Hz/s with a qualification time of less than looms risks tripping. 
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Figure 6-26 : Transient event recorded at local II kV/433V transformer; POR triggering 

The POR relay is triggered at t=29.97s when the rolling 5-cycle phase offset (blue solid 

line) exceeds the trip threshold (shown in red dashes) set by Rl,, 
-Wr ý 0.15 Hz/s (Figure 

6-26). The relay is reset at t=30.09S when the rolling 5-cycle phase offset crosses through 

zero, and is then triggered again at t=30. Is due to another violation of the threshold. 
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Figure 6-27 : Transient event recorded at local II kV/43 3V transformer; phase offset 
Although ROCOF is large (over I Hz/s as shown in Figure 6-25), the duration for the event is 
short, and the ROCOF value reverses from a -ve to a +ve direction, causing the POR 
triggering to reset, as shown in Figure 6-26. The phase offset never reaches the trip 
threshold of OTrIp = 20% The largest angle reached is about 7.1 *. This would have caused a 
trip if a tighter trip setting of 5* had been used (as used by Dysko(2006)) to achieve 500ms 
tripping with a 2.5% active power unbalance (see section 6.1.3.1). 

6.2.1 Summary findings and further work opportunities arising from 
discrimination testing using real-world transient data. 

Based upon 825 hours of logged data, the usual ROCOF rates observed on the UK 
national grid fall within ±0.025 Hz/s. This correlates with predictions of Table 2-1. 
Based upon the 825 hours of logged data, some of the worst events which can 

cause problems for spurious loss-of-mains detection are not the frequency slides 
due to generation/load imbalance, but toad/voltage switching events which cause 
transient voltage phase changes. These are picked up by frequency measurement 

algorithms (see section 5.7.4) and appear as transient ROCOF events. Faults will 

also cause similar problems, as already analysed in section 6.1.3. 

The observed transient ROCOF rates due to switching events were as high as 

±1.8 Hz/s. 

For the worst event observed, the proposed POR does not trip, despite the trigger 

threshold (RTrIsser ý 0.15 Hz/s) being substantially less than the peak ROCOF value 

of 1.8 Hz/s. The relay successfully discriminates between the switching events and 

a genuine loss-of-mains event. This is due to the variable trip time allowed, as the 

transient event is short and the phase change due to the load step or switching 

event is smaller than the trip threshold OTrip - 20% 
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Applying a much smaller trip threshold (OTjp < 7') would have risked a spurious 
trip. This emphasises the benefit of setting the trip threshold as high as reasonably 
practical and allowing the potential trip time to be as long as required by the local 
protection requirement or agreement with the PES. For switching events which 
cause nodal step phase changes, the trip setting must be larger than the maximum 
expected step phase change. 

A ROCOF relay would risk tripping during the same event, unless the qualification 
time Is set to at least 100-200ms. 

6.3 ApplIcatfon to loss-of-mafns detectfon: sensftfvfty 
testfng usfng real-tfme hardware/processfng and 
dffferent/novel DG control strategfes 

During the work leading to this thesis, a laboratory power systems network capable of 
performing experiments In microgrid control has been created by the author. A schematic 
IS shown In Figure 6-28. The laboratory network contains a "Grid Supply Point" (GSP), 
which is the connection point to a "parent network". There are two options available for 
use as the parent network: the local 433V 3-phase mains supply can be used, or an 80kVA 
synchronous generator. The 80kVA synchronous generator Is a more flexible device to use, 
since the frequency and voltage can be perturbed away from nominal values as desired 
(through sets of scenarios) to mimic problems within the parent network. The terminals of 
the 8OkVA generator can also be synchronised with a real-time digital simulation 
(performed on an RTDS digital simulator, RTDS (2008)) of a much larger Power network. 
Measurement of currents at the machine terminals can be fed back Into the simulation (via 
simulated current sources) to provide a closed-loop sImulation-hardware-simulation path. 
In this way, the remainder of the laboratory power network becomes "hardware-in-the- 
loop", with the 80kVA synchronous generator as the linking hardware. 

For the loss-of-mains tests presented In this section, the national grid LV supply was used 
as the parent network. This is simply because it was quieter than using the 8OkVA 

generator, and because the flexibility of the 8OkVA generator as a parent network is not 
required for loss-of-mains testing. 

The laboratory contains 2 separate microgrids containing distributed generation of both 
the synchronous and solid-state Inverter style. Local loads can be configured on each 
microgrid to represent steady or fluctuating loads, both real and reactive. The microgrids 
are controlled by locally autonomous control algorithms, developed by the author and 
PrOtotyped on the ADI RTS (Real-Tfme-Station) (ADI, 2008). 
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6.3.1 Generator control strategies In grid-connected mode 
Experience with the hardware of In Figure 6-28 confirms that It Is relatively difficult to 
obtain a match between local generation set points and local load demands, In both P and 
% such that the LOM event cannot be detected within a timeframe of 2 seconds, when 
using the Phase Offset Relay (POR) of section 6.1. It Is, however, possible to create such 
non-detection scenarios In the laboratory with synchronous generators: 

by deliberately creating an exact match between generator power output (both 

real and reactive) and local load demand within the network subjected to the 
loss-of-mains condition, AND 

0 If certain (un-recommendedl) generator control strategies are used. 

It has been found that the tripping time for DG-load systems which are well balanced 

varies depends heavily upon the exact control strategy used for the generator. The control 
strategy for the DG used by Dysko (2006) In section 6.1 Is not known in detail. in the 
following sections, results from laboratory tests are shown for well-balanced and slightly 

off-balance cases, with different known control strategies used for the DG. 

The four control strategies examined in detail are: - 

1. Exact real ft reactive power match between DG and local loads (no droops) 

2. DG In PQ control with almost no droop (DG PrIQ outputs essentially fixed) 

3. DG in PQ control with 5% frequency and 10-40% voltage droop, which proves to be 

unstable In the accidentally fstanded case. This instability greatly aids the 

detection of LOM, but does not completely eliminate the NDZ. 

4. A novel microgrid control strategy to completely avoid the NDZ of LOM detection. 

This uses the DG In PQ control with no droop on the P control. The P control is 

used to obtain an exact active power match between DG output and local load 

demand. The Q target Is set as desired, with a 10% voltage droop, plus an override 

algorithm which guarantees a non-zero VAR exchange with the parent network. 

This section will show that strategies 1 ft 2 can lead to sustained non-detection of a Lom 

event (and are hence not recommendedl), strategy 3 leads to guaranteed detection of 
LOM but with potentially long detection times (up to 12 seconds In the laboratory), while 

strategy 4 can be used to guarantee LOM detection within a timeframe of 2 seconds. 

It should be noted that control strategies for the DG which use drooped frequency and 
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voltage targets ("FV" type control) are not examined In detail here. It can be shown that 
such strategies can lead to very large LOM non-detection zones (sustained non-detection), 
since the controls are designed to be Inherently stable In the Islanded state. This type of 
DG control scheme is thus not appropriate when using local (com muni cation -less) passive 
LOM detection relays. 

Strategies 1 and 4 are of particular Interest. There are times when deliberately obtaining a 

close match between DG output power and local load demand Is desirable. The obvious 
example is during a planned change-over to an Islanded state, which might be done to 

ensure security of supply or to Improve power quality. Before changing to Islanded mode, 
it Is highly beneficial to pre-match DG real power output to the local load real power 
demand. When the actual change to Islanded mode occurs, the frequency excursions are 
thus minimised as the prime mover throttle control is already at the correct set-point. A 

mismatch In real power leads to a sudden prime mover power output requirement upon 
islanding, and this may take several seconds to Implement. This applies not only to 

rotating prime movers but also to static prime movers such as fuel cells etc. which may 
have inherent tag times due to fuel pumps and pressures. If the output power cannot be 

ramped quickly enough, the frequency will go outside allowable limits (or In the case of an 
inverter, the DC bus may collapse or over-volt). A similar pre-match in reactive power Is 

also desirable, although the tolerance to mismatches Is much higher as the effect upon 
islanding will be a brief voltage surge or depression. The tolerance for short-term voltage 
excursions Is at least ±10%. Voltage can be also be adjusted relatively quickly (compared 
to throttle settings), via electronic field controls for synchronous generators or switching 
patterns for inverters. 

Strategy 1 alms for a perfect local match of both real and reactive power, and thus 
provides no frequency or voltage support. The resulting microgrid is also deliberately 

placed within the likely non-detection zone of loss-of-mains relays. Strategy 4 is a novel 
scheme which detiberately matches real power locally but does not aim to match reactive 
power locally. Instead, it provides voltage support to the local and wider network by VAR 

exchange with the parent network, while ensuring a finite VAR exchange with the parent 
network to completely avoid the non-detection zone of the toss-of-mains relay. 

6.3.1.1 DG control strategy I- Exact real ft reactive power match between 
DG and local loads 

Strategy I uses PQ control without any droop controls at all, but an active balancing 

algorithm. This simple strategy alms to source exactly the same amount of power from the 
DG as is required by the local toad, both for real and reactive powers. This strategy was 
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Implemented to automatically and deliberately create scenarios which might demonstrate 

the non-detection zone of loss-of-mains relays In the laboratory. 

6.3.1.2 DG control strategy 2- PQ control with almost no droop 
Strategy 2 uses PQ control with 10000% frequency droop (for aI pu change In real power 

output) and 10000% voltage droop (for a 1pu change In reactive power output). In this 

case, the DG outputs an almost constant amount of real and reactive power, Independent 

of measured frequency and voltage. There is only a very small restorative effect towards 
nominal frequency and voltage, and the system Is unstable when any significant 
perturbation arises. 

6.3.1.3 DG control strategy 3- PQ control with 5% frequency and 10-40% 

voltage droop 
Strategy 3 uses PQ control with 5% frequency droop (for a 1pu change In real power 

output) and 10-40% voltage droop (for a 1pu change In reactive power output). In this 

case, the DG outputs real and reactive powers which tend to have a "restorative', effect 

on frequency and voltage towards nominal values via the droop controls. However, the 

droop controllers and generator/prime mover controls /response contain phase tags, which 

tend to push the system into an unstable state in Istanded mode. Such a PQ control 

strategy has been used by the author In the laboratory at Strathclyde. It has proved to be 

an appropriate control strategy for a grid-connected DG unit. 

To understand the Instability of strategy 3 following a LOM event, the control strategy and 

system response can be approximately modelled. A simplified and approximate diagram of 
the control system and plant is shown below (Figure 6-29). The diagram Is split into two 

parts: P control (throttle or real power) and Q control (field or reactive power). The 

controller is designed to operate In grid-connected mode controlling the export of real and 

reactive power with droop controls, with frequency and voltage set predominantly by the 

parent network. In the diagram below, the control system and plant Is placed 
(accidentally) In istanded mode. Here, it has been assumed for simplicity that the active 

and reactive power requirement of the loads Is fixed. The generator electrical output 

powers Pc;.,, and (2c.,, are therefore also fixed at the load real and reactive powers, since 
the generator and loads are joined together in an Istanded power system. Also, the 

cross-couplings between the P and Q systems have been Ignored In the stability analysis. 
Some of the additional linkages which would be required to model all the real effects are 
indicated by dotted lines and boxes. The following effects are thus Ignored: - 

Load real powers proportional to voltage or voltage2 (such as light bulbs), or 
frequency or frequenc-/ (such as fans). 
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Load powers dependent upon rates of change of frequency. This would occur due 

to loads with inertia, causing regeneration for example. 

Load reactive powers being dependent upon voltage, voltage2, or frequency. 

The Impact upon voltage of the generator frequency (due to the rotor field 

current creating more volts at the armature). 
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Figure 6-29 : Simplified diagram of control and plant during an unintentional Island 
event. P-control and Q-control systems with droop. 

A qualitative analysis of the simplified P control (real power) control loop shows that it 

consists of: - 
e The inputs, which are the nominal frequency set-point (1pu) and the actual 

system frequency, against which the real power target Is drooped. 
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0 The drooped frequency setting FDroop, which Is 0.05 (5%), giving a gain of 20. 

A tow-pass filter Implemented In software, set with a cut-off frequency of lHz. 
This smoothes noise and slugs the droop output. Gain Is I at DC, and 1/12 at 111z, 
decreasing further with increasing frequency. A phase tag of 45' will be added for 

a1 Hz signal, and up to 90* for higher frequencies. 

The throttle control. Here, Kp Is set to 0, and all the control is Integral, with KI-1. 

This has a gain of Infinity at DC, 1/2n at 1Hz, and further decreasing gain with 
frequency. Phase tag Is fixed at 90* for all non-DC signals. This phase tag Is an 
Important component of the OLTF which Introduces Instability during Istanded 

operation. 

The prime mover torque/power response time, estimated here by a low-pass filter 

with a cut-off frequency of 1 Hz. Gain Is 1 at DC, and 1/12 at 1Hz, decreasing 
further with increasing frequency. A phase tag of 45' wilt be added for aI Hz 
signal, and up to 90* for higher frequencies. This represents a fast-responding 
prime mover and many large movers wilt have slower responses leading to higher 
instability In the following analysis. 

The prime mover (and hence system frequency) wilt speed up or slow down 

proportional to the power difference between primer mover power output and 
the load power. The rate of change Is reduced by 1/2H where H Is the prime 
mover / generator per-unit inertia. Here, H Is estimated as I, a suitable figure for 

a distributed generator (Mullane, 2005). This gives a gain of infinity at DC, 1/4nH 

at I Hz, and further decreasing gain with frequency. 

The total P-control system open-loop transfer function thus has a gain of Infinity at DC and 
11FDroop116Tj2 H at 111z, decreasing further with Increasing frequency. This Is a gain of 
0.13 at 111z using the example values. The phase tag just above DC Is 180% rising to 270* 

at 111z, and increasing towards 360* at higher frequencies. This simple analysis Is 

confirmed by the bode plot of the transfer function (Figure 6-30). 

Referring to Figure 6-30, and using classical analysis of gain and phase margin, this system 
is unstable. The phase margin Is non existent, because the phase tag of the OLTF (Open 

Loop Transfer Function) Is equal to (and larger than) 180* over the range of frequency 

values from DC to 0.45Hz, where Gain Is also >1. Similarly, there Is no gain margin. This 

analysis predicts that the system will oscillate at some frequency below 0.45Hz. As will be 

seen in section 6.3.6, this Is what Is observed. 
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Figure 6-30 : Bode plot of simplified P (real power) grid-connected control loop during 
unintentional Islanding, 5% frequency droop 

A qualitative analysis of the simplified Q control (reactive power) control loop of Figure 
6-29 shows that It consists of: - 

The inputs, which are the nominal voltage set-point (1pu) and the actual system 
voltage, against which the reactive power target Is drooped. 

" The drooped voltage setting Wroop, which Is between 0.1 (10%) and 0.4 (40%)p 

giving a gain of between 10 and 2.5 respectively. 

"A tow-pass filter Implemented In software, set with a cut-off frequency of IHZ. 
This smoothes noise and slugs the droop output. Gain Is I at DC, and 1 /12 at I Hz, 
decreasing further with Increasing frequency. A phase tag of 45" will be added for 

aI Hz signal, and up to 90' for higher frequencies. 

" The field control. Here, Kp Is set to 0, and all the control is Integral, with Kj-1- 
This has a gain of Infinity at DC, 1/2n at 1 Hz, and further decreasing gain with 
frequency. Phase tag Is a fixed 90" for all non-DC signals. This phase tag Is an 
Important component of the OLTF which Introduces Instability during Istanded 

operation. 

" The synchronous generator field current drive response time, estimated here by a 
low-pass filter with a cut-off frequency of 0.1 Hz (the approximate response of an 
8OkVA synchronous generator In the Strathclyde laboratory). Gain is I at DC, 1/12 

at 0.1 Hz, and about I/ 10 at I Hz, decreasing further with Increasing frequency. A 

phase tag of 45" will be added for a 0.1 Hz signal, and up to 90' for higher 
frequencies. 
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The total Q-controt system open-loop transfer function thus has a gain of Infinity at DC and 
approximately 1 Mroopl(1012*2n) at 1 Hz, decreasing further with Increasing frequency. 
This represents a gain of 0.028 at I Hz for the 40% droop case. The phase tag just above DC 
Is 90% rising to about 225' at 1 Hz, and Increasing towards 270' at higher frequencies. 
This simple analysis Is confirmed by the bode plot of the transfer function for the 40% 
droop slope case. 
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Figure 6-31 : Bode plot of simplified Q (real power) grid-connected control loop during 
unintentional Islanding, 40% voltage droop 

Referring to Figure 6-31, and using classical analysis of gain and phase margin, this system 
may just be stable. However the phase margin Is only 20' and the gain margin Is M. The 

approximations made during the analysis are large enough that In reality the system could 

easily be unstable In isolation. This Is especially true when the cross-couptings to the 

unstable P-control system are considered. 

Changing the voltage droop from 40% to 10% results In a 4x (12dB) increase In the OLTF 

gain. The bode plot for the resulting system Is shown In Figure 6-32. This system Is now 

unstable In isolation, as was the P-controt system. The phase margin Is non existent, 
because the phase tag of the OLTF (Open Loop Transfer Function) is equal to (and larger 

than) 180* over the range of frequency values from 0.31Hz to 0.38Hz, where Gain Is also 

>1. Similarly, there Is no (-3dB) gain margin. This analysis predicts that the system Witt 

oscillate at some frequency between 0.31 and 0.38Hz. 
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Figure 6-32 : Bode plot of simplified Q (real power) grid-connected control loop during 
unintentional Islanding, 10% voltage droop 

Works from several authors such as Du (2005) and Ye (2006) also advocate the use of 

grid-connected controls for DG which become fundamentally unstable when the power 

system becomes Istanded. In these works, the controllers are adapted from frequency and 

voltage (FV) controllers (with P and Q offsets) using proportional or PI controls which are 
Inherently stable In islanded mode. These can only be made unstable by adding positive 
feedback terms via bandpass filters. The advantage of strategy 3 (and 4) over such 

previously published works Is that In strategy 3 F1 4 the traditional droop control settings 

are retained Intact, so that network support and power/VAR sharing functions are 

maintained, without the addition of extra feedback terms. This allows the DG unit to 

partake In frequency and voltage support, via modified P and Q exports dependent upon 

measured system frequency and voltage. The instability arises purely from the natural 
Instability of this system (when unintentionally Istanded) due to phase tags (particularly 
due to the integral-only controls) and droop slopes (loop gains). 

6.3.1.4 DG control strategy 4- Real power match and 10% voltage droop, 

guaranteed LOM NDZ avoidance using non-zero VAR exchange 
Strategy 4 uses PQ control based on strategy 3 but with four significant modifications: - 

" Generator real power output can be deliberately matched to the local load 
demand, by an automatic process without a droop control. 

" The reactive power export target from the DG Is set to 0. 

" Voltage droop Is set at 10%, to provide significant voltage support, and also to 
guarantee that the Q control system Is Independently unstable (by the analysis of 
section 6.3.1.3 and Figure 6-32). 
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A simple over-ride algorithm always insists on a measurable VAR exchange (more 
than about tO. 05pu) with the parent network. This guarantees that exact PQ 
balance within the local microgrid Is never obtained and the loss-of-mains event Is 
detectable within a reasonable timeframe (Affonso, 2005), even when an exact 
active-power balance Is achieved. 

This method actively makes a balance of real power generation and demand, driving the 
real power exchange with the parent network to zero. The reactive power Import/export 
will adjust itself, via the 10% droop control, In order to provide a stablUsIng effect on 
voltage towards the nominal voltage level (it provides significant voltage support, up to 
I pu VAR export/import if the voltage varies from nominal by 10%). A zero reactive power 
exchange with the parent network Is avoided via a strategy that adjusts the reactive 
power flow, and is simple In concept. Care has to be taken to add appropriate hysteresis 

within the algorithm, however, to stop It cycling around decision thresholds. In some 
respects the algorithm Is similar to that proposed by Lokov (2005), however in that work 
the active power exchange with the parent network Is deliberately moved from zero, 
while the reactive power is not considered. The algorithm proposed here adjusts reactive 
power flow away from 2ero, and hence allows much more freedom of generator set-point 
selection, particularly with respect to active power. 

This novel control strategy Involves an algorithm with several steps. This algorithm can be 

executed continuously In real time while a generator (and Its local power system Including 
loads) is grid-connected to a parent network. The algorithm Is the subject of UK patent 
application 0810512.4 filed 10 June 2008 (Roscoe, 2008). 

A diagram of the context is shown in Figure 6-33. 

The algorithm ensures that either real power or reactive power exchange (PN#t and Q. Net) 
between the local power system and the parent network are above certain thresholds. 

These thresholds are small in per-unit terms. However, they are large enough that, upon 

unintentional Islanding, the local power system control Is always perturbed enough that 

the unstable controls of generator real and reactive power outputs result in oscillation and 
detectable loss-of-mains conditions within less than 2 seconds (Affonso, 2005). 
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Parent Network 
e. g. Natlonal Grid 

Upstream disconnection 
causIng loss-of-mains event 

Local power system 
PT. PW 

boundary QTmpW Unknown trapped load 
(Watts and/or VARs) 

+ve or -ve 

---------------------------------------------------- 
P" Contactor (normally dosed) 
QNt which can be used to form a 

deliberate power Island 

Poen-To" 
PLOW 

fl 

OLOW 

Distributed 
Local loads Generator 

----------------------------------------------- 

Figure 6-33 : Electrical single-line diagram of the context for control 
strategy 4 

In simple terms, the algorithm Is described below: - 
Either: intentionally match the local active power generation target PGOn Towt With 
local real power demand PL., d, or, determine the target PG., 

-T,,, t appropriately 

using financial, power flow or operational drivers /constraints. This optional power 

matching can be an Important precursor to deliberately Islanded operation, 
because It minimises the frequency and prime mover transients when a change 
from grid-connected to Islanded operation occurs. However, matching the active 

power target also means that the local generation tends to track any local load 

changes and this may result In prime mover wear or non-opt1mal efficiency due to 

the constant adjustment of throttle and power output levels. Some of this effect 

can be mitigated by suitable dead-band functions within the prime mover throttle 

control. The decision on whether to match the active power target must be taken 

by appropriate trade-offs between the risks of outage versus the costs of operation 
in the different modes. These inputs may change dynamically In real time, 

requiring a constant re-assessment of the optimal operational mode. 
2) Monitor the real power exchange from the parent network to the local power 

system. Catt this power ftow PNt. 

If the absolute value of Ptit falls below a set threshold Pt, then there Is a close 
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match of real power between local load demand and local generation output 
(excluding trapped load), and the flag PMatch Is set to TRUE (otherwise Notch Is set 
to FALSE). 

4) If PMatch Is FALSE, then the atgorithm Is finished and starts again at step I In the 

next execution frame. 

5) Otherwise, if Notch is TRUE, continue ... 
6) Monitor the reactive power flow from the parent network to the local power 

system. Call this power flow QN, t. In practice, due to hysteresis considerations 
within the following control algorithm, QN, t should not be measured directly, but 
instead deduced by subtracting the normal generator VAR output target 
(after the set point Q target and droop controls have been applied) from the 

measured tocal toad reactive power demand Qj,,,, d. 
7) If the absolute value of QN, t falls below a threshold Qt, then there Is (or Vdit be) a 

close match of real and reactive power between local toad demand and local 

generation output (excluding trapped load). The flag QAdj,, st Is set to TRUE. 

8) If QAdjst Is FALSE, then the algorithm Is finished and starts again at step I In the 

next execution frame. If "j,. t Is TRUE, then continue .... 
9) The aim Is now to adjust Qs,,, 

_T .. , t, 
the target reactive power output from the 

generator, such that Qqt, the reactive power flow from the parent network to the 

local power system, has an absolute value of plus or minus Q, the threshold below 

which we do not want abs(QN, t) to fall. Decide which way to adjust Q&n_T,, 'Jrt (up 

or down) in order to achieve abs(QNet)> Qt with the minimum of adjustment to the 

original generator reactive power target Qce,, 
_T .. get. The decision can be made by 

using a flag QAdj,, t-Up=(QGen-Torget. QlzW>O). This means that if Qaen-Torset>QUad, 

QAdj,. Lup will be TRUE, or FALSE otherwise. The Idea here Is that if QCe,, 
_%, qet>QLwd, 

reactive power is already flowing from the local power system back Into the 

parent network (but the magnitude of the reactive power flow is less than Q: as 

already determined). Thus, In this case, Increasing the reactive power output 

power from the generator by less than Q will cause abs(QNet) to exceed Q which Is 

the desired result. If the generator output was reduced, then it would have to be 

reduced by more than Q, to achieve abs(QNct)>Oj. 
10) The modified generator reactive power output target can now be calculated from 

QL,, m + Qt (if "j,. Lup is TRUE), or Qa,,, Qj.. w -Q (if 
QAdjusLup is FALSE) 

. _ra,,, t_N,, Is within the acceptable control range of the A final check Is that Qcn 

generator. If not, then the setting of "j,., _up should be inverted and the value of 
Qa, n_T,, j, t_NewrecaIcutated. 
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An overview of this process (not including all the details) Is summarised graphically In 

Figure 6-35. This process Is repeated at a suitable frame rate within a microgrld 
controiler. 

Figure 6-34: Abbreviated summary of strategy 4 algorithm 

It should be noted that in addition to the steps described above, appropriate hysteresis 

(involving time and/or decision thresholds) should be applied during the decision-making 

processes which set the Boolean values of 

0 Pm,, th (Boolean decision) 

QAdj,,, t (Boolean decision) 

0 QAdj. t_up (Boolean decision) 

This hysteresis avoids the controls changing regularly from 0 to I and vice versa when the 

305 



active and reactive power flows are hovering around the decision thresholds. There Is also 
some value In converting the Boolean value QAdj,, t_up (with value 0 or 1) Into a floating 

point value QAdj,, LDjectjojj with a value of -1 or +1 respectively. This can then be passed 
through a slew-rate filter with appropriate stew rate limits to give QAdjust-PirectionjotejImited- 
This stew-rate limiting simply smoothes out any step changes to generator reactive power 
targets which would otherwise occur. Qc,, 

LT,, rs, t_N, can then be calculated from 

Qaen-TargeLNew ' QLoad +W QAdJuSLDIrectionjotejImited 

A final comment Is that there may be trapped loads outside the boundary of the local 

power system, as shown on Figure 6-33. If a loss-of-mains event occurs, it may result In 

load (or generation) outside of the local power system becoming part of the unintentional 
power Island. 

The worst case would then be If the local active power PGen Is not deliberately matched to 

P", d and Is in fact accidentally almost matched to (PLd + PT,,, ppd), and also if a close 

reactive power match accidentally exists between O_G,,, and (Qlw + QI-roppd). This Is an 

unlikely but potential scenario. Note that this scenario can be avoided by deliberately 

matching Pc,, n to PL,, w, as in the optional step 1) above. This means that If PTrqwd is 

significantly non-zero, i. e. abs(PTr,, ppd>Pt), then Pc,,,, wilt never be approximately equal to 

(PLOw + PTrapped) since Pcen - PLood- If PTropped Is very close to zero, I. e. abs(PTrwd)sPt, then 

PG, n will be very close to (PLwd + Prrapped) but in this case the algorithmic steps 2) to 11) 

above wilt take place. For an accidental close match of reactive power QG.,, - (QLd + 

QTr, lpped) to then also occur, abs(Qyropped) would then have to be zQ, . This Is unlikely If 

abs(PTr, 7pped).: sPt, unless the trapped load (or generator) has an extremely poor power 

factor. Thus is can be seen that, (counter-intuitively), operating the local power system 

with a deliberate match of local real power generation to local power demand can be used 

as a toot to avoid the non-detection zone of toss-of-mains, when the possibility of 

additional trapped toads exists. 

Referring back to the system model for strategy 3 of section 6.3.1.3, In Figure 6-29, the 

control scheme for strategy 4 can be compared to it. 

the Q control scheme Is Identical except that the droop Is changed from 40% to 

10%, and the system Is Initially deliberately destabillsed by the guaranteed VAR 

exchange. 

0 The P control scheme is different, due to the active power matching algorithm. 
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The first pass simplified control model for strategy 4 can be represented as shown below. 
This Is adapted from Figure 6-29. 

Nominal + Plxad :4 ----------------------- 
Frequency set- 

point (pu) PGen 
+ . 04 Pload 

L ---- I 

+ LO K+ EL 
-ý4 io, - S 

P 2Hs 
---------- 2; r 2; r L--- 

Throttle Prime 
control mover 

Response 

Frequency 
(Pu) 

Nominal 
Voltage set- 
p nt 

I 

oi (pu) 

+ 

VDroop 

, 01 %I 

............ 

-4 

+ QTarget I 
---------- QGen I + Qoad * XaL 

L -------- L ----------- 

+ K, 1+ 
K P+- I+ S I+ S 0.2; r 2; r L- 

Field Field control Response 

Volts (pu) 

Figure 6-35 : Simplified diagram of control and plant during an unintentional Island 
event. Active power match and drooped Q-control systems. 

The bode plot and stability analysis for the Q droop system Is Identical to that shown In 

Figure 6-32. It Is unstable and Is likely to oscillate at 0.31 to 0.38Hz. 

The P control loop, on the other hand, has been broken. The loop gain Is now zero. 
Instead, the Input to the PI controller for throttle Is the difference between the measured 
load power and the measured generator output power. During normal grid-connected 
operation, the load power can be measured by adding the generator output power to the 

power fed by the parent network. Thus, the Input to the PI controller Is given by: - 
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PI Controller In PUt = PLIId - PGI,, = (PG,,, + PJVI) - PG,,, = PAW 

(6.5) 

Therefore, during grid-connected operation, PN, t, the power flow from the parent network 
plus the trapped toad adjustment, Witt be driven to zero by control action. However, when 

a toss-of-mains event occurs, PNt becomes *Prrapped, defined by the actual real power 
demand of any trapped load. Thus, the PI controller Input will be -Prrppd by (6.5). 

Simi [arty to control method I, of section 6.3.1.1, the P control loop when analysed alone Is 

not classically unstable when accidentally Islanded due to LOM event. However, the loop 

gain Is zero and thus there Is no control at all. Any destablilsing of the system (for example 

a small local load step, or PT,. qwd it 0) wilt not be corrected by any restorative action, the 
Input to the PI controller wilt be a constant non-zero number and power output wilt rise or 
fait in an approximately linear slope due to Integral control action. When combined with 
an unstable Q control and the P-Q control cross-couplings, overall Instability Wit almost 

certainly result. This causes frequency deviations allowing detection of the LOM event, 

and minimisation of the NDZ. 

6.3.2 Laboratory testing of the POR with the 4 different DG control 
strategies 

To assess the performance of both the POR and the different proposed DG control 
strategies, the laboratory microgrid of Figure 6-28 was used. The amplitude, phase, 
frequency, and POR algorithms developed In this thesis were integrated Into a much larger 

set of algorithms which are designed to control an entire microgrld containing a single 

major despatchable DG unit and local loads (loads which may contain smatter despatchable 

or renewable DG units effectively contributing negative toads). This microgrid control 
application has been developed by the author, but to describe it In full Is beyond the 
scope of this thesis. One of the major challenges within this application Is the successful 
detection of loss-of-mains (LOM) within a microgrid scenario, particularly when the 

microgrid DG and local load powers are deliberately matched during a pre-Istanding 
process as described In section 6.3.1. Since the microgrid control algorithm Is designed to 

operate with either synchronous or Inverter-connected generation, the LOM-detection 

algorithm Is desired to be a passive method rather than an active method. 

The microgrid control algorithm, and other related code to operate the entire network, Is 

written In MATLAB Simutink (with some S-functions), auto-generated Into "C" code, and 
then built into executables which run on a Real-Time-Station (RTS) (ADI, 2008). The main 
microgrid control application runs on a single CPU at a 500 Sa/s frame rate (nominally 10 
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samples per cycle). Other tab infrastructure, data togging etc. runs on parallel processors 
at the same frame rate. 10 (Inputs /Outputs) Is handled on a separate processor. This can 
be clocked at 150OSa/s (30 samples per cycle, 3x oversampling) and FIR fitters applied In a 
similar method to that described in section 4.5. 

In the sections which follow, for each proposed DG control strategy, the following process 
(with small variations) was undertaken: 

Connect the microgrid loads to the national grid. The grid connection Is directly 

via a 500kVA 11W/433V transformer. The microgrid loads In the synchronous 
generator case were approximately 1300-140OW at a power factor of 0.9 tagging. 

This power level was limited by the synchronous generator rating. In the Inverter 

case the loads were larger, due to the Inverter having a larger capacity of I OkVA- 

0 Synchronise the generator to the microgrid (and the national grid). This a reliable 
automated process, built Into the microgrid control application. 

0 Set droop controls as appropriate for the control strategy under test. 

Set P and Q set-points to achieve a very close balance In both real and reactive 
power, such that the P and Q exchange with the parent network (the national 
grid) become very small. Note that for methods 1 and 4 (see section 6.3.1) this 
balancing method is automatic. 

0 Begin data togging 

0 Instigate a detiberate loss-of-mains condition by opening a contactor ("GSP A" on 
in Figure 6-28) upstream of the microgrid 

* Wait for LOM to be detected ... 
0 Stop data logging 

Repeat 

The data togging captures all variables at a 25OSa/s frame rate (decimation 2 from the 
50OSa/s main algorithm frame rate). Nodat voltages and currents can be captured at the 
full 50OSa/s frame rate if necessary, and subsequently re-analysed with new candidate 
measurement algorithms. 

In all cases, the trip setting of the POR was 200. The ROCOF trigger threshold was set to 
0.2Hz/s for most tests, except for some of the tests of strategy 4 In section 6.3.7. The 
Inertia of the synchronous motor-generator is approximately H-0.9 pu. 
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6.3.3 DG control strategy I- Exact real Et reactive power match 
between DG and local loads. 

As described In section 6.3.1.1, control strategy 1 deliberately alms for an exact balance 
between DG real ft reactive power outputs and the local load demands. As such It 
deliberately places the local microgrid In an extremely vulnerable state as regards the 

potential for non-detection of the loss-of-mains condition. The likelihood of being within 
the non-detection zone and either having a no-trip or very long trip result Is high. 

In the laboratory, it was Indeed shown that a sustainable power Island was able to be 
formed, without detectabitity of toss-of-mains'. The experiment was repeatable. This 

clearly shows that control strategy I is not Inherently unstable (although any change to 
local toad demand will cause It to be). Strategy 1 Is thus not recommended for DG 
installations where LOM must be detected using passive relays based upon voltage 
measurements. 

Figure 6-36 to Figure 6-41 show the results of the test which shows sustained 
non-detection of LOM. At the start (t-520), the DG and local loads are grid-connected, but 

the DG is outputting IOOOW in a drooped manner. At t-525 seconds, a "P(X' balance 

algorithm was engaged. The DG real and reactive powers then rise to meet the load 

powers (plus trapped load). The LOM event Itself was Instigated at t-534 seconds, and Is 

not detected. After this, the undetected power island frequency and voltage stay almost 
constant for many seconds. Only after a deliberate 150W load change Is made at t-594.75 
seconds is the LOM detected (at t-595.3 s, a 550ms trip time). 

LOM Load change 
wus 

.......... .... 

n 

Figure 6-36 Sustained non-detection of LOM; Frequency (Hz) 

1 To achieve this result, It was necessary to account for 20W of parasitic trapped toad upstream of 

the microgrid, which was still back-fed during the LOM condition. The 20W offset had to be 

artificially Inserted Into the control loop. This parasitic toad was measured by experiment, and 

consists of neon power Indicator tamps and voltage transformer loads. The same 20W control offset 

was subsequently Included In all the tests of this section, to deliberately create the biggest risk of 

non-detection. 
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Figure 6-37 : Sustained non-detection of LOM; ROCOF (Hz/s) and Instant of LOM 
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Figure 6-39 Sustained non-detection of LOM; Voltage (+ve sequence fundamental, 
line-line) 
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Figure 6-40 Sustained non-detection of LOM; DG Real power output (solid) and target 
(dashed) 

Figure 6-41 Sustained non-detection of LOM; DG Reactive power output (solid) and 
target (dashed) 
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6.3.4 DG control strategy I- Exact real 8t reactive power match 
between DG and local loads, using inverter-connected 
generation 

The above test method was repeated, but Instead using a 1OkVA Inverter-connected 

generator and a suitable load magnitude. Despite the careful matching of both real and 

reactive powers', it was not possible to create a non-detection of loss-of-mains. This Is 

due to the dynamics of the Inverter control In grid-connected mode, and In particular the 
high bandwidth of the PLL which determines its effective Inertia. This Is extremely small, 
and hence the frequency excursion is much larger than for a synchronous generator when a 
LOM event occurs. The longest detection time captured was 1.4 seconds. This Is shown 
below. The LOM event was instigated at t- 366.18 s and detected at t- 367.58 s. 

This shows that (in this case), the use of inverter-connected generation can reduce the 

size of the LOM NDZ, due to the reduced "inertia" of the Inverter hardware. This can be 

used to advantage in such Installations. However, the Inertia of a different 

inverter-connected system might be larger, either to different Inverter software leading to 

a lower-bandwidth PLL (higher effective Inertia), or due to high-Inertia loads connected. 
Either of these two effects would significantly alter the results from those shown below, 

and potentially lead to sustained non-detection as shown In section 6.3.3. 

1 . 4.9 
. 

41.8 

49A ýý77 -, 771 T7 gas 

Figure 6-42 Longest detection time using Inverter-connected generation; Frequency 
(Hz) 

-------- -- 1 I-T--T- 

................................... 
...... ....... ............ 

77"S 

Figure 6-43 : detection time using Inverter-connected generation; ROCOF (Hz/s) and 
Instant of LOM Inception (blue) 

1A small, amount of measured parasitic trapped toad (8W In this case) was also accounted for 
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411 

Figure 6-45 : detection time using Inverter-connected generation; Voltage (+ve 
sequence fundamental, line-line) 

ý, sm ý ft" 
Ld. 

Figure 6-46 : detection time using Inverter-connected generation; DG Real power 
output (solid) and target (dashed) 

6.3.5 DG control strategy 2- PQ control with almost no droop 
These tests use the DG control strategy 2 of section 6.3.1.2. The P and Q set-point of the 
DG unit was manually set such that the real and reactive power exchange with the parent 
network was as close to zero as possible'. Since the target Is a zero (or almost zero) power 
flow in the grid-connection branch, tuning the setup to achieve this Is not heavily 
dependent upon exact calibration of any CTs, VTs, or sampling hardware. This Is very 
helpful In achieving the balance accurately. 

Using this control strategy, a case of sustained non-detection of LOM was demonstrated In 

the tab after only a few tries. The condition was sustained for >100 seconds until a small 

I Actually, that the real power exchange was 20W to account for the expected trapped load, 

measured In section 6.3.3 
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Figure 6-44 : detection time using Inverter-connected generation; Phase Offset 
(degrees) 

Figure 6-47: detection time using Inverter-connected generation; DG Reactive power 
output (solid) and target (dashed) 



toad change was deliberatety made. This caused very fast detection of LOM. 

Strategy 2 is thus not recommended for DG installations where LOM must be detected 

using passive relays based upon voltage measurements. There are neither frequency/phase 

nor voltage excursions significant enough to enable the detection of LOM. 

The graphs Figure 6-48 to Figure 6-53 below show logged data from the experiment. The 

loss-of-mains (LOM) event Is Instigated at t-236.5 seconds. Real power was matched within 

about 1OW (<O. Olpu) and reactive power was matched within about IOVAR (4.01pu). At 

t-240 s, a LOM detection almost occurs, but the phase offset does not reach the trip level 

of 20' before the POR triggers are reset by a reversal of ROCOF. The undetected Island, 

with the generator running at fixed P and Q outputs, was obviously not exactly balanced, 

because it settles to a new frequency of 49.2 Hz (down from 50.05 Hz) and voltage of 436V 

(down from 438V). The resulting state appeared to be perpetually stable In the laboratory, 

provided no changes to generator or load settings were made. A 150W load change was 

made at t-366.9 s. The POR tripped at t-367.4 s, 500ms after the small toad change. 
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Figure 6-48 Sustained non-detection of LOM; Frequency (Hz) 
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Figure 6-49 Sustained non-detection of LOM; ROCOF (Hz/s) and Instant of LOM 
Inception (blue) 
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Figure 6-51 Sustained non-detection of LOM; Voltage (+ve sequence fundamental, 
line-line) 
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Figure 6-50 : Sustained non-detection of LOM; Phase Offset (degrees) 
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Figure 6-52 Sustained non-detection of LOM; DG Real power output (solid) and target 

(dashed) 
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Figure 6-53 : Sustained non-detection of LOM; DG Reactive power output (solid) and 

target (dashed) 

6.3.6 DG control strategy 3- PQ control with 5% frequency and 40% 
voltage droop 

These tests use the DG control strategy 3 of section 6.3.1.3. There Is a 5% frequency droop 

and 40% voltage droop. The P and Q set-point of the DG unit was manually set such that 
the real and reactive power exchange with the parent network was as close to zero as 

possible'. This was quite hard to achieve In practice, because the parent network 
frequency and voltage were constantly changing, resulting in fluctuations to the generator 
output power (real and reactive) due to the action of the droop controls. During the tests 

performed, frequency often changed by several hundredths of a Hz during a few seconds. 
With the 5% frequency droop slope and a 150OW base power, a change of 0.03 Hz over 10 

seconds results In a power adjustment of 0.012pu, or 18W. The voltage drifted by up to IV 
(in 433) over 10 seconds, giving rise to reactive power adjustments of about 0.006 pu, or 
9 VARs. Getting matches closer than this was difficult, but a number of attempts were 

made to get as perfect a match as possible. 

21 attempts were made at achieving a perfect match. No sustained non-detections of LOM 

were noted. However, the longest trip time with the droop settings of 5% and 40% was 11.5 

seconds although it will be seen In below that this event was a slight corner case, Involving 

clipping of the generator output power which stopped the droop controls acting property. 
The next highest trip times were 7.5 seconds and 5.5 seconds. The average trip time of the 
20 trials was 3.7 seconds. The spread of trip times Is shown in Figure 6-54. 

1 Accounting for the measured 20W parasitic trapped load 
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LOM detection times for very well matched power 
Islands, 5% frequency droop, 40% voltage droop 

Time (a) 

05 10 15 

Figure 6-54 : LOM detection times for very well matched power Islands, 5% frequency 
droop, 40% voltage droop 

Strategy 3 is thus a significantly better control method than strategy I or 2, for DG 
installations where LOM must be detected using passive relays based upon voltage 
measurements. The LOM event will always be detected, but the detection time Wit be up 
to 12 seconds as suggested by laboratory testing. Although unlikely, the detection time 

might even be more than 12 seconds for extremely well balanced events, but only If the 
loads and DG set-points are extremely Invariant. 

An example of a slow detection with a trip time of 5.5 seconds Is shown below. Real power 
was almost perfectly matched. Reactive power was matched to within 15 VARs (40.01 pu). 
The LOM condition was Instigated at t-919.7 s. Trip did not occur until t-925.2 s. The 

natural frequency of the system instability Is approximately 0.31 Hz, shown by a half- 

period of about 1.6 seconds evident In Figure 6-59. This shows fair corroboration with the 

prediction made In section 6.3.1.3, which predicted Instability with a natural frequency of 
between DC and 0.45Hz, based upon the P control system being unstable and the Q control 
system being marginally stable with a voltage droop of 40%. This provides evidence that 
the models produced In section 6.3.1.3 provide a fair means of analysing the system. 
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Figure 6-55 : 5.5s trip time with 5% frequency and 40% voltage droop; Frequency (Hz) 
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Figure 6-56 : 5.5s trip time with 5% frequency and 40% voltage droop; ROCOF (Hz/s) 
and Instant of LOM Inception (blue) 
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Figure 6-60 5.5s trip time with 5% frequency and 40% voltage droop; DG Reactive 
power output (solid) and target (dashed) 

The example with a trip time of 11.4 seconds Is shown below. Real power was almost 

perfectly balanced, while reactive power was balanced within about 10 VARs (<O. Olpu). 

The LOM condition was Instigated at t-743.3 s. Trip did not occur until t-754.7 s. This 

example Is an Interesting corner case. In this testt the local toad power was extremely 
close to the rated output power of the generator (150OW). Figure 6-65 shows that the 

generator real power control (throttle) was clipped to 150OW (1pu). This diminished the 

action of the droop control feedback loop and consequently, the Instability of the system 

was less and the trip time took longer that It would otherwise have done. 
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Figure 6-57: 5.5s trip time with 5% frequency and 40% voltage droop; Phase Offset 
(degrees) 

Figure 6-58 : 5.5s trip time with 5% frequency and 40% voltage droop; Voltage (+ve 
sequence fundamental, line-line) 

Figure 6-59 : 5.5s trip time with 5% frequency and 40% voltage droop; DG Real power 
output (solid) and target (dashed) 
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Figure 6-61 11.4s trip time with 5% frequency and 40% voltage droop; Frequency 
(Hz) 
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Figure 6-62 11.4s trip time with 5% frequency and 40% voltage droop; ROCOF (Hz/s) 
and Instant of LOM inception (blue) 
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Figure 6-63 11.4s trip time with 5% frequency and 40% voltage droop; Phase Offset 
(degrees) 
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Figure 6-64 11.4s trip time with 5% frequency and 40% voltage droop; Voltage (+ve 
sequence fundamental, line-line) 
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Figure 6-65 11.4s trip time with 5% frequency and 40% voltage droop; DG Real power 
output (solid) and target (dashed) 
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Figure 6-66 11.4s trip time with 5% frequency and 40% voltage droop; DG Reactive 
power output (solid) and target (dashed) 
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6.3.7 DG control strategy 4- Real power match and 10% voltage 
droop, guaranteed LOM NDZ avoidance using non-zero VAR 
exchange 

The performance of control strategy 4 (see Section 6.3.1.4) In combination with the POR 
(designed In section 6.1.1) was tested many times, with some different combinations of 
settings relevant to traditional and microgrid applications. 

These tests show that the combination of strategy 4 with the use of the POR Is a good way 
of controlling the DG unit, and guaranteeing LOM detection within a prescribed timeframe. 
The target timeframe In this case Is 2 seconds (IEEE 1547,2003). To achieve the target 

timeframe, the ROCOF trigger setting and power flow thresholds (see section 6.3.1.4) must 
be set appropriately. 

The first set of tests use a more conventional ROCOF trigger setting of 0.2 Hz/s for the 
POR (together with the trip setting of 20* which was used for all tests). In this case, the 

DG control strategy was set to avoid a VAR exchange YAth the parent network of smaller 
than iO. 05pu; with 1pu reactive power being 2000 VAR, this equates to i100 VAR. This 

configuration represents a good solution for operating a microgrid In grid-connected or 
istanded mode when Its parent network Is the national grid, which has relatively good 
frequency stability. 

The second and third sets of tests use ROCOF trigger settings of I Hz/s and 0.5 Hz/s. This 

significantly lowers the sensitivity of the POR. The reason that this step may need to be 

taken Is to accommodate grld-connection to a parent network significantly smaller than 
the national grid. For example, as Table 2-1 showed, a 1OOkVA network will regularly 
achieve ROCOF rates of up to 0.4 Hz/s simply with 3kW load steps. Larger load steps would 
produce larger ROCOF rates, even though they may only be transitory events until prime 
movers respond. In the second and third sets of tests, to mitigate the de-sensitisation of 
the LOM triggering, the control strategy was adjusted to avoid a VAR exchange with the 

parent network of smatter than : LO. lpu (t200 VAR). This tends to Initially de-stabillse the 
local power system twice as much as the A. 05pu offset used In the first tests. 

The procedure for these tests Is slightly different than for the previous sections. The 
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active power balance Is achieved automatically by the automatic control algorithm. The 
AVR droop control Imports or exports VARs in a manner which provides voltage support. 
During these tests, the parent network voltage was about 430V RMS line-line. The degree 

of reactive power balance was thus changed between the test runs by altering the voltage 

which the AVR regards as its nominal target. This alters the generator reactive power 

output via the 10% voltage droop slope. Only the novel non-detection-zone (NDZ) 

avoidance algorithm prevented a more exact balance being achieved, which would have 
led to some tong trip times similar to those of Figure 6-54. 

6.3.7.1 Detection times: 0.2 Hz/s ROCOF trigger setting, >iO. 05pu VAR 

exchange 
16 test runs were completed, with active power exactly balanced. As hoped, the detection 

times using these settings were all less than 2 seconds. Figure 6-67 shows the results, 
tabulated as detection times versus VAR Import from the parent network. The VAR 
Import/export from the parent network is never smaller than 0.05 pu due to the action of 
the LOM NDZ avoidance strategy. Clearly, detection time peaks at about 1.5 seconds for 

the most closely matched events, but decreases If the VAR exchange Is bigger than 0.05 

pu. The scatter of detection times between 1.1 and 1.5 seconds, for the same 0.05pu VAR 

Import/export conditions, is due to tiny random fluctuations In the actual hardware test 

conditions (frequencies, power flows, throttle responses, phase angles, and 

measurements) which lead to relatively larger detection time variations due to the 

unstable nature of the system (see Figure 6-55 to Figure 6-60). This effect Is similar to that 

of the difficulty In making accurate weather forecasts due to the way that small local 

variations can lead to large effects on wide areas over the following days. 

I Taking into account the additional 20W of parasitic trapped load which will be acquired by the 

microgrid when the toss-of-mains (LOM) event occurs 
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LOM detection times for power Islands with 
deliberate active power match but deliberate ". 05pu 
reactive power m Ism atch, 10% voltage droop, 0.21tis 

Trigger setting 

1.6. 
1.4. 
1.2- 

LOM detect 
Time (is) 

0.6 
0.4 
0.2 

0 

-0.1 -0.05 0 0.05 0 .1 
Pro-LOM VARImport from parent network (pu) 

Figure 6-67 : LOM detection times for power Islands with deliberate active power 
match but deliberate >0.05pu reactive power mismatch, 10% voltage droop, 0.2Hz/s 

Trigger setting 

These detection times are all acceptable, being below the 2 second limit given by IEEE 
1547 (IEEEp 2003) and quicker than an expected auto-reciose action. The maximum trip 
time using the proposed NDZ avoidance strategy (strategy 4) Is about 1.5 seconds, 
compared to trip times up to 11 seconds which were possible without the NDZ avoidance 
strategy. The reduction in maximum trip time Is achieved because the NDZ has been 

correctly avoided by strategy 4. This combination of control strategy and relay settings Is 

therefore appropriate and robust for use within scenarios where the parent network Is 

very large, and expected ROCOF rates due to normal network frequency deviations are less 

than 0.2 Hz/s, and the total local Inertia (DG plus toads) Is approximately H-1 pu. 

6.3.7.2 Detection times: 1.0 Hz/s ROCOF trigger setting,, >iO. I pu VAR 

exchange 
In these tests, the ROCOF trigger setting was set very wide, at 1.0 Hz/s. This would allow, 
for example, a 6-7kW toad step within a 1OOkVA parent network, to which an even smaller 
microgrid was grid-connected, without causing a LOM trip (see Table 2-1). 22 test runs 
were completed. The results are shown In Figure 6-68. The control strategy In this case is 

set to avoid VAR exchanges of less than 0.1 pu. The test runs which have VAR exchange 
magnitudes larger than 0.1 pu cause LOM to be detected In less than about 2 seconds. 
However, some of the test runs which only had a 0.1 pu VAR exchange before the LOM 

occurred, produced detection times of up to 8 seconds. In some of these runs, the POR 

was never triggered at the I Hz/s level, and therefore could not trip. In these cases the 
final trip was due to under-frequency or over-frequency at the 47 and 52 Hz levels, which 
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Is not Ideal. These trip times are unacceptably long, considering the risk of auto-reclose 
action and the potential stress damage to contactors or machines. 

LOM detection times for power Islands with 
deliberate active power match but deliberate >O. Ipu 

reactive power mismatch, IW/s Trigger setting 

a- 
7- 
6- 

LOM detect 5, 
(or trip) 4- 

Time (Is) 3- 
2- 

0 

-0.2 -0.1 0 0.1 0.2 0.3 

Pro-LOM VAR Import from parent network (pu) 

Figure 6-68 : LOM detection times for power Islands with deliberate active power 
match but deliberate -0.1 pu reactive power mismatch, 1Hz/s Trigger setting 

This indicates, that at a trigger setting of I Hz/s, the guaranteed minimum VAR exchange 

with the parent network should be larger then 0.1 pu, In order to avoid the NDZ and 

guarantee tripping within 2 seconds. 

6.3.7.3 Detection times: 0.5 Hz/s ROCOF trigger setting, >iO. I pu VAR 

exchange 
Following on from the above test, the minimum VAR exchange with the parent network 
was held at Al pu, but the ROCOF trigger setting for the POR was reduced to 0.5Hz/s. 
This would allow, for example, a 7.5kW load step within a 200kVA parent network, to 

which an even smatter microgrid was grid-connected, without causing a LOM trip 
(extrapolated from the 1OOkVA entry In Table 2-1). If the parent network rating was at 
least 1MVA (with a rotating generator), then routine toad steps of up to about 50kW could 
be made without tripping off smatter microgrids, by exceeding the 0.5 Hz/s ROCOF trigger 
level (again from Table 2-1). These maximum allowed toad steps are 4-5% of the network 
capacity, with an assumed total Inertia (generators and loads) of H-2pu. 

So, assuming that genuine ROCOF levels within the parent network are almost always less 

than 0.5Hz/s, using a minimum VAR exchange of tO. 1 pu, the LOM detection times are as 
shown below. 
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LOM detection tim *a for powe r Is land$ w Ith 
deliberate active power match but deliberate X). 1pu 
reactive power mismatch, 10% voltage droop, O. SW/6 

Trigger setting 

1.4- 
1.2- 

I- 
LOM detect 0.8 -# 
Time (/a) 0.6 - 

0.4- 
0.2- 

0.1 

-0.2 -0.1 0 0.1 0.2 

Pro-LOM VAR Import from parent network (pu) 

Figure 6-69 : LOM detection times for power Islands with deliberate active power 
match but deliberate >O. 1pu reactive power mismatch, O. SHz/s Trigger setting 

15 test runs are shown In Figure 6-69, although some of the datapoints with trip times of 

about 1.2 seconds overlie each other, giving the Impression that only 9 test runs were 

completed. The longest detection time was 1.25 seconds, an acceptable figure, below the 
2 second limit given by IEEE 1547 (IEEE, 2003) and quicker than an expected auto-reclose 

action. The detection times where the VAR exchange was higher than 0.1 pu are shorter. 
This combination of control strategy and relay settings Is therefore appropriate for use 

within microgrid scenarios where the parent network Is significantly smatter than the 

national grid, but the maximum step load change Is restricted to approximately 4-5% of 
the parent network capacity, the parent network system Inertia is approximately 2pu, and 

the local system inertia (DG plus loads) Is approximately H-1 pu.. 

It Is also Interesting to note that detection times of about 1.2 seconds In Figure 6-69 

compare to similar detection times In Figure 6-67. This Is after a 2.5x Increase In the 
ROCOF trigger threshold, from 0.2 Hz/s to 0.5 Hz/s, and a 2x Increase In the VAR 

exchange. This demonstrates that even small VAR exchanges help to significantly 
destabillse the grid-connected power network when It experiences a LOM event, and that 

the magnitude of the de-stabiiising effect Is at least linearly related to the VAR flow. 

The togs from the longest detection event of Figure 6-69 are shown below. The effect of 
the deliberate Pre-LOM 0.1 pu reactive power exchange with the parent network can be 

seen In Figure 6-75, as the generator reactive power output drops by 0.1 pu (200 VAR) 

when the LOM event occurs. Subsequent to the LOM occurring, the voltage within the 
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power Island then rises as the generator controls try (but fail) to re-attain the target VAR 

flow. The rising voltage causes an Increase In real power demand from the resistive loads, 

which drags frequency downwards. Due to the real power matching algorithm of control 

strategy 4, which Is used in this test, the generator real power target Is also gradually 
increased. This Is caused by Integral control action of any actual power flow to the parent 

network (which In this case is just slightly off zero due unaccounted-for trapped parasitic 
load). This has a mitigating effect on the rate of the frequency excursion but the DG 

control response is tagged due to the control filters and Integral action, hence the 
frequency excursion Is still negative. There Is no frequency restoration control or 
frequency droop applied, and so the resulting system Is unstable both In terms of 
frequency and voltage. 
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Figure 6-70 1.25s trip time with automatic NDZ avoidance; Frequency (Hz) 
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Figure 6-71 1.25s trip time with automatic NDZ avoidance; ROCOF (Hz/s) and Instant 
of LOM Inception (blue) 
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Figure 6-74 1.25S trip time with automatic NDZ avoidance; DG Real power output 
(solid) and target (dashed) 
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Figure 6-72: 1.25s trip time with automatic NDZ avoidance; Phase Offset (degrees) 

Figure 6-73 : 1.25s trip time with automatic NDZ avoidance; Voltage (+ve sequence 
fundamental, line-line) 
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Figure 6-75 : 1.25s trip time with automatic NDZ avoidance; DG Reactive power output 
(solid) and target (dashed) 

6.3.8 Summary findings and further work opportunities resulting 
from hardware testing 

The primary conclusions from this section are: - 

04 different strategies (with active and reactive power set-points) have been 

compared for grid-connected generator control, to see which ones resulted In the 

most effective detection of loss-of-mains. 

0 The two worst grid-connected control algorithms examined have fixed real and 

reactive power outputs (zero droop) or active matching of both real and reactive 

power within the local power system. Examples of sustained non-detection of 

loss-of-mains were created In the laboratory, using both these control methods. 

Adding 5% frequency droop and 10-40% (voltage) reactive power droop controls 
(containing appropriate tow-pass filtering and Integral control within the control 

algorithms, and tags within the prime mover hardware and generator field), 

creates an unstable system if the local power system Is accidentally placed in 

istanded mode. However, detection times of between 5 and 12 seconds can stilt be 

demonstrated, by creating very close matches of DG output to local load demand 

(both real and reactive), and placing the local power system with the 

non-detection-zone (NDZ) of the loss-of-mains detection relay. 
Changing the active power control to an active balancing of real power between 

local loads and generation, in conjunction with a 10% (voltage) reactive power 
droop control, also creates an unstable system In istanded mode, although long 

detection times can still result. 

Further, a novel algorithm can be added which Insists on a non-zero (at least 

tO. 05pu to tO. 1pu) reactive power exchange with the parent network, If the real 

power exchange is almost zero. This can be used to reduce the maximum 
detection time from >10 seconds to <2 seconds which Is an acceptable figure even 
In systems with auto-reclose breakers. The active and reactive power thresholds 

can be set appropriately to meet either the 2 second (IEE 1547 (IEEE, 2003)) or 1 

second (ETR 113 (ENA, 1995)) requirements for LOM detection. 
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Suitable settings for the relay trigger threshold depend upon the size, and Inertia, 

of the parent network to which a microgrid Is connected, the maximum permItted 
step load within the parent network, and the Inertia of the local DG/loads. Table 
2-1 in conjunction with the results of sections 6.3.7.1 to 6.3.7.3 can be used as a 
guide for suitable trigger levels, scaled proportionately if necessary. 

If the parent network Is a large network such as the national grid, and the local 

DG/loads have a total Inertia of approximately H-1pu, then suitable settings for 

the relay are a 0.2 Hz/s trigger threshold and a 20' trip threshold (temporarily 

widening to 100* during balanced or unbalanced faults, as described In section 
6.1). In this case either the real or reactive power exchange with the parent 
network should be kept at a magnitude >0.05pu to guarantee detection of LOM 

within 2 seconds. 
If the parent network Is of the order of 1MVA capacity, with inertia of 

approximately H-2pu and a maximum load step of 5OkW, and the local DG/loads 

have a total Inertia of approximately H-1pu, then suitable settings for the relay 

are of the order of a 0.5 Hz/s trigger and a 20* trip signal (temporarily widening to 

100' during balanced or unbalanced faults, as described In section 6.1). In this 

case either the real or reactive power exchange with the parent network should be 

kept at a magnitude >O. 1pu to guarantee detection of LOM within 2 seconds. The 

trigger threshold can be widened further from 0.5 Hz/s if required, to avoid 

spurious tripping when routine load/generator switching causes ROCOF events 
larger than 0.5 Hz/s. In this case, the minimum real/reactive power Imbalance 

should also be increased proportionately from O. 1pu, to guarantee LOM detection 

within 2 seconds. 

Detection times tend to be significantly reduced where Inverter-connected 

distributed generators are installed, due to the tow "Inertia" of the PLL. However, 

this statement is dependent upon Inverter software design and also any Inertia of 

connected local loads. These are Installation dependent. For example, Inverters 

might in future contain artificial Inertia within the PLLs to aid fault ride-through 

etc.. 

Further work opportunities Include: - 

Enhancing an opportunity from section 6.1.5: design and test an algorithm to 

automatically adapt not only the ROCOF triggering level RTIn, r for the POR, but 

also the minimum allowed real/reactive power Imbalances Pt ri Q. within the 

control algorithm, for different scenarios/size of grid during Islanded operations. 
The adaptive algorithm would need to monitor (at least) frequency deviations due 
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to "normal" network behaviour. 

To add significant spinning loads with Inertia, to simulate an industrial 

environment, and verify whether the detection times are changed significantly, for 

the same control algorithm settings and relay settings. 

Du (2005) and Ye (2006) propose the addition of positive feedback to the P and Q 

controls (throttle and field) based upon differential filtered or bandpass filtered 

measurements of the measured system voltage and frequency. These systems as 
presented are undesirable since they reduce or remove the droop controls to 
enable network support. If the droop controls used In this thesis could be 

combined with the positive feedback differential terms from Du (2005) or Ye 
(2006), faster detection times might result for the same small P or Q Imbalances. 

To examine more combinations of ROCOF trigger threshold, minimum power 

exchange thresholds, and DG/load Inertias, to derive a theoretical or empirical 
equation tying these parameters together with a given maximum LOM detection 

time limit. 
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Conclusions 
The work of this thesis enables an Increase in the security of supply within microgrid 
scenarios using distributed generation. This is accomplished by addressing two Identified 

gaps In established knowledge. 

1) Accurate, timely measurement of a mpll tude /phase/ frequency with low frame 

rates within power systems experiencing poor power quality. The achievement of 
this goal allows many simultaneous measurement and control functions to be 
Integrated on a single cheap microcontroller at an appropriate frame rate, suitable 
for ubiquitous deployment with small-scale generation at low Incremental cost. 
The resulting distributed control algorithms can be used to enhance security of 
supply by offering the possibility of network reconfiguration, frequency support, 
ancillary services provision, and/or deliberate Islanding. 

2) Reliable, timely detection of Loss-Of-Mains (LOM) when local real power 
generation Is deliberately balanced to local real power demand, while avoiding 
spurious (nuisance) tripping due to switching, noise, harmonics, and network 
faults. The ability to detect LOM reliably, despite a match of active power within 
the microgrid, allows a microgrid controller to switch quickly to Istanded mode 

with a minimal frequency and voltage excursion following a LOM event, which 
Increases the security of supply at the local level. 

To accomplish the main overall goats, a comprehensive system-level study of the 

requirements to be met and the potential scenarios has been carried out. The 

requirements to be met are driven by required control action times (latencies) and 

required measurement accuracies for control and relaying purposes. A large emphasis Is 

placed upon measurement ripple magnitude, since measurement ripple can cause power 
system oscillations when fed back Into the system via control action. The system 
requirement study brings together Information from a number of sources. Some data Is 
directly available from applicable standards, but much Is calculated from potential 
worst-case scenarios In non-standard applications such as rural, Islanded, battleground or 
disaster-relief scenarios. 

The first conclusion of the requirement study Is that rates of change of frequency within 
microgrid scenarios can regularly be much higher than seen normally within the UK power 
grid. This presents problems for many previously published frequency measurement 
algorithms. A second major conclusion Is that harmonic distortion on voltages could In 

theory reach 53% THD in weak power systems containing predominantly lighting and 
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computer/IT toads. Operating any power system In such a condition Is undesirable for any 
length of time, but this upper limit Is used throughout this thesis as a test case for 

candidate measurement algorithms to ensure robust operation. The potential magnitude$ 
of other "influence qualities" such as Inter-harmonics, flicker, noise, unbalance etc. are 
also calculated and used to generate suitable test waveforms. These test waveforms are 
invaluable for verification of the performance of the measurement algorithms proposed in 

this thesis, and could also be used for other projects to test other measurement /control 
atgorithms. 

To measure AC system parameters, the use of exact-time averaging Is proposed by this 
thesis as the single most powerful and applicable building block. Only one previous work 
concerning AC signal measurements applies such a technique, and In that work the 
technique Is simply used as a block and not analysed. This thesis performs an In-depth 
analysis of the properties of such an algorithm. The practical difficulty ties In averaging a 
signal over an exact timeframe which may not be an Integer multiple of the sample 
Interval. A version of an algorithm to carry out such averaging Is Included within the 
MATLAB SimPowerSystems b[ockset, but several significant deficiencies have been noted 
and overcome. The Improvements made during this thesis Include speed Increases, 
improvements to the latency and coherency of the algorithm output, extension to 2nd 

order interpolation, and modification of the code to allow robust operation over long 

periods of time In embedded processing applications. Without such Improvements, the 
MATLAB exact-time averaging algorithm was significantly limited In application scope. 
With these Improvements, the algorithm can now be used as a robust building block for AC 

signal measurements In embedded target processors. 

A major contribution of this thesis is the development and demonstration of simple but 

effective algorithms using repeated application of this exact-time averaging block. Two 
key properties of this exact-time averaging algorithm are Identified within this thesis, 
which, now being fully understood, help to define optimum architectures for measurement 
algorithms. 

The first property Is that the output of such an averaging block (for a perfect sinusoldal 
input and over a time period of exactly I cycle) exhibits ripple due to Interpolation error 

and the finite sample interval, but that the frequency of the ripple Is predictable. 
Typically, when measuring a Fourier correlation the input signal Is at frequency f, and the 
Fourier correlation products are therefore at frequency 2f. Averaging over one cycle 

period then leads to Interpolation error at a frequency of 2f. This can be almost 
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completely removed by a further exact-time average over ýi a cycle period. Thus, a single 

cycle Fourier correlation followed by a 1i cycle average Is shown In this thesis to be an 

extremely simple but powerfuL measurement architecture to allow tow sample rate 

operation down to 10 samples per cycle, with performance surpassing that of more 

complex 2 nd harmonic cancellation techniques. 

The second property highlighted by this thesis Is that cascaded average filters provide 

excellent attenuation of Gaussian noise, with performance considerably exceeding that of 
tow-pass filters with equivalent latencies. The cascading of two 2-cycle averaging filters, 

via the convolution of the Impulse responses and the pole-zero placements, also provides 

much better noise reduction than does a single 4-cycle averaging fitter. 

Combining the new knowledge of these two Important properties, this thesis shows how 

the exact-time averaging block can be used to build a number of adapted and entirely 

novel stages, and that these stages can be cascaded In optimum novel configurations to 

create extremely effective measurements of AC signals. The measurement latency can be 

traded off against minimisation of ripple and noise, under adverse conditions of 

harmonics, Inter-harmonics, noise, ADC quantisation, and other interfering signals. This 

thesis shows how to make the optimum measurements with latencies (within the digital 

computations) of %, 1,1%, and more than 1% cycles, with Increasing performance as 

allowed latency increases. 

The largest single problem with measurements at low sample rates Is Identified In this 

thesis as that of allased harmonics (predominantly the 91h and I 1th) causing tow frequency 

ripple at the measurement output. This Is found to be a hurdle to making adequately 

ripple-free measurements at a main frame rate of 10 samples per cycle, In the cases of 

worst harmonic distortion. To comply with the system-levet requirements, two solutions to 

this problem are proposed together. Firstly, a novel adaptive ripple-remover Is designed 

and Implemented. This measures the frequency of any sub-harmonic ripple and removes it 

as far as possible, using exact-time averaging over reasonably long timeframes as allowed 

within the measurement latency. An Important feature of this algorithm Is the ability to 

automatically bypass itself during transients, thus providing faster measurements at the 

expense of increased noise/rIppte when appropriate. This is extremely valuable since It 

can be used within algorithms which are used both for control (where low ripple Is of 

primary concern) and also for relaying (where response time Is of primary concern). 
Secondly, to achieve the lowest ripple performance (iO. 001pu ripple on voltage 

measurements with 28% THD), It is also necessary to oversample the ADCs at 3kSa/s (6x 
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oversampting) and apply very small 6-tap FIR fitters at this higher frame rate, before 
downsampling to 500 Sa/s (10 samples per cycle) for the main measurement algorithm. 
However, such an oversampled measurement architecture does not add expense to 

measurement hardware because It can be reallsed on existing microcontroller platforms 
such as the Inflneon TC1796. 

A general measurement architecture proposed by this thesis Is shown In Figure 4-42. This 

architecture, which is fully implemented and tested within this thesis, allows "Class A" 

measurement accuracies to be achieved but at much lower sample rates and measurement 
latencies than traditionally used. 

To measure frequency effectively, the same architecture is used with embellishments. 
More than 8 candidate solutions were compared, from which the final solution has been 

developed and selected. The best solution Is found to be a hybrid of a 3-phase 

Clarke-transform based measurement and a novel Frequency Locked Loop (FLL) algorithm 

which measures both frequency and voltage (amplitudes 8: phases) of a 3-phase voltage 

set. The hybrid combines the best properties of each algorithm. The Clarke transform 

measurement is very fast settling due to the nominally constant speed of rotation of the 

AB vector, but does not function well during two-phase faults due to collapse of the AB 

vector trajectory to a straight line. The FLL Is slower settling but can tolerate two-phase 

faults and large levels of unbalance without detriment to measurement accuracy/ ripple. 
Coupling the two algorithms together with the appropriate averaging stages and decision 

processes Is a significant achievement and provides an Ideal solution. It Is shown to 

provide significantly better response than algorithms based upon zero crossings, phased 
locked loops (PLLs) or other previously published techniques. Although the proposed 

solution is not a PLL, many of the concepts and algorithmic blocks could be applied to PLL 

applications to good advantage. 

The Clarke-FLL hybrid algorithm also Includes code which provides the following additional 
features: - 

0 Self-checking for validity of frequency measurement output 

Initial fast-settling of frequency measurement within 2 cycles (40ms) following 

signal application. 

Ride-through of frequency measurement for configurable time periods during brief 

100% three-phase voltage dips, to allow the maximum potential for riding through 

system faults without tripping generators or loads unnecessarily. 
None of these features have been seen before within published algorithms. 
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To prove the robustness and applicability of the new algorithms, they have been 
Implemented and benchmarked on two real-time hardware platforms: the Infineon TC1796 

microcontrotter and the Real-Time-Station from Applied Dynamics International. Use of the 

algorithms over extended periods of time has proved their computational robustness In the 

real-time environment, which requires much more carefully constructed software than 

required by simple simulation exercises. The algorithms have been Incorporated Into 

several applications used in the laboratory at Strathclyde, Including a microgrid 
management control agent (running at 500 samples per second) and a power quality meter 
(running at 1500 samples per second). 

Thorough benchmarking exercises were also conducted to measure the breakdown of the 

algorithm execution times; these are presented In Appendix G. Such data Is rarely 
available and even more rarely published, but Is extremely valuable as a toot for speed 
improvement and higher-level system design. The data was used during this thesis to 
Incrementally improve the speed of several key algorithmic blocks and allowed an overall 

execution time reduction of 25 to 50% for the major algorithms. Re-use of calculations and 

minimisation of trigonometric function evaluation within the analysis blocks also 

contributes to the small execution time. The total execution time for measurement of 
3-phase voltages and currents at a node, with full sequence analysis and power flow 

analysis, Is 156ps on the TC1796 microcontrotter, less than 8% of a 2000ps frame time at 
500 samples per second. Importantly, this leaves the remaining 1844ps frame time 

available for other generator/ microgrid measurement and control functions 

In addition to the creation and testing of the fundamental measurement algorithms, an 
algorithm has also been reallsed for a new type of passive loss-of-mains detection relay, 
called a Phase Offset Relay (POR). This Is the first Implementation of such a relay In a 
robust version suitable for deployment on a real-time target. This relay Is Independent of 
generator type, and uses local voltage measurements only. The relay uses calculations of 
perceived phase offset, relative to a parent network. 

It Is shown that this relay can be used to successfully detect loss-of-mains with 
generation-load imbalances of only 2.5% (real or reactive) within the 2 seconds allowed by 
IEEE 1547, even for power systems containing synchronous generators, using a trigger 

setting of 0.15-0.2Hz/s and a trip setting of 20'. This Is comparable with the best 

available ROCOF relays using ROCOF trip settings of 0.1 5-0.2Hz. However, the main aim of 
this new relay algorithm Is to bring the following additional benefits: - 
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" Much tower risk of spurious tripping due to noise, due to the double- Integration 
(averaging) stages Involved In the conversion from the ROCOF figure to first 
frequency and then phase. 

" Much lower risk of spurious tripping due to extended trip times (up to that allowed 
by the system operator) when ROCOF only just exceeds the trigger threshold but 

the phase offset accumulates slowly. This discriminates genuine LOM events 
against normal load steps much better than a ROCOF relay. 

" Much lower risk of spurious tripping due to post-fault power system oscillations, by 
the design and implementation of a novel new algorithm which dynamically 

adjusts the trip setting during and immediately subsequent to close-in faults. The 

relay is shown not to trip during simulated scenarios which cause commercially 
available and other proposed relays to trip. 

The final significant piece of work In this thesis Is a new strategy for microgrid 

management which Involves small reactive power flow adjustments. The aim of this Is to 

guarantee detection of a LOM event even when active power Is exactly balanced within a 

microgrid. This deliberate match of active power Is desirable as a strategic pre-Istanding 

measure, but without the new reactive power control algorithm, such a power match 
Introduces a high risk of not detecting a LOM event. The new algorithm continually 

monitors reactive power exchange between a local power system and Its parent network 
(grid), and makes small adjustments to the generator reactive power output If required, 

such that the non-detection-zone (NDZ) of the loss-of-mains detection relay is always 

avoided by enough to provide a detectable but not over-large frequency disturbance upon 
istanding. Altowance Is also made for the possibility of trapped load. The algorithm Is 

tested using a real microgrid containing a synchronous generator and real/reactive loads, 

and shown to be fully effective. A generator stability analysis also shows that standard 
droop controls can be used, whereas previous published works with similar alms require 

unconventional droop controls to allow detection of LOM. The use of conventional droop 

controls is Important since it allows frequency and voltage support functions at the same 
time as avoiding the LOM NDZ. The application of this reactive power control strategy is 

shown in the laboratory to reduce the worst-case LOM detection time from >10 seconds to 

<2 seconds, in line with IEEE 1547. 

Ali of the algorithms developed during this thesis have been created to meet specific 
needs of an integrated microgrid management control system, which executes on a single 
microcontroller platform. Ali of the algorithms have been successfully Integrated within 
this control system at 500 Sa/s and perform as described In this thesis, enabling more 
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reliable operation of the microgrid than was possible prior to the development of these 
solutions. This has been proved for the frequency/a m pli tude /phase measurements by 

trialting several published and novel candidate solutions In the laboratory environment 
over a period of 4 years, before the algorithms presented In chapters 3 to 5 were finallsed. 
Their measurement latency and noise/ripple behaviour of the Clarke-FLL hybrid surpasses 
any other method yet tried or published, given the constraints of sample rate laid down In 

this thesis. This leads to smatter control actions due to noise/ripple, and more stable 
operation due to the tow latency. The effectiveness of the LOM NDZ avoidance strategy 
has also been proved in the laboratory environment. 

The algorithms are coded In a combination of Simutink (MATLAB R14SPI was used 
throughout) and C-code (Simutink "S-functions") and are fully robust for tong-term 

real-time deployment. The Simutink "reat-time-workshop" and "embedded coder" 
features have proved to be an effective way of writing error-free code which can be 
tested in simulation on a PC and then deployed (without code modification) to real-time 
targets. The combined algorithmic designs and results from this thesis now provide an 
excellent foundation upon which to build more advanced microgrid control and protection 
applications. 
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7.1 Further Work 
The measurement algorithms of chapters 3-5 have been tested many times and no 
deficiencies are currently known. The point of note is that If sample rates higher than 
500 Sa/s can be used, then the algorithm performance wilt be better than described In this 

thesis. A possible opportunity (depending upon microcontroller capability) Is to split the 

algorithms and to move the Initial 1-cycte Fourier correlations onto the peripheral control 

processor at the oversampted rate of 3 kSa/s (or more), white leaving the main bulk of the 

algorithms at the much slower sample rate of 500 Sa/s. The oversampted FIR notch filter 

would be removed. This would further improve the performance of the algorithms and 

potentially allow the anti-aliasing fitter cut-off frequency to be raised, Improving the RMS 

and THD measurements as welt as the Fourier fundamental measurement. 

Suitable settings for the POR are dependent upon the size and qualities of the parent 
network. Typical settings for connection to the UK national grid are a ROCOF trigger 

threshold of 0.15-0.2 Hz/s and a trip threshold of 20", with an Imbalance In real or 

reactive power of about 0.025 (2.5%) required to guarantee detection of LOM within 2 

seconds. For smaller parent networks, the ROCOF trigger threshold needs to be raised to 

avoid spurious trips due to regularly occurring frequency deviations. A larger reactive 

power imbalance Is then required to guarantee detection within 2 seconds. Exploring the 

(non) linearity of this relationship, and the practical ROCOF threshold required for 

different networks, is a significant opportunity for further work. It might be possible to 

create an algorithm which can continually monitor the magnitude of ROCOF on a power 

system and automatically set ROCOF trigger thresholds appropriately, to adapt to changing 

parent network parameters. 

The LOM detection tests could be repeated with a significant proportion of high-inertia 

spinning toads, to verify that the LOM events can stilt be detected. During the testing of 
this thesis, only static RE toads were used due to equipment availability. 

Finally, as a modification to the reactive power control algorithm, Du (2005) and Ye (2006) 

propose the addition of positive feedback to the P and Q controls (throttle and field) 
based upon differential filtered or bandpass filtered measurements of the measured 
system voltage and frequency. These systems as presented are undesirable since they 
include no standard droop controls to enable network support. If the droop controls used 
In this thesis could be combined with the positive feedback differential terms, faster 
detection times might result for the same small P or Q imbalances. 
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Appendix A Lower-level FLL code details 
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Appendix B Useful formulae 

B. I Three-phase power flows 

B. I. 1 Power, current, voltage and resistance 
A 

IP 
V343 

(8.11 
v! 2 

3 

Rp 

[B. 21 

lp RMS Phase current (A) 

P3 Three phase power Row (VA) 

V= RMS Une-line voltage (V) 3 

Rp = Resistance, phase to neutral In a balanced star system 

B. I. 2 Estimation of overhead line voltage required 
An estimation of required 3-phase voltage for overhead line connections can be made by 

the formula: 

E= kV-Pl 

[B. 31 

where: - 

9E- 3-phase line voltage (W) 

9P -c power to be transmitted (kW) 

01- tine length (km) 

and k is a coefficient dependent on the Impedance (real and reactive) of the line. k varies 
from about 0.06 for a compensated line, to 0.1 for a compensated line with voltage 
regulation of 5%. 

This formula derives from the limits of phase angle across the transmission line, which 
should never exceed 90' otherwise the network Is at risk of breaking apart. The phase 
angle is determined by the real power flow and the tine Inductance, and by the reactive 
power flow and the line resistance. [Witdi, T (2002). Electrical machines, drives and power 
systems. Fifth edition. Prentice Halt. ISBN 0 13 098637 2.1 
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B. 1.3 P and Q flows along a transmission line 

A B 

A -t- JA 

VAZ5 va 0 

Fig. B-1 :P and Q flows along a transmission line 

P= [XV -V R2 +X2 B sin S+R(VA 
B cos8)] 

[X (VA 
- VBcos R V. sin 8] 

R2 +X2 

B. 1.4 AB vector trajectory under a single-phase fault 
This Is easiest analysed by dropping phase A 

By (5.3) 

2 
33 WSW) 

x co a-L; r 
=3 sin(ca) 

0 
r3- . 

f3- 3 
Cos L- A co (a + 

2z 3 
(am)] 

D33JL3 
)j 

Other single-phase faults will result In other elliptical traces with aspect ratios of 3: 1 
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B. 2 Filters 

B. 2.1 I" order low-pass filter 
VIMI I 

if the filter is made of resistor and capacitor components R Ek C 
I+ j2VRC 

The cut-off frequency Fc Is set by wc-2nFc- 1/ RC 

This can also be expressed In the Laplace domain as 
I+ 

O)C 

Hence, 

V11t 
Z/ - arct 

f 

VM f2 Fc 

F 
FI+ (Tfc) 

(B. 41 

Which, for example, gives VolVj as I U2 at -45 0 If f-Fc. 

Also, Given 2TiF, -1/RC, then if we want to define a fitter by its "5RC" settling time, I. e. 
the time taken to settle to within 1% after a step change, then we can determine the 
appropriate F, by: 

5 0.7958 
F' = ý_x- _5RC :_ 5RC 

[B. 51 

B. 2.2 Sample time required to accurately model an analogue low- 
pass filter 
A low-pass filter can be approximated by a digital single-pole filter. This can be designed 
in Simulink, by the following generatised code segment (which can work with significantly 
more complex filters): - 

Z-Sym(lz, ); 

% First get Num and Dec in terms of laplace 

Num-[11; 

Den-[l/(2*pi*LPF_ýFc), 1]; 

H-tf(Num, Den); 

Hd-c2d(H, Ts, lzohl), - 
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[Num_z_cell, Den_z-cell]-tfdata(Hd); 

Num_z_O-Num_z_cell(l, l)(2); 

Den_z-l-Den-z_cell(l, l)(1); 

Den_z_O-Den_z_cellfl, l)(2); 

filter-num=Num-z-O 

filter_den-z*Den_z_l+Den_z_O 

Total_filter-filter-num/filter_den 

The size of the time step, relative to the cut-off frequency and the actual waveforms 

input to the filter, determines how accurately the digital filter performance follows that 

I- 

of an analogue filter. This accuracy Is Important when simulations of analogue filtering 

hardware are being carried out. For example, in this thesis, a 125Hz tow-pass analogue 

anti-allasing fitter is commonly modelled. Input signals of concern are those up to at least 

the 4011 harmonic of 5OHz, or 200OHz. To assess what time step Is required to accurately 

represent a 125Hz analogue tow-pass fitter In the digital domain, a simple MATLAB script 

can be used. 

This script shows that a time-step of approximately 40ps, 1/250DO th of a second, or 
50OSa/cycle at 50Hz, Is required to accurately model the response In gain, to within 0.1 dB 

(for input signals up to 200OHz). The phase accuracy Is only . 15'. A rule of thumb Is 

therefore that the digital time-step needs to be of the order of 10 times smaller than the 

period of the highest frequency whose attenuation needs to be accurately modelled 

through the fitter. The plots for 40ps and 100ps time-step fitter Implementations are 

shown In Fig. B-2 to Fig. B-5. 
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Fig. B-2 : Digital single-pole low-pass filter accuracy (gain), Fc=125Hz, Ts=40ps. Actual 
(solid) and theoretical (red dashes) 
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B. 2.3 I" order high-pass filter 

V. 111 I 
I If the filter Is made of resistor and capacitor components R ft C 

Vj, 
j2#RC 

The cut-off frequency Fc is set by wc-2nFc- I/ RC 

S 

This can also be expressed In the Laplace domain as or 
W, 

ý! C +1 1+ S 
We 

Hence, 

V. ul are 

JB. 6) 

Which, for example, gives V. 1 V, as 1 /J2 at +45 " If f. Fc. 

B. 2.4 2" order low-pass filter 
VIU/ I- 

if the filter is made of Inductor and capacitor components L ri C 
1- (2,1f)' LC 

The resonant frequency Fc Is set by 2rtFc-1 ULC. Hence, 

V. 1 -I f ý2 vil 

(8.71 

which has: - 

0a phase of 0 If f<F, 

0a phase of ISO " if f>F, 

e an infinite gain (resonance) when f-Fc 

B. 3 High-pass filter cutoff to give flat gain at nominal 
frequency, when combined with 2 cascaded low-pass anti- 
allasing filters 
By equations (3-3) ft [B. 61, the gain of the total filter package (2 cascaded low-pass f Itters 
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plus high-pass filter) will be: 

Gain =I 
f) 

2) 

1+" 
FHpF 2 

F, 
LpF 

f 

(B. 8) 

where FcLpr and Fcwr are the cut-off frequencies for the low-pass and high-pass filters. 

Equation [B. 81 can be differentiated and solved to find the high-pass filter cut-off 
frequency required to achieve flat gain at nominal frequency (f), for a given low-pass 

filter. 

Gain where K=I+f 
)2)2 

J+( 
f 

)2) 

-JK_ 
Tc 

" 

( 

cLPF 

dGain II dK 
df 3 df 

Ký 

dGain dK 
f Now, solve to find FcHpF which makes W-- = 0. This can be done by solving for 0 

dK I+ 
f2 2f (, 

+( 
2) 

+ I+( 
f) 

2)2 
_ 2F, 21, 

pF 
(( 

FcLpF F2f FLpF f3 df CLPF 

CHP'V 

2 

+( 
f2 

CLPF 

)2 

f3 
2f + -F O= 

F2f cLPF 

c, 2C 7F 
)2)+ 

(F4 2 f4 Fc2upF 0=I- 
cLPF 

+f 

2 2_F2 
_f2 f4 =F2 f4 O=FHpF(2f )+2 Fc2LpF)+2 

C CLPF cHPF 
(f 

FcHPF= 2 
2ý! 

f2 
CLP 

fjF 

pjFý 

Which finally reduces to 

FcHpF 
- 

J. f 

(B. 9) 
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BA Peak impulse response of two cascaded averagfng 
filters 
For two digital averaging filters cascaded, the peak and shape of the Impulse response to 

an input signal one sample long at magnitude 1 can be found via the following thought 

experiment (which Is a shortcut to carrying out the convolution Integral): 

0 The two cascaded filters average the signal for N, and N, samples respectively. 

When the Impulse arrives, the output from the first filter becomes 1 IN, and Will 

stay at this level for N, frames 

This signal Immediately enters the second filter and this begins to rise at a rate of 
I/N2 times the Input signal level, which is 1 IN,. The rise rate Is thus I/ (N, Nj) per 
frame. 

0 The rising slope of the output from the second fitter vvilt last for the shorter of N, 

or N2 frames. When this time is passed, the output will plateau for (N, *N, )- 

2*min(N,, N2) frames, before failing In a symmetric fashion to 0, (N, +Nl) frames 

after the Impulse Is applied. 

0 The plateau height wilt be 1/(NjN2)`mJn(Nj, N, ) - 1/max(N,, Nl) 

The total "area" of the impulse response Is thus 2'1%`m1n(N, jNj)'1/max(Nj, Nj)+ 

((N, +N2)-2*min(N,, N2))*l/max(NIIN2) 

I /max(N,, N2)"[min(N,, N2)+((N, +N2)-26min(N,, N2))] 

1/max(N,, Nz)"[(N, +N2)-min(NIIN2)I 

I /max(N,, N2)6[max(N,, N2)] 01 

Initial Impulse height 1, 
for I sample 

Peak Imputse response 
1 /max(N,, Nl) 

(ýj+N2)-2*mln(Nj, N2) 

Min(N,, N2) N, +N, 

Frames 0 
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Appendix C Useful data 

C. I Typical parameters of overhead lines and 
underground cables 

system voltage 
Phase 
conductor 
(Al/Fe), mm2 

Resistance n/km 
(20*C) 

Reactance n/km 
(5OHz) Capacity 

Overhead line 400V 25/0 1.06 0.3 150A 
overhead line 400V 50/0 0.64 0.28 250A 

overhead cable 400V 35/0 0.87 0.1 150A 

Underground 
cable 

400V 120/0 0.25 0.07 300A 

overhead line IIW 50/0 0.64 -0.04 250A 

Underground 
cable 

11W 185/0 0.16 0.08 380A 

Overhead line 20W 54/9 0.54 - 0.4 250A 
Underground 
cable 

20W 120/0 0.25 0.11 300A 

overhead line II0kV 242/39 0.12 - 0.4* 650 

*- value clepenas on spacing ano cross-arm construction 

Tab. C-1 : Typical parameters of overhead lines and underground cables 
This data is sourced from the three sources: - 

IEE (2003). Electricity distribution network design. IEE Power engineering series 21.2r4 
edition. 2003. ISBN 0 86341309 9. p28. 

Wildl, T (2002). Electrical. machines, drives and power systems. Fifth edition. Prentice 
Hall. ISBN 0 13 098637 2. p677. 

Laughton, M. Ft Warne, D. (2003). Electrical engineers reference book. Sixteenth edition. 
Newnes. ISBN 0 7506 46373. p3l/32. 
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C. 2 ITI CBEMA Curve 
ffl (CBEMA) Curve 

(Raylsed 2000) 

4 

I. I 
U, 

12 

z 

I 

Fig. C-1 : The ITI (CBEMA) Curve 

ITI. (2007). ITI (CBEMA) curve application note. [Online]. [Accessed 28/11/20071. 
< http: / lwww. Itic. org /archives /Iticurv. pdf> 
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Appendix D Pole-zero Et Bode plots of various FIR 
averaging filter combinations 

r. 

Fig. D-2 : 1+4 cycle averaging 
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Fig. D-I :5 cycle averaging 
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Appendix E Archive of code for less successful 
measurement techniques 

E. 1 Fixed-reference Fourier frequency measurement 
with seeding 

Thr**. phas* m*asur*m*nt of froquoncy using thme lIxed-referwo Fourlof hansforms 

Andrew Roscoe, 2001 
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Fig. E-I : Fixed-reference Fourier frequency measurement - detail (1) spread over this 
and previous 2 pages 
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E. 2 Three customised single-phase PLLs with weighted 
averaging and seeding 

ThF**. phas* masuroment of ft*qu*ncy using throo singl*. phaso PLLs 
Andrew Roscoe, 2007 
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E. 3 Zero crossings 
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Fig. E-6 : Zero crossing measurement with weighted averaging - detail (1) spread over 
this and previous page 

Frequency measurement by zero crossings over half-cycles or full-cycles 
Andrew Roscoe. 2007 
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Frequency measurement by zero crossings over half-cycles or fult-cycles 
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Appendix F Examination of the use of sine/cosine 
lookup tables 
To decrease the CPU loading of Fourier calculations, one potential option Is to use lookup 

tables for the evaluations of sine and cosine. This removes the need for the complex 

mathematical function, at the expense of fast-access RM use, plus the code required to 

access the lookup table and interpolate. 

To assess the viability of this option, two experiments were carried out: - 
An analysis of the errors Introduced to the 1-cycie and "One plus half" cycle 
Fourier routines from sections 3.6 and 3.9, by using lookup tables of different 

sizes. 

2. An analysis of the times required for the sine/cosine operations, versus the lookup 

table options, using the Infineon TC1796 microcontrotter. 

F. I Errors introduced due to Sin/Cos lookup tables 
The lookup tables In this error analysis are Implemented as sIngle-quadrant tables. For 

example, if the lookup table size is 46, then the lookup table contains 46 pre-calculated 
values of sin((p) where (p is [0,2,4,6 ... 86,88,90] degrees, with 90/(46-1)-2 degree steps. 
Results for both sine and cosine evaluations over the full 4 quadrants can be pulled from 

this table by careful coding, which Includes linear interpolation between the most 
appropriate tabulated values. 

The experiments of sections 3.7 and 3.9 were repeated, with the modification that lookup 

tables of various sizes were used, while sample rate was held at 10 samples per cycle. 
only the I It order Fourier algorithms were analysed. 

The conclusion is that the magnitude outputs of the single-cycle Fourier calculation have a 
mostly DC error term added due to the use of the lookup tables. This can be seen because 

the ripple frequencies shown in Fig. F-2 are not multiples of the Input frequency, but are 
0. The effect this has on the overall RMS error magnitudes for the 1-cycle and "One plus 
Half" cycle measurements are shown In Fig. F-1 and Fig. F-3 . The proportionate effect on 
the 1-cycle measurements becomes very small once the lookup table size Is more than 20 
(the lower limit of error is limited by the Interpolation /Integration error at 10 

samples/cycle which is shown In Figure 3-45), but note that this error cannot be removed 
by the extra half-cycte averaging since It is mostly a DC error term. Thus, to determine an 
appropriate table size, Fig. F-3 must also be examined. This suggests that a size of 46 (2 
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degrees per step) reduces the DC error term due to the lookup table to less than 0.0002 pu 

which Is perfectly acceptable. A table of size 21 (4.5 degrees per step) would result In an 

error of only 0.001 pu which is just about acceptable. The maximum errors when evaluating 
sin(ýp) and cos((p) using an interpolated table with steps of 4.5* are a maximum of 8e-4. If 

a non-interpotated table was used, the required step spacing to achieve the same 

magnitude of error can be calculated by knowing that sin((p)-ýp when (P Is small. Hence, 

the step spacing could be double the maximum error of 8e-4, I. e. 1.6e" radians, or 0.1 0. 

By coincidence, this same step spacing would be the requirement for accuracy when 
calculating the positive and negative sequence values, to keep unbalance measurements 
accurate to about 0.1%. This Is because a set of 3 phase voltages with Identical 

magnitudes, but relative phases of 0", -120.1 * Ft -239.9* (i. e. with 0.1 0 phase errors - real 

or measured), results on a calculated unbalance of 0.1 %. 
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Fig. F-1 : Fourier analysis of fundamental. Largest RMS errors due to Sin/Cos lookup 
plus Integration Et Interpolation over the 45-55Hz range. Single cycle Fourier 

analysis. 10 samples/cycle, V order method. 
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Fig. F-2 : Fourier analysis of fundamental. Ripple frequencies due to Sin/Cos lookup 
plus integration ri Interpolation. Lookup table size 11 (9 degree steps). Single cycle 

Fourier analysis. 10 samples/cycle,, V order method. 
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Fig. F-3 : Fourier analysis of fundamental. Largest RMS errors due to Sin/Cos lookup 
plus Integration Ft Interpolation over the 45-55Hz range. Single cycle Fourier analysis 

plus half cycle averaging. 10 samples/cycle, Vt order method. 

F. 2 Analysis of relative execution times of Sin/Cos vs 
lookup tables on Infineon TC1 796 microcontroller 
This is addressed In section Appendix G. 
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Appendix G Speed benchmarking on the TC1796 
microcontroller and ADI RTS 
In Appendix F, the use of sine/cosine lookup tables was proposed as a potential method to 

reduce the computation time of the Fourier algorithms. To find out whether the 

improvement could be reatised, and to measure the execution times of other pieces of 

code, a benchmarking framework was created. The benchmark framework can be applied 
to two types of target, relevant to the ongoing work at the University of Strathclyde: - 

An Infineon TC1796 microcontrotter. The benchmark framework was created by 

stripping out an existing Inverter control application to leave only the bare bones 

of an interrupt-driven code segment at a 400OHz repetition rate (250ps frame 

time). This can be reduced to 1OOOHz (1000ps frame time) to test very big blocks. 

inside this code segment, different pieces of evaluation code can be placed, and 

repeated in a loop. The number of loop Iterations Is set so that the execution time 

approaches 250ps or 1000ps. This makes the execution time measurable using only 

a basic oscilloscope, coupled to an output pin which the microcontrotter toggles at 

the beginning and end of the loop execution. A simple reference piece of code Is 

used inside the loop the first time, to back the overhead of the looping code out of 

the measurement. The pieces of code under test are added to this setup In turn, 

to measure the incremental execution times. 

An ADI RTS real-time station platform. In this application, the execution times for 

large blocks can be measured by compiling the code segments on to the target 

processor (either the ce5100 or ce5500 variety - CPU clock speeds 5DOMHz and 
1GHz respectively). The ADI RTS variable ADI-SUBSYS_CUR_TIME[l] can be used to 

evaluate the incremental execution time when adding code segments. 

Ali the tests presented use code created In Simutink, and auto-generated Into C code using 

the "real-time workshop" and "embedded coder" MATLAB plug-ins. This usually generates 

very efficient codep but some exceptions of Interest are noted here. The results are 

tabulated in Fig. G-1 to Fig. G-3. 

In the case of the Infineon TC1796 microcontroller, The CPU clock speed was 150MHz. The 

code was Initially loaded and executed directly from the Internal flash memory at 
AOOOOOOO, which Is the normal configuration for a finished application. This causes the 

code (particularly lookup tables) to execute slower than If It Is executed from the Internal 

scratchpad RAM at D4000000. A boot loader application to load the program from flash to 

RAM at turn-on would improve execution speed, but this would limit the RAM available for 
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other tasks such as data togging etc. Also note that a power-systems application (plus 

variable/buffer space) may be too large to all fit Inside Internal RAM, even without data 

togging. The results from the Initial TC1796 benchmarking are shown In Fig. G-1 and Fig. 
G-2. 

Points of note are: - 
The sine/cosine evaluation from Interpolated lookup tables can provide speed 
benefits over a floating-point calculations, which take about lps each. However, 
the lookup retrieval and Interpolation code Itself has a reasonable overhead. 
interpolating from a memory-efficient I-quadrant table (0 to 90 degrees only) 
requires almost as much time as the floating-point calculations. Interpolating from 

a 4-quadrant table (4 times as much memory required) takes about 0.5 ps for 

each, even for a pair of sin/cos answers for the same Input angle. This would tend 
to suggest that memory access from the table may be a limiting factor here. A 

non-interpolated 4-quadrant table can be used to produce results In about 0.3 ps . 
Again, even when the data is retrieved In sin/cos pairs, for which most of the code 
is common, the time taken Is almost 0.6us. This again suggests that addressing and 
memory access from the table Is the limiting factor. In this case, because the 

program is loaded Into the TC1796 Internal flash memory, the lookup table will 

also be inside the flash memory. A 7x Improvement might be reallsed by running 
the algorithm (or just storing the table) in Internal RAM. In summary, on the 
TC1796 it is probably not worth using lookup tables when the application Is 

resident in the flash memory, since the times for floating-point calculations are 

not much longer than the lookup times, and no numerical errors need to be 

accounted for 

Ali the rounding functions such as ftoor/ceit/round/fix provided by Simulink, when 
compiled on the TC1796, take surprisingly long to evaluate. Also, the floating- 

point to Int32 conversions without saturation checking take longer than the 

conversions with saturation checking. This Is not intuitive, but occurs because the 
Simulink without-saturation-checking algorithm uses the "I'mod" floating-point 

modulo function, which takes more time to execute than the bounds checking 
which the saturation checking uses. 

The speed of the rounding functions can be significantly Improved by Instead using 
the native casting provided by aC code expression such as "i-(int)f", where I Is an 
int32 and f is a floating-point variable. This can be achieved by using simple 
Simulink S functions. However, when using this approach, great care must be 

taken on three counts. The first Is that the possibility of overflows /underflows 
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must be rigorously avoided or trapped. The second Is that different target 

processors behave in different ways. For example, a PC running Simulink responds 
to the C code casting 1=(int)f" with a "fix" (towards zero) truncation, while the 
TC1796 processor responds with a "round" action. Within the code libraries used 
during this thesis, a flag must be set by the user which determines the extra small 

code segments which must be added to the C code casting to achieve the required 

rounding function "ceft", "floor", "round" or "fix". These code sections are 
different for the different target processor types. The final point Is that any 
rounding function may make a mistake of 1, when the floating-point value Is very 
close to a decision threshold. Subsequent code, such as array Indexing and use In 

the "mod" function, should account for this possibility. 

The Simulink library function "mod" Is very slow, since it uses the Simutink 

function "floor", and also because It Involves detailed checks for numerical 

precision around the rounding decision boundaries. The mod function can easily be 

replaced manually In Simulink using the function mod(A, B)-A-B'ftoor(A/B), and by 

using aC cast to carry out the "floor" operation. This produces much faster C 

code. If required, a saturation /over-range check can be added to make sure that 

A/B Is not too large, before carrying out the "floor" operation. A final tweak is an 

extra piece of code which checks whether the output of the mod function Is 

actually within the bounds of 0<-mod<-B. This can occur due to numerical 

precision errors in the "floor" calculation. If the bounds are exceeded, then B can 
be added or subtracted from the answer to wrap it back Inside the expected 

range. 

The int32 additions /subtractions are very fast, almost Immeasurable, as would be 

expected. Note, however, that the Simulink Increment /decrement library 
functions "V--"j Q-- p V++" Et "Q++" did not translate Into operations such as 
ddi++11 or 1--" in C code. Real-time-workshop Instead turned these Into "W" and 
111-1 11 operations, looking identical to a "bias" of +1 or -1. 

The Simulink algorithms for gain and multiplications using int32 variables are very 

slow. It is assumed that this accounts for over-ranging etc. If over-ranging is 

avoided or trapped some other way, or made Impossible, then simple single-line C 

code S-functions of the form W*j and W/j can be used to carry out 
multiplications and divisions of Int32 variables. These are much faster than the 
Simutink Implementations. 

Floating-point multiplications take no longer than floating-point 

additions /subtractions (-0.1 ps), but divisions are 50% longer. 

The "two-taps" variable delay buffer S-function (see section 3.2.1) takes less time 
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to evaluate (0.25ps) than a floating-point sine or cosine. This Is important as many 
of these blocks are used within the Fourier analysis, averaging, and filtering blocks 

proposed in this thesis. It should be noted that significant effort has been 

expended in reducing the execution time of the single-tap and two-tap delay 
buffers. The final versions take about 0.25ps (almost Independent of buffer size), 

compared to the SimPowerSystems variant which takes 0.75ps (almost 
independent of buffer size), and the non-S-function method of Figure 3-3 takes 

massive times of 14.6ps for a 20-delay buffer and 114ps for a 160-delay buffer. 
This last method uses the "memcpy" Instruction In C code which explains the 
lengthy execution times which are heavily dependent upon buffer length. Similarly 
to the results of the sin/cos lookup table analysis above, this result suggests that 
RAM memory access time Is one of the major limiting factors of the execution 
speed on the TC1796, although In this case the memory used for buffers Is the 
internal RAM, which should be 7x faster to access than the Internal flash. In 

addition, the 0.25ps taken for the fastest buffer cannot be explained by simply 
adding up the execution times for the relatively simple (all Int32) operations 
required for the bulk of the algorithm, so the deduction Is that memory access 
speed is the constraint. 

0 The "sqrt" function does not take particularly long, at 0.6ps. 

0 The llatan2" function Is relatively expensive, at 1.5ps 

0 The 'labs" function provided by Simulink takes a massive amount of time (0.55ps) 

and can easily be replaced by Simulink code with a single "switch" and a "unary 

minus" block, to form an expression y-(a<O? -a: a). This takes only 0.04ps. 

0 The SimuLink function "hypot" contains some obscure c code to avoid over- 
ranging. Generally, this Isn't required if the Inputs are reasonable values and a 
manually coded version is faster/better. hypot-sqrt(a*a+b*b). 

0 When the output of a Simulink code block is stubbed out with the "terminator" 
block, the SimuLink real-time workshop process which generates C code Is 

extremely efficient at removing all the previous code which Is required to 

calculate that output, if the values are not needed for any other outputs (This 
feature can be disabled by un-checking the "Block Reduction" optimisation In the 
Simulink Reat-Time-Workshop options). This Is very useful to know for future 
development, since manual effort to cut-down complex blocks to simpler, faster 
blocks can often be bypassed. Instead, full blocks can be Inserted In Simutink and 
the outputs simply stubbed out, safe in the knowledge that Simulink will cult all 
the un-needed C code. This can also be used as a "comment" mechanism Inside 
Simulink. A block or section of code with all outputs stubbed vdth terminators %III 
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generally not appear at all In the C code. Note: an exception Is that the S-function 

delay blocks referred to extensively In this thesis can not be removed In this way. 
Ali code up to and Including the delay blocks is included Inside the c code, 

whether or not the output of the delay block Is actually used. This Is because the 
delay buffers constitute signal storage. Simulink knows there Is signal storage 

within the buffers, and this violates one of the three conditions required for the 

"Block Reduction" optimisation to be applied. For this reason, some of the large 

analysis blocks used in this thesis must be manually stripped down If not all 
functions are required. A good example is that If the ati-harmonic RMS and THD 

measurements are not needed, significant execution time can be saved by 

manually deleting the un-needed blocks of code In Simulink. 

0 Another useful observation Is that a boolean switch can be Inserted Inside SImulink 

code, with the boolean switch value set to a constant. The two paths feeding the 

switch can be entirely different algorithms. When Simutink creates C code, It 

knows the value of the constant Boolean flag, and therefore does not create any C 

code for the un-needed code path. This Is very useful, since different candidate 

algorithms can be switched between at the C code generation stage, without 

modifying any Simulink code libraries, simply by changing a MATLAB workspace 

value from a1 to a0 or vice versa. As an example, this approach makes the coding 

of the machine-dependent floating-point to Integer casting algorithms easy to 

manage. 

Due to the large number of delay buffer blocks used within some of the algorithms (see 

section 5.6), significant effort was expended in optimising the delay blocks. Starting from 

a baseline execution time of 1.5ps per block (the time taken for the SImPowerSystems 

d9variable transport delay" block on the TC1796 without cache enabled), the time for the 
Author's blocks was reduced to 0.3ps, using the same target configuration. This Is 

achieved by strict "in-lining" of the S-function code within the Simutink ". tic" file, use of 

pointer arithmetic, removal of un-needed bounds checks, and careful C-code 

implementation. The final result Is a less readable but faster algorithm with the Identical 

functionality. The code for the two-tap delay output Is archived in section G. 1. The single- 
tap (and three-tap) versions are similar. 

The execution time of the delay blocks drops to < 0.25ps on the TC1796 when CPU caching 
Is enabled (see below). 
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Fig. G-1 : Execution times (ps) for common function evaluations on the TC1796 
microcontroller. CPU clock 1 5OMHz 
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Fig. G-2 : Execution times (ps) for rounding and Integer function evaluations on the 
TC1796 microcontroller. CPU clock 150MHz 

A 30% speedup on the TC1796 can be achieved by enabling the CPU cache'. This allows 

1 To enabte the CPU cache on the TC1796, tink the apptication to Ox8OOOOODO not OxAooOOoOO In 

Tasking, and program the flash In HITOP via OxBOOOOOOO. Reset and run from 040000000. Inside the 
Initlailsation C code, insert the lines: - 

MAIN_vResetENDI NITO; 

PAM-CONO-O; /* (Enable 16kB CPU caching) See systems units manual pages 2-24 to 2-27 

MAIN_vSetENDINITO; 
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flash memory chunks in the OxAOOOOOOO flash memory area to be uploaded Into the 16kB 

CPU cache as required, by using the memory mapped section at OxBOOOOOOO, to Improve 

execution speed. The Improvements affect most of the Individual code segments by 

around 30% relative to the times shown In Fig. G-1 and Fig. G-2. 
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Fig. G-3 : Execution times (ps) for common function evaluations on the TCI 796 
microcontroller. CPU clock 150MHz. Some functions re-benchmarked with CPU cache 

enabled. 

Fig. G-3 shows the data from Fig. G-2 repeated, again on the TC1796, but with a few of 

the functions re-benchmarked with the CPU cache enabled for comparison. The most 
Important speed-up is that the delay block execution time can be dropped from 0.3ps to 4 
0.25ps. 
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In Fig. G-4, the times for some large algorithms are shown. On this chart, the same 

algorithms have been benchmarked on three different platforms: - 

Infineon TC1796 microcontroller, CPU clock 150MHz, program In 2MB Internal flash 

memory at OxBOOOOOOO, I&B CPU cache enabled, with the most optimised delay 

blocks (version 20080201) 

ADI RTS processor, ce5100 variety. Motorola PowerPC, CPU clock 50OMHz, with the 

most optimised delay blocks (version 20080201) 

ADI RTS processor, ce5500 variety, with the most optimised delay blocks (version 

20080201). "CE5500 Is ADI's next generation of compute power for the RTS real- 

time simulator. The heart of this compute engine Is the 1GHz G4-based PowerPC 

processor. This CE Includes 32KB on-chip Ll cache, 256KB on-chip L2 cache, 2MB 

U cache, and 512 MB of RAM... Performance Improvements range from 3 to 5 

times the computational power of the 50OMHz CE5100" 

The fourth algorithm with times of 133/323/35 ps contains all the code required to 

evaluate voltage and power flow at a node of a three-phase power system. Frequency and 

the voltage magnitudes/ phases are calculated as per section 5, with ripple removal fitters 

applied to the 3 voltage magnitude results. The 3-phase current magnitudes and phases 

are also analysed by re-using the same measured frequency, as per section 3. In addition, 

a positive /negative sequence analysis is carried out and the unbalance calculated. P Ct Q 

flows, power factors and power angles are calculated for the three phases. The sequence 

analysis and power flow calculations are done without any extra sin/cos evaluations, by 

careful re-use of path averaging data (see section 3.9). 

Finally, Fig. G-5 shows the breakdown of execution time on the TC1796 microcontroller, 

this time also showing the times required for the DC bias removal, ADC skew, and 

amplitude/phase corrections for LPF and FIR filter stages. The total times for 3-phase 

voltage /frequency measurement is 113ps. Extending this to a 6-phase voltage/current set 

with full sequence/ balance analysis and power flow analysis Increases the atgorithm time 

to 156ps. 
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Large algorithm execution times (ps) on Infins on M 796 & ADI RTS 
processors 
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Fig. G-4 : Execution times (ps) for large 3-phase signal processing algorithms on the 
TC 1796 microcontroller, and the ADI RTS processors (ce5 100 El ce5 500). 
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(3 3ý-phase current DC Bias renlovak ADC Skew c-A LPF & FIR cornponsawn over and above 3. phm@ VOMW WVWWV, 

M 3. phase current Fourier arm*sis over and above 3-phase voltage algorthms 

13 Voltage and current set sequence and nodal pow or flow an*sis 

Fig. G-5 : Execution time breakdown for nodal voltage/current/power flow analysis 
algorithm on the TC 1796 microcontroller 

Ripple remomA filter (by deduction) 

Full nodal power flow analysis, Path awraging 
vvith minimal trigonometric calcs, WFTH RMS 
and THD calcs, plus 3 ripple remo%ei fifters on 

%. dtage mags. 
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G. I S-function for the "two-taps" variable-delay buffer 
Here, the C-code and "tic" file for the variabte-detay "two-taps" delay buffer Is archived. 
Significant effort has been expended In incremental optimisation and benchmarking of this 
algorithm, despite its apparent simplicity. Mainly, the effort Involves optimising the nic" 
file which Is used to generate actual C-code by Reat-Time Workshop. The hard part Is not 
the algorithm itself, but optimising the way that Simulink creates the Interface between 
the Simulink code and the "tic" code. The "tic" file Is fully "In-11ned" (see the Simulink 
documentation), and resulting assembler Instructions due to the Simutink-S-Function 
interface have been minimised as far as possible. The code for the "single-tap" and 
"three-tap" buffers is very similar, as is the code for a buffer with a fixed delay. Note that 
in the code shown here, the checks for sensible delay value Inputs have been commented 
out, as the prior Simulink code ensures that the values sent are within acceptable limits. 
(In the applications of this thesis, the same delay value is sent to many delay blocks, so 
this check needs to be carried out only once, for many delay blocks). Less robust Simulink 
algorithms should use S-functions with these checks re-Insertedl 

G. 1.1 SF_YariableDiscreteDelayTwoTapsFaster. c 
filet $F_VariableDiscreteDelayTwoTapsraoter. c 

Descriptiong 

3-function *SF-Variabl@Discret*Del&yTwoTaparaster. c6. 

Author : Andrew Roscoe, 2006-2008 

University of Strathclyde 

This version is the most in-lined, has direct feedthrough 

(no -normal- s-function state implomsntationý, and also 

skips the bounds checking of the input Parameter 

D*l&yS&mples, is assumed to already be in the range 

I <- DsloySamples <- M&XD019YSAMPIOS 

if values outside this range are input, segmentation faults may occur. 

Slower versions of this code can be implemented j- 

- : Jtholee:, in-lining (clearer, more easily maintainable code) 

- ith ut rect feedthrough MY adding & 3-functLon state LIMPlasentation) 

-- with bounds checking of *DolayS&mplos* to-enabled 

#define S_yUNCTION-YAME Sr_Variabl*Discret*DelayTwaTapalraster 

#define 3-FUNCTIOK-LEVEL 2 

%%%-SruNwIZ_d*finos_Changes-JBEGIN --- ZDIT HERZ TO 
_END 

#define NUK_INPUTS 2 

/- input Fort 0 */ 

#define IN-PORT-0-NAME Signal 

#define INPUT-0-WIDTH I 

#define INPUT-DIMS-0-COL I 

#define INPUT-0-DTYPS real-T 

#d*fine INPUT-O-COMPUX COMPLEX YO 

#define IN_Q_VRAME-jWED rRAmz-NO 

#define IN-D-DINS 1-0 

#define INPUT-0-TZEDTHROUGH I 

td*fin* IN-0-ISSIGNED 0 

fd*fine IN-D-WORDLENGTH 8 

#define IN-O-FIXPOINTSCALING I 

#define IN-0-TRACTIONLENGTH 9 

#define JN_0_9IAS 0 
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Mefine IN_O_SLOPZ 0.125 

/. Input Port I -/ 

Idefine IN_"RT_I_PLW DelaySamples 

#define INPUT_I_WIDTH I 

#define INPUT_DINS_1_COL I 

#define INPUT_I_DTYPR int32_T 

#define INPUT_I_COMPLEX COMPLEX-NO 

#define MI-TRAM"ASED ritAw-M 

#define IK_I_DIMS I-D 

#defin* INPUT_I_FEEDTHROUGH I 

@define IN-1-ISSIGNED 0 

#define IN.. I_WORDLENGTH 6 

#define IN_I_FIXPOINTSCALING I 

#define IN_I_FRACTIONLENGTH 9 

#define IN-I-BIAS 0 

#define IN_I_SLOPS 0.125 

11define MLOUTPUTS 2 

/- Output Port 0 -/ 

#define OUT_KRT_O_NAME DoloyedSign&L 

#define OUTPUT-O-WIDTH I 

#defina, OUTPUT-DIMS-0-COL I 

#define OUTPUT_O_DTYPZ real-T 

#define OUTPUT-0-COMPLZX C014PLEK-NO 

#define OUT-C-rRAME-BASED rRAMF-NO 

#define OUT-O-DIKS I-D 

#define OUT-O-ISSIGNED I 

#define OUT-0-WORDLENGTH a 

#define OUT_C_rIXPOINTSCJLLING I 

#define OUT_O-rRACTIONLENGTH 3 

#defins, OUT_O-JBIAS 0 

11define OLtT_O_SLOPIC 0.125 

P Output Port I -/ 

#define OUT_PORT_I_NAME DelayedSignalTwo 

#define OUTPUT.. l-WIDTH I 

#define OUTPUT-DIMS-I-COL I 

#defins, OUTPUT_I_DTYPE reaý-T 

#define OUTPUT-I. 
-COMPLEX 

CONPLEX_NO 

#define OUT-I-FRAME-AASED FPAK. NO 

#define OUT_1_DIMS I-D 

#define OUT_I-ISSIGNED I 

#define OUT_I-WORDLENGTH 0 

#define OUT_I_FIXPOINTSCALING I 

#define OUT-1-FRACTIONLENGTH 3 

#define OUT_I_BIAS 0 

#define OUT_I-SLOPE 0.125 

#define NPAWS 1 

P Par&nwter 1 */ 

#cL*fine PARAMETER-C-NAME M&xDelayS&mples 

#define PAPMETER-O-DTYPE int32_T 

#define PAPAMTER-0-COMPLCX COMPLEX-NO 

#define SAMPLF-TIMF-O INHERITED_AAMPLF_TIMZ 

fdofins NUM-DISC-STATZS 0 

#define DISC-STATES-IC 101 

#define MUM-CONT-STATES 0 

#define CONT-STATES-IC to] 

#define SFUNWIZ_GENERATZ-TLC I 

#define SouRcErILZS "-SFB-' 

#define PANELINDU 6 

#define US"IKSTRUCT 0 

#define SHOW-COKPIIJLSTZPS 0 

#define CREATZ_DESUG-WXFIL9 a 

#define SAV9-CODt-ONLY a 

tdafine 3rUNWIZ_MVISION 3.0 

P %%%-aruNwiZ_d*fin9s_Ch&ng*s_9HD --- EDIT HERE TO 
-99GIN 

linclude "simstrue. hv 

#define PARAK-DEFO(S) @sG*tSFcnP&ram(S, 0) 

#define I$-PAPUAYINT324PV&l) (mxIsHum*ric(pV&I) && lmxISLoqicajjpV&j) &, \ 
fmxl$Empty(pV&l) && lumlesparse(pval) 66 lmxlscolwlex4pval) && MXIsInt324 pval)) 

3-function methods 
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#define KDL_CHECILYAJtAMZTICRS 

M defined(RDL-CRECK-PARAMETERS) 66 defined(MATLAB-MX_TILC) 

runctioni mdlChockParametors --- --- -- - -------- - --- ......... 

AbstraCtl 

Validato our parameters to verify they are okay. 

static void wdlCheckParametorsiSimStruct -8) 

I 

fd*fine PrmNumPos 46 

Int par"Index - 00 

bool validParam - falsel 

char paranivectogil 

static chat paranotertzrorKsgil -6The data type and/or complexLty of parameter does hot match the information 
-specified in the 3-function Builder dialog. Iror non-double parameters You will need to cast them sale, j&tj, 16tis. - 
aLnt32* uintSt uintlf, uAnt32 or boole&n. *j 

P All parameters must match the 3-function Builder Dialog .1 

const mxArray -pValO - ssGmtSrcnP&rmm(S, 0); 

if f11s-PARAM-IKT32(PVa10)) f 

validpat" - truej 

paramIndox - 01 

goto 9XIT_"IKTj 

ZXIT_POINTt 

if ivalidParam) I 

parameterEtrarKsg(PrOumPos) - paLr&mVsctcrjp&,, mj, jeX)j 

ssS*tgrrot3t&tus (3, parAunstertuarkag) s 

returns 
I 

#endif P MDL-CRZCK-PARAMZTERS 

runctions mdllnitialig*Sizd$ 
Abstractl 

Setup sizes of the various vectors. 

static void md1laitializeSiS45431013truct -3) 

const 1nt32_T -KAXDGIAYS&Mlog - WxG*tDat&(PARAK. DZTCJS)), 

DZCL_MD_INIT-DIKSINFO(inputDim$lnfo)p 

DECL-AND-INIT-DIKSINF04outputDiaslnfo)j 

SSSOtNumSrcnP&rams(S. NPARAMS); /* Number of expected parameters *I 
W defined(MATLAB-MX-TILZ) 

it (SSGOtNumsrcnParam (8) - 84GetSTcnPar&xsCount(3)) 

adlCheckParameters(S)i 
if (ssGetgrrorSt&tu@(S) Icc NULL) I 

returns 

also I 

return; /* Parameter mismatch will be reported by SimulLnk 

londif 

: S*tNumContSt&te&(S# NUM. CONT. STATES)i 

SetNumDiscStates(S. NUM-DISC-STATZS)i 

if (IssSstNumInputPort4(S, NUK. INPUTS)) returns 
/-Input Fort 0 -/ 

: sSetInputPortWidth4S, 0, INPUT-0-VIDTH); /- q 

sS*tInputPortDataTyp*(S, 0.63-MBLZ); 

: *SetlnputPortCompl*xSign&143,0, IMPUT_O_gWLCX), 

*SotlnputPortDir*ctFoodThrough(Sv Cc INPUT-OrZZDTHROUGH)l 

**SotlnputPortR*quir*dContiquous(3,0,1); /-direct Input Signal access-/ 

/-Input Port I */ 

--SetInputPortWidthjS, I, rNPUT_J_VIDTH); 

: sS*tlnputPort0ateTyp@(S, 1.33-INT32)1 

sS*tInputPortCompl*xSignaI(S, 1. INPUT-1-COMPLzx), 

: ssetrnputFortDirectro*dThrough(3,1, INPUT-I-FtZDTHROUGH)l 

sS*tlnputPortRequir*dContiguous(S, 1.111 /-direct Input signal access-/ 
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if (1*SSetNWmOutPutPort*(3# RUWLOUTPUTS)) returni 
/. Output Port 0 -/ 

@sSatOutputPortwidth(3,0. OUTPUT-O-WIDTH)i 

&sSetOutputPortDat&Typ*jS, 0,83-DMBLC), 

sxS*tOutputPortCompl*xSiqnalj5,0. OUTPUT-0-COMPLLX)i 

/. Output Part I -/ 

maSotOutputPortWidth(S, It OUTPUT-I. MIDTH)i 

&sSetOutputPortD&t&Typ*lS, 1, S3-. DOUBLC)i 

SaSotOutputPortComplaxSignal(S, 1, OUTPUT-1-COMPLEX)) 

/.... Work Vector Modifications ... 

m&S*tNumSamplsTim@s(S, 11; 

vs3*tMux, RWork(S, -MsxD*I*YS&xpl*s+l)j 

ss3*tMumlMork(S# I)s 

$*S*tNumPWork($, O)s 

MOS4ltN=Mod*g($, 0)) 

mSSetNumNonsampl*dZCS(S, O)l 

/* Take care when specifying exception free code - see sfuntepl_duc. c 
ssSetOptions(S, ($A-OPTION-EXCEPTION-FREZ_CODIC I 

SS-OPTION-USIC-TLC_NITH-MCELERATOR I 
83ý-OPTIOK-VORKS-WITK-COD"EUSX))j 

I define KDL-SET-INPUT-PORT-VRAPWJDATA 

Static void Mdl$*trnpUtPOrtrraot*Dats(SimStruct . 3, 

int-T pOrt. 

Frame_T frameData) 

ssSetInputPortFramwD&t&(S, port, frameData)l 

runction: adlInitializoSampleTimes 

Abstracti 

Spocifiy the sample time. 

static void mdllnitiali&eS&mpl*Timos(Si&Struct -s) 

f 

:: S: tSampl*Tim&(S, 0, SAWLZ-TIMF-O)s 

S tOffs*tTime(S, 0,0.0); 

#define KDL_START /- Change to tundof to r*movo function 
fit d*fined(KDL-START) 

Function: mdlStart 
Abstract: 

This function is called once at @tart of model execution. If you 
have states that should be initialized oncot this is the place 
to do it. 

static void mdlStart; SintStruct -S) 

const int32-T -M&xDolayS&mploo - ffixGetD4Lt&JPARAK-DzF0(S)), 
int32-T ii 

for (i - 0j i< (*KaxDoloyS&mplos+l)i 1++) 

SaGetRWOrk(S)[i) - 0.08 

intossGet1work(s)(0) 
- 00 /* This Is the Index Of the buffer where we want tbe Sets to at,, ./1 

m*xPrintf(*Initiali$Gd & SF-VariableDiscreteDelayTwoTaparoster buffer of %d g&mpl*m. Nft-. 

#ondif /- KDL-START */ 

#define KDL-SET-INPUT-PORT-DATA-TYPS 

static void mdlSetjnputPortD&t&Typo(SimStruct -3, int Port, DTyp*ld dType) 
I 

s*SetlnputPortD&t&Typo( S, 0, dTypol; 

Nefine MDL_SET_OUTPLtT-PORT-DATJLTYPS 

static void mdlSetOutputPortD&t&Type(SintStruct -S, int POtt- DTYPOld dType) 
I 

masetoutputPortDataTYPOS, 0. dType)l 

fd*fine KDL_SET_DEFAULT_KRT_DATA_TYPES 

statie void mdlSotDof&ultPortDat&Typo@(SimStruct . 3) 

SSS*tlnputPortD&t&Typoi 3,0, SS-DOUBLE)o 

I 
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@mS@toutputPortDataTyps(3,0, SLPMOLI)i 

I 
P runctLont mdlOutPuto .... .. 

static void mdlOutputs(UmStruct *S, Lnt-T tLd) 

const reol-T *Signal - (Const r*al-T-) 4SCIetInputPortlLgn&14S, C)j 

on t Lat32-T Dol: ySwples - (const int]2.? *) s@G@tlnputPortSLqn&ljS, l), 

Oal-T 

: 

Del yedSLgnal " 09AI-7 *)OsGetOutPutPOttRoalSignal($#C)I 

real-T -Dolay*dSignalTwo - (roal-T *ISBC; OtOutPutPortikoalgignalf$, I)I 

const int32-T -M&xD4l&yS&mpleS - lRxGotDat&(PARAK-Dcro(s))j 

vool. T *VDD_Juffer - ssG@tRWOrk(3)J 

/* VDD-. in is a pointer to the index of the buffer where we wont the now dot& to go e, 

/* *VDDin is the LndeX Of the buffer whore we want the now data to go 

Lnt-T *VDD.. ýn - @*GetlWork(S); 

int_T VDD-cut; 

real-T *Out-Ptri 

Lnt-T Offset 

VDD-buffsV(*VDQ-LnJ - *Sign*" 

Offset - -DslaySamPl4s; */ 

L, (offset , *m"Dolayumpies) Offset - *WaxDelaySsmpl@sj Check omitted in this faster jp,. tst,. 
if (offset < 21 Offset - Ij Check omitted In thiG 94*t*t Implementatlea 

VDD-Out - -VDD-irk - -DolaySampless 

if (VDD-out 0) 1 

VDD-GUt -MaxDolayS&MlGSI 

VDD-Out++; 

out-ptr-&VDD-buff@r(VDD-cutlj 

-DelayedSignal - -Out_ptri 

/* VDD-out-VDDoutý, MxD*IaySamples+I */ 

if (VDD-out -- *KAXD*1&YSamPl*$) 

-Delay*dSignalTwo - VDD_. buffsrjOjj 

else I 

out-ptr++; 

-DolayedSignalTwo - *Out-ptrj 

P Leave VDD-in ready to take the next sample 

j-VDD-iQ++I 
if 4-VDD-in -M&xDelAySajRpleS) 

*VDD-, in W 

functions swilTerminate 
Abstracts 

this function* you should perform, any actions that ere ngcss. ary 
for examplev if memory was the termination of a simulation. 

allocated in mdlSt&rts this Is the place to free Lt. 

static void sidiTerminats(SinStruct -S) 

tifdof MATLAB_)MX-rlLg /' Is thLa file being Compiled as & kEX-fLle? 

#Include -simulink. C' P HEX-file interface Mechanism 

felt* 

fincluds "cg-. sfun-h' P Code generation registration function 

feadif 

G. 1.2 SF_Variab[eDiscreteDelayTwoTapsFaster. tic 
sr-Vatiabl*DiscreteDelayTWOT&PsraateC. tlC 

1% file 3 sr_VariableDiscreteDelayTwoTapalraster. tlc 

%I Descriptions 

%I 3-function -Slr_VariabloDiocreteDelayTwoT&psfaster. c*. 
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Author s Andrew Roscoe, 2006-2000 

University of Strathclyde 

This version is the most In-lined, has direct foodthrough 

(no "normal* $-function state implsmentationýf and also 
11 skips the bounds chocking of the input parameter ODelayS&mples-. 

%I *Del&yS&mples* is assumed to already be in the range 
It I <- DolsySamples -c- KaxDelaySamplos 

%I If values outside this Congo are inputr segmentation faults may occur. 
%I 

%I Slower versions of this code can be implemented I- 
%* - with less in-lining (clearer, more easily maintainable code) 
St - without direct fe*dthrough Jby adding a $-function state implementation# 
tl - with bounds chocking of 8Dsl&ySanples6 re-onabled 

%implamentS Sr-V&riabl*DiScret*Del&yTwoTapsreater -c- 

it Functions Start 
0% 

Ot Purposes 
Is Initialise work vectors (global variables). 

4% 

%function Start(blocko system) Output 

/* S-runction Initialiso "$F-VariableDiscretoDolayTwaTapereater- allek, ./ 

ign molementol - LibBlOCkParamterSissirl) :::: 

ign parml-Widthl - nolmentsl(C) * nelanntsl III 

%if (paranLyidthl) )- I 

,:::: 

iqn ppl - LibSIockM8trLxPsx4uwtorSa, *(pj) 

%&&sign ppl - LibBlockParameter(PI, --, --, 0) 

tandif 

baanign vdd_buffer_RNork - LibBlockRwork(0, --, --, 0) 

taaeign vdd_in_. lWork - Libblock1Vork(0,3-. en, 0) 

I 
00 

r. 

int_T Ma. Del: ySM-Ples -, %cpplý. j K"DGI&YS&mpl6S Parameter , I,. 
al, _T 

-VDD_buf *r 4 <vdCLJ)Uff*r-RWork), j P VDDLbuffer real work vector 
lnt_T -VDD. Aft - &%<vdd-in-lWork>j /* VDD-Lu Integer work vector 
Lnt_T Ls 

for (i - 0) 1< (%<Ppl>. j)j J.. ) 

VDD-bufferlil - 0.01 

-VDD-in - Oj P This is the index of the buffec where w* went the date to st&jrt going into 

tendfunction %% Statt 

to runctiont output& 

%I 

to Purposes 
to Code generation rules for mdlOutpUtS function. 

it 

%function Outputs(block, system) Output 

P $-function Output "Sf-VariableDiscret*Dol&yTwaTapefoater- glock, %<N"03. .1 

%assign nolemental - LibBlockP&rameterSize(PI) 

%assign paranL-widthl - nelementall0l - nalementalill 

%if (parask-widthl) >I 

%assign ppl - LibBl*ckK&trixP&rwwterBass(Pj) 

%site 

%assign ppl - UbBlockftramwetar(Pl, 86, -6,0) 

%andif 

%assign puO - LibBlockInputgignal(C. 

%assign pul - LibBlockInputSignal(l. 

tassign pyO - LibBlockOutputSignal(O, 

%assign pyl - LibBlockOutputSiqnal(l, --, --, 

taesign vdd_buffer-RWork - LibBlockRWork(0, --, -. g) 

%aeoign vdd_in_II(ork - LibBlockIWork(0, --, --, 0) 
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i: t-I KaXD*l&ySaMplGs - %ýCppl)q /I MaxDelay3amples parameter , 1,, .1 
v al_T Signal - %4puoýs P Input signal -/ 

it Int-T Del&yS&mplas - %ýPul). j P Input signal - number of salsy Samples 
%% r*&1_T DelayedSignal - %<PYO>l /I Output Signal 
it r*&i_T Delay*dSignalTwo - %<pyl>l 1* output signal 

real_T -VDD_buffer - &%<vddbuffer. RWork),; /* VDDbuff*s real work vector *j 
lnt_T -VDD_in - &%, Cvd4_Ln_IWOr"j 1* VDD_. 1n integer work v*ctor -1 
int_T VDD_Out; 

real_T -Out_ptr; 

int_T Offset; 

D*l&yBuff*rCountTaq This comment allows a count Of these blocks In the RTW @-code file 

VDD_bufferi-VDD-in] fj<puOýj 

Offset - tvulýi 

if (Offset 3. %<ppl>) Offset - %<ppl)-; Check omitted in this faster implementation 
if (Offset < 1) Offset - 11 Check Omitted Ln this faster Implementation 

VDD_OUt - 'VDD. In - %<Pul>) 

if 4VDD-out < 0) 1 

VDD_Out - %<Pplý# /* VDD-out-VDD-out+K&xD*Iaysaffpleg+I 

VDD_Out++j 

out_ptr-&VDD_buffer(VDD_outli 

I<pyo> - -out-ptri 

Lf (VDD-out -- %<PPI>) 

§<pyl> - VDD_buffeclOIj 

else ( 

out_jptr++; 

%<pyl> - -Out-ptri 

I 
P Leave VDD-in ready to take the next &"Vie 
(-VDD-in)-+; 

if (-VDD_. in > t<ppl>) 

-VDD_in - 0; 

Sendfunction %I Outputs 

%% Igor) Sr_Variabl*Discrot@Del&yTwoT&paraater. tic 
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Appendix H Logged domestic voltage and current 
waveforms 

The figures below record a snapshot of single-phase domestic voltage and current 

waveforms on 21" March 2008 at the Author's home. The load Is relatively tight (-50OW), 

and is made up mostly of "energy saver" light bulbs and audio-visual equipment. Of note Is 

the extremely high harmonic content (52.9% THD) of the current drawn, which is mostly 
from the peak of the voltage waveform. 
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Fig. H-1 : Typical low-load domestic voltage and current waveforms 
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Fig. H-2 : Typical low-load domestic current harmonic distortion 
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