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> Frequency measurement

Within microgrids, as already described in section 2.1, system frequency is a much more
dynamic parameter than it is in large national networks. This is due to the lower per-unit
inertia of the generators and spinning loads, in combination with the larger sizes of
commonly occurring load steps, relative to the system capacity and inertia. Thus, a
measurement of frequency must respond fast enough to accurately follow the system
frequency variations. The requirements for measurement accuracy, tracking and latencies
were previously discussed section 2 and culminated in Table 2-14 and Table 2-15. This
specifies a measurement latency of only 5 cycles (100ms) and a required accuracy of
+0.025Hz (+0.0005pu), with only 10 samples per cycle, and other interfering quantities
such as harmonic content and flicker. The measurement of frequency to this accuracy with
such a short latency is a specialised problem, to which “normal” techniques cannot be
applied. In other fields of engineering, frequency measurement can generally take place
over many cycles which allows much more conventional and accurate techniques to be
used (Roscoe, 2005).

In addition to the requirement for a fast response time, tough requirements for “influence
qualities” such as high harmonic content, power-line communications, flicker, and
unbalance have all been laid down in section 2.7. The expected level of these interfering
parameters is much higher within microgrids than it is for “normal” grid-connected power
systems. This will be especially true for a battlefield and disaster-relief type scenarios
when small power system networks might be operated outside the normal design
constraints (and legal requirem.ents) which would be applied for a distribution network. In
such cases the risks of the following conditions are all increased: lower diversity of loads
potentially injecting common harmonic currents, lower fault levels (higher impedances)

causing higher levels of voltage harmonics due to harmonic currents, higher unbalance due
to the difficulty of balancing single phase loads accurately across three phases, and large
relative load steps relative to the size of the network leading to flicker and frequency

deviations.

In addition to all these constraints, it is also desired to measure frequency using cheap
equipment and processors, at relatively low sample rates so that the processor can also be
used for other control/relaying tasks simultaneously (see section 2.9).

This chapter presents the design and performance of a new algorithm for frequency
measurement. It can be called a “Clarke-FLL hybrid”, being a combination of two entirely
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separate frequency measurement algorithms based upon (firstly) a Clarke transformation
and (secondly) a set of 3 single-phase frequency locked loops (FLLs). Such a hybrid is
created because the two different measurement techniques have different strengths and
weaknesses. The hybridisation enables the overall algorithm to exploit the strengths of
both (and minimising the weaknesses) by selectively using one or the other depending
upon dynamic circumstances. The algorithm provides measurements of frequency,
amplitude and phase of a 3-phase signal set. The pre-existing work which directly
contributes to the algorithm is the well-established mathematical Clarke transformation
itself (Clarke, 1943), and some of the exact-time averaging and Fourier measurement

blocks within the MATLAB SimPowerSystems blockset which were significantly enhanced in
sections 3.2 and 3.5. The single biggest influence on the core of the final measurement

design is the finding that the use of the optimised exact-time averaging techniques
(particularly the novel extra %:-cycle averaging introduced in section 3.9) enable the

Clarke transformation and Fourier algorithms to give significantly better results than other

authors have previously achieved, even at very low sample rates. The work by Jovcic
(2003) was of significant interest, both because he is the only other author to date to

recognise the benefit of exact-time averaging, and also due to his use of 2"° harmonic
cancellation techniques (although these ultimately did not contribute to the final

algorithm, as described by section 3.10).

The final Clarke-FLL hybrid contains a large amount of Simulink code. This consists of
many carefully placed uses of the exact-time averaging algorithm (optimised in section
3.2), the novel ripple remover (designed in section 4.3), and a significant quantity of code

which implements:
o fault ride-through

o fast settling when a new or fast-changing signal is applied, including seeding of the
FLL with data from the Clarke’s measurement when appropriate

These two functions contain large amounts of code to implement logic, buffering, and
hysteresis delays. All this code was created from scratch during this work.

In the section 5.7, the performance of the Clarke-FLL hybrid is trialled against 7 other

candidate frequency measurement systems. It is shown to perform the best, and is thus
the solution of choice. Benchmarking analysis is also performed to show that the
computational load presented by the Clarke-FLL hybrid is competitive compared to the

other solutions, despite is apparent complexity.
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5.1 Established and published methods

Within a nationwide power system, adequate and accurate frequency measurement has
traditionally been made with relatively simple techniques such as zero-crossing detection.
These techniques have been adequate due to a combination of factors:-

e Smaller numbers of frequency measurement points required means that
equipment can be relatively expensive

o fast sample rates, sometimes into the 20 kSa/s range
o precision analogue hardware front-ends
o precision ADCs (analogue-digital converters)

* averaging over many cycles, which has been acceptable because the expected
rate of change of frequency (ROCOF) has been low

* reliance upon the sinusoidal nature of the voltage waveforms

* reliance upon balanced operation, so that only one phase needs to be measured

In the following sub-sections, a summary review of established and proposed methods for
frequency measurement within AC power systems is presented. Some of the proposed
methods use novel techniques. However none (in their presented or raw implementations)
are found to meet the requirements of chapter 2.

5.1.1 Frequency measurement by zero crossings

Traditional commercial relays have tended to use zero crossing algorithms to measure
frequency. By taking samples, it is possible to find the pairs of samples which contain the
zero crossing. Linear interpolation between these two samples can then be used to
calculate the time at which the zero crossing is believed to have occurred. It is interesting
to perform an error analysis for this frequency measurement method, using a purely
sinusoidal waveform input, as a benchmark against which to analyse other frequency

measurement methods and scenarios.
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Figure 5-1 : Linear interpolation to estimate the time of a zero crossing

At a zero crossing point, the actual zero crossing occurs at time t,. The sample interval is
At;. The first sample vy occurs at ty=t,-t, and the second sample v; occurs at t;=ts-t+At;. If
one of the sample values v; or v, is 0, then by examination the actual position of the zero

crossing time is known to be at t; or t; respectively. Normally, however, this is not the
case, and linear interpolation is carried out to determine an estimate of t, given by pes:.

The estimate of ¢, can be made using the following equation:

[, —1{ _ . o
boes =1 =V, (;—2—:7') where v; and v; are the signed voltages (v, negative and v, positive
2 |

in Figure 5-1)
(5.1)

The effect that this single zero-crossing measurement error will have on a frequency

measurement at 50Hz is given by:-

F:error =l_ ___1___
T [T'i'(to:sl —t(})

This expression simplifies, assuming that tgeg-to<<T, to:

) where T is the actual period of the sinusoid.

[ —
Forror = '(i%,z—to) = (toﬁ, ~1, )F * where F is the actual frequency

(5.2)

It is relatively trivial to now analyse the frequency error induced by the error toes:-to for
different values of sample interval At; and different values of the time offset t between

the first sample and the zero crossing. At 50Hz, and using a 1 per-unit voltage magnitude,
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vi=sin(2n50(t,-ty)) and v;=sin(2n50(t;-to)). These values for a pure sinusoidal waveform can
be substituted into (5.1) for different values of At; and t to evaluate tp.s-t, For

simplification, t, may arbitrarily be set to 0 for this evaluation.

Frequency error using zero-crossing algorithm due to
interpolation errors only, at only one end of the cycle, at different
sample rates, versus the time offset of the first sample from the
actual zero crossing
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Figure 5-2 : Frequency error of zero crossing algorithm using pure 50Hz sinusoid inputs

Clearly, from Figure 5-2, the zero crossing algorithm doesn't work well at sample rates
below 1000 Sa/s (20 Sa/cycle), when the sample instants do not coincide with the actual
instants of the zero crossings. This is the reason that most traditional digital frequency
measurement devices use one of the two following approaches:-

a) a very high sample rate, above 4 kHz and reportedly as high as 24 kHz (480
Sa/cycle), and/or

b) front-end sampling hardware which is clocked at a variable rate by a phase-locking
system which targets samples at the exact instants of zero crossings. In this case,
the performance of the hardware phase-locking PLL system will also affect the

accuracy and dynamic response of the measurement.

Aghazadeh (2005) presents a method of reducing the errors, compared to the analysis
performed above, for a zero-crossing measurement. However, the resulting frequency
errors are $0.05Hz when representative noise and harmonics (commensurate with the

levels applied in this thesis) are included on the input signal. This is an unacceptable error
level.
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5.1.2 Methods based upon the Clarke transformation

An appealing method for measurement of system frequency in a 3-phase system is the use
of the Clarke transformation (Clarke, 1943) to transform the three-phase voltage
measurements into a rotating vector in 2-dimensions, by the standard equation:-

2 -1 -
Al |3 :ls 31 v
Bl=[0 ——= —|*|V
NIV R N
N PR B
3 3 3

(3.3)

A
The angle of the vector [B] rotates at the system frequency. Thus, system frequency at

any instant can be defined mathematically as

d
= > (arctan 2(B, A))

(5.4)

Where arctan2(B,A) is the well-known version of arctan that returns a correct answer over
the full 4 quadrants of the plane, and also avoids division by zero errors. Also, a subtlety is
that when arctan2(B,A) crosses the boundaries at +m, 0 or 21, an algorithm must correctly
“unwrap” the phase to give a correct answer for f. Several authors make use of this

technique to measure frequency.

Cantelli (2006) uses a version of the Clarke transform method, specifically because it can
ride “seamlessly” through dips on single phases, whereas a single-phase frequency
measurement is vulnerable to dips on that phase. The problems of phase unwrapping are
avoided because the method does not use the atan() function but instead estimates the
phase change from the Cartesian coordinates. There is a small time saving by avoiding the
atan() function, although the evaluation does require a sqrt() function instead (see Fig.
G-1 for relevant benchmarking experiments). The method is also vulnerable when sample
rate is low, as the approximation to the atan() function then becomes less valid. Cantelli’s
method does not carry out exact-time averaging over % or one cycle, and so there are
ripples at the output of his algorithm in the presence of harmonics or unbalance. This is
reduced by a PID filter which of course introduces an IIR response characteristic. Cantell]
(2006) ignores the effects of unbalance, which is a significant oversight, particularly as
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unbalance can reach 100% during an unbalanced fault. No mention is made of the sample
time used in any of the analysis. From the graphs presented in the paper it appears to be

>>10 samples per cycle.

5.1.3 Methods based upon Fourier transforms
Aside from zero crossings, Fourier transforms are the most obviously suitable ways to
measure the frequency of a sinusoidally shaped waveform, from a purely mathematically

point of view. This is because they correlate the measured waveform with a synthesised

sinusoidal waveform, in the real or complex domain. The transforms can take the form of
an individual discrete Fourier transform (DFT), carried out for one exact frequency
correlation (as used in this thesis), or as a repeated set of transforms at numerous

correlation frequencies to provide an array of data across a frequency range. The FFT
(Fast Fourier Transform) is a specialised form of this, which reduces the computational
effort but imposes restrictions on the input and output data streams (regular sample times
and fixed output frequencies). A single DFT calculation requires (many) sine and cosine
evaluations, while an FFT calculation required many floating-point operations. Due to the
computational effort required to calculate the DFT/FFT, such methods have taken some

time to become acceptable within power systems applications. Instead, such methods as
zero crossings and Walsh functions (Johns, 1995) have been used.

More recently, microcontroller CPU speeds (and particularly the floating-point capabilities)
have gradually advanced to an extent that Fourier analysis can be carried out directly, so
long as care is taken within the coding. Early digital implementations of Fourier analysis
within power systems relays were simplified within the algorithms to use such things as
sine/cosine lookup tables, or lookup tables for an entire sine/cosine correlation waveform
at a fixed sample rate (Moore, 1996a). This type of implementation suffered from 10.04Hz
errors for input signals off-nominal frequency, due to errors resulting from limitations of
lookup tables. An example of a very poorly coded Fourier analysis can be seen in Lin
(2005). At the present time, analysis of Appendix F & Appendix G shows that sine and
cosine operations can be calculated within modern microcontrollers almost as quickly as a
lookup table can be accessed. This, particularly when combined with the realisation of
exact-time averaging algorithms (see section 3.2) which can provide rolling-buffer
operation, means that much more effective and accurate Fourier analysis algorithms can

be coded in real-time using cheap microcontrollers.

5.1.4  Phase-locked loops (PLLs)
The MATLAB Simulink SimPowerSystems blockset provides code which implements both
single and three-phase PLLs. These perform reasonably well, as they contain single-cycle

211



exact-time averaging. They are used for 2 of the 8 methods compared in trials presented
later in this thesis.

Chung (2000) presents a quite conventional digital three-phase PLL using the dq frame,
without any special techniques such as signal level normalisation or exact-time averaging.
The resulting output suffers ripple in the presence of unbalance and harmonics. No
mention is made of the sample time used in any of the analysis. From graphs it appears to

be >>10 samples per cycle.

Awad (2005) describes a software PLL system. He introduces a useful normalisation of the
[AB] vector to unit length before carrying out the phase detection, which in a PLL can be
done by looking purely at the magnitude of the q component after transformation to the
dq frame. This normalisation helps the PLL to retain the same dynamic performance during
voltage dips. This normalisation, however, would not be required if the atan2(q,d)
function was used to measure the actual phase rather than the estimated phase. Awad
(2005) also uses a delay-signal cancellation technique to separate out the positive and
negative sequences of the AB vector, so that the transformation to the dq frame contains
only the positive sequence component. This is done, presumably, to minimise PLL ripple
due to unbalance (but not harmonic content). No mention is made of the sample time used
in any of the analysis. From graphs presented it appears to be >>10 samples per cycle. The
delayed-signal cancellation is an approximation which will not be correct at all times, and
assumes that system frequency is always at or very close to nominal. In a microgrid
scenario, this is not necessarily true. The delayed-cancellation technique in Awad (2005)

would not be required if an exact-time averaging algorithm over exactly %2 or 1 cycle was
applied to the dq data. This would remove all ripples due to unbalance, and also

harmonics.

Han (2006), presents a single-phase PLL, which adapts the sensitivity of the phase detector
by using an ALC (normalisation) control loop so that during voltage dips the PLL retains the
same gain. This concept is also used (but in a more comprehensive manner) in a PLL

designed by Jovcic (2003).

Jovcic (2003), presents a PLL which does address the issue of low sample rate. This is done
by the use of the SimPowerSystems block “Discrete Variable Frequency Mean value™.
Jovcic (2003) also introduces the concept of 2™ harmonic cancellation. These concepts
have been analysed and extended in sections 3.2 and 3.8 of this thesis. Jovcic’s PLL is a
single-phase device, although the concepts extend readily to three-phase operation. This



PLL has been recreated in detail, exactly as described by the paper. During this work it
was found by simulation that below 20005a/s the feedback loop inside the algorithm for
voltage magnitude estimation can become unstable under high levels of harmonic
contamination. At sample rates of 20005a/s and above, the PLL operates as published.

Jovcic's PLL therefore includes several useful techniques, and the performance of the
phase-locked loop itself is very good. However, being a PLL, the author proposes that it is
not the best way to measure frequency (see section 5.3). Also, the algorithm does not
include any fault ride-through mechanisms (see requirements section 2.7.5). This thesis
proposes (but does not explicitly prove) that if the frequency measurement algorithm
described later in section 5.4.2 were used in combination with a PLL such as Jovcic’s, the
resulting algorithm would outperform the Jovcic PLL as published. This is because the
frequency measurement algorithms proposed here can settle more quickly without

overshoot, ride through faults better, and attenuate noise better, than the phase-tracking
part of a PLL. The output of a better frequency measurement (not from a PLL) could in

future be used to drive the exact-time averaging algorithms inside a PLL phase detector,
to create a hybrid frequency measurement and PLL algorithm.

5.1.5 Kalman filters

Dash (2000) proposes using extended Kalman filters. This thesis does not propose to utilise
Kalman filters due to their similarity to low-pass filters and the inferior rejection of noise
and ripple offered by these compared to adaptive FIR filters (see section 3.3). The

algorithms proposed by Dash have not been finalised and appear to be unstable under
certain conditions. The graphs of results are also scaled in such a manner that the errors

cannot be resolved to useful accuracy. No mention is made of the sample time used in any
of the analysis. From graphs presented it appears to be >>10 samples per cycle.

5.1.6 Other methods
Choi (2006), attempts to use a phase-delaying technique on a single-phase voltage

waveform. This is done to create two voltages from one, with, hopefully, one lagging 90
degrees behind the other. This can be processed in a similar way to the AB vector in

Cantelli (2006). No mention is made of the sample time used in any of the analysis, and
the diagrams suggest the system has actually been modelled in the “continuous” mode.

The results show ripple of the order of +1Hz which is unacceptable. The delayed signal
technique is far worse at removing unwanted effects of harmonics than exact-time

averaging.
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Salcic (2000) presents an extremely convoluted method which does not assume that the
waveform is sinusoidal but instead simply looks for symmetry around the positive peaks,
and then attempts to fix a timestamp at each peak. The time between timestamps is then
used to deduce frequency, like a zero crossing algorithm. The sample rate requirements
for this method are Fmax.(Fmax/Fresolution) = 53*53/0.1 = 28090Hz to achieve even a
0.1Hz resolution, which is unacceptable within the scope of this thesis. Waveforms with
substantial THD (35%) are used as test waveforms. However, the resulting errors even with
28kSa/s sample rate, over 10 cycles, are still about 0.01Hz. This is poor performance for
such a high sample rate. With a 1 cycle measurement, the errors are about 0.08 Hz. The

algorithm also appears to have a quantised output; i.e. the output for the 1-cycle case is
49.925Hz, 50Hz or 50.075Hz, and cannot take values in between. Two fundamental

problems within this paper are that the algorithm is looking for a maximum in a waveform,
which is always numerically inaccurate compared to locating a zero, and that the
algorithm appears unable to interpolate between samples so the sample rate required

becomes unnecessarily large.

Lin (2005) describes an interesting algorithm (for both amplitude and frequency
measurement) based upon adaptions of wavelet transforms. The sample rate used is also
suitable, at 600Sa/s, and this method might be worth more analysis in the future. No noise
or ADC quantisation is applied, however, and the scales on the graphs do not allow a good
analysis of the performance. His proposed method is compared to a Fourier analysis (which
is the proposed base measurement used in this thesis), but this appears to have been
deliberately coded very poorly to give bad results for comparison.

Lopez (2008) describes a 9-sample technique (triplet of triple samples), which claims to be
fast responding. However, similarly to the 2 and 3-sample amplitude measurement
techniques (Johns, 1995), the method is very susceptible to noise and ripple due to

harmonics. All the dynamic performance advantage of the technique is lost because the
samples must be pre-processed by a bandpass filter which introduces a delay of at least 2

cycles to achieve even marginal performance (+0.02Hz accuracy with 40dB SNR at 128
samples per cycle). The technique has been coded in Simulink by the Author and improved
with averaging techniques to create a 5-cycle measurement and compared to the proposed
method of this thesis (subsequently to the text of this thesis being substantially complete).
The Lopez (2008) method compares poorly. In particular, in the presence of harmonics the
algorithm produces biased results with an over-estimate of frequency which cannot be
removed by any amount of post-filtering, Thus, the algorithm pre-filters must be able to
provide almost perfect sine waves - an almost impossible task without adding substantial
group delay. In test, the method over-estimated frequency by up to 0.3 Hz for high
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harmonic content (28% THD) signals, even with 2 cascaded 125 Hz low-pass pre-filters.

9.2 Summary from literature search for frequency
measurement

* Most published papers discuss PLLs (Phase-Locked Loops), of which the primary
function is to control power-electronic devices. The estimate of frequency is a

by-product of this process.

 Few authors appear to fully prioritise the reduction of sample rates to enable the

algorithms to be combined in multi-function systems. Exceptions are Lin (2005)
who uses a sample rate down to 600 Sa/s, and Jovcic (2003), who addresses some
of the problems due to lower sample rate, although the actual sample rates

targeted or used is not described.

e Some authors apply harsh levels of harmonics, and some present unbalanced

scenarios. However, in most cases the graphical results presented either show
relatively poor errors with noise, ripple, or lIR settling characteristics, or show

errors which have been hidden by graphs with wide scales.

* Most of the published algorithms can be either made redundant or significantly
improved by use of an exact-time averaging algorithms. These are used by Jovcic
(2003), and have been significantly extended/improved in this thesis (see sections
3.2 and Appendix G). Use of these blocks allows removal of much of the ripple due
to unbalance and harmonics, and also removes noise more effectively than a low-

pass filter (see chapter 3).

5.3 Why not to use a PLL for a measurement of
frequency

During the course of this thesis, many different candidate methods for frequency

measurement were investigated. Most were eventually rejected, and not all are presented
here. Significant time was taken creating phased-locked-loop (PLL) solutions, not least

because a 10kVA 3-phase grid-tie inverter with islanding capability was designed, built,
coded and tested by the author. These phased-locked-loops were either single-phase units
or three-phase dq analyses. Generally the algorithms, at the core, were very similar to the
SimPowerSystems blockset algorithms “Discrete 1-phase PLL” and “Discrete 3-phase PLL".

Variations on these algorithms which have been developed include:-

* Normalisation of the dq vector to unity magnitude, to standardise and stabilise the

response during voltage dips/surges.

* Replacement of the phase detector (the measured value q from the dq vector) in
the three-phase unit, with an atan2(q,d) result which allows faster locking or
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re-locking when phase error is significant. This helps particularly when the dq
vector crosses into the left quadrants of the dq plane, i.e. when d is negative and

the PLL is significantly unlocked.

Enhancement/improvement of the exact-time averaging algorithms as detailed in

section 3.2.

Experimentation with other post-PLL smoothing techniques for the estimation of
frequency. (SimPowerSystems blocks use a slew-rate limit of +12Hz/s combined
with a 2™-order low-pass filter set to 25Hz cut-off).

Creation of PLLs with %-cycle base correlations, and N-cycle base correlations.
These allow faster response with more noise, or slower response with smoother

outputs.

Addition of ride-through capability during faults (particularly relevant for inverter
drive PLLs)

Additions which allow the PLLs to be seeded from an external estimate of
frequency. The external estimate should be fast responding and robust, but can be
noisy. This allows the PLL range to be extended over more than an octave which is
unconventional. A seeding algorithm detects when the PLL frequency is
substantially different to the robust seed frequency (with additional time
qualifications), and when necessary resets the PLL to the seed frequency to
re-lock it quickly. This allows extended frequency range since accidental locking
to sub-harmonics or harmonics is no longer possible. It also significantly speeds up
initial locking when a signal is first applied and the PLL has previously been free-

running with a noise-only input.

Despite all the work on PLLs, in particular the seeding algorithms, this thesis proposes that
they are not the best way to measure the parameter frequency. They lock to phase very
well, which is what they are fundamentally designed to do. Because they lock to phase,
however, transients cause an lIR response through the Pl controller, and a step change in
frequency always results in a response which overshoots. To demonstrate this, a simple

Simulink simulation was created. This contains several PLLs:-

SimPowerSystems 1-phase PLL
The PLL designed by Jovcic (2003)

the author’s single-phase PLL based upon a single-cycle averaging of the q error,
including the improved exact-time averaging algorithm. This has the same loop
gains as the SimPowerSystems PLL.

the author’s single-phase PLL based upon a %-cycle averaging system, with higher
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loop gains and faster response.

* the author’s single-phase PLL based upon a 1%-cycle averaging system, with lower
loop gains and a smoother response.

* the author’s three-phase PLL, based upon a 1-cycle averaging system of
atan2(d,q). This has the equivalent loop gain of the SimPowerSystems 3-phase PLL

block.

These PLLs were exposed to a waveform of a constant frequency 49.95Hz, at magnitude
1pu until t=1 second, when the frequency undergoes a step change to 50.05Hz. Figure 5-3

shows the response of the different PLLs.

Response of various PLLs (at Frequency output)
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Figure 5-3 : Step response of various PLLs to a small frequency change

The responses of the PLLs exhibit two characteristics in Figure 5-3 which are undesirable.
Firstly, the responses all overshoot, except for that of the Jovcic (2003) PLL, because it is

so heavily filtered that its response is too slow. Secondly, the IIR response of the Pl control

loops means that the frequency measurement is still settling up to 200ms after the step
change was applied. This is too slow to meet the requirements of 3-5 cycles (60-100ms)

defined in section 2.1. It must be noted that a frequency seeding algorithm was included
in the authors’ PLLs for the above experiment, but since the frequency step is very small,
the seeding algorithm quite rightly does not take action. This is because the frequency
seeding can only seed the frequency and not the phase, so is only of benefit when the PLL
has lost lock completely. This does not occur during the above simulation.

To contrast with Figure 5-3, Figure 5-4 shows the response to the same waveform of a
simple measurement using the Clarke transform. In this case, the algorithm uses initial
Dase averaging over exactly 1 cycle, cascaded into a second 2-cycle exact-time average



filter. This creates an excellent filter combination to reject noise, harmonics, unbalance
and integration/interpolation errors due to low sample rates, as described in chapter 3.
Clearly, the frequency measurement rises over 3 cycles (60ms) in a controlled fashion,
with a closely defined FIR response and zero overshoot. This is preferable by far to any of

the responses shown in Figure 5-3.

Frequency
F .
©
& &

Response of 3-cycle Clarkes measurement

« = = =Actual frequency
———e Clarkes 3-cycle

0.9 0.95 i 1.05 1.1 1.15 1.2 1.25 1.3
Time

Figure 5-4 : Step response of 3-cycle Clarke transform measurement to a small

frequency change

Aside from the IIR response and the overshoot characteristic, there are two more
undesirable features of PLLs, when used to measure frequency:-

Due to the control loop action, the ripples at the PLL “frequency” output may be

at high frequency, but not at multiples of the fundamental frequency, even for
situations where there are no aliased harmonics. This makes removal of the

residual ripples much harder than for the FIR-based measurements. As shown in

chapter 3, the FIR-based measurements using 1 and %-cycle averaging create
ripples at integer multiples of the fundamental for all the following cases, and

these ripples can then be almost entirely removed by cascading a further exact-
time average step. This almost completely removes the errors due to:-

o Integration/interpolation

o Un-aliased harmonics
o Unbalance (for 3-phase AB and dg-based analyses)

o Errors in the estimate of frequency used to dynamically set the parameters
within the FIR exact-time averaging filters.

During a phase jump, the response of a PLL is a necessary swing (undershoot
followed by overshoot or vice-versa), to bring the PLL back into lock. The PLL

frequency does not truly represent the waveform frequency during this time. This
is the reason that PLLs such as the SimPowerSystems block and the Jovcic (2003)
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implementation use slew-rate limiters and low-pass filters to massage the
inner-loop frequency before using it as the “best estimate” of frequency. For a FIR
filter which only measures frequency and is not locked to phase, the frequency
measured will still contain a “blip” following a phase jump, but this “blip” is
one-sided and does not contain the large overshoot-undershoot characteristic of a
PLL, This is a useful feature, considering that switching large loads within
microgrids can have exactly this effect due to the changing phase across a reactive
component such as a transformer when real power flow changes significantly. For

example, Table 2-15 explains how an almost instantaneous 10 degree phase jump
could easily occur within a microgrid.

For all these reasons, the author does not believe that the use of a PLL is the best way of
measuring frequency. This thesis instead proposes that techniques based upon FIR filters,
without any form of Pl control loop, are more appropriate.

5.4 Description of the eight methods trialled

Eight methods of estimating frequency are presented here. Six of these are described
briefly, as they are used mainly for comparison. The best two methods are described first,
in detail, since a combination of these two methods produces the best frequency
measurement achieved to date, against the requirements of chapter 2. The test waveform

used is that described in sections 2.10 & 2.11.

5.4.1 Method 1 : Clarke transformation with ride-through

The basic technique for frequency measurement using the Clarke transform was
introduced in section 5.1.2. The algorithm shown below uses this technique with a number
of enhancements. These allow the algorithm to switch between different modes and give
fast initial settling, followed by more averaging during steady-state operation, combined
with fault ride-through capability. Important considerations are pre-loading of filters
during ride-through and settling, and also internal checks for validity of the final answer.
These lower level details of the algorithms are all required to make this measurement as
responsive as possible, and to optimise its potential for use as a seed algorithm for other
frequency measurement methods. This algorithm is extremely robust and can cope with all
frequency and amplitude scenarios, unless the signal amplitudes are below the noise, or
there is a two-phase fault (line-line or line-line-ground). Frequency can be measured
(hardware instrumentation permitting) from DC to almost the Nyquist frequency of the
frame rate, without any danger of locking to sub-harmonics or harmonics. Only one “hard”
maths function is required: an “atan2” function to determine the rate of change of angle

of the AB vector.
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Figure 5-5 (which is split over two pages) shows the highest level detail of this algorithm.
Figure 5-6 through Figure 5-8 show lower-level details. Important features of the algorithm

are now described:

Inside the measurement core (Figure 5-6), the Clarke transform is performed, and the

rate-of-change of the AB vector angle gives the instantaneous frequency on a
frame-by-frame basis. This contains noise due to all the influence qualities; in particular
the effect of unbalance is to create a ripple in this measurement. Averaging over a single
full cycle removes most of the ripple due to harmonics and unbalance. The effects due to

Gaussian noise are still substantial, however, as the average over one cycle is the definite
integral of the sample-by-sample derivative of atan2(B,A). The effect of this is that at any
time, the output of the 1-cycle measurement is actually deduced from only 4 sample
values, despite that fact that there may be significantly more samples than this taken
during a single cycle.

The frequency can be further averaged over another 4 cycles to create a measurement

with a 5-cycle response time. This can be done using a single FIR filter, or a combination
of FIR filters. An analysis of candidate filter combinations was carried out, using z-domain

filter analysis and bode plotting. The options considered were:-

* Single FIR average over 4 cycles
e Two cascaded averages over 2 cycles each

o Y-cycle averaging followed by 3% cycle averaging

As previously found in sections 3.3.2 & 3.3.4, the cascaded filters provide better rejection

of higher-frequency noise than the single FIR filter. In this case, the best choice is a
cascaded pair of 2-cycle averages, which are seen implemented in Figure 5-6. The bode
plots for the three considered filter options are shown in Figure 5-9 to Figure 5-11.

An important explanatory note regarding Figure 5-6 is the action of the “RideThrough™ and

“Standby” inputs. The “Standby” input is active when it appears that there is no valid set
of inputs (measurements of voltages on phases A, B & C). In this case, the averaging filters
are filled with the nominal frequency. This helps to minimise settling errors if a signal at
nominal frequency is subsequently connected. Also, during ride-through, the filters are
filled with the frequency which is assumed to be the correct frequency during the
ride-through timeframe. This again helps the measurement settle if input signals re-appear

at a similar frequency when a fault is cleared.
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Figure 5-6 : Clarke transform frequency measurement algorithm - detail (2); core

The next stage (Figure 5-7) is to determine the validity of the measurement. It was
considered to use a trajectory analysis of the [AB] vector, as derived by Ignatova (2005),
for this. However, this analysis as presented takes at least a cycle to compute, which is
too long. Instead, the analysis of validity is done by analysis of the instantaneous
frequencies on a sample-by-sample basis, and checking these values against lower and
upper limit lines which will not be exceeded when measurable 3-phase signals are applied
which do not have 2-phase faults. The instantaneous frequencies are measured by the rate
of change of the angle of the AB vector over a single sample frame. Either one of the

following two problems will cause the limits to be exceeded:-
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* The signal magnitudes are at a level approaching or lower than measurement

noise.

e A two phase fault. This causes a collapse of the AB vector trajectory from a circle
to a one-dimensional line which has a un-measurable rate of change of angle. Note
that a single phase-ground fault results in a collapse of the AB vector trajectory
from a circle to an ellipse of aspect ratio 1/3", with a maximum rate-of-change of
angle per second of 3'2n*f, where f is the frequency. This is shown in appendix

B.1.4.

Therefore, sensible bounds on the two-sample frequency can be set at approximately:-
Lower limit: -atan(y/0.05)/(2*n*T;)

Upper limit: atan(y /0.05)/(2*n*T;) + foom*1.2"3

These limits allow for

 Declaration of invalidity when the [AB] vector magnitude falls below 0.05pu, with

worst case measurement noise of y pu (set to typically 4 times the RMS
measurement noise which includes instrumentation noise and ADC

quantisation/noise errors)

o single-phase faults at up to f.om'1.2, i.e. 60Hz for a 50Hz system.

Figure 5-7 shows this checking stage. Importantly, the resulting flag “Validlnstant” is then
qualified by periods of 1.5 (nominal) cycle periods, 5 cycles, and 8 cycles. These qualified
flags then describe the validity of the 1, 3 and 5-cycle averaged measurements. The
additional qualification time allows for settling in the hardware low-pass filters, the
internal averaging stages, and also transient settling within the power system itself. These
flags are subsequently used (Figure 5-5) to select the appropriately averaged frequency
result to use; the fastest during “startup”, or the most averaged during steady-state

operation.

An alternate novel method was investigated to detect validity and the presence of two-
phase faults, in a manner similar to that of Ignatova (2005). This measured the area of the

ellipse enclosed by the AB trajectory. This method proved to be more complex and less
effective than the above method, and is not presented here.

The chosen result is then passed through the ripple removal filter, which was introduced in
section 4.3.1. This can apply a maximum additional averaging period of 4 nominal cycle
periods, but during fast frequency changes it will bypass itself to provide a faster resuilt.
Note that during large transient events, the ripple removal filter must remove itself to
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meet the overall response specification of 5 cycles. This is because the previous averaging
stages take 1+2+2=5 cycles already, and so an entirely new frequency input will take 5

cycles to filter through the 5 cycles of prior averaging and settle. However, during steady-
state and slow frequency ramps, a total averaging of 1+2+2+4=9 cycles produces a result
which represents the frequency at the midpoint of this averaging time period; i.e. 9/2=4.5
cycles prior to the output result. Thus, during steady state or slow frequency ramps, the
ripple removal filter can switch in and the overall response time will be just within the

specifications.
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Figure 5-7 : Clarke transform frequency measurement algorithm - detail (3); validity
tests

The next stage is to decide whether ride-through should be activated, due to a

disturbance; i.e. sudden phase voltage dip (or surge), from a nominal operating condition.
Such ride-through action is required as laid down in section 2.7.5. The algorithm for

detecting such events is described later in section 5.4.2, since it requires knowledge of the
phase magnitudes. The decision process within the Clarke transform frequency
measurement is shown in Figure 5-8. If there is such a disturbance, AND the measurement
was valid at the “lookback” time, then ride-through can be activated. This will trigger the
overall algorithm (Figure 5-5) to hold its output at a constant value, which is taken from
the measured frequency value at the “lookback” time. The “lookback” time is set at 1
cycle prior to the detection of the disturbance. This allows for the finite disturbance
detection time, and so the frequency used for ride-through is taken from a time which is
(hopefully) before any disturbance reached the actual frequency measurement. Ride-



through continues until:-

e atimer expires (set by MaxRideThroughTime)

e the phase magnitudes are usable, for a time long enough to make the
measurement valid

As soon as either condition is violated, ride-through activity ceases.

Note that a subsequent ride-through action may not be initiated for a fixed period after a
ride-through action begins.

Note also that here, and in other certain parts of the algorithms, single-sample delay
states (z'') need to be inserted in some signal paths to avoid “algebraic loops”, where

these signals are passed back to earlier parts of the algorithm.

Determine whether to ride through disturbances in the positive sequence voltage magnitude.
Version for systems which prefer all 3 phases to be up

Andrew Roscoe, 2007
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Figure 5-8 : Clarke transform frequency measurement algorithm - detail (4); ride-
through decision

The final parts of the algorithm output the primary frequency result and the subsidiary
outputs for debug/monitoring/logging (Figure 5-5). A subtle feature is that there are two
outputs of frequency. The first is the best estimate, which should always be used to drive
any subsequent amplitude/phase measurement blocks. In the case of no valid input signals
(or 3-phase instrumentation failure), this output will essentially output noise. The
alternate output is set to the nominal frequency if the measurement appears to be invalid.
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This alternate output can be used to drive governors containing droop controls, since it
will not cause any major primer-mover throttle ramps if there is some form of

instrumentation failure. This last point is the reason why the nominal frequency was
selected to be output under such conditions, rather than a default to OHz.

Zeros and Poles for Digial averaging fller with 40 sempiss ot T9=0.002 Digiel evereging fller wih 40 sempies at Te=0 002

Frequency (Hz)
Figure 5-9 : Zeros, poles and Bode plot for a single averaging filter, averaging over 4
cycles
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Figure 5-10 : Zeros, poles and Bode plot for a pair of cascaded averaging filters,
averaging over 2+2 cycles
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Figure 5-11 : Zeros, poles and Bode plot for a pair of cascaded averaging filters,
averaging over 12 +3¥2 cycles

5.4.2  Method 2 : Clarke-FLL hybrid

The Clarke transform provides a fairly robust method of measuring frequency. However, it
does not allow measurement during two-phase faults. To continue measuring frequency
during such faults, a system of 3 PLLs with weighted averages to suitably prioritise the
outputs of the active or faulted phase(s) could be used. However, as shown in section 5.3,
PLLs do not exhibit a desired response where a frequency measurement is required.
Instead, this thesis proposes that a FLL (frequency locked loop) is more appropriate. To be
precise, a system of 3 single-phase FLLs with weighted average outputs is proposed. Such a
set of FLLs aims to track the frequency of the 3 incoming signals, and not the phase. Thus,
when signals with a step change in frequency are input, PLLs must exhibit significant
overshoot at their frequency output, while the overshoot/ringing response of the FLLs, if
correctly designed, is much smaller.

The problem with any PLL or FLL is the initial settling time when a new signal is input. To
counter this problem, the FLL can be seeded with a value from another frequency
measurement algorithm when appropriate. The seeding can be used to lock the FLL on to
the new signal much faster than would otherwise occur. Given that a robust, fast-settling
Clarke-transform based measurement has already been designed, the logical solution is to
combine a FLL measurement with the Clarke measurement, use the Clarke measurement
to seed the FLL when appropriate, and select the best output from either of the two

algorithms for subsequent processing. As a bonus, the FLL measurement can be coded to
provide not only the frequency measurement, but also the amplitude/phase measurements

of the three phase voltages/currents. This reduces the computational burden since the
amplitude/phases do not subsequently need to be measured.
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The total algorithm can be called a “Clarke-FLL hybrid”. The first half of the hybrid was
presented in section 5.4.1, and can be used as a stand-alone frequency measurement
system. The second part of the hybrid (the set of 3 FLLs) is presented in this section. The
FLL set can be used without seeding, but is designed to operate using a seed value from
the Clarke transform measurement. The FLL algorithm calls upon all the amplitude and

phase measuring techniques of chapters 3 & 4. The combination of the two parts forms an
extremely effective and robust algorithm. Its operation is described below and summarised
on Figure 5-12.

This algorithm contains only FIR (finite impulse response) filters throughout. The exception
1s that the final measured frequency is fed back to the start of the algorithm, where it is
used to help measure the amplitude and phase of each of the 3 input signals. Thus, if the
input frequency has a step function disturbance, there is (without the action of seeding),
the possibility of some FIR-type settling and ringing response within this algorithm. Note
that there is no Pl controller, and there is no attempt in this algorithm to track phase. The
settling and ringing effects due to the FIR response can be mitigated by use of the seed
frequency from the Clarke transform frequency measurement which was described in
section 5.4.1. This seeding is extremely effective, because the main algorithm is a
frequency locked loop and not a phase locked loop. Thus, seeding the algorithm can be
done quickly and effectively. In a PLL this is not the case because seeding it with the
correct frequency still requires the PLL to then hunt for the phase before it becomes
locked.

The details of the Clarke’s frequency measurement have already been described in section
3.4.1. The details of the FLL part of the Clarke-FLL hybrid are presented below in Figure
3-13, Figure 5-14, and Fig. A-1 to Fig. A-8 (see Appendix A). Many of the lower level blocks
have been introduced in chapter 3 and require little further explanation. The algorithm is,
however, necessarily large and comprehensive. Describing its operation to the lowest level
of detail in words is not possible within a single chapter, and would merely repeat the
information presented in the figures. The main points of note are summarised below,
which, in conjunction with the figures, present the operation of the algorithm to an
appropriate level of detail. The performance of this algorithm is demonstrated later in

section 5.7.
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Figure 5-14 : FLL - detail [this and previous 2 pages]

The core of the algorithm is a set of 3 Fourier analysis blocks (Fig. A-1). These are
“4(NC)+0.5" (see section 3.13) blocks using 1* order interpolation/integration for the
1-cycle and %-cycle averaging blocks. This stage is just as described as in section 3.9. The
outputs of the 3 blocks are the amplitudes and phases of the fundamental waveforms.
These can be used directly for voltage measurement purposes, synchronisation checking

233



etc., and hence there is good optimisation of CPU use by making these blocks the core of
the Clarke-FLL hybrid algorithm. All of the other frequency measurement methods
presented required subsequent additional amplitude/phase measurement blocks to be

executed in order to determine the amplitude (and disturbance) information for each
phase.

The frequency of each phase is measured within the core blocks by differentiating the
absolute phase (relative to a positive-going zero crossing) of the waveform on each phase,
at the output of the “1(NC)+0.5" block. Then, as in the Clarke transform frequency
measurement, an additional 3% cycles averaging can always be applied to realise a
measurement with ~5 cycle latency. In the case of the Clarke transform measurement, a

1+2+2 cycle averaging scheme was used which gives the best noise rejection (see section
2.4.1). Within the Clarke-FLL hybrid, a 1%-cycle measurement has already been carried

out within the “1(NC)+0.5” block. A compromise between noise rejection and CPU loading
is then to apply an additional 314-cycle averaging filter to make up the averaging to 5

cycles, using a 1+%4+3% cycle measurement system. The decrease in noise rejection

relative to the 1+2+2 cycle measurement system is relatively small, as shown by Figure
5-10 & Figure 5-11.

During certain circumstances, the 3%-cycle filters are filled (pre-loaded) with values other
than the actual measured values. These circumstances are:-

¢ During fault ride-through
* When the seed frequency is being used

* When the phase voltage appears to be very low (in the noise), and at least one of
the other phases appear to have a usable signal voltage present

This pre-load action helps to speed up settling of the averaging filters when a genuine
signal (re-)appears.

When a voltage level above the level of noise appears on a phase, a sequence of flags
gives an indication of the validity of the frequency measurement from that phase:-

* When the voltage has been significant for 2 cycles (40ms), the frequency
measurement begins to be used within the algorithm as a whole. This is described

by the flag “Use” and “Use_A", “Use_B” etc.. If this flag is low, the measurement

of frequency from the phase is discarded, unless all phases have low voltages in
which case all phase measurements are used in equal weights.

e When the voltage has been significant for 5 cycles (100ms), the frequency
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measurement can be valid, but it must also be locked to be declared fully valid

e Lock, for each phase, is determined by analysis of the rate of change of phase of
the input signal, relative to the correlating Fourier waveform at the measured
frequency. This quantity will drop towards zero when the algorithm is at steady
state with a steady frequency input. Lock is determined by analysing this signal
through a low-pass filter and an “abs” function (see Fig. A-1). This provides the
most reliable way of determining lock and unlock without using more
CPU-intensive functions such as rolling buffers, and without incurring spurious
unlock signals during transient voltage spikes.

e When any of the three phase measurements is valid (and locked), then the
measurement as a whole is valid.

The logic in the above bullet points is important to get right, because being too
conservative results in an algorithm which can never get started (it gets stuck in an

“invalid” state), and being too lax allows incorrect answers to appear at the output with a
“valid” status.

The answers from the 3 core frequency measurement blocks are combined together within
a weighted averaging algorithm, shown in Fig. A-3 and Fig. A-4. This uses weightings
determined from the phase magnitudes, applying higher weightings for signals with
nominal 1pu magnitudes, and lower weightings for signals which are higher or lower than
1pu. In addition, logic of Figure 5-14 can set the weightings to 10" if the frequency
measurements from each core block are invalid or unlocked, or if a single or two-phase
disturbance is in progress (Fig. A-7). This allows clean, sustained ride-through of single and
two-phase disturbances. If none of the 3 core blocks is valid or locked, then the logic does
allow measurements to be used if the phase voltage magnitude has been significant for 2
cycles and the “Use_X" flag is set for that phase. This allows the algorithm to get going
from a “cold start”, even in then absence of a usable frequency seed.

A ripple filter is applied, as for the Clarke transform frequency measurement. Again, the
maximum latency allowed is 4 cycles, for the reasons discussed in section 5.4.1. The ripple

filter switches itself off during rapid frequency changes to keep the latency within
specification.

The seeding algorithm is spread between Figure 5-14 and Fig. A-5. Seeding will occur if the

Clarke transform frequency measurement is valid AND any of the following conditions are
true:-
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e The local frequency measurement is more than 1Hz different to the Clarke
transform measurement

e The local frequency measurement is close to or less than the variable MinFreq,
which sets the lowest frequency which can accurately be measured inside the
Fourier measurement blocks due to the length of the averaging buffers. These
must be predefined at compile-time as buffers with approximately X/(MinFreq*Ts)
samples stored in memory, where X {s the number of cycles of averaging for each
buffer. When the actual frequency drops below this value, the core Fourier blocks
tend to unlock due to the ripple which appears. Note, this problem does not occur
with the Clarke transform frequency measurement as the phase trajectory is a

straight line, so an inaccurate averaging period does not produce such a rippling
effect unless unbalance is large.

* |f the ripple filter reports a transient event, seeding is a sensible option because it
Is likely that the Clarke transform frequency measurement will produce a better
result due to its very fast settling.

To trigger ride-through, disturbances in the fundamental magnitudes of the three phase
voltages must be detected quickly, and compared against thresholds of tolerance. This is
done using the algorithm of Fig. A-7. The inputs to this algorithm are outputs from the
1-cycle latency Fourier correlations, namely the fundamental voltage magnitudes, and
“transient” flags for each phase which are determined within the Fourier correlation block
as shown in Figure 3-42, A valid disturbance is flagged when the voltages and frequency
start at values close to nominal, and then at least one of the phase magnitudes deviates
rapidly. This rapid deviation can occur due to a fault, disconnection, or surge transient. In
the cycles that follow, the disturbed phase voltage may be immeasurably low,
unsinusoidal, or contain a voltage spike. Any of these, or even a large step change in phase
voltage, can cause inaccuracy in the frequency measurement taken from the disturbed
phase. The disturbance flags generated by this algorithm will usually be within s¥% a cycle

of the event occurring, due to the settling characteristics of the 1-cycle Fourier
correlations.

The next step is to decide whether a disturbance flag should trigger a ride-through action.
This is done using the algorithm of Fig. A-6, which is very similar to the equivalent decision

process for the Clarke transform frequency measurement algorithm shown in Figure 5-8.
The difference in this case is that because the measurement can function during two-
phase faults, the algorithm will exit from the ride-through condition if any of the three

phase voltages re-appear to usable levels. The Clarke transform measurement equivalent

236



requires all three phase voltages to re-appear to usable levels to cause this same action.

The overall validity of the measurement is determined by any one of the following
conditions being true:-

e The local measurement is valid
e Ride-through is active

e The seed is being used (this can only happen when the seed itself is valid)

The final step is to implement the ride-through, if it is active. This is done as shown in Fig.
A-6 and Fig. A-8. When a ride-through action begins, the frequency is sampled and then
held at a steady value for the duration of the ride-through state. The trick is to take the
sample from a time prior to the beginning of the ride-through state. Here, a 1-cycle look-
back is used. This time must be set to slightly longer than the disturbance detection might
take, which might be % a cycle inside the algorithm plus the latency of the analogue &

sampling hardware. This avoids taking the sampled value from a time after the disturbance
began, when the frequency measurements may be already distorted.

This leads to the final output frequency. As for the Clarke transform measurement, there
are two output ports. The first is unmodified, and should be used to feed any other
algorithms which would prefer a “best estimate” answer even if the measurement is not
valid. The second pin is for display/logging/droop actions, and reverts to an output at fu.om
(nominal frequency) when the measurement is invalid. This avoids “random” frequencies
appearing on displays etc. when no voltages are present and the instrumentation noise is
the dominant signal. It also minimises the risk of droop controllers railing during a
momentary or complete instrumentation failure.

2.4.3

Method 3 : Fixed-reference Fourier frequency measurement
with seeding

This technique is in many ways similar to the FLL of section 5.4.2. In this case, however,
the IR settling response is eliminated by using a fixed 50Hz (f..m) reference for the Fourier
correlation waveforms. This means that the correlations do not make good representations
of the actual magnitude and phase of the input signals, as for any frequencies off-nominal
the ripple at the output of the 1-cycle correlation is large. However, when averaged using
cascaded exact-time averaging filters this ripple can be mostly removed, by the processes
described in section 4.1. Thus, a reasonable estimate of frequency can be made, on a
phase-by-phase basis, which allows two-phase faults to be tolerated. As with the
Clarke-FLL hybrid, the possibility exists of errors and locking to sub-harmonics/harmonics
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if the input signal is sufficiently far below or above nominal. For this reason, and to
benefit from the faster settling available from the Clarke transform measurement, this
algorithm can elect to use the Clarke transform measurement as a seed when it makes
sense. A drawback of this algorithm {s that the amplitudes/phases must be subsequently
re-measured using separate measurements, to avoid the small DC bias error at OHz which
appears as described in section 4.1.

The coding details are presented in appendix E.1.

5.4.4 Method 4 : Three customised single-phase PLLs with weighted
averaging and seeding

In order to compare the performance of a phase-locked-loop (PLL) with the above
algorithms, a PLL-based solution has been coded, using the same concepts of fault
ride-through and seeding. The code is shown in appendix E.2. It was chosen to implement
a set of 3 single-phase PLLs rather than a single 3-phase dq-based PLL, because this
solution allows operation during two-phase faults whereas the 3-phase PLL is vulnerable in
this scenario. There is similarity to the previous two methods described, but it should be
noted that some of the seeding details are different. This is because the single-phase PLLs
contain an internal seeding algorithm. This is carefully coded because the seeding can only
initialise the frequency part of the PLL; i.e. the Pl controller. Once this is done, the
seeding must be released and after this time the PLL must still hunt to find the correct

phase lock. Thus, the seeding is more difficult to arrange, and less effective, than for the
previous two algorithms.

5.4.5 Method 5 : Zero crossings

For comparison, the ride-through techniques and weighted averaging algorithms were also
applied to a zero-crossings based technique. This would not be expected to perform so
well, as only the pairs of samples nearest the zero crossings are used for the
measurement, and thus the instrumentation noise is not so well attenuated. Also,
subsequent exact-time averaging blocks do not attenuate ripple due to harmonics so well,
as the resulting ripple frequency is not at exact multiples of the fundamental frequency.
The algorithm requires no seeding as there is no FIR-type feedback loop. The primary
measurements are made using the previous 5 cycles (10 zero crossings). The algorithm is

robust against single and two-phase faults, as presents quite a low computational burden
(see section 5.6). The code is presented in appendix E.3.
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5.4.6 Method 6 : Three Jovcic’s PLLs with weighted averaging

For comparison, a system of 3 PLLs to the Jovcic (2003) design is also implemented. The
outputs of these are combined using a weighted averaging (as described in section 5.4.2)
to optimise the performance during single and two-phase faults. The reader should refer
to the original reference for the detailed PLL implementation details. The only differences
between the implementation used in this thesis and the original Jovic code is that the 2™
harmonic cancellation algorithm has been simplified (see section 3.8) and a few checks
have been added to avoid divisions by zero and overflow errors. There is no seeding and no
detailed ride-through code added to this algorithm. It should be noted that Jovcic's PLL
uses a low-pass filter with a cut-off frequency of only 1.3 Hz (w=1/0.12=8.33 rad/s), which
has a “5RC” settling time of about 0.6 seconds. This smoothes the output dramatically and
causes substantial measurement latency.

5.4.7 Method 7 : SimPowerSystems 3-phase PLL

The SimPowerSystems 3-phase PLL is used without modification, for comparison with the
other solutions. It should be noted that this (and the SimPowerSystems single-phase PLL),
use a rate limiter set to +12Hz/s combined with a 2™-order low-pass filter with a cut-off
frequency set to 25Hz, at the frequency output port. These two filters cause a large
measurement latency during initial locking to a new signal at a new frequency. The
algorithms are small compared to the proposed Clarke-FLL hybrid, but since the
measurement of 3 phase amplitudes requires code additional to the SimPowerSystems PLL,
the execution speed advantage over the Clarke-FLL hybrid is not great (see section 5.6).

2.4.8 Method 8 : Three SimPowerSystems single-phase PLLs with
weighted averaging

Three SimPowerSystems 1-phase PLLs are used without modification. The outputs from the

three PLLs are combined with a weighted average system to optimise the performance

during single and two-phase faults. Again, the algorithms are small compared to the

proposed Clarke-FLL hybrid, but since the measurement of 3 phase amplitudes requires

code additional to the SimPowerSystems PLLs, the execution speed advantage over the
Clarke-FLL hybrid is not great (see section 5.6).
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5.5 Summary of considered techniques for frequency
measurement

Table 5-1 shows a brief summary which compares the properties of the 8 trialled
algorithms.

Three-phase
measurement (3P)
or 3x single-phase

Robust for wide
Robust during two- | frequency range? Includes Ride-

Algorithm

measurements phase faults With (and without) through coding
using weighted seeding
average (Ix1P W)

Clarke transform

Clarke-FLL hybrid v (X)
Fixed-ref Fourier
with seeding 3X1P W
3x 1-phase PLLs
with seeding v (X)

lero crossings 3x1IP W

3x Jovcic's PLLs
with weighting

3x SPS PLLs with
weighting

IXIPW

3x1P W

AN
¥X| X XA 3 [\

SPS 3-phase PLL

Table 5-1 : Summary of considered frequency measurement techniques

5.6 Benchmarking analysis

The 8 candidate methods for frequency measurement vary both in algorithmic complexity
and also in the requirement for “hard” maths functions. The “hard” maths functions are
those such as trigonometric functions and square root operators, as defined in section
3.13.1, Table 3-3. Such functions require significantly more time to execute than
additions/multiplications or logical decisions (see Appendix G). An important consideration
in the design of the Clarke-FLL hybrid measurement is that its overall computational
burden and execution time should be competitive with alternative solutions. This is shown

below. An important aspect of this analysis is that the Clarke-FLL hybrid algorithm
provides measurements of both frequency and the amplitudes/phases of the 3

voltages/currents, in a carefully integrated manner to minimise CPU loading. The other 7
candidate frequency measurement algorithms require additional code to provide (in
particular) accurate amplitude measurements. When the effect of this extra required code

Is accounted for, the total CPU burden of the Clarke-FLL hybrid is found to be competitive
with that of the other algorithms.

The number of “hard” maths functions (see section 3.13.1 Table 3-3 for the definition of
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“hard” functions) and delay buffer blocks (for the exact-time averaging) can be counted
up for each algorithm combination, to provide a simple measure of CPU loading for each
algorithm. These counts provide a reasonable but not comprehensive picture of CPU
loading, since the many other more trivial but numerous calculations and operations will
also contribute to the CPU load. Figure 5-15 below shows these counts for the 8 candidate
algorithms, when used to provide a measurement of frequency and the fundamental
amplitude/phase components of voltage, for a 3-phase voltage waveform set. The code to
measure all-harmonic RMS and THD is not included in this analysis, since RMS and THD
have been shown to be inaccurate measures at the low sample rates addressed in this
thesis.

Number of "hard" maths functions (sin/cos/atan2/sqrt) for different 3-phase
voltage measurement algorithms. Frequency and 3x Fourier amplitude/phase

| 0 5 10 15 20 25 30

i A A

Clarke-FLLhybid |  ©  §

Fixed-ref Fourier with seedi Al WiEw
= O Frequency measurement core

3x 1-phase PLLs with seeding | 4

B Additionally required to measure
Zero crossings Fourier amplitude & phase of the three
e
3 Jowic’s PLLs with weighting [ e g

3x SPS PLLs with weighting | 6

SPS 3phase PLL | 2

e e ————— e ————

Figure 5-15 : Number of “hard” maths functions (sin/cos/atan2/sqrt) for different 3-
phase voltage measurement algorithms. Frequency and 3x Fourier amplitude/phase

The Clarke-FLL hybrid compares well with the other candidate algorithms in Figure 5-15.
The Zero crossings and SimPowerSystems 3-phase PLL algorithms require fewer “hard”
functions.

The Clarke-FLL hybrid contains a lot of delay buffers (69), compared to most of the other
candidate algorithms (see Figure 5-16)'. In particular, the zero crossings and

'3 delay buffer blocks are required for each signal averaging stage. Thus 36 buffer blocks are
required to implement the “1(NC)+0.5” process on a set of 3 voltages. (3 blocks per average, 2
averages per phase for path A/B or Mag/Phase, 2 stages, 3 phases; 3*2*2*3=36).
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SimPowerSystems PLL algorithms require fewer delay blocks, since their signal processing
mechanisms are simpler.

Number of delay buffers required for different 3-phase voltage measurement
algorithms. Frequency and 3x Fourier amplitude/phase
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Figure 5-16 : Number of delay buffers required for different 3-phase voltage
measurement algorithms. Frequency and 3x Fourier amplitude/phase

Benchmarking experiments on the Infineon TC1796 microcontroller reveal that the “hard”
math functions take about 0.75us to execute, while the delay blocks take about 0.25us
(see Appendix G). Based upon these timings and the numbers of “hard” maths functions
and delay blocks, optimistic lower limits on the possible execution times for each
algorithm can be simply estimated. These are shown in Figure 5-17. The Zero crossings and
SimPowerSystems PLLs will have relatively low execution times due to their relative
simplicity and the lack of any seeding functionality. Other algorithms will take longer. The
Clarke-FLL hybrid compares reasonably (only 57% higher than the quickest solution, the
SPS 3-phase PLL), and the prediction from this analysis is that the execution time should
be somewhere in the excess of 24ps. A real benchmarking of the final algorithm is carried
out in Appendix G, and the actual execution time for this algorithm is measured at 68s.
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Approximate execution time (us) of "hard"” maths functions plus delay blocks for

different 3-phase voltage measurement algorithms. Frequency and 3x Fourier
amplitude/phase
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Figure 5-17 : Approximate execution time (us) of “hard” maths functions plus delay
blocks for different 3-phase voltage measurement algorithms. Frequency and 3x
Fourier amplitude/phase

Thus, the “hard” maths functions and delay blocks account for 35% of the overall
execution time. The delay blocks account for about 17/68*100 = 25% of the overall
execution time. As found in the benchmarking experiments in Appendix G, the execution
time of the delay blocks appears to be limited by memory addressing and access time. This
will be highly dependent upon the hardware platform used, and may be significantly faster
(or slower) for other processors. On the TC1796, with an execution time of 68ps, at a
frame rate of 10 frames per cycle (500 samples per second, a 2000pus frame rate), this
leaves about 1932pus, 97% of the frame available for other tasks. These include analysis of
3-phase currents, positive/negative sequence analysis, analysis of further power system
nodes, relaying actions, control algorithms, data logging, communication, etc. Some
execution times for larger frequency/voltage/current and sequence/power-flow analysis
algorithms have been measured and are shown in section Appendix G. In particular, the
entire algorithm required to perform a full nodal measurement takes 156ps, less than 8%
of the 2000ps frame time. This algorithm measures frequency, voltages and currents, with
full sequence analysis and power flow calculation. All the amplitude and phase calibration
functions are accounted for, including de-skewing of multiplexed ADC channels.
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2.7 Comparison of 8 candidate frequency measurement
algorithms

To compare the performance of the 8 candidate algorithms, results are presented here for
the test input “waveform 1” specified in Table 2-16, against the specifications of Table
2-14. To verify the performance against specification, lower and upper test-line limits
were generated, within which the measured signal should fall. The lower limit is defined
by the following process:-

e Evaluate the instantaneous lower limit, as the actual frequency minus the allowed
specification at any time. Generally the allowed specification is $0.005 Hz
(£+0.0001 pu), but gets larger during faults and dips. Note that fault ride-through
specifications mean that the specification does not widen until at least the
specified ride-through time has elapse after the inception of the fault. In these
simulations, this time was set to 2 cycles (40ms), but this is a configurable
parameter for all the algorithms with fault ride-through code.

¢ Evaluate the lower limit by taking the minimum of all the instantaneous lower
limits over the previous 5 cycles (100ms), since this is the required response time
of the measurement as defined in Table 2-14,

¢ The upper limit is defined in a symmetric fashion compared to the lower limit.

The test waveform was synthesised at 1000 Sa/cycle (50 kSa/s) and the hardware low-pass
filter was simulated at this same data rate, so as to be sure of accurately representing the
attenuation of the higher-order harmonics (see appendix B.2.2).

The instrumentation noise was set to 0.005pu RMS (46dB SNR), with 2 bits RMS additional
quantisation noise in the ADC, as specified by Table 2-15. The ADC and 6-tap FIR pre-filter
of section 4.5 was implemented at 3000 Sa/s, a 6x over-sampling relative to the main
algorithms, for the same reasons discussed in that section.

The main algorithms all execute at 500 Sa/s, 10 samples-per-cycle at nominal 50 Hz
(ts=1/500 s). All algorithms can operate at this low sample rate, although the Jovcic's PLL
has been seen to be vulnerable to harmonics at this rate. Jovcic’s PLL appears to be much
more stable at 2 kSa/s or above.

At all points during the 60-second simulation, the result from each candidate algorithm is
compared to the specification lines. An error score is allocated for each candidate

algorithm if the algorithm result falls outside the allowed specifications. The error score at
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each time step (of length ¢t,) is set to:-

Er r or = O{fMea.tured > f LowerLimit }and UM&GWHJ < f UPPBI'UM” }

otherwise
{ -
Error = [336) Mj -1 {fMeasured > f Actual }
UpperLimit ~ f Actual
otherwise

ty Y S cnar = Fiseonrea )
Error = [ ‘s Actual Measured _1:|{_f oy < f o }
60 (fAcmal = f LowcrLimﬂ) ¥ ’ o

(5.9)

This error scoring system allocates error scores proportionally to the measurement error
divided by the specification allowance. Thus, once the specification has been violated, the
error score increases slowly for measurement only just outside the specification, but much
more quickly for large violations.

The factor of t,/60 in (5.5) scales the errors to an average figure over the 60 second test
duration. The error at each time step is then clipped to a maximum value of 100. The
cumulative error is taken by adding all the resulting error scores at each time step. Thus,
the cumulative error represents the average amount by which the measurement is outside
the specification window, on a proportionate basis to the window size. This provides a fair
scoring system for comparison of the algorithm performances.

9.7.1  Results overview

It has been found possible to achieve the tightest target specification of +0.005 Hz in all
but a few transient events and at the worst frequencies, by using method 2, the
Clarke-FLL hybrid. This is the algorithm of choice, both by the results of Table 5-2 and
Table 5-1 . Even during the transient events and at the worst frequencies, the +0.005 Hz

specification is only narrowly missed, and a £0.01 Hz error specification is almost always
achieved.

The overall cumulative error scores for the 8 candidate methods tested, using a basic

specification of 10.005 Hz, and the Waveform 1 and 2 test inputs (Table 2-16 and section
2.11.2) are:-
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Cumulative error scores for
Cumulative error scores, for ’
waveform 1 test input (see Table waveform 2 test input (see Table

" 2-17), steady state between 44 &
2-16)
55 Hz

(average amount by which the
measurement is outside the
specification window, on a

proportionate basis to the window
size)

0.00613

(average amount by which the

measurement is outside the
specification window, on a

proportionate basis to the window
size)

0.0094 (2.785 if seeding is

Clarke-FLL hybrid disabled)

0.000877

Fixed-ref Fourier with seeding
3x 1-phase PLLs with seeding

Lero crossings
3x Jovcic’s PLLs with weighting

3x SPS PLLs with weighting
SPS 3-phase PLL

0.0872
1.657

0.0819
0.1876
8.566

23.57 3.794

Table 5-2 : Summary of cumulative error scores for 8 candidate frequency
measurement algorithms, using test Waveforms 1 (Table 2-16) and 2 (Table 2-17)

The results for the waveform 1 test input scenario are investigated in detail in the
following sections. Figure 5-18 shows an overview of the frequency profile for the

waveform 1 test profile, together with the results for the Clarke-FLL hybrid. The traces
are identified as follows:-

e Black solid line : Measurement
e Red dash-dot : Actual synthesised signal frequency

e Blue dashes : Lower and Upper limit lines

Combined Clarkes (seed) with frequency/amplitude/phase measurement

100 r----|l -------------------------------------------------------------------------------------------
1
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‘ |
l |
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|
- 40 l----r ---------------------------------------------------------------------------------------
e
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| \ \/
i iRy ROl e it A
yH 3 "
0 10 2 30 40 50 60

Figure 5-18 : Overview of frequency profile, limit lines & results for waveform 1 (Table
2-16)
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5.7.2 Results in detail; initial settling

The simulation deliberately includes an initial period of three-phase signal at 42Hz,

balanced 1pu voltage magnitudes between t=1 and t=2s. This has the effect of disturbing
all algorithms from any preset values of nominal 50Hz. The first really interesting part of

the simulation is thus the time at t=4s, when the signal at 51.282Hz is input. Figure 5-19
shows the results.

On all the graphs in subsections which follow, the traces are identified as follows:-
e Black solid line : Measurement

e Red dash-dot : Actual synthesised signal frequency

» Blue dashes : Lower and Upper limit lines

On Figure 5-19 and the following pages, the results of the Clarke-FLL hybrid algorithm (the
proposed algorithm) is shown on the top-right plot, labelled “Combined Clarkes (seed)
with frequency/amplitude/phase measurement”

On Figure 5-19, the plots for the 2 SimPowerSystems PLLs and the Jovcic’s PLLs need to be
displayed on different scales as their settling is much, much slower than the other 5
candidate methods. The seeded methods all settle quickly and accurately, as they use the

Clarke transform seed while the main algorithm is settling. The seeded 3x single-phase
PLLs show a secondary undesirable transient at t=4,25 seconds, when the seeding turns off
and the PLLs complete their locking to the signal phases. This error could be reduced by
using the Clarke transform measurement for longer, but this defeats the purpose of using
the PLLs at all and emphasises that their worth as a plain frequency measurement device
is limited by this phase-locking requirement.

The Clarke-FLL hybrid algorithm (and the other measurements which use the Clarke’s
frequency measurement seed) all settle to approximately the right value very quickly,
within 40ms. This is due to the initial use of just a single full cycle of data. Then, over the
next 5 cycles, the Clarke’s seed measurement gets more accurate as the 3-cycle and
5-cycle averaging is progressively engaged (see section 5.4.1 and Figure 5-5, Figure 5-6).

247



Combinad Ciwias (soed) with frequenc y/ampliude/phase messurement

o el o e - il L2 1o T T Tyt
* SRS n eSS0 FE YRR B 00 BPAE RS AR EA & Ry '.1_’ SRR ES SRS FARNS PR R R R SR AR M IS IS4 DR ACARENA AR EROOBN RSSO SAR S AR EN

ll-illlllillll“liiuilll+ll-"1HHMl“Ilitﬂllmi iiiii - REN -an ‘1.u -inlinll-llu--t.“-ill+--til¢“t-lilll" lllllllllllll dephaspsnIRaphsNe DS

S50 58S EE i & L T
- Ll L L L w il el S RRE S PSS R AR RS B S SRS ERA DA ‘1.” R U

2 " ’ (LI AR T 1YY SRS RS AV AR R VAR R RASE S BE R SRR DAL R A Ak
f“-’ ﬁnﬁnﬁnﬁr X ; [ 1] -l- dulsanha

"1'3 Ll b o LERL YL L. . J] L L VBTSRRI AN R A R AR AR RN B AR AR E N A

Ll A b LI J APy TPy T YT -

S pEe by sBER --“lm-u+.m-i.--nm“-l sidbdeesdenirabe s kb dDEEREFEE RS R

rsgdnnddeohan

el La P dulbdal

LA L L L L L)l l ]

] II-‘-.-..-.---.-.u--.--.*-n.*-. abwdsdndspeuated TR EARS SRR RSP FRa ke O

‘-'l'-.I.II..‘...‘."“'..T‘I---‘I ey YL IR AN T Y L R Rl

#1
il 4 41 42 43 44 44 ﬂl 4 41 42 43 44 48 48 4T a0 a9

3 SPowerSysteme smgio-phass PLLS with phase-waghied sverngng

o i e R B R SR el e i S RS i e il i - - A

'hnuuuuuua.ruu .iillllI)JJlllilil?llll
Towe Twe

Figure 5-19 : 8 candidate methods; initial settling to 51.282 Hz
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3.7.3  Results in detail; increasing influence qualities at 51.282 Hz
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Figure 5-20 : 8 candidate methods; increasing influence qualities at 51.282 Hz

In these plots, 10% unbalance & 2% zero sequence {s introduced at t=8s, harmonics (53%
THDy) is introduced at t=9s, and inter-harmonics are introduced at t=9.5s. 8% step flicker
@ 13.5Hz is introduced at t=10s. The Clarke-FLL hybrid gives results which are not
bettered by any other methods, but equalled by 3 others developed during this thesis. The
zero crossing algorithm, Jovcic’s PLL and SimPowerSystems PLLs give unacceptable results.
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5.7.4 Results in detail; phase jump
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Figure 5-21 : 8 candidate methods; +10 degree phase jump at t=10.5s

Here, the Jovcic PLL shows the least response during the event (mainly because it has a
very slow 1.32Hz low-pass filter at its output), but performs badly after the event. The
response of the SPS PLLs to the step is limited due to 12Hz/s slew-rate filters which limits
their dynamic response. Other algorithms perform adequately.
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Results in detail; 40ms 100% three-phase dip to Opu
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Figure 5-22 : 8 candidate methods; 40ms 100% three-phase dip to Opu at t=11s

Frequency actually begins to rise during the dip, simulating generator overspeed, but as
the dip is 100% deep, there is no way of measuring the signal. The first four algorithms

ride through well with a fixed frequency output during the dip. The last four PLL
algorithms do not have ride-through and free-run during the fault, which leads to much

poorer results.
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5.7.6 Results in detail; sustained 95% three-phase dip to 0.05pu and
60% three-phase dip to 0.4pu
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Figure 5-23 : 8 candidate methods; sustained 95% three-phase dip to 0.05pu ® t=11.5s
and 60% three-phase dip to 0.4pu @ t=12s

All algorithms perform reasonably during this part of the test waveform, since all three
phases are measurable (but the relative noise level is higher). The Clarke transform and

the Clarke-FLL hybrid perform the best. Ride-through is briefly activated at the inceptions
of the dips.
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0.7.7

Results in detail; sustained single-phase fault and two-phase
fault
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Figure 5-24 : 8 candidate methods; sustained single-phase fault (t=13-13.5s) and two-

phase fault (t=13.5-14s)

The Clarke transform measurement becomes invalid during the two-phase fault and gives
very poor results. The Clarke-FLL hybrid and the other 2 algorithms developed during this

thesis perform well. The zero-crossing, Jovcic PLL, and SimPowerSystems PLLs all show

poor performance.
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5.7.8 Results in detail; steady state influence qualities at 54.282 Hz
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Figure 5-25 : 8 candidate methods; steady state with influence qualities at 54.282 Hz

The results of this scenario are worse than those of Figure 5-20, due to there being only
9.2 samples per cycle, and due to the effect of aliased harmonics. Clearly the Clarke

transform and Clarke-FLL hybrid algorithms perform the best. The bias on the
zero-crossing measurement is due to inter-harmonics and flicker.
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5.7.9 Results in detail; frequency step
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Figure 5-26 : 8 candidate methods; sudden frequency step

This scenario tests the algorithms’ response due to disconnection from one network and
reconnection to another within a short timeframe. The requirement is for a 5-cycle

(100ms) settling time. Clearly the Jovcic’s PLL and the SimPowerSystems PLLs apply
filtering which does not allow such a step to be followed adequately.
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Results in detail; sudden jump from low to high frequencies

Clarkes frequency messurement Combined Clarkes (seed) with frequency/ampltude/phase measurement
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Figure 5-27 : 8 candidate methods; sudden jump from low to high frequencies
The first four algorithms (including the Clarke-FLL hybrid) all seed heavily from the Clarke
transform during this scenario, enabling them to track the signal accurately. The Jovcic’s
PLL and SimPowerSystems PLLs lose lock (before t=37s due to low frequency) and, lacking
a seeding algorithm, cannot re-attain it until frequency returns to near-nominal again. In
this scenario the Jovcic’s PLL does not manage to lock at all during the time period shown.
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5.7.11 Results in detail; low frequencies

Clarkes fequency measurement Combined Clarkes (seed) with frequency/amplitude/phase measurement

Figure 5-28 : 8 candidate methods; low frequencies

The first four algorithms (including the Clarke-FLL hybrid) all seed heavily from the Clarke
transform when frequency drops to levels much less than f,,»/2, enabling them to track
the signal accurately. The Jovcic’s PLL and SimPowerSystems PLLs lose lock and, lacking a

seeding algorithm, cannot re-attain it until frequency returns to near-nominal again.
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5.8

Summary of findings with respect to frequency
measurement

A set of specifications for frequency measurement within a microgrid context was laid
down in chapter 2. During the course of the work in this thesis, many attempts at optimum

frequency measurement algorithms have been made. Not all are presented in this thesis as
some proved to be unsatisfactory. The most promising 4 candidates created by the author

during the course of this thesis summarised as:-

An algorithm based upon the Clarke transform, optimised to provide an adaptive
output which switches between fast, noisy outputs and slower, more filtered
outputs during the 100-200ms time period after a valid set of voltage signals
appear. This provides an extremely fast responding, robust measurement which
can cope with very low and very high frequencies. It’s only significant weakness is

its vulnerability to 2-phase faults.

The Clarke-FLL hybrid, with a set of 3 amplitude/phase measurement blocks at the
core. This creates an integrated frequency/amplitude/phase measurement
system. The algorithm uses seeding from the Clarke transform measurement when

necessary.

A Fourier analysis method based upon 3 single-phase measurement blocks using a
fixed frequency reference at the nominal frequency, plus seeding from the Clarke

transform measurement

A set of 3 single-phase PLLs, together with a seeding mechanism from the Clarke

transform measurement

These algorithms all incorporate mechanisms for fault ride-through.

The algorithms have been benchmarked against each other, and against 4 other algorithms

for comparison:-

A zero crossing algorithm

A set of 3 PLLs to the design of Jovcic (2003)

The SimPowerSystems 3-phase PLL
A set of 3 SimPowerSystems 1-phase PLLs

Other algorithms from research literature were considered but did not provide a suitable
fit at the low sample rate (500 Sa/s) which was targeted.
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The best performing algorithm is the Clarke-FLL hybrid. This algorithm achieves by far the
lowest error score in the performance tests (see Table 5-2), and this also shows up in the
traces on Figure 5-19 to Figure 5-28. This algorithm has a much better locking
characteristic than a PLL when only frequency (and not phase) needs to be measured.

The optimal architecture for the Clarke-FLL system re-uses many of the concepts originally
explored and implemented in chapters 3 & 4. This not only leads to an algorithm with very
good performance, but also allows substantial code re-use.

For the worst-case microgrid voltage waveforms with 53% THDy, plus unbalance, inter-
harmonics, and flicker,(see section 2.7), it has been found possible to achieve the tightest
target specification of $0.005 Hz in all but a few transient events and at the worst

frequencies, with an allowed response time of 100ms (nominally 5 cycles). Even during the
transient events and at the worst frequencies, the £0.005 Hz specification is only narrowly
missed, and a +0.01 Hz peak error specification is almost always achieved. This provides a
significantly more robust and faster measurement than specified by BS EN 61000-4-30 (BS!,

2003) for a “Class A” instrument, with twice the accuracy, as shown on Table 5-3. This is
despite the low frame rate used within the major algorithms.

BS EN 61000-4-30 “Class A” performance Performance of architecture developed in
(BS1, 2003) this thesis, worst case scenario

THD up to 53%.

2 cascaded low-pass anti-aliasing filters
with cut-off frequency set to 125 Hz.

Instrumentation noise level (before the
ADC) at or below 0.005pu RMS (46dB SNR).

A 12-bit ADC with a bit noise of no more
than 2 bits RMS.

$0.005 Hz (£0.01%, £0.0001pu)

A settling time of 5 cycles (100ms) during
transients and a total averaging time of 9
cycles (180ms) normally

Harmonics up to 20% THD

(twice times BS EN 61000-4-3 table 5, class
3) (851, 2002)

Scenario

+0.01 Hz (10.02%, £0.0002pu)

Frequency

measurement

A measurement time of 500 cycles (10s)

Table 5-3 : Performance of frequency measurement architecture proposed by this
thesis, versus standard “Class A” performance

Applying this new algorithm to microgrid control systems and generator management
systems may lead to the following benefits, relative to other frequency measurement

methods:-

e Quicker settling time, hence more reliable information for decision-making
algorithms and relays etc.
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e Lower measurement latency. Hence, less likelihood of power system oscillations
building up due to unintentionally lagged controls.

e Functionality at low sample rates, allowing the algorithm to be deployed on cheap
microcontroller platforms in conjunction with other measurement/control

algorithms.

e Lower measurement ripple in the presence of influence qualities such as
harmonics, inter-harmonics, noise, unbalance and flicker. This leads to smaller
power system oscillations due to less ripple being fed through to droop controllers

EtCI @

e The new frequency measurement will provide a much better basis for a loss-of-
mains relay based upon ROCOF, or an under/over-frequency relay, due to the
combination of the above improvements. This is explored further in chapter 6.
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Loss-Of-Mains detection

Within this chapter, the frequency measurement algorithm developed in chapter 5 is
integrated within a novel new relay for loss-of-mains (LOM) detection. Initially, this relay
fs investigated in simulation (see section 6.1), and then using real data from captured
network events in section 6.2. Finally, in section 6.3, the LOM-detection relay is
augmented by a novel microgrid management strategy. This strategy makes small
adjustments to the reactive power flow between a microgrid and its parent network. This
allows an exact active power match within the microgrid (generation to load), while still
avoiding the non-detection zone (NDZ) of the LOM-detection relay. The combined

6

measurement and management algorithms are embedded in a real-time microcontroller
platform and tested in a real microgrid power system at the 2kVA-100kVA scale.

Previous work at the University of Strathclyde has analysed the performance of several

commercially-available LOM (loss-of-mains) relays and their performance (Dysko, 2006,
2007, 2007b). A LOM event occurs when an upstream fault causes disconnection of a local

power system from a parent network. The disconnection can be caused by a permanently
or temporarily severed line or cable, or by a short circuit fault which causes a permanent

or temporary circuit-breaker trip.

Detection of LOM is important for two main reasons, when generation sources are

distributed within a power network:-

¢ To ensure safety against electric shock, LOM must be detected within a reasonable
timeframe, such that generators within islanded networks will be disconnected or

managed appropriately in a deliberate islanded state.

e To avoid damage to generators and distribution equipment, loss-of-mains should
be detected such that subsequent reconnections to the parent network do not
occur when the distributed generator(s) are out of synchronisation with the parent

network.

e If LOM is not detected and a generator continues to operate in grid-connected
mode, excursions to frequency and voltage may result which might violate power
quality expectations and cause damage to loads.

During normal operation, distributed generators are conventionally operating in
grid-connected mode, with real and reactive (P & Q) power output targets set at the
generator, in combination with appropriate droop controls. When a loss-of-mains event
occurs, the generators are no longer connected to the parent network. In this

262




configuration, the grid-connected control strategies will not generally keep the frequency
and voltage of the power island at the same pre-disconnection values. The overall system
may stabilise at some new (and acceptable) values of frequency and voltage, or the
frequency and/or voltage may rise or fall outside acceptable limits, resulting in
disconnection. The worst case generally presented for LOM detection is where the local
real and reactive loads are, by chance, exactly (of very almost) equal to the local
generation target outputs. In this case, in theory, the system could continue to operate at
the same frequency and voltage, in which case the system is said to be within the “non
detection zone” (NDZ) of the LOM relay. In most practical cases, however, there will be
some load/generation imbalance in either P or Q, and any imbalance will cause both
frequency and voltage excursions. The bigger the imbalance, the bigger the excursions.

The report by Dysko (2006) analyses different types of conventional LOM-detection relays
under different load/generation imbalances and different non-LOM fault conditions, to

assess their sensitivity (when local generation is closely matched to local loads) and
discrimination (against non-LOM fault conditions, noise, harmonics, flicker, transients
etc.). In this case, the non-LOM faults considered are limited to single, two and
three-phase faults at various positions with a distribution network. The discrimination

against non-LOM disturbances causing spurious tripping of LOM relays has been identified
as a major current problem with many commercial and proposed LOM detection relays

(Dysko, 2007).

In this section of the thesis, a new algorithm for detecting the LOM condition, based purely
on local passive measurements of voltage, is proposed. Later, in section 6.2, a novel DG
control strategy is also proposed and tested. The combination of the relay and the control

strategy allows detection of LOM within 1-2 seconds during all scenarios, by deliberately
just avoiding the non-detection-zone (NDZ) (Ye, 2004) of active and reactive power

balance.

Generally the commercially available passive LOM-detection relays fall into two types:

ROCOF (Rate of change of Frequency) and Vector Shift. Vector-shift relays are analysed in
Dysko (2006) & Freitas (2005), and are found to be less suitable due to their relative
inability to detect genuine LOM events. The ROCOF relays perform better, but when
choosing the trip settings for commercial ROCOF relays, dilemmas are faced when trying to
meet the demands of both sensitivity and discrimination. This is the reason that ROCOF

relay settings in practice are set as low as 0.1 Hz/s, but up to 1.2 Hz/s (Vieira, 2006c¢),
while the natural frequency variations of the grid to which these relays are connected are
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much less than 1.2 Hz/s (see Table 2-1 and section 6.2). A review of other candidate
passive LOM detection strategies is given in Dysko (2007), which highlights the fact that
most passive LOM detection strategies can be made to be very sensitive, but few authors
have paid attention to the issue of discrimination and spurious tripping. The new methods
proposed in Dysko (2006) provide better results than commercially available ROCOF and
vector-shift relays, but still a single setting has not be found for these algorithms which
achieves both the sensitivity and discrimination required. (Vieira, 2006a) examined the

use of under-frequency and over-frequency relays to detect loss-of-mains. Such a relay s
good at avoiding spurious trips, but has the disadvantage of having to wait until the
frequency excursion is quite large before detecting the loss-of-mains condition. This
means that ride-through action (trying to switch to a stable and deliberate power island)

after detection will be hard, as the frequency will be verging on allowed limits at the

instant of changeover.

It should also be mentioned that there are many works concerning active loss-of-mains
methods which are specific to inverter-connected generation. These techniques involve
injection of current waveforms with deliberate harmonic content, either in pulsed or
steady-state modes. Good examples of these are Huang (2001), Timbus (2004), and Sumner

(2004a, 2004b). These methods require specific inverter hardware or current injection
apparatus and are “active” forms of detection. Such methods are dependent upon the

injection hardware functioning correctly and can therefore be regarded as less reliable
than “passive” methods such as that proposed in this work. Where many such active
devices are placed in the network, further risks arise such as degradation of power quality,
and interference between the multiple current injection waveforms. The work in this
thesis is targeted at strategies for “passive” detection of loss-of-mains which are

independent upon generator type, and so these methods are not applicable.

6.1 Application to loss-of-mains detection (simulations)

Proposed new loss-of-mains detection algorithm - Phase Offset

Relay (POR)
This thesis proposes a new algorithm, based most closely upon the principle of “Method 2"

given by Dysko (2006). There are also some parallels (and many differences) to a method
proposed by Wall (2004). Compared to the method proposed by Dysko (2006), the proposed

algorithm contains the following major differences:-
the robust integration algorithms of section 3.2 are used, avoiding integrator

6.1.1

wind-up
e a triggering/resetting subsystem to avoid constant tripping, in place of the
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high-pass filter used by Dysko(2006). This allows setting of the trigger threshold by
a meaningful parameter, the expected ROCOF levels during normal system

operation, instead of by a high-pass filter cutoff frequency which has little obvious

physical significance.
e An allowance for variable phase offset trip thresholds during and immediately
following faults. This significantly enhances the discrimination of the relay against

faults and disturbances, without reverting to a (dangerous) complete blocking of

the trip signal.

The new algorithm is called a Phase Offset Relay, or POR.

The relay operates on the principle that the phase offset of a system relative to a stable

frequency can be estimated by

é=2rx I ( J‘ ROCOF - d;).d: =7+ ROCOF -t* where @ is in radians
(6.1)

or

@ =360 I ( J' ROCOF - d;)- dt =180- ROCOF -t* where @ is in degrees
(6.2)

Equation (6.2) can be inverted to reveal trip times for given (constant) ROCOF values and

trip thresholds:

[ = 1’—-—¢-—— where @ is in degrees
180- ROCOF

The advantages of this algorithm over a ROCOF algorithm are:-

Since the measurement of frequency is “hard” to make without noise on the
measurement, the differentiation of frequency to obtain a value of ROCOF leads to
an even noisier measurement. Using such a noise measure directly within a relay

increases the risk of spurious trips (or non-detection of events). By taking the
double-integral (equivalent to a double-averaging) of ROCOF, the noise is

(6.3)

1.

substantially reduced.
The double-integral stage also gives an answer with physical significance, i.e. the

approximate phase deviation of the local voltage measurement from the
steady-state value. This phase represents the risk of damage due to out-of-phase

re-synchronisation.
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3. The trip time for traditional ROCOF relays is generally a fixed time; i.e. >0.2Hz/s
for 200ms must be measured for a trip. This neither allows tripping in less than

200ms when ROCOF is large, nor tripping in more than 200ms when ROCOF may be
only slightly higher than 0.2Hz/s. It should be noted that a typical ROCOF relay
setting of 0.2Hz/s for 0.2 seconds corresponds to a phase offset of only 1.4°* which
would be of no concern should an auto-reclose action occur. Given that up to 2
seconds is allowed under IEEE 1547 (IEEE, 2003)' for LOM detection, at a rate of
0.2Hz/s a trip time of 745ms would be more appropriate since this would be the
time at which a 20° phase offset occurred between local generation and the
parent network (by equation (6.3)). The phase offset relay does exactly this, using
a fixed angle setting but a flexible trip time. This different approach allows much
better discrimination between genuine LOM events and other disturbances such as

normal load steps which cause brief frequency deviations.

The inner core of the algorithm is shown here mathematically. The real implementation is

all coded digitally in discrete time steps.
1. Measure frequency f (by the algorithms of chapter 5)

d
2. Calculate ROCOF = -&{- This can be done on a two-sample basis. Noise and/or

spikes on this signal is acceptable as it will be averaged out by two cascaded

integration steps.

]
3. Calculate frequency offset Af = IROCOF -dt where t, is the time at which the
I

relay triggering starts. Note that Af is equivalent to the measured value f, with the
DC component removed. The differentiation and integration stages are a
convenient way of accomplishing this, while also producing a value of ROCOF for
indication (although it may be noisy and takes no direct part in the relay

operation).

' The UK equivalent document, ER G59/1 (ENA, 1991), says only that “The setting of the relays
should be agreed with the PES”. ETR 113 (ENA, 1995) states than detection within 1 second may be

required in some UK rural distribution networks due to potential auto-reclose times in feeders, but
this s not a general requirement across the UK. ETR 113 also gives no indication of practical relay

settings for DG installations with potential DG-to-load power matches of less than 0, 1pu which

enable such detection to be practically achieved using a ROCOF or similar relay.
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4. Calculate phase offset ¢ =360 J‘Af -dt where t; is the time at which the relay
le

triggering starts, and @ is the phase offset in degrees,

5. Check the magnitude of the phase offset, abs(®) against the trip threshold @ . If
the trip threshold is exceeded, a trip signal is generated. No qualifying time is
required since the double-integrated signal is very clean and free from noise, and

the initial triggering algorithms (see below) remove spurious trips due to normal
fluctuations of the network <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>