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A B S T R A C T

The use of bio-inspired methods for production of mesoporous silicas could lead
to significant improvements in the synthetic conditions at which these materials
are traditionally produced, removing the need for strong pH as well as high tem-
peratures and pressures, and opening the way for milder treatments for template
removal. However, due to the complexity of these systems, with many processes
occurring simultaneously and high dependence on the specific synthetic condi-
tions, obtaining a detailed description of their mechanism of formation based only
on experimental methods is often very difficult. To overcome this difficulty, simu-
lations methods, particularly molecular dynamics, have been developed and used
to shed some light into this complex but fascinating problem.

In the present thesis, the processes underlying the synthesis of bio-inspired silica
materials are investigated at computational level by means of a multi-scale ap-
proach. This methodology has two major advantages: it enables to explore longer
time and length scales, beyond the current limit of atomistic simulations, while
allowing to maintain realism at the lower resolution levels, which are calibrated to
match properties obtained at higher levels of theory.

The work can be divided into two main parts. The first part aims to provide
more insight into the synthesis of two early examples of bio-inspired materials
(HMS and MSU-V), by means of a combination of atomistic and coarse-grained
simulations. HMS and MSU-V materials share some common characteristics: they
are both synthesised using amine surfactants as templates and a neutral templating
route has been proposed to explain their formation. By simulating their synthesis
at different pH values, it was possible to show that charged species are necessary
to promote mesophase formation (disordered packing of rod-like micelles for HMS
materials and lamellar structures for HMS). In both systems, in fact, neutral species
produced phase separation of the templating materials into an unstructured and
non-porous phase, and the lack of interactions with silicates indicates that these
conditions cannot lead to structural organisation. Hence, molecular dynamics sim-
ulations reveal that, similarly to other mesoporous silicas and contrary to what has
been previously hypothesised, charge matching interactions rather than hydrogen
bonds are responsible for the self-assemble this class of materials. This knowledge
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is fundamental to provide further control over the properties of these solids and
target their design for specific applications.

In the second part, atomistic simulations are used to help elucidate the mechan-
ism of template removal from a bio-inspired silica material by solvent extraction.
This revealed that mild post-synthetic acid treatments allow to remove the tem-
plating additive by reducing, and eventually switching off, its interaction with the
silica material. In agreement with experimental findings, which show that the ma-
jority of the additive is removed between pH 5 and 4, simulations indicate that
at pH below 4.2 thermal fluctuations are sufficient to cause widespread release
of the template. This result suggests that molecular simulations can be used as a
simple and inexpensive tool for choosing appropriate solvents and experimental
conditions in the material purification processes.
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1
I N T R O D U C T I O N

Templating is a well known technique which makes use of pre-existing structures
to direct material synthesis. Because of its versatility, templated synthesis is em-
ployed to produce a large variety of silica based materials, from the ordered crys-
talline structures of synthetic zeolites, to solids with a hierarchical arrangement
of pores called periodic mesoporous silicas (PMS). Amongst the second class of
materials, MCM-41 is probably the most studied representative. Its name stands
for Mobil Composition Matter No. 41, from the Mobil laboratories where it was
first synthesised [3]. MCM-41 has hexagonally ordered pores which, contrary to
zeolites, are made of amorphous silica, and forms around self-assembled surfac-
tant aggregates, rather than single molecules or metal ions [4].

As well as being used at industrial level to produce materials with high mor-
phological control, templating is also employed by many biological organisms to
produce their intricate siliceous structures. This process, known as biosilicification,
takes place at mild conditions and is meditated by polypeptides and long-chain
polyamines, which have been found to both catalyse silica deposition and direct
structure formation [5]. Because of these characteristics, biosilicification has been
seen as an inspiring process to mimic during the production of mesoporous silicas
under more favourable conditions through bio-inspired synthesis. This greener al-
ternative for porous silicas production allows to obtain materials with even better
morphological control than those obtained with traditional methods, as well as
easier removal of the template by means of solvent extraction.

Since their discovery, many studies have focussed on understanding the templat-
ing mechanism underlying the synthesis of PMS. Their scope was to gain direct
control over synthetic conditions and formation mechanisms to further apply this
knowledge to the design of tailored materials. The approach adopted at the time
was mainly indirect: possible routes of formation were postulated comparing dif-
ferent synthetic conditions and relating them to the final structure of the material.
In this context, molecular dynamics (MD) simulations were able to shed some
light, clarifying many aspects of their formation mechanisms [6, 7]. Conversely,
mechanistic understanding of bio-inspired synthesis is still limited and essentially

1
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relying on experimental observations. Achieving more detailed knowledge about
the synthesis mechanism of this class of material is likely to lead the production
of novel porous solids with superior properties to use as supports for catalysis, in
separation and purifications processes, as well as carriers for drug delivery.

The objective of this thesis is to use multi-scale MD simulations (atomistic and
coarse-grained) for the investigation of the mechanism of formation of bio-inspired
silica materials. This approach means that results obtained at the higher levels of
theory were used to develop models at lower resolution, allowing to maintain real-
ism across all the simulations performed. Two examples of bio-inspired materials
with similar characteristics (i.e. synthesis at ambient temperature and directed by
self-assembly of amines) were considered: HMS [8] and MSU-V materials [9]. By
modelling bio-inspired synthesis using different levels of simulation detail, inform-
ation about molecular processes and interactions involved in the different stages
of the synthesis were obtained. Furthermore, in the context of greener methods
for mesoporous materials production, another objective of this thesis is to study,
by means of atomistic MD simulations, the feasibility of a novel solvent extraction
process for template removal from bio-inspired silica.

1.1 dissertation outline

The remainder of the thesis is organised as follows. An overview of silica and sur-
factant chemistry, as well as of the most relevant experimental and simulation stud-
ies on mesoporous silica materials is provided in Chapter 2. Particular emphasis
is given to those works focussed on providing mechanistic insight into the syn-
thetic process of these materials. The fundamental principles of MD simulations
are introduced in Chapter 3, where atomistic as well as coarse-grained methods are
described. Particular attention is given to the MARTINI model for coarse-grained
simulations [10], which is then further developed and validated in Chapter 4. Here
the synthesis of the first example of bio-inspired materials considered (i.e. HMS) is
investigated, while the formation of the second type of bio-inspired silica (i.e. MSU-
V), under different pH conditions, is studied in Chapter 5 by means of a combin-
ation of atomistic and coarse-grained simulations. In Chapter 6, atomistic simula-
tions are used to identify the molecular interactions behind template removal from
bio-inspired silica using a mild solvent extraction procedure. Finally, in Chapter 7

conclusions and future work are presented.



2
M E S O P O R O U S S I L I C A M AT E R I A L S : E X P E R I M E N TA L A N D
S I M U L AT I O N S T U D I E S

Porous solid materials are classified according to the size of their pore diameters
(d) into microporous (d < 2nm), mesoporous (2 < d < 50nm) and macropor-
ous materials (d > 50nm). Naturally occurring and synthetic zeolites (e.g. ZSM-
5, zeolite Y), aluminophosphate (e.g. AlPO4-n) and silicoaluminophosphate (e.g.
SAPO-n) molecular sieves are typical examples of crystalline microporous materi-
als. Zeolites are widely used in catalysis because of their ion-exchange character as
well as for adsorption and separation processes; however, due to their small pore
size, zeolites’ applicability is limited to molecules with small diameters. Already in
1990 a synthetic procedure, based on the intercalation of alkyltrimethylammonium
surfactants into a layered silicate (Kanemite), which afforded materials having lar-
ger pores, was reported by Yanagisawa et al. [11]. Unfortunately, due to the lack
of detailed characterisation, these materials were mostly disregarded. It was only
two years later, in 1992, when the MCM (also called M41S) family of ordered meso-
porous silicas was discovered in the Mobil laboratories [12], that the demand for
porous solids suited to treat large molecules (for example from water streams) was
satisfied. Using quaternary ammonium surfactants as templates, Mobil research-
ers were able to produce materials having much larger pores (up to 10nm) in
comparison to zeolites, amorphous pore walls, but crystal-like order of the por-
ous network. Such regular arrangement of channels is the direct consequence of
the self-assembly of surfactants into highly ordered mesophases so that a variety
of structures can be formed by tuning their synthetic conditions. After their syn-
thesis, the final porous structure is created by removing the template, either by
calcination or by solvent extraction.

As well as experimenting new routes for the production of templated meso-
porous silicas, research has also focussed on other issues related to these materials.
These include their chemical and physical characterisation, directed to understand-
ing their mechanism of formation, but also the investigation of greener alternative
methods for both material synthesis and template removal. With regard to the first
point, already Beck et al. in the original paper describing the synthesis of MCM-41

3
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[12] proposed two possible synthetic routes that could lead to the formation of
this material (see section 2.2), suggesting the difficulties in obtaining a conclusive
answer based only on experimental information due to the complexity of the char-
acterization process. Furthermore, there is no single experimental technique that
can be used to study the many phenomena simultaneously taking place during
the synthesis of these materials. It follows that in more recent years, simulation
techniques have been employed to complement experiments shedding light on the
molecular processes that lead to the formation of such materials, and have often
provided the link between microscopic phenomena and macroscopic observation
[13–17]. For the development of greener templated synthesis methods, on the other
hand, researchers have looked at biosilicification (i.e. the incorporation of inorganic
silicon into living organisms) as an inspiring process to mimic for the production
of porous silicas in a more efficient way. This has promoted the creation of a new
class of materials called bio-inspired silica, which makes use of polyamines as
templating agents and has the advantage of allowing mild methods for template
removal.

In this thesis, molecular simulations have been applied to study the synthesis
of bio-inspired silica materials (Chapter 5 and 4), as well as to investigate altern-
ative methods for template removal based on solvent extraction (Chapter 6). The
present chapter provides an overview on the topic, both from an experimental and
from a computational point of view. In section 2.1 some basic concepts regarding
surfactant and silica chemistry are discussed and in section 2.2 the efforts made
to understand the synthesis of mesoporous silica materials are reviewed. Studies
on the process of biosilification and on bio-inspired silicas are presented in sec-
tion 2.3. Lastly, in section 2.4 theoretical studies applying molecular simulations
for the investigation of material synthesis are presented.

2.1 overview of surfactant and silica chemistry

As mentioned in the introduction, the synthesis of mesoporous silica materials is
based on templating processes. The large variety of templates that can be used to
guide material synthesis makes this method not only very versatile but also quite
intriguing. In a first instance, templates can be classified into hard and soft tem-
plates. Belonging to the first class are colloidal particles, both individually and as
assemblies, solid surfaces, membranes, nanowires and nanotubes as well as some
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naturally occurring minerals. Soft templates include macro and microemulsions,
vesicles, micelles with different shapes and arrangements, polymer networks, hy-
drogels and some biomolecules such as assemblies of peptides and proteins [18].

With such a great number of different mesostructures that can be used to dir-
ect material synthesis, it is evident why a detailed understanding of the molecu-
lar mechanism is such a crucial point towards achieving tailored material design.
Before discussing the efforts made to understand the mechanism of formation of
mesoporous and bio-inspired silica materials in more detail, fundamental concepts
of surfactant and silica chemistry will be introduced.

2.1.1 Chemistry of Surfactants

As will be further illustrated in section 2.2, quaternary ammonium surfactants
are used to direct the synthesis of MCM-type materials. Surfactants (also called
“surface active agents”) are molecules which combine a polar hydrophilic moi-
ety (the surfactant head) and a non-polar hydrophobic part (the surfactant tail)
[19]. They are used as detergents as well as in pharmaceutical, agriculture and
microelectronic industries [20]. Because of their amphiphilic character, surfactants
display two striking features: at low concentration they adsorb on surfaces (or at
interfaces) displaying so called surface activity, whereas above a certain threshold
concentration they aggregate to form micelles or liquid crystalline (LC) phases [19,
21]. The concentration at which self-assembly begins is referred as the critical mi-
celle concentration (CMC) and, for a certain type of surfactant molecule, depends
on temperature and pH [22].

Surface activity is the tendency of surfactants to reduce the surface (in case of
gas/liquid phase) or interfacial (in case of two immiscible phases, i.e. liquid-liquid
or liquid-solid) tension. Surface and interfacial tension originates from unbalanced
intermolecular forces at the system boundary [21, 23]. Because of this imbalance,
a liquid in contact with a gas tends to minimise its surface area (e.g. formation
of water droplets) or, similarly, two liquid phases can become immiscible. When
surfactants are present, they accumulate at the boundary of the system and orient
so that their hydrophobic tails face the less polar phase while their hydrophilic
heads are in contact with the more polar phase. By doing this, the cohesive forces
at the system boundary, responsible for the creation of the tension, are destroyed
and the energy (or work) necessary to alter the surface area reduced.
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As surfactant concentration is increased, the surface area available for adsorption
decreases and molecules start to accumulate in the bulk. However, the presence of
a hydrophobic tail means that surfactant molecules prefer to aggregate so that con-
tact with water is minimised. This process is referred as self-assembly and consists
in the spontaneous aggregation of molecules that, in a disordered system, come
together to form ordered patterns or structures. The key fact about molecular self-
assembly is that it is not influenced by any external force, only weak interactions
such as hydrogen bonds, electrostatic and hydrophobic/hydrophilic interactions
guide the process. As more surfactants continue to be added, the system evolves
from a micellar solution (i.e. an isotropic phase comprising micelles and monomers
in equilibrium, L1) to a system dominated by long-ranged order and referred as lyo-
tropic liquid crystalline phase. Examples of lyotropic liquid crystals are hexagonal
(H1), lamellar (Lα) and bicontinous phases. Because of its very fast dynamics (n-
anosecond scale) and very short length scales (nanometre), investigation of the
initial steps of the process of surfactant self-assembly is very difficult by means of
experimental techniques [24].

Tanford [25], Israelachvili, Mitchell and Ninham [26] as well as Nagarajan and
Ruckenstein [27] were among the first to provide a description of the thermody-
namics governing amphiphile self-assembly. The system of interest can be seen as
a multicomponent solution containing amphiphile monomers in equilibrium with
surfactant aggregates of different sizes and shapes. Hence, the chemical potential
of the two phases can be written as:

1

g

[
µ0g + kBT ln(Xg)

]
= µ01 + kBT ln(X1), (2.1)

where µ0g is the standard chemical potential of surfactant aggregates of size g and
mole fraction Xg, µ01 the standard chemical potential of amphiphile monomers
with a mole fraction X1, T is temperature and kB is the Boltzmann constant. Equa-
tion (2.1) can be rearranged to obtain an aggregate size distribution equation:

Xg = (X1)
g exp

(
−
µ0g − gµ

0
1

kBT

)
= (X1)

g exp

(
−
g∆µ0g

kBT

)
, (2.2)

where ∆µ0g represents the difference between the standard chemical potentials of
a surfactant molecule in an aggregate of size g and of a single surfactant molecule
dispersed in solution. Equation (2.1) can be simplified considering that Xg and X1
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are of the same order of magnitude and that g is normally a large number, giving
the result in Equation (2.3)

µ0g

g
= µ01 + kBT ln(X1). (2.3)

Then, considering that the CMC, XCMC, is defined as the value of X1 at which the
concentration of surfactants in solution equals the concentration of surfactants in
aggregate form (i.e.X1 =

∑
gXg = XCMC), the following relation is obtained by

combining Equation (2.2) and Equation (2.3):

ln(XCMC) =
∆µ0g

kBT
. (2.4)

The term on the right hand side of Equation (2.4) can be obtained considering
that the difference in standard free energy between an amphiphile in an aggregate
of size g and an amphiphile in solution is the sum of different contributions, as
expressed in Equation (2.5):(

∆µ0g

kBT

)
=

(
∆µ0g

kBT

)
transfer

+

(
∆µ0g

kBT

)
deformation

+

(
∆µ0g

kBT

)
interface

+

(
∆µ0g

kBT

)
head

.

(2.5)
The first term,

(
∆µ0g
kBT

)
transfer

, describes the free energy associated to the transfer of
the hydrocarbon tail of the surfactant from an unfavourable water environment to
the hydrophobic micelle core. This contribution is negative and depends on the

tail groups but not on the aggregate size or shape [28]. The term
(
∆µ0g
kBT

)
deformation

is referred as the deformation free energy. This contribution is positive and it is
due to the conformation constraints to which surfactant tails inside the micelle
core are subject to (i.e. the part of the tail closer to the head is located at the in-
terface with water while the hydrocarbon groups in the aggregate core have to

maintain a uniform density) [22]. The third term,
(
∆µ0g
kBT

)
interface

, is also positive
and accounts for the free energy contribution associated with the formation of an
interface in the region where the hydrophobic core is in contact with water. The

last term,
(
∆µ0g
kBT

)
head

, arises from the repulsion interactions between the surfactant
polar heads and is made up of three contributions: i) the repulsion due to steric
interactions, ii) due to dipole-dipole interactions, in the case of zwitterionic mo-
lecules and iii) due to ionic interactions when charged head groups are present
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[22]. It follows from this description that the free energy of transfer is responsible
for the aggregation process, then the deformation and interface terms promote the
growth of the aggregates while their finite size is the consequence of the repulsive
interactions between polar head groups.

The type of aggregates that a certain surfactant molecule can produce is related
to its nature (if it is charged or uncharged) as well as to the relative size of its hy-
drophobic and hydrophilic parts. As described by Israelachvili [21], self-assembly
is the result of two competing forces: attractive hydrophobic interactions between
hydrocarbon chains, which tend to minimise the interfacial area per molecule in
contact with water, and repulsion interactions between hydrophilic heads (steric
but also double-layer contributions, if the molecule is charged), which favour an
increase of the interfacial area and, hence, solvation of the head groups. The relat-
ive balance between these two forces influences the type and size of the aggregate
formed and it can be expressed as a function of the geometrical characteristics of
the surfactant molecule: area per head group (a0), volume (v) and length (lc) of
the hydrophobic chain. By calculating or estimating these three terms, the type of
aggregate formed can be determined through the calculation of the critical pack-
ing parameter Cpp = v/lca0 (see Figure 2.1). It follows that spherical micelles are
formed when single chained surfactants or lipids having large head groups, such
as anionic surfactants, are used (Cpp < 1/3), whereas single-chained surfactants or
lipids with small head groups, such as non-ionic surfactants or anionic surfactants
at high salt concentration, form cylindrical micelles (1/3 < Cpp < 1/2). On the
other hand, when bulky molecules (such as branched or double-chain surfactants
or lipids) are used, these cannot pack as closely and prefer to form lamellae in-
stead. Lamellar structures can be curved, i.e. vesicles when the head group is large
(1/2 < Cpp < 1), or flat, i.e. bilayer when the head group is small (Cpp = 1). Finally,
inverted or reverse micelles are formed when surfactants with small head groups
or large tails are used (Cpp > 1) [20, 21]. It is important to notice that the presence
of other dissolved species in the solution (e.g. ions or inorganic molecules) is likely
to affect the packing parameter and hence influence the type of mesophase that is
formed. The interaction of surfactants with inorganic silicates is thus crucial step
in the formation of mesoporous materials. In the following section, an overview of
the the reactions involving silica species will be provided.
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Figure 2.1: Surfactant structures that can be predicted from the calculation of the packing
parameter.
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2.1.2 Chemistry of silica

Sol-gel chemistry is a flexible method used to produce ceramic materials with
great morphology control. As the name suggests, sol-gel synthesis consists in the
transformation of a suspension of colloidal particles in a liquid (the sol) into a
three-dimensional rigid phase consisting of a continuous network in a continuous
liquid (the gel) [4, 29]. In the case of silica sol, the colloidal particles, also called
precursors, are metal alkoxides, specifically alkoxysilanes, among which the most
studied and used compound is TEOS (tetraethoxysilane) [29]. During the sol-gel
process, TEOS molecules undergo hydrolysis and condensation reactions, which
eventually lead to the formation of the gel network. In the hydrolysis step, Equa-
tion (2.6), one alkoxysilane group (Si(OR)4) is converted into a silanol (OH-Si(OR)3)
plus an alcohol (ROH). In the second step, condensation takes place and the silanol
reacts with another silanol group, Equation (2.7), or with an alkoxysilane group,
Equation (2.8), to produce a siloxane group and, respectively, a water or an alcohol
molecule (i.e. water or alcohol condensation).

Si(OR)4 + H2O
Hydrolysis
−−−−−−−⇀↽−−−−−−−−
Esterification

HO−Si(OR)3 + ROH, (2.6)

(OR)3Si−OH + HO−Si(OR)3

Water condensation−−−−−−−−−−−⇀↽−−−−−−−−−−−
Hydrolysis

(OR)3Si−O−Si(OR)3 + H2O, (2.7)

(OR)3Si−OH + Si(OR)4

Alcohol condensation−−−−−−−−−−−−−⇀↽−−−−−−−−−−−−
Alcoholysis

(OR)3Si−O−Si(OR)3 + ROH. (2.8)

The development of condensation and reverse reactions, hydrolysis and alcoho-
lysis, leads to the creation of the gel network in a process referred as silica poly-
merisation. As Iler pointed out, it was believed until 1940 that polymerisation took
place through the progressive branching and cross-linking of siloxane chains (Si-
O-Si), in a process similar to that affecting many organic polymers [30]. It was Car-
man who recognised for the first time that silica polymerisation proceeds through
the formation of discrete particles, resulting from silicic acid polymerisation, which
then aggregate and connect to form polymer networks [31].
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Monosilicic acid Si(OH)4 is the simplest soluble form of silica [5]. Its structure
consists of a silicon atom tetracoordinated with four oxygen atoms. Monosilicic
acid, also called orthosilicic acid, exists in its monomeric form in solution with
water at 25 ◦C for concentrations lower than 2× 10−3M [30]. However, when the
concentration is increased it tends to polymerise very quickly, first forming oli-
gomers (polymers with molecular weight up to 100, 000Da) and then colloidal
particles [30]. The isoelectric point (IEP) of monosilicic acid, i.e. the pH at which
its net charge is zero, is reported to be between 2 and 3 [30, 32]. Below the IEP
silicates are positively charged while above this point they exist as anions. At these
conditions, deprotonation equilibria can be written in the following form:

SiOi−1(OH)(i−1)−
5−i

Kmi−−⇀↽−− SiOi(OH)i−
4−i + H+, (2.9)

Si2Oi(OH)
(i−1)−

7−i
Kdi−−⇀↽−− Si2Oi+1(OH)i−

6−i + H+, (2.10)

where Kim and Kid are the equilibrium constants for the monomer and the dimer
reaction, respectively. It should be noted that silicates speciation depends not only
on pH, but also on other factors such as type of cosolvent or ions in solution [33].

Polymerisation of silica has been described by Iler to occur in three distinct
stages:

1. polymerisation of silicic acid monomers to form particles;

2. particle growth;

3. gel formation

Figure 2.2 schematically depicts the stages and aggregates formed during silica
polymerisation as a function of pH. As already mentioned, in the first step mono-
meric silicic acid polymerises so that the formation of siloxane bonds (Si-O-Si) is
maximised and the number of uncondensed Si(OH)4 is reduced, favouring the
formation of polysilicic acids (e.g. dimers, trimers and cyclic oligomers):

−SiOH +−SiOH = −SiOSi−+ H2O. (2.11)

The reaction in Equation (2.11) proceeds with a silicon atom, as intermediate, co-
ordinated with five or six oxygen atoms [30] and it is accompanied by water forma-
tion. This initial step is rapidly followed by the addition of monomers and linkage
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Figure 2.2: pH dependence of silica polymerisation: below pH = 7 silicates bear very little
charge and formation of networks is favoured (route A); at pH between 7 and
10 repulsion between negatively charged particles prevents aggregation so that
polymerisation continues through particle growth (route B). [30].

of polymers, leading to the formation of spherical units. These spherical particles
increase in size in the next step, until they reach dimensions of approximately 5 to
10nm at pH above 7 when the particle growth is reduced (route B in Figure 2.2).
However, for reactions at lower pH, particles already stop increasing in size when
they reach dimensions of 2 − 4nm (route A in Figure 2.2) [30]. The process of
particle growth is due to the continuous polymerization of monomeric silicic acid
as well as to silica deposition on large aggregates, caused by the fact that small
particles are more soluble than larger ones (Ostwald ripening). Finally, for pH be-
low 7, when the particles in suspension carry very little charge, three-dimensional
networks are formed as a result of the arrangement in chains and branches. On
the other hand, at high pH repulsion between negatively charged silica particles
prevents aggregation and the process continues through particle growth. As these
processes occur, silica is converted into a gel causing an increase of both the mo-
lecular mass and viscosity of this phase.

In the following, the concepts herein introduced will be further expanded to
provide a short overview on PMS and bio-inspired synthesis.
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2.2 mesoporous materials : synthesis and challenges

The three major representatives of the MCM-class of materials are displayed in
Figure 2.3; they show hexagonal (MCM-41), cubic (MCM-48) or lamellar (MCM-50)
phases. The innovative synthetic approach used to fabricate them opened the way

(a) MCM-41 (b) MCM-48 (c) MCM-50

Figure 2.3: Different types of MCM structures. (a), hexagonal MCM-41 formed at
Sur/Si < 1; (b), cubic MCM-48 formed at Sur/Si ≈ 1 and (c), lamellar MCM-50

at Sur/Si > 1. Figure adapted from Reference [34]

for an increasing number of mesoporous materials obtained using alternative tem-
plating molecules and pH conditions. An example of this is the discovery in 1998

of a new type of silica-based ordered material, synthesised in acidic conditions
by Zhao et al. [35] and designated as SBA-15 (Santa Barbara Amorphous No. 15).
Like MCM-41, SBA-15 possesses a hexagonal structure with even larger pores,
up to 30nm, as the result of the use of amphiphilic triblock copolymers, namely
Pluronics, as templating agents. SBA-15 was shown to have higher hydrothermal
stability than MCM-41 due to the presence of thicker silica walls. Moreover, in
the same years, the family of so called bio-inspired materials also appeared [8, 9,
36–38]. This type of mesoporous silicas, which will be described in more detail
in section 2.3, makes use of long chain polyamines to direct structure formation,
through a process similar to that used by some biological organisms to create their
siliceous structures, and has the advantage of taking place at milder conditions.

With regard to the efforts made to understand the mechanism of formation of
mesoporous silica materials, MCM-41 is probably the most studied member of
this class. In its typical preparation, solutions of cetyltrimethylammonium bromide
(CTAB) and TEOS are mixed together and then heated to 100 ◦C. CTAB surfactants
are positively charged, and when their concentration is above the CMC they self-
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assemble forming spherical micelles. Under conditions of high pH, anionic silic-
ates polymerise around the template to produce ordered hexagonal mesophases.
To explain this mechanism, Beck et al. have proposed two possible pathways, as
illustrated in Figure 2.4 [12]. The first route referred as “liquid crystal initiated”

Figure 2.4: Possible routes for the formation of MCM-41 as postulated by Beck et al.: a)
liquid crystal templating (LCT) mechanism, b) cooperative liquid crystal tem-
plating (CT) mechanism [12]. Figure adapted from [34].

or “liquid crystal templating (LCT)” proposes that the hexagonal arrangement of
CTAB surfactants is only driven by surfactant concentration and conditions of the
synthesis, suggesting that the silica precursors are only “spectators” until precip-
itation begins (route a in Figure 2.4). In the second model, referred as “silicon
anion initiated” or “cooperative templating (CT)”, it is the presence of silica that
promotes micelle ordering and/or their transformation into ordered mesophases
(route b in Figure 2.4).

Following Beck’s initial attempt to understand MCM-41 synthesis, alternative
pathways were proposed by other groups. Chen et al. hypothesised, on the basis of
nuclear magnetic resonance (NMR)studies, that before the spontaneous assembly
into the final hexagonal mesostructure takes place, multiple silica layers surround
the rod-like micelles [39]. The formation mechanism proposed by Monnier et al.,
instead, suggests that the process is initiated by the surfactant assembly into lamel-
lar layers which are then converted into the final hexagonal mesophase as the
condensation of the silica networks progresses [40]. According to Steel et al., hori-
zontal layers of silicates grow between the cylindrical surfactant phase in the first



2.2 mesoporous materials : synthesis and challenges 15

step of the synthesis; subsequent condensation and wrinkling of such layers cause
them to create ordered hexagonal channels around the template [41].

One key feature of the templating mechanism identified by Monnier et al. [40]
and then further explored by Firouzi et al. [42], is its cooperative nature, which is
the direct consequence of the interactions between oppositely charged organic and
inorganic species. The authors point out that solutions of CTAB surfactants in wa-
ter form hexagonal or lamellar phases at concentrations much larger (between 25
and 70 % by weight) than those used for the synthesis of mesoporous materials (as
low as 1 %). Hence, the formation of phases with such long-range order must be
the consequence of the addition of silicates to the solution. They identified three
main processes that take place after CTAB micelles are formed: i) multidentate
binding of silica oligomers to the micelles, ii) silica polymerisation at the interface
and iii) charge matching between organic and inorganic species [40, 42]. As already
said, at the high pH of the synthesis, CTAB surfactants are positively charged and
produce isotropic micellar solutions; silicates, on the other hand, are prevalently
negatively charged at high pH. When the the two precursor solutions are mixed to-
gether silicates can replace bromide counter-ions at the interface and strongly bind
to it. This promotes silica polymerisation at the interface, since the negative charge
carried by the silicates is partially screened by the presence of cationic surfactants.
By doing this, the electrostatic repulsion between aggregates is diminished and
long-range order favoured.

The general methodology illustrated here, based on ion-pair interactions, has
been also extended to prepare materials using different metal oxides as well as dif-
ferent pH conditions. Depending on the charge of surfactants (S), inorganic species
(I) and possible counter-ions (X or M), a total of seven alternative pathways were
proposed [43]. The simplest option is to use direct routes, involving only silicates
and surfactants: S+I- or S-I+. Also possible are two indirect routes, involving or-
ganic and inorganic species with the same charge and a counter-ion with opposite
charge: S+X-I+ at acidic pH (where X- can be a chloride or bromide ion) and S-X+I-

at basic pH (where X+ can be a sodium or potassium ion). Finally, neutral tem-
plating routes based on hydrogen bond interactions between uncharged organic
and inorganic species have also been proposed (S0I0, N0I0 and N0X-I+, where N0

represents a non-ionic surfactant) [8, 36]. Some examples of materials produced
according to these different synthetic paths can be found in Table 2.1.

Despite advances in this field, still many open questions remain about PMS
synthesis, particularly regarding the role of templates and organic species during
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Table 2.1: Examples of mesoporous materials produced with different interactions between
organic and inorganic species; hex, hexagonal; lam, lamellar and cub, cubic [43].

Interaction type Example materials (structure) Reference

S+I-
MCM-41 (hex) [12]
MCM-48 (cub) [12]
MCM-50 (lam) [12]

S+X-I+ SBA-3 (hex) [44]
S-I+ Mg, Al, Ga, Mn, Fe, Co, Ni, Zn oxides (lam) [44]

S-M+I- zinc oxide (lam) [44]
alumina (lam) [44]

S0I0 HMS (hex) [36]
N0I0 MSU-X (hex) [45]

N0X-I+ SBA-15 (hex) [35]

the different stages of the process. This includes, for example, understanding how
synthesis is initiated and proceeds at different pH conditions, the degree of silica
polymerisation during the mesophase formation and whether the nature of the
template materials affects polymerisation and/or condensation [46]. As will be
discussed in the next section, this situation is even less clear for bio-inspired silica
materials.

2.3 from biosilicification to biomimetic approach

So far the focus has been on examples of templating approaches employed for the
production of ordered mesoporous materials that are used in industrial processes
(e.g. for catalysis, separation, drug delivery, etc.). However, it is known that tem-
plating synthesis is also used by many biological organisms. Diatoms, sponges and
radiolarians, for example, form their sophisticated skeletons and shells transferring
silicic acid from marine environments and incorporating it intra or extra-cellularly
to produce ornate amorphous silica structures [47]. This very common but com-
plex process is known as biosilicification and has the advantage, in comparison
to industrial processes, of taking place at mild conditions (aqueous media, ambi-
ent temperature, neutral pH). Furthermore, the hierarchically ordered structures
found in nature display a morphological control (from tens of nanometres up to
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hundreds of micrometers [48]) that can be hardly reached in industrially produced
silica and never at these conditions. For these reasons, biosilicification has attracted
increasing interest in recent years, directed to capture the mechanism of synthesis
of silica in such mild conditions and possibly mimic it for the production of bio-
inspired silica-based materials [49]. Several phenomenological models have been
proposed in order to explain experimental observations, but a complete under-
standing of the synthesis mechanisms taking place at the molecular level during
biosilicification is still lacking. Like in the case of traditional mesoporous materials,
such detailed knowledge is essential to provide further control over the properties
of the solids and enable targeted design of bio-inspired silicas.

2.3.1 Biosilicification in Nature and attempts to understand its mechanism

In previous studies, specific biomolecules denoted as silaffins and silicateins have
been extracted from diatoms and sponges respectively [50]. Furthermore, long-
chain polyamines have been discovered in both species but, more interestingly,
polyamines appear to be the only type of biomolecules found in a particular or-
der of diatoms called Coscinodiscus [51]. The first class of biomolecules, silaffins,
consists of polypeptides with molecular weight ranging between 4 to 17 kDa [52]
with several post-translation modifications such as long-chain polyamines linked
to lysine residues and a high degree of phosphorylation of serine groups. On the
other hand, long-chain polyamines contain N-methyl-propylamine repeating units
(around 20) attached to putrescine groups [53], but their exact chemical structure
differs from species to species.

Silaffins and long-chain polyamines both possess two important functions essen-
tial for the synthesis of the cell walls, i.e. the ability to accelerate silica precipitation
and to self-assemble into larger aggregates which can then direct the formation of
patterns and structures [5]. The catalytic activity of amines and polyamines was
demonstrated by Mizutani et al. by testing the effect that different organic mo-
lecules have on the rate of polymerization and gelation of silicic acid [54]. It was
found that the rate of polymerization increases, and the same effect is shown for
the rate of gelation, when these species are added to the system. However, polyam-
ines show a higher effect on both monitored rates, whereas only a moderate effect
is observed for simple amines (linear diamines, triamines, tetramines, etc.). This
result proves that the catalytic activity of amino components is in strict relation to
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the number of amino groups in the molecules, but also to their relative arrange-
ment. Further characterisation analyses on silica gels revealed that amino groups,
in addition to catalysing silica precipitation, directly react with silicic acid and
coprecipitate with it as they are found in the gel in different amounts (e.g. small
amounts of simple amines and larger amounts of polyamines), which reflects their
different catalytic activities. The second important property of silaffins and long-
chain polyamines is their ability to form large aggregates, promoted by weak in-
teractions such as hydrogen bonds, electrostatic and hydrophobic/hydrophilic in-
teractions, through self-assembly [50]. However, the detailed mechanism by which
these supra-molecular aggregates are formed has not yet been elucidated.

One of the first attempts to explain the formation of diatoms siliceous cell walls
was in 2002 when, on the basis of electron microscopy studies, Sumper proposed
a model which was able to predict the honeycomb-like structure observed in diat-
oms belonging to the genus of Coscinodiscus [51]. This particular species possesses
hexagonal arrays that are reminiscent of the pore structures observed in periodic
mesoporous silicas (PMS) [12]. According to the mechanistic model proposed, pat-
tern formation in marine organisms is mediated by repeating phase separation pro-
cesses in which emulsions of microdroplets are gradually reduced into aggregates
of lower size, i.e. nanodroplets and micelles [51]. These droplets contain polyamine
molecules which are speculated to arrange in a hexagonal fashion allowing silica
to precipitate at the interface where the droplets are in contact with the aqueous
environment rich in silicic acid (see Figure 2.5). When silica starts precipitating, the

Figure 2.5: Schematic representation of the templating mechanism of Coscinodiscus diatoms
as proposed by Sumper. Figure adapted from [51].

fraction of polyamines is reduced by coprecipitation, hence causing the droplets
to break up into smaller units. This process keeps repeating until the complete
depletion of amine sources, causing phase separation to stop.

Even though this model is able to qualitatively explain patterns and structures
observed in nature, other models have been proposed in this context as well. The
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description of biosilicification given by Vrieling et al. [55], for example, goes in the
opposite direction. In fact, if the “separation model” proposed by Sumper predicts
the largest structures to be formed at the beginning of the process [51], Vrieling’s
model predicts the largest aggregates towards the end [55]. The mechanism postu-
lated is based on the fact that the presence of silaffins and polyamines causes silica
to form aggregates of increasing size. Such silica structures can then interact with
peptide clusters which in turn become larger. Both structures, silica and peptide
aggregates, continue to grow in size and to densify so that the silica deposition
vesicle (SDV) expands, first on a plane and then in height, until it reaches its final
size.

2.3.2 Examples of bio-inspired material synthesis

The short overview provided above indicates that still many uncertainties need to
be clarified to fully understand biosilicification, particularly concerning the role
played by polyamine surfactants, ions, silicic acid and the other species in solution.
In this regard, it is interesting to note that when scientists first looked at biosili-
cification as an inspiring process to mimic the production of porous materials in
a more efficient way, it turned out that practical attempts to produce bio-inspired
silica-based materials also helped to elucidate some aspects of this complex pro-
cess. Belton et al. conducted a systematic study on several types of amines and
polyamines, including two examples of naturally occurring ones (spermine and
spermidine), in order to elucidate the effect exerted on silica condensation rate
by some distinctive conformational features [56]. Particularly, the characteristics
examined were: degree of polymerization, level of methylation and length of the
amine chain spacers. All these modifications are believed to have a precise impact
on the ability of amine systems to produce microemulsions and to catalyse silica
polymerization. Results show that a higher degree of polymerization and methyla-
tion positively influence these functions by reducing the number of charged species
in solution and enhancing the hydrophobic character. It is also found that when
the chain spacer contains more than 3 carbon atoms, the ability to form droplets is
decreased because more amino groups become positively charged. For this reason,
the authors conclude that there is no distinct effect on the synthesis using spermine
and spermidine.
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One of the first examples of a biomimetic templating approach applied to the
design of porous silica materials was reported by Tanev and Pinnavaia. Diamines
with variable length of the alkyl chain (from 8 to 12 carbons) were used as templat-
ing agents for silica precipitation from TEOS [37]. The synthesis occurs at ambient
temperature and the product obtained, denoted as MSU-V, shows a hierarchical
lamellar structure. Tanev and Pinnavaia postulated a possible mechanism of form-
ation of MSU-V materials based on hydrogen bonding interactions between neut-
ral diamines and neutral alkoxysilane species (see Figure 2.6). According to this

Figure 2.6: Assembly mechanism for the formation of MSU-V materials proposed by Tanev
and Pinnavaia. Figure adapted from [38].

mechanism, neutral diamines form large aggregates which eventually evolve into
multilamellar vesicles, i.e. layers of surfactant intercalated with water layers. Silica
species derived from TEOS hydrolysis are supposed to penetrate such vesicles es-
tablishing hydrogen bonds with the amino groups of the surfactant. Therefore,
silica oligomers will grow in both vertical and horizontal direction and the final
material will present a significant amount of framework cross-linking. The com-
plexity of the synthesis makes it hard to decouple all the processes taking place
simultaneously (phase equilibrium, self-assembly, silica hydrolysis and condens-
ation) which explains the difficulty to establish an unambiguous mechanistic de-
scription sorely based on experimental information.

It was observed that all porous materials prepared according to this method
showed relatively small micropores; therefore the same group investigated the
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possibility of building materials with larger pores simply by using diamines with
longer alkyl chains, up to 22 carbon atoms [8]. The results show that in order to
obtain ordered materials, higher temperatures and higher surfactant to silica ra-
tios are required when long-chain diamines are used as surfactants, due to the low
solubility of these molecules at ambient temperature (diamine solubility decreases
with increasing number of carbon spacers). The new samples of MSU-V materials
produced in this way exhibit gallery-confined mesopores with dimensions ranging
between 2.0 and 2.7 nm as a result of the larger distance between lamellar layers.

In the same years, the group of Tanev and Pinnavaia has proposed a similar
neutral templating route (S0I0) for the synthesis of a class of hexagonal mesopor-
ous molecular sieves which took the name of HMS materials [9, 36]. The typical
preparation involved TEOS hydrolysis in the presence of primary amines (CnH2n+1)
with variable chain lengths (up to 18 carbons), water and ethanol as co-solvent at
temperatures ranging from ambient to 80 ◦C. Comparison of HMS and MCM-41

(the latter synthesised with both S+I- and S+X-I+ templating) reveal significantly
different chemical and physical properties between the two types of hexagonal
molecular sieves. X-ray diffraction (XRD) and transmission electron microscopy
(TEM) characterisation show that HMS materials possess less long-range order (see
Figure 2.7) and thicker pore walls when compared to the MCM-41 analogues, as
well as higher degree of framework cross-linking which results in a higher thermal
stability when the material is subject to calcination. Furthermore, HMS materials
exhibit smaller particle sizes and possess defects caused by non-ideal channel pack-
ing, features that can facilitate access to framework confined mesopores in catalysis
and separation applications [9, 36].

According to the authors, the lower degree of order and regularity observed for
HMS materials is the direct consequence of the weak hydrogen bond interactions
which dominate the synthesis of this class of molecular sieves [9, 36]. They pos-
tulate, in fact, a mechanism of formation based on non-ionic interactions between
amine surfactant head groups and neutral silicates, which enable the organisation
of the rodlike micelles into short-range hexagonal mesophases. The S0I0 templat-
ing route was further supported by the apparent absence of features characteristic
of protonated species in the 14N NMR spectra and by the relatively simple solvent
extraction method used to remove the template [9, 36].

The efficient synthesis methods employed to produce bio-inspired silica mater-
ials make them quite interesting from an environmental point of view. However,
like it was observed for other examples of templating synthesis, the possibility of
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(a) (b)

Figure 2.7: TEM micrographs for HMS (a) and MCM-41 (b) materials. Figure adapted from
[9].
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further developing and improving these methods strictly depends on obtaining a
more detailed knowledge of the processes occurring at molecular level. In addition
to the techniques mentioned in this and in the previous section (NMR, TEM, XRD),
a wide range of in situ characterisation methods have been used to investigate
mesophase formation during the self-assembly process that leads to material syn-
thesis [57]. These include i) electron paramagnetic resonance (EPR), which allows
to look inside the micelle structures and obtain information regarding the inter-
actions between surfactants and silicates [58, 59], ii) fluorescence techniques, such
as spectrofluorometry and time-resolved fluorescence quenching (TRFQ), which
can be used to monitor changes in the micelle properties induced by the addition
of silicate species [60], iii) dynamic light scattering (DLS) and iv) small-angle X-
ray scattering (SAXS), which are used to determine particle size distribution and
other structural properties of the evolving mesophases [61]. In the case of bio-
inspired materials, however, current understanding of the synthesis mechanism is
even more incomplete than for conventional PMS materials (e.g. MCM-41). In this
thesis, molecular simulations will be applied to shed some light on these mechan-
isms at molecular level.

2.4 molecular simulations as a tool to understand material syn-
thesis

To complement experimental studies in the investigation of formation mechanisms
of mesoporous silica materials, several simulation techniques have been developed
and employed [46] over the past years. One of the first examples of this approach
is the work of Bhattacharya and Mahanti where the aggregation of ionic surfac-
tants in the presence of host particles and for different densities was studied us-
ing 2D off-lattice Monte Carlo simulations [13]. This simplified model, consisting
of surfactants interacting by a Lennard-Jones and bond-bending potential with a
screened coulombic term, was able to show an increased ordering in the micellar
aggregation when the host particles are present in the system, in agreement with
experimental evidence.

Another attempt to understand the synthesis of surfactant templated materials
with lattice Monte Carlo simulations was done by Siperstein and Gubbins [14]. Us-
ing a simple chain-like surfactant model developed by Larson et al. [62], they built
a three-dimensional system consisting of strong interactions between surfactants
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and inorganic species, while water molecules were treated in a simplified way that
does not account for hydrogen bonding. Without taking into account silica con-
densation, they were able to produce hexagonal and lamellar phases in qualitative
agreement with experimental conditions (i.e. the hexagonal phase formed at low
surfactant to silica ratios while the lamellar structure formed at high concentrations
of surfactants) [14]. This same approach was later extended by Patti et al. to simula-
tions of hybrid organic-inorganic ordered materials [15] using both inorganic and
hybrid precursors. Furthermore, the lattice model for surfactant-water interactions
developed by Siperstein and Gubbins [14] was later adapted and combined with
a lattice model for silica polymerization developed by Jin, Auerbach and Monson
[63]. In order to clarify the synthetic mechanism of MCM-41, the authors tested
two different simulation procedures: a “two-step synthesis” approach and a “one-
step synthesis” approach [63]. In the first case, high pH and low temperatures are
used at the beginning to obtain ordered structures (lamellar and hexagonal, which
are observed to reversibly transform into one another by changing the temperat-
ure, in agreement with experiments [64]), followed by a step at low pH and high
temperature that promotes silica condensation around these structures. In the one-
step approach, on the other hand, silica condensation is allowed to take place at
the beginning of the synthesis. It is found that mesoscale ordering is obtained only
when the two-step route is followed, whereas only little order is observed if silica
polymerization is allowed to occur simultaneously to surfactant aggregation, in
agreement with experimental results [3] and supporting the cooperative templat-
ing mechanism [42]. Despite the simplifications employed, these studies showed
that it is possible to reproduce structural characteristics arising from silica/surfact-
ant self-assembly using computer simulations; nevertheless, given the complexity
of the system, a more accurate and realistic description can only be obtained using
off-lattice models.

In more recent years, the increase in computer capabilities has allowed for more
detailed atomistic simulations, in which all the species taking part in the synthetic
process are modelled explicitly. Jorge performed large molecular dynamics simula-
tions of n-decyltrimethylammonium bromide (DeTAB) surfactants and compared
the performance of all-atom and united-atom approaches [16]. This study provided
not only structural properties of these aggregates but also an insight into the mech-
anism of micellar formation, by identifying specific steps of the process. Following
these results, silica monomers as well as oligomers were added to the system of
DeTAB surfactants, to study the self-assembly process that leads to the formation
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of PMS. It was found that the strong interactions between surfactant head-groups
and silicates are responsible for the adsorption of the latter at the interface and the
subsequent micellar growth, while promoting reciprocal interactions among these
aggregates [6, 65]. Once again computer resources are the bottleneck in molecular
modelling, therefore to be able to obtain a representative picture of this system
at later stages of synthesis, the same group developed a coarse-grained (CG) ap-
proach based on the MARTINI model [10, 66]. By matching atomistic and coarse-
grained micelle density profiles, they were able to develop a model for neutral
and anionic silica monomers. These models were then used to carry out long CG
simulations of the precursor solution (i.e. the system containing silica monomers,
CTAB surfactants and water) for PMS materials, and results compared with simu-
lations containing only surfactants and water (i.e. reference solution). It was found
that in the absence of silicates, CTAB surfactants aggregate to form spherical mi-
celles and that the driving force for the sphere-to-rod transition in PMS materials
synthesis is the presence of anionic silicates which, by adsorbing on the micelle sur-
face, screen the repulsion between aggregates while favouring micelle fusion [17].
Pérez-Sánchez et al. have then extended their model to include silica oligomers,
demonstrating that subsequent micellar aggregation and co-operative formation
of hexagonally ordered silica materials is caused by the presence of dimers or
higher oligomeric silicates. These multiply charged species act as bridges between
neighbouring rods allowing for the formation of ordered hexagonal liquid crystal
phases [7].

Although there are still some open questions, the modelling work described
above has significantly contributed to further our understanding of MCM-41 syn-
thesis. By comparison, no molecular modelling studies have yet been carried out
on bio-inspired silica materials. The work described in Chapters 4 and 5 attempts
to provide a better understanding of the synthesis mechanism of two classes of
bio-inspired silica materials (MSU-V and HMS materials) using the same approach
employed by Jorge and co-workers to look into the synthesis of PMS [6, 7, 17, 65].
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M O L E C U L A R D Y N A M I C S S I M U L AT I O N S

Computer simulations, especially molecular dynamics (MD), have become in re-
cent years a very popular tool to design new materials as well as to study biological
systems. Today, simulations represent a flexible, relatively cheap and quick instru-
ment to complement experimental studies, particularly when experiments would
be too expensive or dangerous. In addition to that, simulations allow to compute
quantities that are just impossible to measure otherwise (e.g. velocities of atoms
and molecules) and to get direct insight into several different phenomena like pro-
tein folding [67, 68], micelle formation [69, 70], partitioning between solvents [71],
etc.. The progress made in the field of computational chemistry and molecular
modelling has been possible because of the tremendous growth of computational
power: the increasing number of supercomputers accessible to academia and in-
dustry has promoted the development of novel algorithms specifically designed
for parallel computing and therefore able to exploit these resources. To have an
idea of the progress made in this field one can consider the first MD simulation
of liquid argon performed by Rahman [72] in 1964: Rahman’s argon system was
composed of 864 particles and the interactions modelled only through a Lennard-
Jones potential. Nowadays, systems with millions of atoms can be simulated for
hundreds, even thousands of nanoseconds, and MD techniques are applied to look
into a wide range of problems.

In the first part of this chapter, the fundamental principles of molecular dynam-
ics simulations are introduced, focussing specifically on classical atomistic simula-
tions. In the second part, coarse-grained methods (CG) are described with particu-
lar attention to the MARTINI approach [10] for coarse-graining.

3.1 md principle and the idea of computer experiments

In molecular dynamics simulations, trajectories of atoms interacting in the system,
which are then used to derive all the properties of interest, are calculated by nu-
merically solving Newton’s equations of motion. The forces acting in the system

26
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are defined through empirical force fields (see section 3.2.2) and the connection
between microscopic states and macroscopic observable properties is given by stat-
istical mechanics [73]. In statistical mechanics, averages are defined as ensemble
averages, based on the fundamental assumption that every microscopic state of a
many-body system with a certain N (number of molecules), V (volume) and E (en-
ergy) has the same probability to be occupied [73]. On the other hand, molecular
dynamics simulations, by definition, follow the evolution of a system over time by
computing positions rN(t) and momenta pN(t) at each step until the equilibrium
state is reached. Hence, for a given observable A, its instantaneous value will fluc-
tuate over time but, if that quantity is measured for a period of time long enough to
allow the system to reach its equilibrium state, the computed value will approach
the true average value:

A = lim
t→∞ 1

t

∫t
t=0

A
(
pN(t), rN(t)

)
dt. (3.1)

Unfortunately, for systems of interest in computer simulations (of the order of
1023 particles) it is not possible to integrate this equation. The goal of statistical
mechanics is to take averages over all the possible configurations of the system
(i.e. the ensemble), meaning across the 6N dimensional phase space (3 positions
and 3 momenta for each atom) providing the correct weighting function so that
Equation 3.1 becomes:

〈A〉 =
∫ ∫
dpN drNA (pN, rN) ρ (pN, rN), (3.2)

where ρ is the probability density, which represents the probability of finding in
the ensemble a configuration which has positions rN and momenta pN. This sim-
plification is made possible by the “ergodicity hypothesis” which ensures that, for
the type of systems studied in computer simulations, time averages are equivalent
to ensemble averages. In the canonical ensemble, N, V and T are kept constant and
the probability density function can be expressed by the Boltzmann distribution:

ρ(pN, rN) =
exp

(
−E(pN, rN)
kBT

)
Q

, (3.3)

where kB is the Boltzmann constant and Q the partition function, i.e. a function
describing the statistical properties of a system at the thermodynamic equilibrium.
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The partition function of system consisting of N identical classical particles in the
canonical ensemble is:

QNVT =
1

N!
1

h3N

∫ ∫
dpN drN exp

[
−Ĥ(pN, rN)

kBT

]
, (3.4)

where h is the Planck constant, while the Hamiltonian Ĥ is given by the total
energy:

Ĥ(pN, rN) = K(p)N + U(r)N, (3.5)

with K representing the kinetic energy of the system and U its potential energy.
Real experiments, however, do not usually occur at constant volume, therefore,

rather than the canonical ensemble, the isothermal-isobaric ensemble is more com-
monly used in MD simulations. In this case, number of particles (N), pressure (P)
and temperature (T ) are kept constant and the partition function is given by:

QNPT =
1

N!
1

h3N
1

V0

∫
dV

∫
dpN drN exp

[
−(Ĥ(pN, rN) + PV)

kBT

]
, (3.6)

where V0 is a constant and has the units of volume. It should be noted that
switching between different ensembles is achieved, in practice, in MD simulations
through the implementation of barostats and thermostats, which will be discussed
later (see section 3.2.4).

Molecular dynamics simulations are often referred as “computer experiments”
[73, 74] because, just like in a real experiment, to run an MD simulation the sys-
tem must first be “prepared” by fixing the number of molecules and choosing an
appropriate force field. Then, Newton’s equations of motion are solved until the
system reaches the equilibrium state and only at this point “measurements” can
be performed by averaging over computed trajectories. This will be the focus of
the following section.

3.2 modelling the system

As already mentioned, there are at least three minimum inputs that must be spe-
cified prior to starting a molecular dynamics simulation:

1. the initial configuration of the system;
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2. a force field describing the force acting on each atom of each molecule (i.e. de-
scribing the interaction between particles);

3. the sampling algorithm.

Each of these inputs is described in more detail below.

3.2.1 Initial configuration

In molecular dynamics, atoms forming a given molecule are represented by beads
connected through springs. Topologies are necessary to express the internal con-
nectivity of every type of molecule which, along with Cartesian coordinates of
all the particles, are the starting point of MD calculations. In practice, it is neces-
sary to have a representative molecule of all the species present in the system, for
which specific topologies and an initial set of coordinates can be defined. At this
point, the starting configuration is created by adding to the simulation box as many
molecules as needed. Topologies can be created by hand for relatively simple mo-
lecules, however, this can be significantly more complex for very large molecules,
like for example proteins, for which the specific 3D structure is very important. In
the last case, molecular structures, including atomic connectivity and coordinates,
can be downloaded from the RCSB Protein Data Bank [75], a collection of all the
available protein structures derived from X-ray diffraction or NMR studies. On the
other hand, coordinates of simple molecules can be generated using commercial
software packages, such as Molden [76] or Avogadro [77].

The simulation box created in this way is considerably smaller than the real
system for which one wants to compute properties. To overcome this limitation,
periodic boundary conditions (pbc) are applied. This means that replicas of the
simulation box are created in all directions, so that if a molecule leaves the box
from one end of the box, the same molecule will reappear at the opposite end.
The simplest and most common type of periodic cell is the cubic box, however
other types of periodic cells exist. The truncated octahedron and the rhombic do-
decahedron, for example, more closely resemble a sphere and are often preferred
to simulate liquids [78]. Another important thing to consider when choosing the
simulation box is that it has to be large enough to reproduce the main features
of the system of interest, avoiding so called finite size effects which could cause
artefacts in the results. The importance of choosing a box having the appropriate
size and shape will be further discussed in Chapter 6, where two parallelepiped
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cells, respectively high 7 and 14 nm, have been used to simulate amine molecules
interacting with amorphous silica surfaces.

3.2.2 Force Fields

Choosing an appropriate force field for the system is probably one of the most
important aspects of an MD simulation since the correct representation of the sci-
entific problem one aims to model will depend on this choice. A force field is
a semi-empirical set of parameters used to represent the potential energy of a
particular set of atoms and molecules according to a specific mathematical func-
tion. Many force fields have been developed (TraPPE [79], OPLS [80], GAFF [81],
etc.) on the basis of both experiments and quantum mechanical calculations. How-
ever, different force fields are able to reproduce more or less accurately different
experimental properties. Quantum mechanical methods deal with electrons which
provide a very accurate representation of the system but, at the same time, increase
substantially the computational cost. Most of the problems of interest in molecular
modelling are too large to be described with quantum mechanical methods. How-
ever, it is feasible to use a classical description by means of force field methods,
which ignore the motions of electrons and describe the evolution of the system
over time as a function of the nuclei position only. Moreover, there is yet another
approximation that is necessary to make when using the force field method and it
is related to the fact that potentials are ”pair effective”. This means that electrostatic
and van der Waals interactions (which will be described in a while) are calculated
only between pairs of interacting particles, but potential functions are specifically
parametrised in order to account for many-body effects in this effective pairwise
model [82]. Clearly, the interaction between two molecules is affected by the pres-
ence of all the other molecules; however, the computational complexity increases
considerably just by including a term that represents the interaction between three
molecules. Such complexity justifies the use of an approximated model which does
not represent the real interaction between a pair of isolated particles but provides,
in practice, a good representation for molecular dynamics applications.

Considering that the force, F, is the negative gradient of a scalar potential energy
function:

F
(
r
)
= −∇U

(
r
)
, (3.7)
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and that for a system of interacting particles, the potential energy is described as
the sum of bonded and non-bonded interactions, it follows:

U
(
r
)
=

∑
Ubonded

(
r
)
+
∑

Unon−bonded
(
r
)
, (3.8)

where:
Ubonded = Ubond +Uangle +Udihedral, (3.9)

and
Unon−bonded = Uelectrostatic +Uvan der Waals. (3.10)

In the following discussion, a brief description of the main components of these
two terms will be given.

bonded interactions Bonded potentials include bond stretching, angle bend-
ing and dihedral torsion which, respectively, describe 2-, 3-, and 4-body interac-
tions of covalently bonded atoms. The two most common functions used to de-
scribe bond length potentials between two atoms i and j are the harmonic potential
and the Morse potential (see Figure 3.1). The first one (Equation (3.11)) approxim-

Figure 3.1: Bond length potential; harmonic in green and Morse in blue for k = 2, De = 1
and a = 1.
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ates the covalent bonds to harmonic oscillators:

Ubond−harmonic
(
rij
)
= kb

(
rij − r0

)2, (3.11)

where rij = ‖ri − rj‖ represents the distance between atoms, r0 the equilibrium dis-
tance and kb the spring constant. Bonds modelled as harmonic potentials cannot
be broken and therefore they are suitable only to represent distances close to the
equilibrium point. On the other hand, the Morse potential (see Figure 3.1) expli-
citly includes the effect of bond breaking (force tends to zero for infinite distance)
and makes use of an an-harmonic function:

Ubond−morse
(
rij
)
= De

[
1− exp

(
− a

(
rij − r0

))]2
, (3.12)

where De is the depth of the well and a defines the steepness of the well, which
can be rewritten in terms of the harmonic force constant kb:

a =

√
kb
2De

. (3.13)

It is worth noting that when performing MD simulations, it is common to keep
bond distances fixed to a precise value in order to use a larger time step in the
integration algorithm and speed up the calculations. To achieve this, constraint
algorithms like LINCS [83], SHAKE [84] or SETTLE [85] are applied.

The bond angle potential describes the angular vibration between three atoms
i, j, k and is commonly described using a harmonic function similar to the bond
stretching:

Uangle
(
θijk

)
= kθ

(
θijk − θ0

)2, (3.14)

where θijk is the angle between vectors rij = ri − rj and rkj = rk − rj, θ0 is the
equilibrium angle, and kθ is the angle constant.

In order to adequately predict the torsional energy of even simple molecules,
it is necessary to add another interaction term to take into account the angular
spring between the planes formed by the first three and last three of four i, j, k,
l consecutively bonded atoms [86]. This term is the torsional angle potential, also
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known as dihedral angle potential, and the function most often used to describe it
is the Ryckaert-Bellemans function:

Urb
(
φijkl

)
=

5∑
n=0

Cn
(

cos
(
Ψ
))n, (3.15)

where Cn are the constants specific for the force field selected, φijkl is the dihedral
angle and Ψ = φijkl − 180°. In the case of the OPLS force field [80], which has
been used for most of the present work, the Ryckaert-Bellemans dihedral function
is defined with a Fourier series so that:

Urb−OPLS
(
φijkl

)
=
1

2

[
V1
(
1+ cos

(
φ−φ1

))
+ V2

(
1+ cos

(
2φ−φ2

))
+ V3

(
1+ cos

(
3φ−φ3

))
+ V4

(
1+ cos

(
4φ−φ4

))]
, (3.16)

where V1, V2, V3, V4 are coefficients of the Fourier series and φ1, φ2, φ3, φ4 are
phase angles. By applying trigonometric relations, Equation (3.16) can be converted
to the form of Equation (3.15), and an equivalence between parameters can be
established.

It is important to note at this point that most of the conformational changes are
not caused by bond stretching or angle bending (which are referred to as ”hard
degrees of freedom”) but depend on the complex interplay between torsional po-
tential and non-bonded interactions [82]. In the following paragraph the latter are
discussed.

non-bonded interactions Non-bonded potentials describe interactions be-
tween all atom pairs that are not linked by covalent bonds either within the same
molecule, for atoms separated by a minimum of three bonds, or between two differ-
ent molecules. This term takes into account repulsion and dispersion interactions
as well as Coulomb interactions. The computation of non-bonded interactions at
every time step of an MD simulation is the most demanding term, even when fast
evaluation methods are used.
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Dispersion and repulsion terms are usually expressed with the Lennard-Jones
(LJ) potential:

ULJ(rij) = 4 εij

[(
σij

rij

)12
−

(
σij

rij

)6]
, (3.17)

where rij gives the distance between two atoms i and j, εij is the minimum of
the potential energy, also called the depth of the well, and σij is the equilibrium
distance between two molecules at which the potential energy is equal to zero. Re-
pulsive forces due to overlapping of electron orbitals are short range forces repres-
ented by the term r−12, whereas long-range attraction forces (for example caused
by interactions between instantaneous dipoles) are represented by the term r−6.

The Lennard-Jones potential approaches 0 as rij increases, so it is usually trun-
cated to 0 past a cut-off radius (rc in Figure 3.2). To calculate the LJ parameters of

Figure 3.2: The Lennard-Jones potential function for ε = 0.1 eV and σ = 0.3 nm.

a pair of non-identical interacting atoms, Lorentz-Berthelot combination rules are
normally used:

σij =
1

2

(
σii + σjj

)
, (3.18)

and
εij =

(
εii · εjj

) 1
2 . (3.19)
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To represent the electrostatic potential the classical Coulomb law is used:

UCoulomb(rij) =
1

4πε0

qiqj

εr rij
, (3.20)

where ε0 = 8.85418782 · 10−12 C2 m-2 N-1 is the permittivity of free space, εr = 1 is
the relative permittivity of the material, qi and qj are the charges and rij = ‖ri − rj‖
gives the distance between a pair of atoms. It follows that when two atoms have
charges with the same sign the potential energy is repulsive, while it is attractive
when they have opposite signs.

It is worth noting at this point that the interactions for third neighbours, also re-
ferred to as 1-4 interactions, receive a special treatment depending on the specific
force field. In some cases, like for example in OPLS [80], such interactions are in-
cluded but scaled by a constant factor to prevent the van der Waals term assuming
too large values, compared to the torsional one, when the two atoms occasionally
become very close. In the particular case of OPLS the same scaling factor is also
applied to Coulomb contributions.

long-range interactions Long-range corrections arise from the fact that
both Lennard-Jones and Coulomb interactions are reduced to zero after a certain
cutoff distance. Since using a very large simulation cell is usually not a practical
solution and simply neglecting these interactions beyond the cutoff leads to an
incorrect representation of the system, specific correction methods have been de-
veloped to treat long-range forces [82, 87].

Concerning LJ interactions, dispersion corrections are necessary to consider the
effect of cutoffs on energy and pressure, whereas it is safe to assume that such
cutoffs are long enough to neglect the correction for repulsion interactions [88].
These long-range correction terms for energy and pressure (ELRC and PLRC) are
usually calculated assuming that the radial distribution function g(r) (i.e. the prob-
ability of finding a pair of atoms at a certain distance r over the probability of
having a completely random distribution of atoms of the same density) equals 1
past the cutoff distance. From this assumption, analytical expressions for ELRC and
PLRC can be derived using the relations that link energy and pressure to radial dis-
tribution. It should be noted that depending on the type of simulation ensemble,
such corrections should be applied to the instantaneous values of energy and pres-
sure (NPT for instance) or to the final values (NVT or NVE) [78].
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The Ewald summation method was originally introduced to compute electrostat-
ics energies of ionic crystals [89] but it is now widely used to deal with long-range
electrostatics interactions. The basic idea is to replace the slowly-converging sum-
mation of the total electrostatic energy for N particles and their periodic images
with two rapidly-converging series: one in the direct space and one in the recip-
rocal space [88]. Nevertheless, the computational cost for the reciprocal part is still
extremely high because it scales with N2(or N

3
2 when a better algorithm is used)

and therefore other methods have been proposed in this context as well. One of
these is the Particle Mesh Ewald (PME) method [90, 91] which improves the per-
formance of the summation in the reciprocal space.

3.2.3 Sampling algorithms

Time integration algorithms are numerical methods used to solve equations of mo-
tions: the time is discretised into time steps ∆t, and using positions and other
derivatives (depending on the specific algorithm used) at time t, the same quant-
ities at t + ∆t can be computed. It follows that ideally such algorithms should
be computationally fast but accurate at the same time. The three most popular
algorithms used in MD are:

• the leap-frog algorithm,

• the Verlet algorithm,

• the velocity Verlet algorithm.

The so called leap-frog algorithm [92] makes use of positions r at time t and

velocities v at t−
∆t

2
to solve Newton’s equations:

r (t+∆t) = r (t) + v

(
t+

∆t

2

)
∆t, (3.21)

v

(
t+

∆t

2

)
= v

(
t−

∆t

2

)
+ a (t)∆t, (3.22)

where a(t) is the acceleration:

a (t) =
F (t)

m
= −

(
1

m
∇U

(
r (t)

))
, (3.23)
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with F (t) being the force acting at time t on a particle having mass m.
The Verlet algorithm [93] calculates the same trajectories as the leap-frog but

positions are updated in the following manner:

r (t+∆t) = 2 r (t) − r (t−∆t) + a (t)∆t2 +O (∆t4), (3.24)

where O (∆t4) is the truncation error.
The velocity Verlet algorithm is similar to the leap-frog algorithm but is faster

and more accurate: the positions of the atoms are updated every ∆t steps while
the velocities are updated every ∆t+ ∆t

2 steps:

r (t+∆t) = r (t) + v (t)∆t+
1

2
a (t)∆t2, (3.25)

v

(
t+

∆t

2

)
= v (t) +

1

2
a (t)∆t, (3.26)

a

(
t+∆t
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)
+
1

2
a (t+∆t)∆t. (3.28)

It should be noted that in this case accelerations only depend on the positions and
do not depend on the velocities.

3.2.4 Thermostats and barostats

The microcanonical (constant NVE) is the default ensemble for MD simulations.
However, in the majority of applications, temperature and/or pressure need to
be controlled. This is achieved through the implementation of thermostats and
barostats as described in the following paragraphs.

thermostats Several methods have been developed to control the temperat-
ure in MD simulations, with different intents (i.e. preserving the correct dynamics
or the correct thermodynamics of the system). Here the most common ones will
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be discussed, with particular emphasis towards the types of thermostat that have
been employed and tested in this work.

The equipartition theorem relates the temperature of a system to its kinetic en-
ergy (K), and hence to the atomic velocities, according to the relation [82]:

K =

〈
N∑
i=1

1

2
miv

2
i

〉
=
3

2
NkBT . (3.29)

It follows that the simplest way to keep the temperature constant is by multiplying
the velocities of each particle in the system by a factor λ at each time step:

λ =
√
Trequired/Tcurrent, (3.30)

where Trequired is the desired temperature and Tcurrent is the instantaneous temper-
ature as obtained from the kinetic energy. This type of thermostat (referred as
v-scaling) does not correctly reproduce the canonical ensemble (i.e. thermal fluctu-
ations are not possible) and it is, therefore, not recommended for production runs
but can be used for equilibration.

Similarly to the v-scaling thermostat, the Berendsen temperature coupling [94]
also scales the velocity at each step. This is achieved by coupling the system with
an imaginary heat bath at constant temperature T0 and introducing a coupling
parameter τ:

dT(t)

dt
=
1

τ

(
T0 − T(t)

)
. (3.31)

This additional parameter determines the strength of the coupling between bath
and system (a large τmeans weak coupling, i.e. it will take longer for the system to
reach the desired temperature). The Berendsen thermostat suffers from the same
limitations of the v-scaling thermostat since it does not produce thermodynamic-
ally correct energy fluctuations. It must be noted that the error introduced by the
thermostat scales with 1/N [88]. This means that for very large systems, ensemble
averages will not be dramatically affected but fluctuation properties (e.g. heat ca-
pacities) will.

In this work, the Berendsen thermostat was used during the relaxation steps
while for production runs the Nosé-Hoover thermostat was employed. This ther-
mostat, first introduced by Nosé [95] and then further developed by Hoover [96],
is based on an extended-ensemble approach, which considers the bath as part of
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the (extended) system. For this purpose, a time-scaling parameter, s̃, is added so
that the time step of the extended system, dt̃, equals:

dt̃ = s̃dt, (3.32)

An artificial mass Q̃ is also defined. This has the function of adjusting the strength
of the coupling with the heat bath, so that high values of Q̃ produce loose coupling
while low values cause tight coupling. The formulation of the Hamiltonian for this
extended system can be expressed as:

Ĥ =

N∑
i=1

p̃2i
2mis̃2

+U(r̃N) +
p̃2s̃
2Q̃

+NdfkBT0 ln s, (3.33)

where p̃ and p̃s̃ are the momenta for the real system and for the heat bath, respect-
ively, Ndf is the number of degrees of freedom and T0 the desired temperature. Us-
ing this formulation the extended system effectively represents a microcanonical
ensemble, however the real system does not since the total energy is not conserved
and thermal fluctuations are allowed (i.e. , the real system is in the canonical en-
semble).

barostats When performing MD simulations it is often required to maintain
both temperature and pressure constant. From a thermodynamic point of view,
for a system to maintain its pressure fixed a certain change in volume is required.
Such change can happen in all directions, producing isotropic pressure coupling,
or only in one, leading to semi-isotropic pressure coupling. For this purpose sev-
eral different barostats have been developed and implemented in the simulation
codes. Here only the Berendsen [94] and Parrinello-Rahman [97] barostats will be
discussed. It must be noted that, due to its dependence on the virial, pressure fluc-
tuations are usually very large (i.e. the virial changes more quickly with positions
than, for instance, the internal energy does). When using the Berendsen algorithm
[94], pressure control is obtained by coupling the system with a pressure bath so
that:

dP(t)

dt
=
1

τp

(
P0 − P(t)

)
, (3.34)

where τp is the coupling constant, P0 is the pressure of the bath and P(t) the
instantaneous pressure. In the case of isotropic pressure coupling, the volume is
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changed by altering positions and box vectors at each time step by means of a
scaling factor η defined as follows:

η = 1−
∆t

τp
β(P− P0), (3.35)

where β is the isothermal compressibility of the system. This approach provides
the correct average pressure, however just like in the analogous thermostat it does
not simulate the correct NPT ensemble [88].

A more correct representation is achieved when using the Parrinello-Rahman
algorithm [97]. In this case, the equation of motion is applied to the box vectors (b)
so that:

db2

dt2
= VbW−1b

′−1(P(t) − P0), (3.36)

where Vb is the volume of the box and W a parameter providing the magnitude
of the coupling. From Equation (3.36) the equations of motion for the particles in
the system can be obtained.

3.2.5 Limitations

When performing molecular dynamics simulations, one thing to keep in mind is
that this powerful tool has some intrinsic limitations. First of all, as mentioned
before when describing the force field method, MD simulations make use of a
classical description of the interatomic interactions. This means that electrons are
not present in the system, they are treated by means of a potential energy sur-
face which is a function of the position of the nuclei only (the Born-Oppenheimer
approximation [98]). However, this reduced level of detail is sufficient for most
MD applications. Furthermore, it allows to explore larger systems compared to
quantum mechanics (QM) methods. The further development and expansion of
MD methods is however strictly related to the availability of accurate potential
functions.

Another limitation arises from the fact that the atomic motion is also classical,
meaning that the classical Newton’s law is used to describe collisions of atoms
and particles. This is, in most of the cases, a reasonable approximation, however
for very light atoms, like hydrogen or helium, quantum effects become important
and this approximation is not valid any more (as well as for simulations at low
temperature).
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As discussed in the previous sections, because of the finite size of the simulation
box and because, in reality, only a very small portion of the system will be in con-
tact with the boundaries (e.g. walls of the container or surfaces), periodic boundary
conditions must be applied. These, however, do not represent a natural situation
in most cases and therefore fluids simulated will differ from the real ones because
of this periodicity. In this respect, the choice of the box size and shape is very im-
portant. To eliminate the possibility of artefacts in the simulation results caused
by the finite size of the computational cell does, results obtained with systems of
different sizes should be compared.

Another very important aspect are the limitations due to time and length scales.
A typical time step in an MD simulation is on the order of a femtosecond. Given
the current computer power, only processes that occur within 100− 1000 ns can be
simulated, and this is a severe limitation for the study of several systems. Length
scale is also an important limitation because any structural feature of interest and
any spatial correlation length one aims to reproduce with simulations should be
smaller than the size of the computational cell (around 10 − 20 nm maximum).
With regard to this last aspect, time and length scale limitations can be overcome
by replacing atomistic models with coarse-grained ones which, by reducing the
degrees of freedom (i.e. the level of detail of molecular interactions), allow signific-
antly longer and larger simulations without losing computational efficiency. In the
following section, coarse-grained methods will be discussed in more detail, mostly
focussing on the MARTINI approach to coarse-graining [66] which was used in
this work.

3.3 coarse-graining and multi-scale modelling

The term multi-scale modelling refers to the combination of different simulation
techniques used to investigate complex phenomena that have inherently different
time and length scales. The field of application ranges from biology and biomedi-
cine where multi-scale modelling is used, for example, to model tumour growth
[99, 100], to pharmacology where it is used as a tool to guide drug design and
delivery [101]. In engineering, applications include fluid dynamics [102, 103] and
material science [104] which is the relevant context for this work. Figure 3.3 shows
a typical multi-scale diagram: models with a high level of detail, such as quantum
methods, are limited to very small time and length scales, thus to access larger
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spatial and temporal scales simplified models are needed. The aim of multi-scale

Figure 3.3: Schematic diagram showing the time and length scales accessible with different
computational methods. Figure for quantum methods adapted from [105] and
Figure for continuum models adapted from [106].

modelling is to link the different characteristic scales of resolution by producing
unified or integrated models that comprise all the information acquired at each
level of simulation. Two approaches are possible: the “bottom-up” approach, when
information obtained from a higher level of theory is used to develop large scale
models; and the “top-down” approach, when macroscale observations are used to
build models at the more detailed scales. In the following discussion CG methods
will be addressed, with a particular focus on the MARTINI approach to coarse-
graining [10] which has been employed in this work and will be further described
in Chapters 4 and 5.

3.3.1 Different approaches to coarse-graining

The aim of every coarse-grained model is to simplify and speed up the calcu-
lations while being able to correctly reproduce the physical behaviour captured
with atomistic simulations. This simplification is achieved by grouping together a
certain number of atoms, and sometimes also molecules, into beads or CG sites
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which interact trough effective potentials, leading to a significant computational
improvement [107].

The first question to ask when approaching a coarse-graining problem is “how
much to coarse-grain?”. This translates, in practice, to choosing the most appropriate
mapping scheme, or in other words the degree of coarse-graining, for the problem
one aims to study. In this regard, united-atom models, where hydrogen atoms are
lumped together with the heavier atom they are attracted to [80], could be con-
sidered as the lowest possible level of coarse-graining. In coarse-grained models
usually from four to six heavy atoms (i.e. non-hydrogen atoms), representing spe-
cific functional groups, are mapped into a single CG bead. However, some systems
might require a more detailed description in order to correctly capture specific
functions (e.g. side-chain interactions in proteins [108]), in this case finer models
are used for this purpose. On the opposite end, higher-level models which group
together clusters of compounds, for instance amino acids [109], into a single bead
have also been employed.

The next problem to solve is “how to treat the solvent?”. When performing full
atomistic simulations most of the computational time is spent in calculating in-
teractions between solvent molecules. The solvent, in the majority of cases water,
plays an important role in MD simulations since it screens electrostatic interactions.
When it comes to finding more efficient ways to represent water, one possibility
is to use implicit solvent methods. In this case, instead of representing each water
molecule as a discrete entity, the solvent is treated as a continuous medium hav-
ing the average properties of the real fluid and an effective dielectric constant [110].
Implicit solvent models are simple and fast but not adequate to describe all kind of
systems (e.g. high concentration of ions in solution [111]). For this reason, it is more
common to adopt explicit CG models. The simplest approach consists in mapping
one water molecule to one CG water bead, this however only marginally reduces
the computational cost due to the presence of the solvent [112]. A more efficient
strategy consist in mapping bundles of water molecules into a single CG bead. In
this case, however, depending on the method used to obtain the CG potential, an
algorithm able to dynamically assign molecules to clusters might be necessary [113,
114]. One limitation of this type of models is their lack of charges, which requires
the addition of an implicit dielectric constant for the screening of electrostatics
[67]. To solve this issue several models have been developed to account for water
polarizability [115–117]. Among these models it is worth mentioning the polariz-
able MARTINI water model [115] which introduces two additional beads carrying
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charges connected to the LJ site. The improved representation of the dielectric be-
haviour of water comes at the cost of a higher computational cost (simulations
are about three times slower than with the standard MARTINI water model [115])
which might not justify the use in all applications.

At this point, the following step is to obtain a CG force field. Two main strategies
are possible: the fitting can be based on information extracted directly from atom-
istic simulations (also referred as systematic CG methods) or based on proper-
ties measured experimentally (such as the MARTINI force field). Belonging to the
first class are structure-based and force matching methods, which parametrise the
CG force field so that specific target distributions obtained from atomistic simula-
tions are matched (i.e. bottom-up approach) [118]. As the name suggests, structure-
based methods aim to use effective CG potentials to reproduce structural proper-
ties, such as bond, angle, dihedral or radial distributions, calculated for a reference
atomistic system [119]. Among these methods it is worth mentioning the iterative
Boltzmann inversion (IBI) [120] and the inverse Monte Carlo (IMC) techniques
[121]. The theoretical principle on which both methods are based is the Henderson
theorem [122] which states that, for a pairwise additive system, there is only one
effective pair potential that is able to reproduce a given radial distribution function
(RDF). Starting from an initial guessed potential, IBI iteratively refines it using a
correction term that is proportional to the difference between atomistic (gA(r)) and
coarse-grained (gCG(r)) RDFs so that:

UCGk+1 (r) = U
CG
k + kBT ln

[
gCGk (r)

gA(r)

]
, (3.37)

where UCGk+1 and UCGk are the potentials at the iteration k+ 1 and k, respectively.
Similarly to the IBI method, the IMC is also based on iterations to match target

RDFs but in this case the correction term takes into account that a change of the
potential function at a certain distance can produce a change in the RDFs at all
distances, leading to a faster convergence of the algorithm. With regard to force
matching methods (FM), these were originally developed by Ercolessi and Adams
[123] and then further improved by Izvekov and Voth [124]. In this case instead of
matching atomistic and coarse-grained RDFs, the average force acting on CG sites
is matched with forces acting at the atomistic level.

Bottom-up approaches for CG produce effective potentials that are optimised
for a specific system. This limits the transferability across different systems, when
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for example one component is changed, but also across the same system when the
temperature or the concentration of one species is significantly altered. Practically,
these methods require to run new atomistic simulations for each new system one
wants to reproduce, hence restricting their general applicability. As an alternative
to systematic CG methods, the MARTINI force field, based on a building block
principle, will be presented in the next section.

3.3.2 The MARTINI force field

Differently from the methods described so far, the MARTINI force field [10, 66]
has been developed with an another philosophy in mind: rather than aiming at ac-
curately reproducing structural characteristics of specific systems, the emphasis is
on flexibility and transferability between different systems [125]. This is achieved
by means of an empirical (or top-down approach) in which non-bonded interac-
tions between the building blocks of the force field, the different CG bead types,
are extensively parametrised against thermodynamic data such as free energies
of vaporisation, free energies of hydration and, in particular, water/oil partition
coefficients.

the mapping procedure The MARTINI protocol for mapping recommends
to represent, on average, four heavy atoms with one CG interaction site. It follows
that, for example, a butane molecule is represented with one bead whereas an
octane molecule consists of two beads. Consistently with this mapping procedure,
four water molecules are equivalent to a single CG water bead. An exception to
this philosophy are monoatomic ions, which are modelled to represent the ion and
the first solvation shell (i.e. six water molecules) in a single bead. Furthermore, the
four-to-one approach becomes inadequate for representing molecules containing
ring structures, and a finer mapping (usually two or three molecules to one CG
bead) is necessary to produce the correct geometry. For this purpose a smaller type
of bead, called “S-bead”, is introduced. More details about the specific interactions
will be provided below.

One of the main features of the MARTINI force field is its simplicity and ad-
aptability to use in a wide range of applications. This characteristic can be seen in
the limited number of particle types and levels of interactions that are defined in
the force field. To account for the different chemical nature of the CG beads, four
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main types of beads are specified: polar (P), non-polar (N), apolar (C), and charged
(Q). Non-polar and charged beads are then further distinguished based on their
hydrogen donor/acceptor character into: donor (d), acceptor (a), donor-acceptor
(da) and none (O). Polar and apolar beads, instead, are differentiated according
to their level of polarity with numbers going from 1 to 5, where 1 represents low
polarity and 5 high polarity. This leads to a total of 18 levels of interactions. Some
examples of molecule definitions can be found in Table 3.1 (for more topology
examples see Reference [10]). There is one last particle type that needs to be dis-

Table 3.1: Examples of MARTINI mapping for selected molecules and ions.

Molecule Topology

butane C1

octane C1-C1

propane C2

benzene SC5-SC5-SC5

butanol Nda

propanol P1

ethanol P2

water P4

sodium ion Qd

chloride ion Qa

cussed: the antifreeze particle (AF). An undesirable effect of the MARTINI model
for water is that freezing occurs at higher temperature than expected (between 280
and 300 K). To solve this issue, it is sufficient to replace approximately 10 % of the
standard water beads (P4) with AF particles, labelled BP4. This special type of AF
bead, which interacts through a larger σ and a higher ε with standard water beads,
prevents water from freezing by disrupting the formation of the crystalline lattice.
More details about AF particles and their interactions are provided below.

non-bonded interactions Non-bonded interactions are modelled through
a standard Lennard-Jones potential (see Equation (3.17)). The value of σ is set to
0.47 nm for all particle types with few exceptions that will be discussed below: i) S-
type beads, ii) antifreeze particles (AF) and iii) interactions between charged beads
and apolar beads C1 or C2. Moreover, there are a total of ten levels, ranging from
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“supra attractive” (O) to “supra repulsive” (IX). The full list of interactions together
with the corresponding ε and σ values is provided in Table 3.2.

Table 3.2: Levels of interactions and corresponding ε and σ values in the MARTINI force
field. It must be noted that for ring-ring interactions (i.e. interactions between
S-type beads) the value of ε is reduced to 75 % of the standard values while σ is
set to 0.43 nm.

Level ε (kJ mol-1) σ (nm)

O - supra attractive 5.6 0.47

I - attractive 5.0 0.47

II - almost attractive 4.5 0.47

III - semi attractive 4.0 0.47

IV - intermediate 3.5 0.47

V - almost intermediate 3.1 0.47

VI - semi repulsive 2.7 0.47

VII - almost repulsive 2.3 0.47

VIII - repulsive 2.0 0.47

IX - supra repulsive 2.0 0.62

As already discussed in the previous section, smaller beads are necessary to re-
produce the geometry of molecules containing rings. For this purpose, only for the
interactions between S-type beads, the value of ε is reduced to 75% of the standard
values while σ is set to 0.43 nm. It was also discussed the need to add AF to avoid
unwanted freezing. These AF particles are effectively standard water beads for all
interactions, with the sole exception of the P4-BP4 interaction (interaction between
standard CG water and antifreeze) for which a larger σ (0.57 instead of 0.47 nm)
and a higher ε (5.6 kJ mol-1 instead of 5.0 kJ mol-1) are used. Finally, as shown in
Table 3.2, a larger σ (0.62 nm) is also required for the level IX of interaction. This
is done so that charged particles keep their hydration shell when interacting with
hydrophobic beads.

bonded interactions Bonded interactions are parametrised by matching
structural distributions, such as bond or angle distributions, obtained from atom-
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istic simulations. Similarly to atomistic force fields, harmonic functions are used to
represent both bond (Equation (3.38)) and angle (Equation (3.39)) potentials:

Ubond
(
R
)
=
1

2
Kbond

(
R− Rbond

)2, (3.38)

with the equilibrium distance Rbond equal to 0.47 nm and the force constant Kbond

equal to 1250 kJ mol-1 nm-2. And:

Uangle
(
Θ
)
=
1

2
Kangle

[
cos
(
Θ
)
− cos

(
Θ0
)]2

, (3.39)

with the angle force constant Kangle equal to 25 kJ mol-1 and the equilibrium bond
angle Θ0 equal to 180°.

limitations of the martini force field Despite the wide applicability
of the MARTINI force field, there are some intrinsic limitations of the model that
should be considered. The first one is given by limited resolution imposed by the
four-to-one mapping procedure, which could result in difficulties in reproducing
some structural features. Furthermore, CG mapping in the MARTINI spirit is not
always unambiguous. This means that a specific molecule can be represented us-
ing different types of beads but also, in some cases, a different number of beads,
leading to a certain degree of uncertainty. Another important limitation is related
to the difficulty in interpreting the time scale of CG simulations. The kinetics of CG
systems are a lot faster in comparison to atomistic simulations, however it is diffi-
cult to estimate a general speed-up factor that can be used to calculate the realistic
time. It is suggested that an average scaling factor of four should be used, how-
ever it is also noted that the effective speed-up is strictly dependent on the type of
molecules [125], possibly implying that a specific calibration is necessary for each
system investigated. Finally, one last thing to consider is that, because the para-
metrisation is based on free energies and the degrees of freedom are reduced in
comparison to atomistic simulations, there is an entropy loss, compensated by an
enthalpy loss, which implies that the temperature dependence of thermodynamic
properties may not be not accurate.

The MARTINI force field has been employed in this work to study the synthesis
of HMS [9] materials (Chapter 4) and to complement atomistic simulations in the
investigation of the mechanism of formation of MSU-V materials (Chapter 5).
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U N D E R S TA N D I N G T H E S Y N T H E S I S O F H M S M AT E R I A L S

As discussed in section 2.3.2, despite belonging to the same family of MCM-41,
HMS materials possess less long-range order and thicker pore walls when com-
pared to their more well studied hexagonal analogues [9]. Tanev and Pinnavaia,
who synthesised these materials for the first time, have suggested that the absence
of charged interactions between silicates and primary aliphatic amines, which are
used to direct their synthesis, is responsible for the lower degree of order and
regularity [9]. The templating mechanism proposed is, in fact, based on hydro-
gen bond interactions between uncharged organic and inorganic species (S0I0 as-
sembly), which are speculated to arrange into hexagonal mesophases when mixed
in solution with water and ethanol. The mild conditions of the synthesis (temperat-
ures ranging between ambient and 80 ◦C and atmospheric pressure) together with
the inexpensive and easily removable templating materials (i.e. through solvent
extraction rather than calcination), are key advantages offered by amine-directed
synthesis of mesoporous silicas. Furthermore, HMS materials present enhanced
catalytic properties as a result of their non-perfect channel packing and textural
mesoporosity, which are shown to facilitate access to framework mesopores [126,
127].

Despite the interest generated by HMS materials, only few experimental stud-
ies have attempted to elucidate their formation. Among these, Caldararu et al.
[128] and Galarneau et al. [129] have used electron paramagnetic resonance (EPR)
to investigate the molecular interactions occurring during the different stages of
synthesis. They have shown that silicates strongly bind on surfactant micellar ag-
gregates, promoting micelle elongation and formation of “worm-like” frameworks
[128, 129]. These results have provided more insight into the formation mechanism
of HMS materials but still many questions regarding the nature of the interactions
between organic and inorganic species and their effect on the long-range order
remain unsolved.

In section 2.4 some examples of computational studies applied to the investiga-
tion of material synthesis have been introduced, however, so far, none of them has
focussed on HMS materials. Here, results from molecular dynamics (MD) simula-
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tions of the precursor solutions for HMS materials are presented. The starting point
for these simulations is the work of Tanev and Pinnavaia, which have synthesised
HMS by adding TEOS (1.0 mol) to a solution of dodecylamine (DDA; 0.27 mol) in
water (29.6 mol) and ethanol (9.09 mol) [9]. As said above, DDA surfactants are
expected to form rod like micelles upon addition of TEOS and then evolve into
hexagonal mesophases. Unfortunately, the currently accessible computational re-
sources do not allow to access these phases with atomistic (AA) simulations [17].
This limitation can be overcome with coarse-grained (CG) models which, by re-
ducing the computational detail, allow to simulate larger systems on longer time
scales. The approach used herein is based on the work of Pérez-Sánchez et al., who
developed a CG model for silicates within the MARTINI force field [10, 66] and
employed it to successfully demonstrate the cooperative mechanism behind the
formation of MCM-41 [7, 17]. In the following, this model is further parametrised
to describe the considered HMS system.

4.1 development and validation of the coarse-grained model

The procedure used by Pérez-Sánchez et al. to establish interaction levels for their
CG model consists in comparing density profiles of preformed aggregates of the
same size from AA and CG simulations [7]. By tuning interactions at the CG level,
the best set of parameters that reproduces AA results can be found. Here, the
same methodology is applied to obtain parameters for the precursor solution of
HMS materials. This contains DDA surfactants (charged or neutral), counter-ions,
as well as silica monomers and oligomers (charged or neutral) in solution with
water. Given the high complexity of the system, a trial-and-error approach to para-
metrise the individual interactions between all considered species simultaneously
would be too laborious. Instead, the final set of parameters was obtained in a pro-
gressive manner: first, parameters for the systems containing only surfactants and
water (reference systems) were obtained. Subsequently, more species were added
(monomers, followed by dimers) in such a way that interactions already paramet-
rised could be used at the more complex levels. Therefore, at each stage only a
limited number of unknown interactions had to be determined. Another advant-
age of this procedure is that each step of the model development allows to validate
the previously obtained interactions.
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A summary of all the simulations performed at atomistic and coarse-grained
level can be found in Table 4.1 and Table 4.2, respectively. It should be noted that

Table 4.1: Number of molecules in each atomistic MD simulation of preformed aggregates
used to develop parameters of the coarse-grained model. DDA+, charged surfac-
tant; DDA, neutral surfactant; Cl, chloride ion; SI, anionic silica monomer; SN,
neutral silica monomer; SISI, silica dimer with two charges; SISN, silica dimer
with one charge and SNSN, neutral silica dimer. The final box size is approxim-
ately 8.1 nm in all directions.

System DDA+ DDA Cl SI SN TMA SISI SISN SNSN water

AA-DDA+
70 70 16420

AA-DDA+ + SI 70 70 16420

AA-DDA+ + SN 70 70 70 16420

AA-DDA+ + SI + SN 70 70 70 16420

AA-DDA+ + SISI 70 35 16420

AA-DDA+ + SISN 70 35 35 16420

AA-DDA+ + SNSN 70 70 35 16420

AA-DDA 70 16420

AA-DDA + SN 70 70 16420

AA-DDA + SI + TMA 70 70 70 16420

AA-DDA + SN + SI + TMA 70 70 70 70 16420

counter-ions are necessary in order to obtain overall neutrality in the reference
system when DDA+ are used and in the system with anionic silica and DDA sur-
factants. Chloride (Cl) and tetramethylammonium (TMA) ions are chosen for this
purpose. The former are chosen because of the availability of experimental data
(e.g. phase diagrams, aggregation numbers, CMC, etc.) for the system dodecylam-
monium chloride-water, that will be later used to validate the performance of the
CG model for charged surfactants (see section 4.1.2). TMA ions, instead, are used
because they are not expected to play an important role during the aggregation
process [16].

All simulations were performed using the package GROMACS 4.6 [88] and all
the images presented were produced using the software VMD [130]. In the follow-
ing paragraphs, computational details for AA and CG simulations are provided.

computational details for aa simulations Initial configurations for
AA simulations were created by placing in the center of the simulation box a pre-
formed micelle consisting of 70 surfactants (charged or neutral) made using the
software Packmol [131]. This number was chosen because it corresponds approx-
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Table 4.2: Number of beads in each coarse-grained MD simulations of preformed aggreg-
ates used to develop parameters of the coarse-grained model. DDA+, charged
surfactant; DDA, neutral surfactant; Cl, chloride ion; SI, anionic silica monomer;
SN, neutral silica monomer; SISI, silica dimer with two charges; SISN, silica di-
mer with one charge and SNSN, neutral silica dimer.

System DDA+ DDA Cl SI SN TMA SISI SISN SNSN water

CG-DDA+
70 70 4000

CG-DDA+ + SI 70 70 4105

CG-DDA+ + SN 70 70 70 4000

CG-DDA+ + SI + SN 70 70 70 4105

CG-DDA+ + SISI 70 35 4105

CG-DDA+ + SISN 70 35 35 4053

CG-DDA+ + SNSN 70 70 35 4000

CG-DDA 70 4105

CG-DDA + SN 70 70 4105

CG-DDA + SI + TMA 70 70 70 4105

CG-DDA + SN + SI + TMA 70 70 70 70 4105

imately to the measured aggregation number for this system at 50 ◦C (see sec-
tion 4.1.2). It should be noted that these conditions were selected because the same
temperature can also be used to simulate the precursor solution of HMS materi-
als (see section 4.2), i.e. HMS synthesis is reported between ambient temperature
to 80 ◦C, as discussed in section 2.3.2. In the next step, all the other species (silica
monomers, dimers and counter-ions) were randomly added to the box and the sys-
tem solvated with a fixed number of water molecules (see Table 4.1). The original
reacting mixture for HMS materials contains also ethanol, however, to reduce the
complexity of the simulations this was neglected and replaced by water, as done
previously in modelling the synthesis of MCM-41 [6, 16, 65].

For each AA system studied, an energy minimisation step followed by two short
equilibration steps (first NVT and then NPT) were performed. Then, the system
was run for production at 323 K in the NPT ensemble for at least 10 ns. The tem-
perature was kept constant using the Nosé-Hoover thermostat [95] and the pres-
sure fixed at 1 bar employing the Parrinello-Rahman barostat [97]. The equations
of motion were integrated using the leap-frog algorithm [92] with a time step of
2 fs. The simulation boxes were always cubic with periodic boundary conditions
applied in x, y and z directions.

Water molecules were modelled using the SPC/E (Extended Simple Point Charge)
potential [132], a rigid three-site model widely used in MD simulations. Point
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charges are located on both the oxygen (Ow) and the two hydrogens (Hw), whereas
only the oxygen atom has Lennard-Jones parameters. The SPC/E model is a re-
parametrisation of the classic SPC model to include a polarisation correction term
which results in improvement of both density and diffusion constant. DDA surfac-
tants are amphiphilic molecules, which means they contain a hydrophilic head (the
amino group) connected to a hydrophobic chain (the tail) made of twelve carbon
atoms. As shown in Figure 4.1, DDA molecules exist in the neutral form at high
pH (> 12) and become progressively ionised (DDA+) when the pH is decreased,
so that at pH lower than 8 only charged species are found. A representation of the
two types of surfactants is provided in Figure 4.2. Label Hn represents hydrogen

Figure 4.1: pH curve for the system dodecylamine-water produced using chemicalize.org
by ChemAxon Ltd [133]. Charged DDA, red and uncharged DDA, blue. pKa=
10.21.

(a) DDA (b) DDA+

Figure 4.2: All-atom representations of the DDA surfactant in different charge states. Neut-
ral nitogens, purple; charged nitrogens, blue; carbons, cyan and hydrogens,
gray.
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atoms belonging to amino groups, with N indicating a nitrogen and Cn a carbon
bonded to it. The hydrogens on Cn atoms are referred as Hcn while those on car-
bons C and C3 in the hydrocarbon chain are called Hc. When the amine heads are
charged the hydrogen atoms in the amino groups take the name Hnc while the
nitrogens are indicated with Nc and the carbons bonded to them Cnc. To describe
surfactants and counter-ions, such as bromide and TMA, the OPLS (Optimized
Potentials for Liquid Simulations) all-atom force field [80, 81] was used. This was
validated against experimental properties, such as liquid density and enthalpy of
vaporization, by Caleman et al. [134] for several compounds, among which simple
amines. Parameters used for silica monomers and dimers are taken from the work
of Jorge et al. [6]. Figure 4.3 shows all the inorganic species considered. The no-

(a) SI (b) SN (c) SISI

(d) SNSN (e) SISN

Figure 4.3: All-atom representations of the different silicate species: SI, anionic monomer;
SN, neutral monomer; SISI, dimer with two charges; SNSN, neutral dimer and
SISN, dimer with one charge. Neutral silicons, green; charged silicons, yellow;
oxygens, red and hydrogens, gray.

menclature for silicates is as follows: SiN and SiI are used for neutral and anionic
silicons respectively, OhN and HoN for oxygen and hydrogen atoms belonging to
hydroxyl groups in neutral species, while OhI and HoI are used for the corres-
ponding atoms of hydroxyl groups when these are part of anionic species, Oc is
a charged oxygen and finally OII, ONN, and OIN represent oxygen atoms link-
ing, respectively, two anionic silicons, two neutral silicons, or one anionic and one
neutral silicon. The potential energy function is represented as the sum of angle
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bending, dihedral torsion, Lennard-Jones interactions and Coulomb electrostatic
terms. Non-bonded interactions are calculated only for atoms that are separated
by three or more bonds, while the 1-4 interactions are scaled down by a factor
of 0.5. Bond lengths were constrained by applying the LINCS algorithm [135], a
cutoff of 1.2 nm was applied to short-range dispersion interactions and the same
distance for the particle-mesh Ewald method (PME) [90, 136] to take into account
the long-range Coulomb electrostatics. Finally, a long-range dispersion correction
term was added to both energy and pressure. Details of the entire set of parameters
used can be found in Tables A.1- A.4 of Appendix A.

computational details for cg simulations The CG systems were cre-
ated similarly to the atomistic ones by placing a preformed micelle of CG surfac-
tants in the center of a simulation box of approximately 8 nm. In the next step, all
other species were added and the system solvated with a pre-equilibrated box of
CG water. As discussed in section 3.3.2, a CG Cl ion bead in the MARTINI model
includes also its solvation shell (6 water molecules), while one CG water bead cor-
responds to 4 atomistic water molecules. Therefore the number of CG water beads,
in each system was adjusted to match the concentration of the corresponding AA
simulation, as shown in Table 4.2. Another thing to consider is that the MARTINI
model for water tends to undergo freezing at temperatures higher than expected
(around ambient temperature). To avoid this issue it is normally recommended
to replace 10 % of the water with antifreeze (AF) particles (BP4 type beads), as
explained in section 3.3.2. With regard to this work, it was decided not to add
any antifreeze particles since the temperature used in the simulations (50 ◦C) is
considerably above the freezing temperature of the MARTINI model for water.

Prior to the production runs, the CG systems were energy minimised, followed
by a short relaxation step. Production simulations were then performed in the
NPT ensemble for up to 40 ns by keeping the temperature constant at 323 K us-
ing the velocity-rescaling thermostat [137] and the pressure fixed at 1 bar using
the Parrinello-Rahman barostat [97]. The equations of motion were integrated us-
ing the the leap-frog algorithm [92] with a time step of 40 fs, and cubic periodic
boundary conditions were applied in all directions. The CG models tested will be
discussed in detail in section 4.1.2.

Trajectories were analysed using an adaptation of the Hoshen-Kopelman cluster-
counting algorithm [138]. For this purpose, two surfactant molecules were con-
sidered part of the same cluster if at the atomistic level the distance between the
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last four atoms (one carbon and three hydrogens), or at coarse-grained level the
distance between the last tail beads, was less than 0.75 nm. This value was chosen
since it is close to the position of the first minimum in the respective RDFs. The
equation used to compute the number-average cluster size for clusters larger than
4 molecules is:

< CNN >4=

∞∑
n=4

n[Mn]

∞∑
n=4

[Mn]

, (4.1)

where n indicates the size of the clusters and [Mn] the concentration of clusters
with n molecules. The cluster-counting algorithm allowed to calculate AA and CG
average density profiles, measured from the micelle centre of mass (COM), which
will be presented and discussed in section 4.1.1 and section 4.1.2.

4.1.1 Atomistic simulations

In the following, results from AA simulations of preformed micelles in the refer-
ence, monomeric and dimer systems are discussed. For each system considered,
the final snapshot obtained and the average micelle density profile are presented.
It must be noted that the density profiles are calculated considering that the sur-
factant head consists only of the ammonium group (i.e. one nitrogen and three
hydrogens) in the case of charged surfactants, or of the amine group (i.e. one nitro-
gen and two hydrogens) in the case of neutral surfactants, while the tail contains
the entire hydrophobic part of the surfactant (i.e. 12 carbons and 25 hydrogens).

the reference system Based on the speciation of dodecylamine surfactants
(see Figure 4.1), two cases are considered for the reference system:

• high pH (> 12), containing only neutral DDA and water;

• pH < 8, containing charged DDA+ and chloride counter-ions in water.

Figure 4.4 shows the final configurations ((a) and (c)) and the average micelle dens-
ity profiles ((b) and (d)) obtained. Comparison of the density profiles obtained for
the two systems shows that the neutral heads are more shifted towards the core
of the micelle than the charged heads. Furthermore, water molecules are present
inside the core of the micelle when neutral surfactants are used. This is not a sur-
prising result since DDA surfactants are not supposed to form micelles at these
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(a) (b)

(c) (d)

Figure 4.4: Snapshots of the final configurations obtained for a preformed micelle of DDA
(a) and DDA+ with chloride counter-ions in water (c). Corresponding average
micelle density profiles ((b) and (d)). Colour code for the snapshots is: neut-
ral nitrogens, purple; charged nitrogens, blue; oxygens, red; hydrogens gray;
carbon, cyan and chloride, pink; water has been removed for clarity. Colour
code for the density profile is: neutral surfactant heads, red; charged surfactant
heads, blue; surfactant tails, dark green; chloride ions, pink and water, black.
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high pH conditions. It is important to consider, in fact, that the neutral form of
DDA is not soluble in water [139] and cosolvents like ethanol are normally used
to improve dissolution. Therefore, the shape and size of the micellar aggregate ob-
served here are likely to change if the system is simulated for longer. Nevertheless,
the density profiles obtained can be used to develop CG models, according to the
procedure described earlier, as long as the comparison with CG results is done
over a period during which the aggregate remains stable.

With regard to the charged system, another thing to notice is that chloride ions
adsorb very close to the surfactant head (Figure 4.4-(d)). This close arrangement
of counter-ions around the micelle surface has been reported also for the system
CTAB-water [17]. Bromide and chloride ions have different sizes in solution [140]
as well as a different number of bounded water molecules (more for bromide than
for chloride) [141]. For these reasons, bromide ions are expected to bind more
closely to the micelle surface in comparison to chloride ions. Interestingly, this
behaviour was not observed when comparing the present system with the system
containing CTAB surfactants, suggesting that the nature of the surfactant head
plays a major role in these systems and, particularly, that the small head of DDA
surfactants allows counter-ions to arrange close to the micelle head, even when
large ions are used.

system with monomers Results obtained by adding silica monomers (both
anionic and neutral) to preformed micelles of surfactants in water are presented
here. Six systems have been considered in total, three with neutral surfactants:

• DDA and neutral silica in water;

• DDA, anionic silica and TMA in water;

• DDA with anionic and neutral silica, TMA and water;

and three with charged surfactants:

• DDA+ and anionic silica in water;

• DDA+, neutral silica and chloride ions in water;

• DDA+ with anionic and neutral silica in water.

Figure 4.5 shows the final configurations ((a) and (c)) and the density profiles ((b)
and (d)) when neutral silica monomers (SN) are added to preformed micelles of
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(a) (b)

(c) (d)

Figure 4.5: Snapshots of the final configurations obtained for a preformed micelle of DDA
with SN (a) and for DDA+ with SN and chloride ions in water (c). Correspond-
ing average micelle density profiles ((b) and (d)). Colour code for the snapshots
is: neutral nitrogens, purple; charged nitrogens blue; oxygen, red; hydrogens,
gray; carbons, cyan; chloride ions, pink and neutral silicons, green; water has
been removed for clarity. Colour code for the density profile is: neutral sur-
factant heads, red; charged surfactant heads, blue; surfactant tails, dark green;
chloride ions, pink; neutral silica monomers, green and water black.
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DDA and DDA+ respectively. Comparing the density profiles shows quite different
behaviour for the two systems. The SN monomer seems to adsorb quite close to the
surfactant head when this is neutral, while for charged surfactants it tends to ad-
sorb inside the micelle. To better understand the interactions occurring in the neut-
ral system, formation of hydrogen bonds was assessed using the utility g_hbond.
Indeed, hydrogen bonds are formed between neutral silica monomers and the
neutral surfactant heads. However, calculation of the donor-acceptor distribution
distances indicates that this interaction is quite weak compared to the other hydro-
gen bond interactions taking place in the system (see Figure 4.6). As described by

Figure 4.6: Distributions of donor-acceptor distances for the system containing a pre-
formed micelle of DDA with SN monomer. Black, between surfactant heads
and SN monomers; red, between surfactant heads and water; green, between
SN monomers and water.

Jeffrey, hydrogen bonds can be classified according to their donor-acceptor distance
into “strong, mostly covalent” (between 0.22 and 0.25 nm), “moderate, mostly elec-
trostatic” (between 0.25 and 0.32 nm) and “weak, electrostatic” (between 0.32 and
0.4 nm) [142]. Figure 4.6 shows that the donor-acceptor distance for the hydrogen
bonds formed between surfactant heads and SN monomers (black line) is in the
range of weak electrostatic interactions, whereas the hydrogen bonds formed by
water with surfactant heads and SN monomers (red and green lines, respectively)
correspond to moderate electrostatic interactions. As such, the affinity observed
between SN and surfactants micelles is most likely due to hydrophobic interac-
tions than to hydrogen bond formation in these systems.
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The results obtained when anionic silica (SI) monomers are added are shown in
Figure 4.7. Also in this case the two systems produce quite different results: in the
neutral system most of the monomers are in the bulk together with TMA counter-
ions; conversely, in the charged system, due to charge-matching interactions, SI
monomers adsorb at the micelle interface and only few monomers remain in the
bulk, as can be seen from the final snapshot in Figure 4.7-(c).

When an equal number of SN and SI monomers is added to a preformed micelle
of neutral surfactants, similarly to the previously discussed systems, neutral silica
monomers adsorb at the micelle interface while anionic ones remain in the bulk,
as shown in Figure 4.8-(b). Interestingly when charged surfactants are considered,
it seems that the presence of anionic monomers adsorbed on the surfactant heads
causes more neutral monomers to move from the bulk to the micelle interface, in
comparison to the first discussed case (cf. panels (c) and (d) for Figure 4.5 and
Figure 4.8).

system with dimers Lastly, the results obtained adding silica dimers are
discussed. Three systems are considered:

• doubly charged dimers (SISI) and DDA+ in water;

• singly charged dimers (SISN) and DDA+ in water;

• neutral dimers (SNSN) and DDA+ in water.

Figure 4.9 shows the final configurations and the average micelle density profile
obtained. It can be noticed that SISI dimers, like SI monomers, adsorb at the micelle
interface whereas SISN and SNSN dimers tend to adsorb closer to the micelle core.

In the following, the AA density profiles described so far are used for the devel-
opment of the CG models.

4.1.2 Coarse-grained simulations

Herein, the development of the CG model, which will be used then for produc-
tion runs of large systems in section 4.2, is discussed. The systems investigated are
presented in the same order that was used to develop the interaction parameter
matrix (Table 4.2), i.e. minimising the number of unknown interactions at each
stage of the parametrisation. It should be noted that the standard mass of a MAR-
TINI bead is 72 a.u.; however, for the purpose of the density profile calculation, real
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(a) (b)

(c) (d)

Figure 4.7: Snapshots of the final configurations obtained for a preformed micelle of DDA
with SI and TMA (a) and for DDA+ with SI in water (c). Corresponding average
micelle density profiles ((b) and (d)). Colour code for the snapshots is: neutral
nitrogens, purple; charged nitrogens, blue; oxygens, red; hydrogens, gray; car-
bons, cyan and anionic silicons, yellow; water has been removed for clarity.
Colour code for the density profile is: neutral surfactant heads, red; charged
surfactant heads, blue; surfactant tails, dark green; TMA ions, purple; anionic
silica monomers, yellow and water, black.
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(a) (b)

(c) (d)

Figure 4.8: Snapshots of the final configurations obtained for a preformed micelle of DDA
with SN, SI and TMA (a) and for DDA+ with SN and SI in water (c). Cor-
responding average micelle density profiles ((b) and (d)). Colour code for the
snapshots is: neutral nitrogens, purple; charged nitrogens blue; oxygens red;
hydrogens, gray; carbons, cyan; neutral silicons, green and anionic silicons, yel-
low; water has been removed for clarity. Colour code for the density profile is:
neutral surfactant heads, red; charged surfactant heads, blue; surfactant tails,
dark green; TMA ions, purple; neutral silica monomers, green; anionic silica
monomers, yellow and water, black.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.9: Snapshots of the final configurations obtained for a preformed micelle of DDA+

with SISI (a), SISN (c) and SNSN dimers (e). Corresponding average micelle
density profiles ((b), (d) and (f)). Colour code for the snapshot is: charged ni-
trogens blue; oxygens, red; hydrogens, gray; carbons, cyan; chloride ions, pink;
neutral silicons, green and anionic silicons, yellow; water has been removed for
clarity. Colour code for the density profile is: charged surfactant heads, blue;
surfactant tails, dark green; chloride ions, pink; dimers, cyan and water, black.
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masses were attributed to each bead to match the corresponding atomistic group
(i.e. head, tail, monomer, dimers, etc.). For example the mass of the bead represent-
ing the charged head is approximately 17 a.u. (i.e. the mass of one nitrogen and
three hydrogens), while the mass of the SN bead is approximately 96 a.u. (i.e. the
mass of one silicon atom, four oxygens and four hydrogens), etc.

influence of different head beads for charged surfactants One
of the first things to decide when developing a CG model is the mapping scheme,
i.e. fixing how many atoms are represented by each CG bead. According to the
MARTINI protocol, on average four heavy atoms should be represented with one
CG site [10]. This approach means that for some molecules the mapping is not
univocal and other factors (like for example molecule symmetry) have to be taken
into account in order to find the most appropriate representation. Figure 4.10 dis-
plays a schematic representation of the mapping scheme adopted for each species
considered. With regards to the charged surfactants, the conventional mapping
strategy suggests to use a Qd bead for the head (the positively charged NH3 group
plus three adjacent CH2 groups) and three C2 beads for the tail, with each C2 rep-
resenting three carbon atoms and the associated hydrogens (Figure 4.10-(a)). Here
the effect of using different bead types for the head group (Qd, Q0 or Qda) will be
explored, by comparing how well atomistic micelle density profiles are reproduced
by each of the mapping schemes adopted. The other species present are solvated
chloride counter-ions, which are mapped with one Qa bead (Figure 4.10-(c)), and
P4 water beads (Figure 4.10-(e)). The full list of interactions considered is displayed
in Table 4.3. It should be noted that for this test standard MARTINI values are used
for bonds and angles parameters.

Figure 4.11 shows the micelle density profiles obtained using the different map-
ping schemes described above. The agreement with AA simulations seems to be
slightly improved when Qd or Qda beads are used (see Figure 4.11-(a), (b), (e)
and (f)), however none of the head types considered produced a perfect match.
The lower magnitude of the CG peaks and larger spread in the distribution of
head groups suggests that coarse-grained micelles are more disordered than atom-
istic micelles. This behaviour is confirmed by looking at the snapshot in Figure 4.12.
Here, the final configuration obtained when using the chosen bead type for the sur-
factant head, Qd, is displayed; final configurations obtained with other head types
produced qualitatively similar results.
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(a) (b)

(c) (d) (e)

(f) (g)

(h) (i) (j)

Figure 4.10: Schematic representation of the CG mapping schemes adopted in this work.
DDA surfactant, (a); DDA+ surfactant, (b); solvated chloride counter-ions, (c);
TMA counter-ions, (d); water, (e); anionic silica monomer, (f); neutral silica
monomer, (g); doubly deprotonated dimer, (h); singly deprotonated dimer, (i)
and neutral dimer, (j).
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(a) (b)

(c) (d)

(e) (f)

Figure 4.11: Comparison between atomistic (solid lines) and coarse-grained (dashed lines)
average micelle density profiles obtained for the reference system with DDA+

surfactants. Different standard MARTINI beads types are used for the head
group: (a)-(b), Qd; (c)-(d), Q0 and (e)-(f), Qda. Tails, dark green; charged heads,
blue; chloride ions, pink and water, black.
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Table 4.3: Matrix of interaction for standard MARTINI beads considered to test the influ-
ence of the head type for charged surfactants [10, 66]. For more details about
bead types and description of interaction levels see section 3.3.2.

Qda Qd Qa Q0 P4 C2

Qda O O O II O IX
Qd O I O II O IX
Qa O O I II O IX
Q0 II II II IV O IX
P4 O O O O I VII
C2 IX IX IX IX VII IV

(a) (b)

Figure 4.12: Snapshots comparing the final configurations obtained with coarse-grained (a)
and atomistic (b) simulations for the reference system with DDA+ surfactants.
Standard MARTINI parameters (f = 25 kJ mol-1 and b = 0.47 nm) and Qd
bead type are employed. Colour code for the CG snapshot is: DDA+ heads,
blue; DDA+ tails, cyan and chloride counter-ions, pink. Colour code for the
AA snapshot is the same as in Figure 4.4-(c).
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To try to improve agreement with AA simulations, force field parameters, such
as bond length or angle force constants, can be modified. Reducing the bond
length, for example, should improve the position of the chloride peak, shifting
it to the left, while increasing the angle force constant should make CG surfactants
more rigid. The effect of altering these two parameters is discussed below.

influence of angle force constant for charged surfactants The
standard values for bond length (b) and angle force constant (f) in the MARTINI
force field are 0.47 nm and 25 kJ mol-1 respectively. Figure 4.13-(c) and (d) show the
average density profiles obtained when a higher angle force constant (50 kJ mol-1)
is used. Increasing the angle force constants improves agreement with AA results,

(a) (b)

(c) (d)

Figure 4.13: Comparison between atomistic (solid lines) and coarse-grained (dashed lines)
average micelle density profiles obtained for the reference system with DDA+

surfactants. Standard MARTINI bond length (b = 0.47 nm) and different angle
force constants are used: (a)-(b), f = 25 kJ mol-1 and (c)-(d), f = 50 kJ mol-1.
Colour code is the same as in Figure 4.11.
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producing narrower surfactant head profile as well as steeper tail and water dis-
tributions. Higher values of the angle force constant (up to f = 500 kJ mol-1) were
also tested producing even better agreement with AA results. However, when these
very high angle force constant values were employed to model large systems, un-
physical results were obtained, showing freezing at high surfactant concentration
due to the extreme rigidity of the model. Therefore, use of angle force constant
values above 50 kJ mol-1 are not recommended. With regard to the chloride profile,
this appears to be identical in the two cases considered (cf. Figure 4.13-(b) and (d)).
This poor agreement between AA and CG profiles for chloride counter-ions could
be explained by the larger size of the ion at CG level. In fact, by including also a
solvation shell, CG chloride ions are not allowed to adsorb as close to the surfactant
heads as they do atomistically.

influence of bond length for charged surfactants The effect of
reducing the bond length from the default value to b = 0.45 nm is shown in
Figure 4.14, where average density profiles obtained from simulations performed
using different angle force constants ((a)-(b), f = 25 kJ mol-1 and (c)-(d), f =

50 kJ mol-1) are compared. Reducing the bond length does not improve the posi-
tion of the chloride peak. On the contrary, the agreement with the AA head profile
seems to be worse, independent of the force constant used: the head distributions
appear broader and the position of the peaks are shifted.

This analysis indicates that, for the models considered here, the best agreement
between AA and CG micelle density profiles is obtained by mapping the head
group of DDA+ with a Qd bead. Furthermore, increasing the force constant from
25 to 50 kJ mol-1 improves model agreement, whereas no improvement is obtained
when the bond length is decreased.

neutral surfactants Consistently with the parametrisation chosen for the
charged system, DDA surfactants are modelled using the recommended Nd bead
for the head group, three C2 beads for the tail, standard bond length b = 0.47 nm
and angle force constant f = 50 kJ mol-1 (Figure 4.10-(b)). The final snapshot ob-
tained is displayed in Figure 4.15-(a) while in Figure 4.16 the average micelle dens-
ity profile is shown. Both the snapshot and the profile densities show that the
neutral micelles are more disordered than charged ones. Some of the head groups
are located inside the micelle core (Figure 4.16-(b)) but also some water penetrates
inside. As discussed earlier when presenting the AA profiles for this system, neut-
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(a) (b)

(c) (d)

Figure 4.14: Comparison between atomistic (solid lines) and coarse-grained (dashed lines)
average micelle density profiles obtained for the reference system with DDA+

surfactants. A reduced bond length (b = 0.45 nm) and different angle force
constants are used: (a)-(b), f = 25 kJ mol-1 and (c)-(d), f = 50 kJ mol-1. Colour
code is the same as in Figure 4.11.
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(a) (b)

Figure 4.15: Snapshots comparing the final configurations obtained with coarse-grained (a)
and atomistic (b) simulations for the reference system with DDA surfactants.
Parameters for the CG model are: f = 50 kJ mol-1 and b = 0.47 nm. Colour
code for the CG snapshot is: DDA heads, purple and DDA tails cyan. Colour
code for the AA snapshot is the same as in Figure 4.4-(a).

(a) (b)

Figure 4.16: Comparison between atomistic (solid lines) and coarse-grained (dashed lines)
average micelle density profiles obtained for the reference system with DDA
surfactants, using b = 0.47 nm and f = 50 kJ mol-1. Tails, dark green; neutral
heads, red and water, black.
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ral DDA surfactants do not dissolve in pure water [139]. The presence of head
groups in the core of the neutral micelle is an indication that, at these conditions,
micelles are not the stable aggregation state. Both AA and CG simulations were
run for 40 ns and averages were obtained over the entire length of the production
run, however, because of the four-to-one mapping used in the MARTINI force field,
CG dynamics are expected to be accelerated by a factor of approximately four [10].
Because of these fast dynamics, identifying the exact trajectory length for which
AA and CG systems display the same structural behaviour is not trivial. Since the
objective here is to find the best CG model to represent this system, focus was
placed on matching the peak positions and their relative width. Nevertheless, it
can be assumed that for long enough simulation times the two systems (AA and
CG) will behave in the same way.

With all the parameters necessary to describe the reference systems established,
the next step was to look at systems containing silica monomers and counter-ions.
Figure 4.10-(f) and (g) shows the CG mapping procedure adopted for these species
as well as for TMA counter-ions Figure 4.10-(d).

dda
+

with anionic silica The first system investigated was the monomeric
solution of charged surfactant and anionic silica monomers (referred as QSI) in
equal ratio. Four interactions in this system were not present in the MARTINI
force field:

• QSI-QSI;

• QSI-Qd;

• QSI-C2;

• QSI-P4;

however the QSI-QSI and the QSI-P4 interaction levels have been already paramet-
rised by Pérez-Sánchez et al. and shown to produce good results when used to
investigate formation of periodic mesoporous silicas (PMS) [7, 17], so they have
also been adopted in this work. Furthermore, the interaction QSI-C2 was assumed,
in agreement with the MARTINI philosophy, to be equal to the QSI-C1, which
was also established by Pérez-Sánchez et al. [7, 17]. Hence, the only interaction
left to parametrise for the considered system is between anionic silica beads and
surfactant heads (QSI-Qd). Three different levels were tested: i) O (supra attractive),
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ii) I (attractive) and iii) II (almost attractive), defined according to Table 3.2 in sec-
tion 3.3.2. A representative snapshot of the final configuration obtained for the
system with QSI-Qd = II is show in Figure 4.17-(a). It should be noted that no sig-
nificant difference was observed in the final configurations obtained for the three
parametrisation schemes considered. More information about this system can be

(a) (b)

Figure 4.17: Snapshot comparing the final configurations obtained with coarse-grained (a)
and atomistic simulations (b) for the system with anionic silica monomers and
DDA+ surfactants, using QSI-Qd = II for the CG model. Colour code for the CG
snapshot is the same as in Figure 4.12 with SI in yellow. Colour code for the
AA snapshot is the same as in Figure 4.7-(c).

obtained by looking at the average micelle density profiles displayed in Figure 4.18.
The behaviour of the three models considered is overall quite similar and the main
difference observed is for the SI profile at short distances from the micelle core.
Here, for the two most attractive levels of interactions considered, SI peaks are
present near the micelle core at CG level, however the AA results show no sign of
these peaks (see Figure 4.18-(b) and (d)). For this reason the lower level of interac-
tion (QSI-Qd = II) was chosen for the present system. Even lower interaction values
were not considered since these are expected to produce broader SI profiles, by re-
ducing too much the attraction between QSI and Qd beads and bringing it to close
to the strength of the interaction between QSI and C2 beads (i.e. IV, intermediate).

dda with neutral silica The monomeric solution with DDA surfactants
and an equal ratio of neutral silica monomer (referred as NSN) was considered.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.18: Comparison between atomistic (solid lines) and coarse-grained (dashed lines)
average micelle density profiles obtained for the system containing DDA+ sur-
factants and SI monomers. Different interaction levels are used for QSI-Qd:
(a)-(b) supra attractive (O), (c)-(d) attractive (I) and e-f almost attractive (II). Tails,
dark green; charged heads, blue; anionic silica monomers, yellow and water,
black.
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Like in the previously discussed case, there are in total four new interactions to
establish for this system:

• NSN-NSN;

• NSN-Nd;

• NSN-C2;

• NSN-P4.

Once again NSN-NSN and NSN-P4 interactions are taken from the work of Pérez-
Sánchez et al. [7, 17] while NSN-C2 is assumed the same as NSN-C1 (also determ-
ined by Pérez-Sánchez et al. [7, 17]). Hence, the only unknown interaction is NSN-
Nd for which three possible values were considered: i) supra attractive (O), ii) attract-
ive (I) or iii) almost attractive (II). Comparison between AA and CG density profiles
obtained for the different interaction levels considered is shown in Figure 4.19. As
noticed before, neutral micelles are more disordered than charged micelles. Addi-
tion of SN monomers to this system does not seem to improve order and only a
few silica beads are found to interact with the surfactant heads (see Figure 4.20)-(a).
In all profiles shown in Figure 4.19 the peak relative to SN monomers is signific-
antly lower in CG than in AA. Interestingly, head peaks inside the micelle core are
observed both at AA and at CG level, possibly suggesting that structural rearrange-
ment is accelerated by the presence of SN monomers. The best agreement is found
for the highest level of interaction (NSN-Nd = O), which produced the narrowest
distribution for both neutral heads and SN monomers, and was thus chosen for
modelling this system.

dda
+

with anionic and neutral silica monomers At this point, it
was decided to parametrise the system containing DDA+ surfactants and an equal
number of anionic and neutral silica monomers. Considering all the parameters so
far established, there are only two unknown interactions for this system:

• QSI-NSN;

• NSN-Qd.

In Figures 4.21 and 4.22-(a) density profiles and a snapshot of the final config-
uration obtained are shown. Considering that for both silica monomers the self
interaction (QSI-QSI and NSN-NSN) is set to supra attractive, the same value was
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(a) (b)

(c) (d)

(e) (f)

Figure 4.19: Comparison between atomistic (solid lines) and coarse-grained (dashed lines)
average micelle density profiles obtained for the system containing DDA sur-
factants and SN monomers. Different interaction levels are used for NSN-Nd:
(a)-(b), supra attractive (O); (c)-(d), attractive (I) and (e)-(f), almost attractive (II).
Tails, dark green; neutral heads, red; neutral silica monomers, green and water,
black.
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(a) (b)

Figure 4.20: Snapshot comparing the final configurations obtained with coarse-grained (a)
and atomistic simulations (b) for the system with neutral silica monomers
and DDA surfactants, using NSN-Nd = O for the CG model. Colour code for
the CG snapshot is the same as Figure 4.15 with SN in green. Colour code for
AA snapshot is the same as Figure 4.5-(a)

also chosen for the monomer cross iteration QSI-NSN. For the other interaction,
two cases were considered: i) NSN-Qd = O (supra attractive) or ii) NSN-Qd = II (almost
attractive). Again, the CG profiles do not match exactly the AA results, however
some considerations can be made regarding these results. The position of the SI
peak is matched quite well for both levels of interaction but the agreement with the
SN profile becomes significantly worse for the lower interaction level tested. The
SN distribution is already quite broad when NSN-Qd is supra attractive, suggesting
that lower interaction strengths would not produce better agreement. Hence, NSN-
Qd = O was chosen to model this system and no further tests (e.g. NSN-Qd = I) were
performed.

dda
+

with neutral silica monomers and chloride counter-ions

The next case considered is the system with charged surfactants and neutral silica
monomers to which chloride counter-ions are added to neutralise charges. The
only undefined interaction for this system is between SN monomers and counter-
ions (NSN-Qa); however this was assumed the same as the interaction between QSI

and Qa, which Pérez-Sánchez et al. have found to be almost attractive [7]. Results
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(a) (b)

(c) (d)

Figure 4.21: Comparison between atomistic (solid lines) and coarse-grained (dashed lines)
average micelle density profiles obtained for the system containing DDA+ sur-
factants and both SI and SN monomers. Different interaction levels are used
for NSN-Qd: (a)-(b), supra attractive (O) and (c)-(d), almost attractive (II). Tails,
dark green; charged heads, blue; anionic silica monomers, yellow; neutral
silica monomers, green and water, black.
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(a)

Figure 4.22: Snapshot comparing the final configurations obtained with coarse-grained (a)
and atomistic (b) simulations for the system with DDA+ surfactants and both
anionic and neutral silica, using QSI-NSN = O and NSN-Qd = O for the CG
model. Colour code for the CG snapshot is the same as Figure 4.17. Colour
code for the CG snapshot is the same as Figure 4.17 with SN monomer is
green. Colour code for the AA snapshot is the same as Figure 4.8-(c).

for this system are shown in Figure 4.23 (density profile) and in Figure 4.24-(a)
(final configuration), indicating, for the chosen set of parameters, agreement com-
parable with the previously discussed systems. No further tests were performed in
this case since this interaction is of little importance for modelling HMS synthesis
solutions (see later sections).

dda with anionic silica and tma counter-ions Two interactions are
undefined for the system consisting of neutral surfactants with anionic silica and
TMA counter-ions:

• QSI-Nd;

• QSI-Q0.

With regard to the QSI-Q0 interaction, this was not parametrised and was assumed
to be the same as for NSN-Q0 which was already found by Pérez-Sánchez et al.
to be almost attractive [7, 17]. For the remaining interaction, QSI-Nd, four possible
cases were considered: i) supra attractive, ii) attractive, iii) almost attractive and iv)
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(a) (b)

Figure 4.23: Comparison between atomistic (solid lines) and coarse-grained (dashed lines)
average micelle density profiles obtained for the system containing DDA+

surfactants with SN monomers and chloride counter-ions, using NSN-Qa =II.
Tails, dark green; heads, blue; chloride ions, pink; neutral silica monomers,
green and waters black. Colour code for the AA snapshot is the same as in
Figure 4.8-(c).

semi attractive. For all interaction levels tested, no significant differences were ob-
served for any of the presented profiles with the exception of the SI profile, for
which the best agreement was found when using the lowest interaction strength,
as shown in Figure 4.25. Interactions levels lower than III (i.e. semi attractive) pro-
duced worse agreement for the SI distribution, which became progressively more
spread out. For completeness, the final configuration obtained using the chosen set
of parameters is shown in Figure 4.26.

dda with anionic and neutral silica and tma counter-ions The
last monomeric solution considered is identical to the previously discussed case
but contains also neutral silica monomers. Two interactions are left to determine:

• NSN-Nd;

• NSN-Q0.

However, the NSN-Q0 was already determined by Pérez-Sánchez et al. [7] as being
almost attractive, while for NSN-Nd two values were considered: i) supra attractive
and ii) attractive. Micelle density profiles (Figure 4.27) indicate that better agree-
ment with AA is obtained when NSN-Nd is attractive. The chosen set of parameters
was then used to obtain the final configuration shown in Figure 4.28.



4.1 development and validation of the coarse-grained model 82

(a) (b)

Figure 4.24: Snapshot comparing the final configurations obtained with coarse-grained (a)
and atomistic (b) simulations for the system with DDA+ surfactants, neut-
ral silica monomers and chloride counter-ions, using NSN-Qa = II for the CG
model. Colour code for the CG snapshot is the same as in Figure 4.22 with
chloride ions in pink. Colour code for the AA snapshot is the same as in Fig-
ure 4.5-(c)

Lastly, the systems containing charged surfactants and silica dimers was mod-
elled. Three types of dimers were considered: with two charges (SISI), with one
charge (SISN) and neutral (SNSN). It should be noted that interaction parameters
have not been developed for the system containing dimers and neutral surfactants
since, at the conditions of the synthesis, most surfactants (approximately 99 %) are
expected to be in their protonated form (see section 4.2.4). In the following para-
graphs, the development of interaction parameters for silica dimers is described.

dda
+

with sisi dimers The first type of dimer considered is the one with two
charges. The mapping scheme chosen is shown in Figure 4.10-(h). This comprises
two QSI, each identical to the QSI bead type used for SI monomers, and bearing
a negative charge. For comparison, the dimer consisting of two Qda beads, which
corresponds to the representation developed by Pérez-Sánchez et al. [7], was also
tested. From the density profiles reproduced in Figure 4.29, the agreement with AA
simulations improves with QSI beads. This result can be attributed to the different
behaviour that doubly charged silica dimers have in the current system and in the
system with CTAB surfactants modelled by Pérez-Sánchez et al. [7]. Because of the
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 4.25: Comparison between atomistic (solid lines) and coarse-grained (dashed lines)
average micelle density profiles obtained for the system containing DDA sur-
factants, SI monomers and TMA counter-ions. Different interaction levels are
used for QSI-Nd: (a)-(b) supra attractive (O), (c)-(d) attractive (I), (e)-(f) almost at-
tractive (II) and (g)-(h) semi attractive (III). Tails, dark green; neutral heads, red;
anionic silica monomers, yellow; TMA counter-ions, purple and water, black.
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(a) (b)

Figure 4.26: Snapshot comparing the final configurations obtained with coarse-grained (a)
and atomistic (b) simulations for the system with DDA surfactants, anionic
silica monomers and TMA counter-ions, using QSI-Nd = III for the CG model.
Colour code for the CG snapshot is the same as Figure 4.20 with SI monomers
in yellow and TMA counter-ions in grey. Colour code for the AA snapshot is
the same as Figure 4.7-(a)

.

small ammonium head group in DDA surfactant, both monomers and dimers are
allowed to approach closely, as shown from the AA profiles (cf. Figure 4.7-(d) and
Figure 4.9-(b)). On the contrary, when a surfactant with a larger head group, like
CTAB, is used, SI monomers can still adsorb inside the micelle but SISI dimers
become too large and, therefore, only adsorb on the outside of the micelle [7] [7].
In the MARTINI force field, the position where dimers (or monomers) adsorb on
the micelle is essentially controlled by the QSI (or Qda)-C2 interaction. When this is
set to super repulsive, like for Qda-C2, dimers adsorb on the outside. Only by making
the interaction with C2 more favourable can silica dimers adsorb more closely to
the surfactant head, like observed for DDA surfactants. For completeness, the final
snapshot obtained when SISI are modelled with two QSI beads is provided in
Figure 4.30-(a).

dda
+

with snsn dimers Satisfactory agreement was achieved by modelling
the system containing neutral dimers with two NSN beads (see Figure 4.10-(j)),
identical to the bead type used for SN monomers. The micelle density profiles
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(a) (b)

(c) (d)

Figure 4.27: Comparison between atomistic (solid lines) and coarse-grained (dashed lines)
average micelle density profiles obtained for the system containing DDA sur-
factants, both SN and SI monomers and TMA counter-ions. Different interac-
tion levels are used for NSN-Nd: (a)-(b) supra attractive (O), (c)-(d) attractive (I).
Tails, dark green; neutral heads, red; anionic silica monomers, yellow; neutral
silica monomers, green; TMA counter-ions, purple and water, black.
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(a) (b)

Figure 4.28: Snapshot comparing the final configurations obtained with coarse-grained (a)
and atomistic (b) simulations for the system with DDA surfactants, anionic
silica monomers and TMA counter-ions, using QSI-Nd = III for the CG model.
Colour code for the CG model is the same as in Figure 4.26 with SN monomer
is green. Colour code for the AA model is the same as in Figure 4.8-(a)

obtained are shown in Figure 4.31 while the corresponding final configuration is
displayed in Figure 4.32-(a). The position of the peaks is matched for both head
and chloride profiles, while the shift in dimer profile is comparable to the results
obtained for the systems containing neutral monomers. Hence, no further tests
were performed for this case.

dda
+

with sisn dimers Following the previous results, the system with
singly charged dimers was modelled using one QSI bead and one NSN bead (see
Figure 4.10-(i)). Figure 4.33-(c) and (d) show the density profiles obtained, while
the final snapshot is displayed in Figure 4.34-(a). In Figure 4.33-(a) and (b) the
profiles obtained when QSI is replaced with a Qda are shown. Like in the system
with the doubly charged dimer, the agreement decreases and therefore Qda beads
were discarded.

4.2 cg simulations of hms materials

In Table 4.4, interaction levels for all bead types used in this work are provided. Be-
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(a) (b)

(c) (d)

Figure 4.29: Comparison between atomistic (solid lines) and coarse-grained (dashed lines)
average micelle density profiles obtained for the system containing DDA+ sur-
factants and SISI dimers. Different bead types are used for the charged part of
the dimer: (a)-(b), Qda and (c)-(d), QSI. Tails, dark green; charged heads, blue;
doubly charged dimers, cyan; and water, black.

Table 4.4: Matrix of interactions for CG beads used in this work.

Type Qd Qa Q0 QSI P4 Nd NSN C2

Qd O O II II O III O IX
Qa O I II II O I II IX
Q0 II II IV II O III II IX
QSI II II II O II III O IV
P4 O O O II I III II VII
Nd III I III III III III O VI

NSN O II II O II O O IV
C2 IX IX IX IV VII VI IV IV
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(a) (b)

Figure 4.30: Snapshot comparing the final configurations obtained with coarse-grained (a)
and atomistic (b) simulations for the system with DDA+ surfactants, silica
dimers with two charges and chloride counter-ions, using QSI to model at
CG level the charged beads of the dimer. Colour code for the CG system is
the same as Figure 4.12 with SISI dimers in yellow. Colour code for the AA
system is the same as in Figure 4.9-(a).

(a) (b)

Figure 4.31: Comparison between atomistic (solid lines) and coarse-grained (dashed lines)
average micelle density profiles obtained for the system containing DDA+ sur-
factants, SNSN dimers and chloride counter-ions, using two NSN beads to
model the dimer. Tails, dark green; charged heads, blue; doubly charged di-
mers, cyan; and water, black.
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(a) (b)

Figure 4.32: Snapshot comparing the final configurations obtained with coarse-grained (a)
and atomistic (b) simulations for the system with DDA+ surfactants, neutral
silica dimers and chloride counter-ions, using NSN to model at the CG level
the neutral beads of the dimer. Colour code for the CG snapshot is the same
as Figure 4.30 with SNSN in green and chloride ions in pink. Colour code for
the AA system is the same as in Figure 4.9-(e).

fore starting to investigate the behaviour of precursor solutions of HMS materials,
the quality of the CG model for DDA surfactants was further assessed by reprodu-
cing available experimental data. For this purpose the system dodecylammonium
chloride (DDACl) was considered since a few studies on aggregation properties
(e.g. aggregation numbers, Nagg) of this system are available in the literature [143].
Furthermore, these properties can be calculated with MD simulations.

4.2.1 The system dodecylammonium chloride-water

As already discussed in section 4.1, depending on the pH, dodecylamine will be in
charged or neutral form (see Figure 4.1). In the charged form, dodecylammonium
surfactants are commonly associated with chloride counter-ions forming DDACl,
which is obtained by adding gaseous HCl to the primary amine [144]. Several stud-
ies are available in the literature regarding the phase diagram of DDACl in water
[145–147] as well as values of average micelle size and other aggregation proper-
ties [143]. Ternary phase diagrams are also available; for example Karlsson et al.
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(a) (b)

(c) (d)

Figure 4.33: Comparison between atomistic (solid lines) and coarse-grained (dashed lines)
average micelle density profiles obtained for the system containing DDA+ sur-
factants, SISN dimers and chloride counter-ions. Different bead types are used
for the charged part of the dimer: (a)-(b), Qda and (c)-(d), QSI. Tails, dark green;
charged heads, blue; doubly charged dimers, cyan; and water, black.
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(a) (b)

Figure 4.34: Snapshot comparing the final configurations obtained with coarse-grained (a)
and atomistic (b) simulations for the system with DDA+ surfactants, silica di-
mers with one charge and chloride counter-ions, using QSI and QSN to model
at the CG level the charged and neutral beads of the dimer. Colour code for
the AA system is the same as in Figure 4.9-(c).

studied the phase diagrams of the system dodecylamine-acetic acid-water [148]
while Hartmann et al. studied the systems dodecylamine-acrylic/methylacrylic
acid- water [149]. However, these are in general more difficult to interpret and
less information is available regarding system aggregation properties. Also from
a computational point of view, in order to reproduce these phase diagrams with
simulations a third component would need to be added to the system, increasing
complexity and reducing computational expediency. Therefore, the more reason-
able approach to assess CG model capability to reproduce experimental data, is by
studying the system dodecylammonium chloride-water and testing if phases ob-
served and micelle size values calculated experimentally can be reproduced with
CG simulations.

Figure 4.35 shows the phase diagram of the system dodecylammonium chloride-
water as determined by Broome et al. [145]. The first thing to notice is that at
ambient temperature dodecylammonium chloride is soluble in water only in very
small quantities. The solubility of DDACl as a function of pH at 25 ◦C was meas-
ured by Dai and Laskowski, showing a quite sharp decrease from 2× 10−2 M at
pH 7 to approximately 10−4 M at pH 10 [150]. These extremely low concentrations
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Figure 4.35: Phase diagram of the system dodecylammonium chloride-water from refer-
ence [145]. Phase symbols are: L, liquid; E, hexagonal liquid crystal; D, lamel-
lar liquid crystal; Xα and Xβ, dry crystal, X.nW, crystal hydrate having n
water molecules. Dashed lines indicate limits of metastable regions. Symbols
indicate simulation conditions: blue cross, simulations at 50 ◦C (i.e. 323 K) and
0.1 M concentration; red circle, simulation at 75 ◦C (i.e. 348 K) and 28 % sur-
factant weight; red diamond, simulation at 75 ◦C and 35 % surfactant weight
and red triangle, simulation at 75 ◦C and 60 % surfactant weight; see Table 4.5
for more details.
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are difficult to reproduce even with CG simulations. Above ambient temperature,
however, solubility increases significantly and a liquid phase (L) is observed. This
liquid phase is effectively an isotropic micellar solution and occupies a large part
of the phase diagram. Furthermore, the system also exhibits two liquid crystal-
line phases: an hexagonal phase (E) and a lamellar phase (D). Interestingly, the
hexagonal phase does not coexist with any other liquid crystal phase but is, instead,
surrounded by the liquid phase. Also to notice is that no cubic phase has been re-
ported for this system, contrary to other cationic surfactants systems, e.g. CTAB.
The other regions in the diagram represent crystal hydrates and metastable crystal
hydrates which will not be considered in this study.

Four points on the phase diagram were investigated with CG simulations, one
in the micellar region (blue cross), one near the boundary between the micellar
region and the hexagonal phase (red circle), and two in the liquid crystal regions
(one hexagonal, red diamond and one lamellar, red triangle). Details of all the
simulations performed can be found in Table 4.5.

Table 4.5: Coarse-grained MD simulations of the system dodecylammonium chloride-
water.

System DDA+ Cl- water T (K) time (ns) box (nm)

0.1 M preformed-small 210 210 28550 323 1200 15.3
0.1 M random-small 210 210 28550 323 1200 15.3

0.1 M preformed-large 2000 2000 274800 323 600 32.6
28 % random 4000 4000 25687 348 600 17.9
35 % random 4000 4000 16885 348 600 17.9
60 % random 4000 4000 2215 348 3600 13.8

Simulations of the micellar region were performed at 50 ◦C (i.e. 323 K) and at
very low surfactant concentration (0.1 M). These conditions were chosen to com-
pare simulation results with experimental values of micelle aggregation number
estimated by Malliaris et al. [143]. To establish whether CG simulations reached
equilibrium, two systems at the same concentration were considered: a small sys-
tem, both starting from a single preformed micelle and from a random distribution
of surfactants, and a large system (with approximately 10 times more surfactants)
starting from a single preformed aggregate (see first three rows of Table 4.5 and
point marked with a blue cross in Figure 4.35). The other points on the diagram
were simulated for a slightly higher temperature (348 K) and using respectively
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28, 35 and 60 surfactant weight % (see points marked with a red symbols in Fig-
ure 4.35). The higher temperature was chosen since it falls approximately in the
middle of the hexagonal island. The exact number of surfactants and water mo-
lecules to use in each simulation was determined according to the following equa-
tion:

surfactant weight% =
NSURF ×MWSURF

NSURF ×MWSURF + NWAT ×MWWAT
(4.2)

where NSURF and NWAT are the number of surfactants and water molecules, re-
spectively, while MWSURF and MWWAT are the corresponding molecular weights.
Then the number of CG beads was derived using the standard MARTINI conven-
tion for water and ions (see section 3.3.2). Finally, all simulations were run using
the same MD parameters used for CG model development (see section 4.1).

Figure 4.36 shows the final configurations obtained starting from a single pre-
formed micelle (a) and from randomly dispersed surfactants (b) for the small
system containing 210 DDA+ and an equal number of chloride counter-ions in
water to give a concentration of 0.1 M. Experimental data indicate that at 50 ◦C,

(a) (b)

Figure 4.36: Final configurations obtained for the system containing 210 DDACl in water
at 0.1 M concentration starting from a single preformed micelle (a) and from
a random distribution of surfactants (b). Water has been removed for clarity.
Colour code is the same as in Figure 4.12.

the temperature at which the simulation was performed, micelles should contain
approximately 68 surfactants on average [143]. For the considered systems (with
210 surfactants) this should lead to the formation of three aggregates, which is in
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agreement with the results obtained. By using the cluster counting algorithm pre-
viously described, more detailed information about this system can be obtained. In
Figure 4.37, number of clusters ((a) and (b)), average micelle size ((c) and (d)), aver-
age micelle radius ((e) and (f)) and micelle size distributions ((g) and (h)) obtained
for these systems are compared. Both random and preformed systems converged
to the same final equilibrium value of approximately 70 surfactants in a micelle
(cf. Figure 4.37-(c) and (d)), in excellent agreement with experimental data. The
number of clusters oscillates, for both systems, between 5 and 10, suggesting that
individual monomers are also present in the system (Figure 4.37-(a) and (b)). This
can also be seen by the first peak in the micelle size distribution ((Figure 4.37-(g)
and (h)). Also, with regard to the micelle radius, the two systems converge to sim-
ilar values, again suggesting that equilibrium was effectively reached. Lastly, the
cluster size distribution obtained for the preformed system shows three peaks (Fig-
ure 4.37-(g)). Two aggregates have approximately the same size (between 50 and 65
molecules in the micelles) and a third one is larger (85-90 surfactants). This result
also compares well with the experimental data giving an average cluster size of
approximately 67 surfactants per aggregate. The lower values of micelle sizes ob-
tained in the random simulations (Figure 4.37-(h)) can be attributed to the longer
time spent by the system in configurations having smaller sizes due to the slow
aggregation process.

Results obtained for the same concentration with a larger simulation box are
shown in Figure 4.38. In this case approximately 30 aggregates are expected to
form at 50 ◦C. This theoretical value is reproduced quite well with simulations,
as can been seen by comparing Figure 4.38-(b), showing an average number of
clusters of 65, and Figure 4.38-(d), which indicates that on average 35 surfactant
molecules are present as monomers in the simulation box. Average micelle size
and micelle size distribution for this system (Figure 4.38-(b) and (d)) also confirm
that the CG surfactant model reproduces quite well the experimental data.

The next step was to test the applicability of the model at higher concentrations
by trying to reproduce different points in the phase diagram at 75 ◦C (i.e. simulations
at 348 K). The final configurations obtained for 28, 35 and 60 % surfactant weight
are displayed in Figure 4.39. The first two points are located at the boundary
between liquid and hexagonal phase (28 %) and inside the hexagonal island (35 %).
The results obtained for both systems are very similar and show the formation of
large disordered aggregates (Figure 4.39-(a) and (b)). The shape of these aggregates
is elongated, similar to long twisted rods. This result implies that a sphere-to-rod
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 4.37: Comparison between average aggregation properties for the system contain-
ing 210 DDACl surfactants in water at concentration 0.1 M, starting from pre-
formed (left panel) and random (right panel) initial configurations. (a) and (b),
number of clusters; (c) and (d), average micelle size; (e) and (f), average micelle
radius; (g) and (h), micelle size distribution. Results for the preformed system
were averaged over the last 700 ns while for the random system averages were
taken over the last 300 ns.
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(a)

(b) (c)

(d) (e)

Figure 4.38: Final configuration obtained for the system system containing 2000 DDACl
in water at 0.1 M concentration starting from a single preformed aggregate
(a) and average aggregation properties for the same system. (b), number of
clusters; (c), average micelle size; (d), number of free surfactants and (e), mi-
celle size distribution. Averages were taken over the last 100 ns. Water has been
removed for clarity. Colour code for the snapshot is the same as in Figure 4.12.
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(a) (b)

(c)

Figure 4.39: Final configurations obtained for the systems at 28, (a); 35, (b) and 60 %, (c)
surfactant weight. Water has been removed for clarity. Colour code is the same
as in Figure 4.12.



4.2 cg simulations of hms materials 99

transition should take place between 0.1 M and 28 %. However, no experimental
evidence supporting or disproving this prediction was found. Unfortunately, the
hexagonal phase was not observed in the MD simulation at 35 %. In contrast, the
simulation at 60 % surfactant weight shows the formation of a very ordered lamel-
lar phase (Figure 4.39-(b)) in agreement with experimental data.

4.2.2 The reference system

In the following, CG simulations are used to simulate reference, monomeric and
dimer systems at the experimental concentration used for the synthesis of HMS
materials. All simulations were performed in the NPT ensemble fixing temperature
at 323 K, pressure at 1 bar and following exactly the same simulation protocol
described in section 4.1. Table 4.6 provides a list of all the simulations performed
for this part of the study.

Table 4.6: Number of beads, simulation length and final box size for each coarse-grained
MD simulation of HMS materials.

System DDA+ DDA Cl- SI SN TMA+ SISI SISN SNSN water time (ns) box (nm)

DDA+
1000 1000 61636 1200 20.1

DDA 1000 63136 600 20.1
DDA+ + SI 1000 1000 63136 1200 20.2
DDA + SI 1000 1000 1000 63136 600 20.3
DDA + SN 1000 1000 63136 600 20.2

DDA+ + SI + SN 1000 770 230 770 63136 2400 20.3
DDA+ + 1to1 SISN + SNSN 1000 880 120 380 61816 3000 20.2
DDA+ + 2to1 SISN + SNSN 1000 760 240 760 61996 1800 20.3
DDA+ + 3to1 SISN + SNSN 1000 640 360 1400 62176 600 20.4
DDA+ + 4to1 SISN + SNSN 1000 520 480 1520 62356 1200 20.4
DDA+ + 4to1 SISI + SNSN 1000 520 240 1760 62356 600 20.5

As previously discussed (see section 2.1), one key aspect of templating synthesis
is the interaction between organic and inorganic species. Therefore, to clearly as-
sess the role played by surfactants and silicates, a preliminary study of the system
containing only water and DDA was carried out. Experimentally, synthesis of HMS
materials was conducted using a solution with 0.22 M concentration of surfactants
[9]. In this section and in the following, the same concentration will be employed
in all simulations.

For the reference system, two pH conditions were considered: below 8 (i.e. all sur-
factants are protonated) and above 12 (i.e. all surfactants are neutral). Figure 4.40

shows the final configurations obtained.
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(a) (b)

Figure 4.40: Final configurations obtained for the reference systems at 0.22 M at different
pH values: (a), charged surfactants at pH < 8 and (b), neutral surfactants at
pH > 12. Water has been removed for clarity. Colour code is the same as in
Figure 4.12 with neutral heads in purple.

The two systems produce significantly different results. When surfactants are
charged, like discussed above, micellar aggregates are formed. The size of these
aggregates has been determined using the cluster counter algorithm and is shown
in Figure 4.41. The average micelle size obtained for this system is slightly higher
than the values reported in the previous section from 0.1 M solution at 50 ◦C,
both from experiments and simulations (approximately 80 instead of 67 surfac-
tants per micelle). This is most likely due to the higher concentration of the system
which tends to lead to micelle size increase [151]. Contrary to charged surfactants,
neutral surfactants form a single disordered aggregate indicating that the system
undergoes phase separation. This observation is in qualitative agreement with ex-
perimental evidence, which indicates that dodecylamine is essentially insoluble in
water at these conditions [139].

4.2.3 The monomeric solution

In Figure 4.42 the final snapshots produced when anionic silica monomers (SI) are
added to DDA+ (low pH) and DDA (high pH) in a one-to-one ratio are shown.
The first thing to notice is that the neutral system remains phase separated also
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(a) (b)

(c) (d)

Figure 4.41: Average aggregation properties for the reference system containing charged
surfactants: (a), number of clusters; (b), average micelle size; (c), average mi-
celle radius and (d), micelle size distribution. Averages were taken over the
last 300 ns.
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(a) (b)

Figure 4.42: Final configurations obtained for the monomeric solutions with SI monomers:
(a), charged surfactants and (b), neutral surfactants. Water has been removed
for clarity. Colour code is the same as in Figure 4.40 with SI in yellow and
TMA in grey.

after addition of silica anions (Figure 4.42-(b)), with the latter remaining mostly in
solution. On the other hand, in the system with charged surfactants and anionic
silica monomers, micelle fusion and formation of two large branched rods is ob-
served (Figure 4.42-(a)). The density profiles of single micelles discussed during
the coarse-grained model development (Figure 4.18-(f)) revealed that SI monomers
adsorb much closer to the charged surfactant heads than chloride counter-ions.
By doing so, the repulsion between cationic surfactants is lowered and formation
of larger aggregates with lower surface curvature is promoted. This mechanism
has been proposed to explain sphere-to-rod transition in the precursor solution
of MCM-41 materials [17], but can explain also the formation of branched rods
observed in this system.

These results seem to suggest that charged surfactants are necessary in order to
promote formation of ordered structures that can then act as templates for HMS
materials. The distribution of species used, however, does not represent the actual
conditions at which synthesis takes place. Unfortunately, the pH of the synthesis
was not reported in the experimental study, however using the dissociation con-
stants of DDA [152] and silicic acid [153], it was possible to estimate it to be approx-
imately 8.9 through the utility CurTiPot [154]. At these conditions, most surfactants
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are charged (99%) while silica monomers are prevalently neutral (77%). This more
realistic distribution of species was tested considering a one-to-one silica to surfac-
tant ratio. Results obtained at this estimated pH were then compared with simula-
tions containing only neutral species (i.e. DDA surfactants and SN monomers) to
represent the neutral templating route proposed by Tanev and Pinnavaia for the
formation of these materials [9]. Final configurations obtained for these two sys-
tems (Figure 4.43) show, once again, phase separation for the system with neutral
surfactants (b) and formation of branched rods for the system with charged surfac-
tants and both anionic and neutral silica (a). This result suggests that small quant-
ities of SI monomers are sufficient to promote micelle aggregation and formation
of rods. Another possibility is, however, that the presence of both silicate species
allows the transformation from small micelles to long branched rods. This second
mechanism, involving both types of silica monomers, is supported by the results
observed at AA level. AA simulations revealed that SN monomers tend to adsorb
more closely to the surfactant heads when anionic monomers are also present (see
Figure 4.8). It is then plausible to hypothesise that anionic species attract neutral
ones on the micelle interface and, hence, both species participate in the screening
of the positive surfactant charges, favouring formation of larger aggregates.

4.2.4 The system with dimers

So far, CG simulations have shown the formation of rod-like aggregates when
silica monomers are added to the system containing charged surfactants. Pérez-
Sánchez et al. have demonstrated that silica dimers are necessary in order to create
hexagonal phases of CTAB surfactants for the synthesis of MCM-41. Their simula-
tions show that these small oligomers can promote formation of hexagonal liquid
crystals by bridging neighbouring rods [7]. This possibility was explored also in
this work. Taking into account the first two dissociation constants for silica dimers
[153], a pH of 8.4 was obtained for the precursor solution with dimers through the
utility CurTiPot [154], as was done earlier for the monomeric solution. This cor-
responds to a solution containing approximately 99 % charged surfactants, 24 %
of dimers with one charge and 76 % neutral dimers. This system was simulated
considering an increasing silica-to-surfactant ratio (up to four-to-one) and neglect-
ing neutral surfactants, as their concentration at this pH is very low (see Table 4.6).
The results obtained are shown in Figure 4.44. For a silica-to-surfactant ratio higher
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(a)

(b)

Figure 4.43: Final configurations obtained for the monomeric solutions with SI and SN
monomers: (a), charged surfactants and (b), neutral surfactants. Water has
been removed for clarity. Colour code is the same as in Figure 4.42 with SN in
yellow and chloride in pink.
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(a) (b)

(c) (d)

Figure 4.44: Final configurations obtained for the systems with SISN and SNSN using a
increasing silica-to-surfactant ratio: a, one-to-one and b, two-to-one, c, three-
to-one and d, four-to-one Water and chloride ions have been removed for
clarity. Colour code is the same as in Figure 4.40 with SISI orange and SNSN
green.
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than one, a somewhat disordered packing of rod-like micelles is observed. Interest-
ingly, the compactness of the aggregates formed seems to increase with the increas-
ing number of silica dimers available. Both types of oligomers adsorb around the
surfactant rods, promoting their assembly. However, the nature of the surfactant
molecules favours formation of twisted rods, as can be seen in Figure 4.45, leading
to much more disordered silica-surfactant mesophases in comparison to what was
observed for MCM-41. This result is in agreement with the “worm-like” or “worm-

Figure 4.45: Final configurations showing only surfactants for the systems with SISN and
SNSN and using a two-to-one ratio of silica to surfactants. Water has been
removed for clarity. Colour code is the same as in Figure 4.40.

hole” aggregates described experimentally [126] and indicates that HMS materials
are effectively much more disordered than MCM-41 analogues.

In Figure 4.46-(a) and (b) snapshots of the cross sections obtained for the sys-
tems in Figure 4.44-(d) and in Figure 4.43-(b), respectively, are provided. These
cross section images reveal that, even though both systems produce disordered
phase separation, the type of aggregates formed are quite different. The system
containing dimers, on the left, shows rods packing and silicates adsorption around
these organic structures. In contrast, in the neutral system, on the right, only few
SN monomers are observed inside the surfactant aggregate, as confirmed also by
looking at the density profile for this system displayed in Figure 4.46-(c). These
results indicate substantially different behaviour of the silicates when they are in
solution with charged or neutral surfactants. In one case, with DDA+, dimers (but
also monomers, as observed before) produce structural changes in the surfactant
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(a) (b)

(c)

Figure 4.46: Snapshots showing the cross sections of the final configurations obtained for:
(a), the systems with charged surfactants plus SISN and SNSN dimers, using
a four-to-one ratio of silica to surfactants; (b), the system with neutral surfac-
tants and SN monomers. Water has been removed for clarity. Colour code for
snapshot-(a) is the same as in Figure 4.44. Colour code for snapshot-(b) is the
same as in Figure 4.43-(b). (c), average aggregate density profile for the system
in (b). Colour code for the density profile is the same as in Figure 4.19.
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mesophase, whereas with DDA no significant alteration in the surfactant phase is
observed.

To assess whether the presence of doubly charged silica dimers can produce
more order structures, a further simulation containing these species was performed.
The system simulated contains the same number of charges as the last discussed
case (the system with SISI and SNSN dimers and a four-to-one silica to surfactant
ratio), however these charges are condensed on half the number of SISI dimers
(cf. last two rows of Table 4.6). The rationale for this choice is based on the fact
that Pérez-Sánchez et al. have observed that these multiply charged species, which
act as bridges, are necessary for the formation of hexagonal liquid crystals during
PMS synthesis [7].

Results for these conditions are displayed in Figure 4.47. Due to the high concen-

(a) (b)

Figure 4.47: Snapshots showing the final configuration (a) and the cross section (b) for the
systems with charged surfactants plus SISI and SNSN dimers, using a four-to-
one ratio of silica to surfactants. Water and chloride ions have been removed
for clarity. Colour code is the same as in Figure 4.44 with SISI dimers in yellow.

tration of neutral dimers, the mesophase formed appears even more disordered
that in the previous case. This result indicates that, if the ordering effect of SISI
dimers applies also to the system with DDA surfactants, this low concentration is
not enough to produce any significant order improvement. Another possibility is
that the SNSN dimers, by clustering together, hinder the bridging character of SISI
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dimers, hence producing more disordered packing and “worm-holes” aggregates.
More detailed simulations are needed to fully clarify this effect.

4.3 conclusions

In this chapter, a multi-scale approach for modelling the synthesis of HMS mater-
ials was presented. By performing atomistic (AA) simulations of preformed mi-
celles of dodecylamine surfactants (DDA), at different pH conditions and with
both silica monomers and dimers in solution, it was possible to develop, for the
considered system, a coarse-grained (CG) model, based on the MARTINI force
field [10]. The procedure adopted to derive CG parameters adjusts individual in-
teractions between CG beads until reasonable agreement is obtained between AA
and CG micelle density profiles of aggregates having the same size. Once paramet-
ers for all species were obtained, the CG model for charged surfactants (DDA+) was
validated by reproducing selected conditions on the dodecylammonium chloride-
water phase diagram. Although the experimentally reported hexagonal phase was
not observed, micellar and lamellar phases were reproduced using CG simulations.
Furthermore, good agreement with experimental data [143] was obtained for the
calculated average aggregation number at 50 ◦C in the micellar region.

Subsequently, CG simulations of HMS materials synthesis at different pH were
performed. In the first step, the system containing only surfactants (the reference
system) was investigated. Results for this system show that at high pH (> 12) neut-
ral DDA surfactants phase separate producing disordered phases. On the contrary,
charged DDA+ at pH < 8 produce micellar aggregates in water and large branched
rods when chloride counter-ions are replaced by anionic silica monomers (SI), to
represent the monomeric solution. Interestingly, when silica monomers (both neut-
ral, SN or anionic) were added to the system containing neutral surfactants, no sig-
nificant changes were observed in the phase-separated aggregate formed at these
conditions.

These results obtained indicate that charged surfactants are necessary in order
to produce formation of ordered structures that can act as templates for HMS
synthesis. Therefore, these conditions were studied in more detail by estimating
the experimental pH of synthesis, both for the monomeric solution and for the
solution with dimers (i.e. the latter representing a more advanced stage of the syn-
thesis). Simulations of the monomeric solution at experimental pH (i.e. 77 % of the
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monomers are neutral and 23 % charged) showed the formation of branched rods
with both SN and SI monomers adsorbing around the surfactants aggregates. Fi-
nally, when dimers were added to the system, in the proportion obtained from pH
calculation (i.e. 76 % neutral dimers and 24 % singly charged dimers), a somewhat
disordered packing of rods is observed. These results are in agreement with the
“worm-like” or “worm-hole” aggregates found experimentally, and indicate that
HMS materials are significantly more disordered than MCM-41. Another implica-
tion of these results is that the neutral templating route proposed for the synthesis
of HMS materials [9] does not seem to be possible to describe their formation,
since simulations of neutral surfactants and neutral silicates lead to phase separa-
tion with only few inorganic species adsorbing around the disordered aggregates
formed.



5
M O D E L L I N G T H E S Y N T H E S I S O F M S U - V M AT E R I A L S

As described in section 2.3.2, MSU-V materials can be regarded as one of the
first examples of biomimetic templating synthesis [8, 37]. They exhibit hierarchical
lamellar structures and are produced using diamine surfactants of different chain
lengths (up to 22 carbons) as templates. Similarly to the HMS materials discussed
in the previous chapter, also for MSU-V materials a neutral templating route (S0I0)
has been proposed to describe their synthesis. It has, in fact, been suggested that
weak hydrogen bond interactions, between uncharged layers of organic species
and inorganic species adsorbing at the interface with water, direct their formation,
although no clear evidence is given for the proposed mechanism. In the present
chapter, atomistic (AA) molecular dynamics (MD) simulations of the precursor
solutions of MSU-V materials are carried out to help elucidate the molecular in-
teractions taking place during their synthesis. The methodology used is based on
the work of Jorge et al. and Pérez-Sánchez et al., who have successfully applied
AA and CG MD simulations to study the synthesis of MCM-41 type materials,
providing more insight into their mechanism of formation [6, 16, 65].

5.1 atomistic simulations of msu-v materials

To investigate the formation mechanism of bio-inspired silica materials, a solution
of 1,12-diaminododecane (DADD) and a monomeric silica source at several pH
values was considered. As already said, the experimental benchmark is the work
of Tanev and Pinnavaia, which describes the synthesis of MSU-V materials with a
relatively simple biomimetic approach [8, 37]. Their reacting mixture is composed
of a solution of DADD in ethanol and water to which TEOS is added in the propor-
tion 0.26 DADD : 13.1 ethanol: 50.8 water : 1 TEOS. For computational expediency,
the system studied with MD simulations has been simplified: i) ethanol was neg-

Parts of this chapter have been published in: Centi, A. and Jorge, M. ‘Molecular Simulation Study
of the Early Stages of Formation of Bioinspired Mesoporous Silica Materials’. Langmuir 32.28 (2016),
pp. 7228–7240. doi: 10.1021/acs.langmuir.6b01731.
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lected and replaced by water, since it is not expected to play an important role
during the structure formation (this simplification was also done earlier to simu-
late the synthesis of HMS materials); ii) a lower silica to amine ratio was used (1 : 1
or 2 : 1 instead of approximately 4 : 1) to facilitate comparison between different
solutions on a equal basis. This last point will be explained in more detail later.

5.1.1 System preparation and computational details

Three main types of simulations were performed:

• the reference solution, containing only DADD and water, discussed in sec-
tion 5.1.2;

• the monomeric solution, which also included silica monomers to represent
the early stage of formation of MSU-V materials, discussed in section 5.1.3;

• a system representing conditions close to experiment, discussed section 5.1.4.

Most simulations started from a random distribution of all species in the sim-
ulation box, but for several cases simulations starting from preformed surfactant
layers were also performed. The idea was to establish whether or not the layer rep-
resents the real equilibrium structure for the system under evaluation. In molecular
dynamics the equilibrium state is normally approached starting from random con-
figurations, however some systems might be affected by very slow dynamics and
reaching this equilibrium might be computationally very expensive. To overcome
this problem one can think of also approaching equilibrium from the opposite side,
e.g. starting the simulation from a highly ordered state and following its evolution.
If the preformed states do not correspond to equilibrium structures, they should
start collapsing quite rapidly and eventually become homogeneously dispersed in
the system, however if they are stable aggregates they will only undergo small
internal rearrangements.

Details about the entire set of simulations performed, including length, number
of molecules and final box size, can be found in Table 5.1 and 5.2. The first letter
of the simulation name refers to how the system was created: R indicates that all
the molecules were randomly placed in the box at the start of the run and P des-
ignates a simulation in which preformed layers of surfactants were used as initial
configuration. This letter is followed by a running number for each type of sys-
tem analysed. Then the type of surfactant used is provided, with DADDn used for
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Table 5.1: Simulation characteristics for section 5.1.2 and 5.1.3.

System Length n. of surf. n. of water n. of Br n. of Si(OH)3O- n. of TMA+ final box size concentration
ns molec. molec ions molec ions nm mol/L

R1-DADDn 11 75 3753 - - - 5.17 0.9
R2-DADDn 32 140 3130 - - - 5.20 1.65

R3-DADDn 22 193 2320 - - - 5.12 2.39

R4-DADDn 22 277 1452 - - - 5.17 3.33

P1-DADDn 20 278 1452 - - - 5.13 3.42

P2-DADDn 22 140 3256 - - - 5.24 1.62

R5-DADDs 20 142 3096 142 - - 5.28 1.60

P3-DADDs 20 142 3128 142 - - 5.28 1.60

R6-DADDd 20 140 3130 280 - - 5.39 1.49

P4-DADDd 15 130 2798 260 - - 5.22 1.52

P5-DADDd 20 100 3102 200 - - 5.17 1.20

P6-DADDn-Si 26 140 1663 - 140 140 5.02 1.84

P7-DADDs-Si 30 142 2467 - 142 - 5.13 1.75

P8-DADDd-Si 20 130 1938 - 260 - 5.05 1.68

neutral diaminododecane molecules, DADDs for singly charged and DADDd for
doubly charged. Finally “Si” is added for simulations containing silica monomers.

The reference system was investigated first, considering the effect of an increase
in concentration of neutral polyamine molecules in water. It should be noted that
the ratio of surfactants to water species used to represent each concentration has
been determined so that, when the system reaches its equilibrium state, the final
box size is kept constant at approximately 5.2 nm in each direction (see Table 5.1 for
details about each simulation run). Next, the effect of a change in pH on this same
system was investigated and, in order to establish a direct comparison with the
previous set of simulations, only the concentration that produced a complete layer
of neutral surfactants was used (simulation R2-DADDn). Once again, the number
of water molecules was adjusted so that the final box size was approximately kept
constant at equilibrium while the overall neutrality of the system was achieved by
adding bromide counter-ions. The relative proportion of different surfactant spe-
cies in the the system was determined considering specific pH conditions. Wang et
al. found that nonionic DADD molecules are present at high pH (above 11), singly
charged DADD at pH between 8 and 11whereas doubly charged species are found
at pH lower than 8 [155]. Ohtaki and Maeda determined the dissociation constants
of several protonated diamines, among which 1-12-diaminododecane, using po-
tentiometric methods [156]. These dissociation constants were used to obtain the
titration curve for this system (see Figure 5.1-a) through the utility CurTiPot [154].
In agreement with the results of Wang et al., the titration curve indicates that the
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(a) Reference solution

(b) Monomeric solution

Figure 5.1: Titration curves for the systems 1,12-diaminododecane-water, (a) and 1,12-
diaminododecane-silicic acid-water, (b).
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Table 5.2: Simulation details for experimental case, section 5.1.4.

R7-EXP-reference P9-EXP-reference P10-EXP-monomeric

System % n. of molecules n. of molecules % n. of molecules

DADDn ∼27 % 38 38 ∼25 % 35

DADDs ∼45 % 63 63 ∼51 % 71

DADDd ∼27 % 39 39 ∼24 % 34

Br ions - 141 141 - -

TMA ions - - - - 112

water - 2785 2784 - 1484

Si(OH)4 - - - ∼10 % 29

Si(OH)3O- - - - ∼90 % 251

time (ns) - 100 20 - 91

fully charged and neutral species are dominant at the two extremes of the pH
range, circum-neutral and high pH respectively, whereas in the range of interme-
diate pH all three species are present at the approximate ratio of 50 % for DADDs
and 25 % for both DADDn and DADDd [155].

The preformed layer structures used as starting configurations in the stability
tests were created with the procedure described here. First, a layer containing sur-
factant molecules was made using the software Packmol [131]; this allows to build
initial configurations such as lamellar, vesicles or other ordered systems simply
by placing molecules in the simulation box according to specific geometrical con-
straints. The size of the simulation box was chosen considering the equilibrium box
size for the system obtained from corresponding “random” simulations. Then, the
system containing only the preformed layer was relaxed and, subsequently, other
species, such as counter-ions or silica, were added and the system solvated using
a pre-equilibrated box of water as a source.

In the last part, the influence of the addition of anionic silica to preformed sur-
factant aggregates is studied for different pH conditions. The initial configurations
were created with the procedure described above for the stability tests, with the
only difference that Si(OH)3O- monomers were added instead of bromide counter-
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ions. It should be noted that when neutral surfactants are used, positive counter-
ions need to be added to the system in order to balance the negative charge of the
anionic silica species. Tetramethylammonium (TMA) ions are used for this pur-
pose since they are not expected to play an important role during the aggregation
process [16]. The titration curve in Figure 5.1-(b) was obtained in the same way as
before but including the pKa for silicic acid [30], and shows that silica monomers
are mostly in their neutral form at pH below 8 while at high pH they become
predominantly anionic.

computational details All the simulations were performed using the pack-
age GROMACS 4.6 [88]. For all the concentrations and pH studied, production
runs were performed in the NPT ensemble, by keeping the temperature constant
at 298.15 K with the Nosé-Hoover thermostat [95] and the pressure fixed at 1 bar
employing the Parrinello-Rahman barostat [97]. The equations of motions were
integrated using the leap-frog algorithm [92] with a time step of 2 fs. The actual
production simulations were preceded by an energy minimisation step as well as
by two short equilibration simulations, first in the NVT and then in the NPT en-
semble, the length of which depends on the time needed to equilibrate the system
density. The simulation boxes were always cubic with periodic boundary condi-
tions applied in x, y and z directions.

DADD surfactants are called “two-headed amphiphiles” or “bolaamphiphiles”.
This term is used to describe molecules consisting of two head groups separated
by a long hydrocarbon chain [157]. To be more precise, a single DADD molecule
contains, depending on the protonation state, 42 (DADDn, neutral surfactant), 43
(DADDs, singly charged surfactant) or 44 (DADDd, doubly charged surfactant)
sites. A representation of the three surfactants used is provided in Figure 5.2: the
amino group differentiates neutral surfactants from singly and doubly charged
species. Atom labels are described in section 4.1 (cf. Figure 4.2). The OPLS (Optim-
ized Potentials for Liquid Simulations) all-atom (AA) force field [80, 81] is used to
describe surfactants and counter-ions, such as bromide and TMA. Water molecules
were modelled using the SPC/E (Extended Simple Point Charge) potential [132]
(see section 4.1 for more details). Parameters used for the neutral and anion silicic
acid are taken from the work of Jorge et al. [6] (see Figure 4.3 and description
there). Bond lengths were constrained by applying the LINCS algorithm [135], a
cutoff of 1.2 nm was applied to short-range dispersion interactions and the same
distance for the particle-mesh Ewald method (PME) [90, 136] to take into account
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(a) DADDn (b) DADDs (c) DADDd

Figure 5.2: All-atom representations of DADD surfactants in different charge states. Neut-
ral nitrogens, purple; charged nitrogens, blue; carbons, cyan and hydrogens,
gray.

the long-range Coulomb electrostatics. Finally, a long-range dispersion correction
term was added to both energy and pressure. Details of the entire set of parameters
used can be found in Tables B.1 - B.4 of Appendix B.

One of the objectives of this work is to analyse the development of the surfactant
aggregation process, with and without silica, in order to have a better insight of the
role played by the latter. This means monitoring the evolution of the system over
time and calculating characteristic properties such as the number of clusters and
average cluster size as well as the distribution of surfactant aggregates. For this
purpose, an adaptation of the Hoshen-Kopelman cluster-counting algorithm [138]
was used to analyse sampled trajectories. Two DADD molecules were considered
to belong to the same cluster if the distance between at least one of the three central
atoms (one carbon C and two hydrogens Hc) was less than 0.65 nm. Different
criteria (for example considering six central atoms instead of three) and values
for the limiting distance between carbon/hydrogen atoms were tested by visually
inspecting distinct time frames of the system. The final value chosen provides the
correct cluster size distribution for all the types of surfactant molecules and is
close to the position of the first minimum in the radial distribution function (RDF)
between aliphatic hydrogen and carbon atoms (see Equation (4.1)).

For the simulations that produced layers, the interfacial tension was calculated
in order to obtain an indication of the system tendency to evolve from layer-like
structures into aggregates with higher interfacial areas, e.g. vesicles. This was done
via the virial route [158, 159] by calculating the pressure tensor using the utility
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g_energy in GROMACS [88], and averaging the values over the last 15 ns of the
production run. It should be noted that each value must be divided by the number
of surfaces, 2 in this case. Finally, all the images presented were produced using
the software VMD [130].

5.1.2 The reference solution

Understanding the process of formation of bio-inspired mesoporous silica materi-
als is the main objective of this work. However, to clearly assess the role played by
both surfactants and silica species in the synthesis, it is first necessary to examine
in detail the self-assembly process of the polyamine molecules in the absence of
silicates and at different concentration and pH conditions, as it has not yet been
addressed in the literature.

effect of concentration Figure 5.3 shows the equilibrium configurations
obtained in the reference solution for an increasing concentration of neutral sur-
factant molecules (see Table 5.1). Highly ordered lamellar aggregates are formed
only for the two intermediate values of concentration, 1.65 and 2.39 mol/L (at the
lower concentration, the aggregate formed appears to be a frustrated layer due to
the finite size of the simulation box). Both layers appear to be completely dry and
are composed, respectively, of 136 and 189 amine molecules. It is interesting to
observe that when the number of surfactants is increased from 140 (R2-DADDn)
to 193 (R3-DADDn), they tend to pack by maximising the number of molecules
that can be accommodated in a single layer. In a cubic box this corresponds to
a transition from a horizontal layer to a diagonal layer; in both cases, however, a
small number of dispersed monomers in equilibrium are observed. When the num-
ber of surfactants is further increased to 277 (R4-DADDn), it would be expected
that the reciprocal interactions between aggregates would become more important
and the system would evolve towards more ordered configurations [21], however
a less organised bi-continuous phase, made of three incomplete tilted layers inter-
secting each other, is formed. One possibility is that the size and the shape of the
simulation box might not allow to observe the creation of a bilayer phase. This
possibility can, however, be excluded by performing simulations with preformed
bilayer structures containing the same number of surfactants and water molecules.
For this purpose the system P1-DADDn was created by placing two identical lay-
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(a) R1-DADDn (b) R2-DADDn

(c) R3-DADDn (d) R4-DADDn

Figure 5.3: Snapshots of 2D cross-section of the simulation box at different concentrations.
Nitrogens, blue; hydrogens, grey; carbons, cyan and oxygen, red. For clarity,
periodic replicas have been added in (b) and (c) where the blue lines represent
the boundaries of a single simulation box

.
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ers, each containing 136 surfactants, separated by two water slabs containing 726
water molecules. The total number of water molecules is the same as that used in
the simulation R4-DADDn (see Table 5.1) whereas the number of surfactants in
the layer was chosen considering the results obtained for the system R2-DADDn,
which produced a complete horizontal layer. Furthermore, to account for the re-
maining surfactants in R4-DADDn (277 in total) three DADDn molecules were
added in each water slab. From Figure 5.4, where the final configuration obtained
for the bilayer system P1-DADDn (a) and the corresponding density profile (b)
are shown, it can be seen that these aggregates remain stable in water. Therefore,

Figure 5.4: Snapshot of the final configuration obtained for the bilayer system. Colour code
is the same as in Figure 5.3.

a more likely possibility is that the bicontinuous phase observed in R4-DADDn
could just represent an intermediate structure and the process leading to the cre-
ation of an ordered arrangement occurs too slowly for our atomistic simulations.

In Figure 5.5 a comparison of the evolution of the number-average cluster size
over time for the four systems represented in Figure 5.3 is shown. It should be
noted that both equilibration steps (NVT and NPT) that preceded each MD pro-
duction run are included in the cluster counting analysis; therefore the total length
of the simulation is slightly different from what is reported in Table 5.1. For
what concerns the lower concentration (R1-DADDn) the aggregation process oc-
curs through three successive steps, each representing the fusion of two smaller
clusters. In agreement with what has been just discussed, it can be noted that the
initial aggregation process is substantially faster when the number of surfactants
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Figure 5.5: Evolution the average cluster size for simulations with different concentra-
tion of neutral surfactants, listed in Table 5.1. The total number of surfactants
is respectively 75 (R1-DADDn), 140 (R2-DADDn), 193 (R3-DADDn), 277 (R4-
DADDn).

is doubled (from R1-DADDn to R2-DADDn) and the system starts approaching
the equilibrium value very quickly. This represents, in the case of R2-DADDn and
R3-DADDn, the number of molecules that can be accommodated in a stable layer.
Although increasing the concentration speeds-up the aggregation process, the sys-
tem requires more time to reach a fully ordered state, like in the case of the bi-
continuous system (R4-DADDn).

effect of ph Once the influence of the concentration on the aggregation pro-
cess of DADD surfactants was understood, the effect of pH (i.e. the charged state
of the surfactant molecules) on the structure and types of aggregates formed was
studied. This is a very important aspect since the hydrophobic/hydrophilic char-
acter of surfactant molecules, and therefore their interactions with silicate species,
will depend on their charged state. The focus is on the surfactant concentration that
potentially leads to formation of single horizontal layers (approximately 1.6mol/L,
cf. Table 5.1).

Figure 5.6 shows the final configurations obtained, in the case of neutral sur-
factants, starting from a preformed layer (a) and from an initially random system
(b). The two layers are practically identical as shown by looking at the density
profiles across the box (Figure 5.6-(c)). The central part of the layer is occupied
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(a) P2-DADDn (b) R2-DADDn

(c)

Figure 5.6: Snapshots of 2D cross-section of the simulation box for (a) P2-DADDn and (b)
R2-DADDn and corresponding equilibrium density profiles across the box (c),
starting from random initial configurations of surfactants (R2-DADDn, solid
line) and from a preformed layer (P2-DADDn, dashed line). Colour code is the
same as in Figure 5.3.
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by the hydrocarbon chains, which in turn create, due to their strong hydrophobic
character, a water depletion region. The neutral heads are localised at the interface
with water where they establish favourable hydrophilic interactions. In Figure 5.7,
a comparison between the number of clusters and number-average cluster size cal-
culated for the two systems demonstrates that they both evolve towards the same
final equilibrium values. It is worth noting that the number-average cluster size

Figure 5.7: Comparison between simulation results starting from random initial configura-
tions of surfactants (R2-DADDn) and from preformed layer (P2-DADDn).

computed for the preformed system is essentially constant, implying that the layer
does not undergo any major rearrangement. This confirms that DADD neutral
surfactants form stable layer structures in water.

Figure 5.8 displays the results of simulations with singly charged surfactants,
comparing the final configurations obtained starting from preformed layers, (a)
and (b), and from random configurations (c). Although the random system did
not produce a complete layer, the formation of large ordered structures can be ob-
served after approximately 5 ns (Figure 5.8-(c)). These separate blocks are likely
to merge together and form a layer similar to the one we observed in the neutral
system. Time limitations might not allow to obtain the equilibrium structures, but,
once again, the use of simulations with preformed layers can help identifying pos-
sible stable states for this system. It was found that a layer of DADDs surfactants
contains 141 molecules (5 more than a layer of neutral surfactants) in approxim-
ately the same box size (Figure 5.8-(a)).
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(a) P3-DADDs (b) P3-DADDs

(c) R5-DADDs

Figure 5.8: Snapshots of 2D cross section of the simulation box for P3-DADDs, (a) starting
from a preformed layer and (b) detail of the layer shown in (a); (c) snapshot
of 2D cross section of simulation box obtained for R5-DADDs starting from
a random initial configuration of surfactants. Colour code is the same as in
Figure 5.6 with bromide orange, charged nitrogens blue and neutral nitrogens
purple. Periodic replicas have been added in (c) where the blue lines represent
the boundaries of a single simulation box. Water molecules are not shown for
clarity.
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More information about the singly charged system can also be extracted by look-
ing at the evolution of the number of clusters and the number-average cluster size
in Figure 5.9. The trajectory of the random simulation (R5-DADDs) was analysed

Figure 5.9: Comparison between simulation results obtained for the singly charged system
for simulations starting from random (R5-DADDs) and from a preformed layer
(P3-DADDs). Number of clusters: random, red and packmol, black. Number
average cluster size: random, dark green and packmol, blue.

and compared to the one produced using the preformed layer for the same con-
centration of surfactants (P3-DADDs). The first trajectory seems to approach but
does not really reach the final equilibrium value of 141 molecules packed in the
layer. The aggregation process takes place by successive fusion steps similar to
what was observed in the neutral system for the lowest concentration. The larger
these aggregates are, the more stable they become and therefore the longer it takes
for them to merge into bigger structures. This behaviour is also reflected in the
evolution of the total number of clusters: it rapidly decreases at the very beginning
of the simulation and then, after 5 ns approximately, essentially oscillates at very
low numbers (mainly between 4 and 2) due to molecules that temporarily leave
the two major aggregates. It is thus reasonable to expect to see a complete layer
to form after a long simulation time, and this is supported by the fact that the
preformed layer is highly stable in water during a long MD trajectory.

A detail of the final configuration obtained for P3-DADDs is provided in Fig-
ure 5.8-(b). Here a different color code has been used to distinguish between
charged and neutral heads (blue and purple, respectively). The two types of heads
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appear to be alternating in the lamellar structure, with the charged groups in close
contact with the bromide ions while the neutral heads are located slightly below
the interface with water. This arrangement produces the minimum repulsion in-
teractions between the charged head groups and, at the same time, makes the
layer more compact, so that more surfactant molecules can fit inside it. Another
interesting feature is that the DADDs molecules inside the layer seem to have a
more straight conformation in comparison to the neutral DADD molecules, which
appear to be slightly tilted (Figure 5.6-(a) and (b)). This change in conformation
could be related to the surface tension and will be discussed later.

Figure 5.10 compares neutral and singly charged layer density profiles. In both

Figure 5.10: Comparison between density profiles across the box in the singly charged
system (P3-DADDs, solid line) and in the neutral system (P2-DADDn, dashed
line).

layers, the hydrocarbon chains are located in the central part producing a dry
region. The shape of the singly charged profile is, however, slightly different com-
pared to its counterpart in the neutral system: the peak appears to be narrower
while the tails of the distribution extend further than in the neutral system. This
is due to the alternating arrangement of surfactant heads in the layer, causing the
neutral heads to slide towards the middle part of the layer while the charged ones
prefer to stay at the interface. It is also worth noting that the peak corresponding
to the head density distribution for the DADDn system is located at the mid-point
between neutral and charged head profiles belonging to the DADDs system. The
interface itself is in general more structured in the latter system because of the pres-



5.1 atomistic simulations of msu-v materials 127

ence of bromide counter-ions. Bromide peaks essentially overlap with the charged
head peaks, causing the water layer to move back (in comparison to the neutral
system) while increasing the depletion region around the hydrocarbon chain.

In Figure 5.11 the RDFs between different regions are analysed to gain more
insights into the structures resulting from DADDs surfactant aggregation. Both

  

a)

b)

c)

d)

Figure 5.11: Radial distribution functions obtained in P3-DADDs (dashed lines) and R5-
DADDs (solid lines): for (a), interactions between neutral heads and water;
(b), interactions between charged heads and water; (c), interactions between
heads and bromide and (d), interactions between neutral and charged heads.

charged and neutral heads (solid lines) exhibit stronger interactions with water
in the incomplete layer and, as expected, the magnitude of these interactions is
higher for positively charged nitrogens (see Figure 5.11-(a) and (b)). On the other
hand, the increase of order and compactness in the complete layer favours the
interactions between nitrogens and bromide ions as well as among head groups
(see Figure 5.11-(c) and (d)). All the RDFs calculated between head groups show
a main peak located approximately at 0.5 nm with a very similar magnitude of
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interaction, confirming the regular alternated arrangement of surfactant molecules
in the layer described by visual inspection of the final snapshots.

Figure 5.12 shows the equilibrium configuration obtained with a preformed layer
of doubly charged surfactant molecules (P4-DADDd, (a)) and with random initial
configurations (R6-DADDd, (b)). The final results appear to be very similar: the

(a) P4-DADDd (b) R6-DADDd

Figure 5.12: Snapshot of 2D cross-section of the simulation box of P4-DADDd (a) and com-
parison with the 2D cross-section of the simulation box of R6-DADDd (b). The
layer made with Packmol is quickly destroyed. Colour code is the same as in
Figure 5.8. Water has been removed for clarity.

preformed layer starts breaking apart very quickly and it is practically entirely
destroyed after the first 5 ns of simulation time, as shown in Figure 5.13-(a), while
the random system only produced small aggregates. This is due to the stronger
electrostatic repulsion between surfactant head groups in this system which tends
to favour interactions with water. The high solubility of DADDd molecules results
in a much lower value of the number-average cluster size and no evidence of
formation of lamellar structures. Interestingly, the same behaviour was found also
for a layer built with a lower concentration of surfactants (see results for simulation
P5-DADDd) where a less strong repulsion between heads is expected.

The small aggregates formed are quite disordered and only loosely resemble
spherical micelles commonly formed with single-head surfactants (see Reference
[16] and section 4.1.1). It is also interesting to notice that all the simulations per-
formed, with three different concentrations of doubly charged surfactants and
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(a) (b)

Figure 5.13: Comparison between simulation results obtained for the reference solution
with DADDd surfactants at different concentrations: number average cluster
size, (a) and number of clusters, (b). R6-DADDd, black; P4-DADDd, red and
P5-DADDd, blue.

starting either from random or from preformed layers, converge to a similar value
of the number-average cluster size as displayed in Table 5.3.

Table 5.3: Number-average cluster size for R6-DADDd, P4-DADDd and P5-DADDd.

Name Average cluster size

R6-DADDd 12.74

P4-DADDd 17.61

P5-DADDd 11.04

The RDFs in Figure 5.14 help explain why, in contrast to the neutral and singly
charged systems, it was not possible to produce a stable layer of DADDd mo-
lecules. The interactions between charged heads and bromide ions are weaker in
the doubly charged system in comparison to the DADDs system (see Figure 5.14-
(c)). At the same time we note that the interaction of the charged group with water
is comparable in the two systems. These observations suggest that the lack of order
in the system lowers the peak of the head-bromide RDFs.

The head to head repulsion plays a crucial role determining equilibrium in
these systems [157]. The aggregation of two-headed amphiphiles depends, in fact,
on three contributions: the attraction between the hydrocarbon chains, the hydro-
phobic interactions of these chains with water at the interface and the repulsions
between polar heads. The first two terms both favour the formation of large aggreg-
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(a) (b)

(c) (d)

Figure 5.14: Comparison between radial distribution functions obtained for simulations
starting from random configuration of surfactants R2-DADDn (solid lines),
R5-DADDs (dashed lines) and R6-DADDd (dotted lines): for (a), interactions
between neutral heads and water; (b), interactions between charged heads
and water; (c), interactions between heads and bromide and (d), interactions
between neutral and charged heads. See labels for details.
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ates as a result of the dispersive attractions between hydrophobic groups and the
tendency to minimise the interface with water respectively. On the other hand, the
last contribution limits the size of these aggregates due to the repulsion between
polar heads, which becomes higher with their increasing proximity. For neutral
heads this term is small compared to the other two. In DADDs, it is minimised
through the alternating arrangement observed in Figure 5.8-(b). In DADDd, how-
ever, it dominates the other two terms leading to layer breakup and formation of
small disordered clusters. Figure 5.14-(d) confirms that for this system the interac-
tion between charged heads is indeed strongly repulsive.

Further support to these observations is given by the energies of interactions cal-
culated for the three preformed systems P2-DADDn (neutral), P3-DADDs (singly
charged) and P4-DADDd (doubly charged), summarised in Table 5.4. Coulombic

Table 5.4: Energies of interactions in the reference systems P2-DADDn, P3-DADDs and
P4-DADDd. Surfactant-Surfactant and Surfactant-Water energies are normalised
by the number of surfactant molecules in each simulation, Surfactant-Bromide
energies are normalised by the number of bromide counter-ions.

Surfactant-Surfactant

P2-DADDn P3-DADDs P4-DADDd
Coulombic (kJ/mol) 10.26 0.05 52.76 0.16 78.44 0.69

LJ (kJ/mol) -68.02 0.10 -62.93 1.93 -28.03 0.12

Total (kJ/mol) -57.76 0.11 -10.16 1.94 50.41 0.70

Surfactant-Water

P2-DADDn P3-DADDs P4-DADDd
Coulombic (kJ/mol) -95.26 0.12 -132.98 0.99 -258.31 2.23

LJ (kJ/mol) 0.04 0.07 9.40 0.06 2.10 0.18

Total (kJ/mol) -95.23 0.14 -123.58 0.99 -256.21 2.24

Surfactant-Bromide

P3-DADDs P4-DADDd
Coulombic (kJ/mol) - - -192.73 1.13 -141.68 3.85

LJ (kJ/mol) - - 14.83 0.14 8.73 0.46

Total (kJ/mol) - - -177.89 1.14 -132.96 3.87

and Lennard-Jones contributions to the total energy are compared in the three sys-
tems for three types of interactions: Surfactant-Surfactant, Surfactant-Water and
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Surfactant-Bromide. It is worth noting that the values obtained using the utility
g_energy have been normalised by the number of surfactant molecules or bromide
ions in each system in order to perform a comparison on a equal basis. The first
thing to notice is that the total Surfactant-Surfactant interaction energy is, as expec-
ted, attractive in the case of neutral and singly charged surfactants but repulsive in
the case of doubly charged surfactants. In all three systems the coulombic contribu-
tion to the total energy is repulsive and its magnitude increases with the increasing
charge of the surfactants, however, dispersion interactions more than compensate
for this in P2-DADDn and P3-DADDs but not in P4-DADDd (see Table 5.4 for
details). These results are consistent with the first two systems forming lamellar
aggregates, whereas the third one only forms small clusters.

For simplicity, so far, in each simulation only a single type of surfactant has been
considered. In reality, as will be further discussed in section 5.1.4, all three types
of surfactant coexist at intermediate pH values (between 9 and 12), with DADDs
being the most abundant species (approximately 50 %) as shown from the pH
curves (see Figure 5.1). Although Tanev et al. do not report the pH of their syn-
thesis solution [8], this has been estimated to be around 9.5 based on the starting
composition of the mixture. As such, to more closely model the experimental scen-
ario, it was chosen to run simulations at a pH of 10.6, which is slightly higher than
experimental but more convenient from a modelling point of view, since DADDn
and DADDd surfactants are in equal proportions so that they can balance each
other. The reference system was studied starting from a random dispersion of
surfactants (R7-EXP-reference) or from a preformed layer (P9-EXP-reference). The
latter was built by packing DADDn, DADDs and DADDd molecules, according
to the proportion reported in Table 5.2, in a layer geometry without any preferred
distribution, so their lateral arrangements were as arbitrary as possible.

Figure 5.15 shows the final configurations obtained in these simulations. The
first thing to notice is that, due to slow dynamics, the random system (Figure 5.15-
(a)) did not produce a complete layer after 100 ns. However, as can be seen in
Figure 5.15-(c), all three types of surfactants are incorporated in growing layer-like
aggregates. These seem to be positioned without any specific preference inside
the structures formed, as no domains where one type of surfactant remains separ-
ate from the others were observed. Furthermore, it appears like these aggregates
might merge together to form a single layer at longer simulation times. This hypo-
thesis was tested using the preformed layer simulation and the result is shown in
Figure 5.15-(b). The preformed layer keeps its integrity, validating the hypothesis
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(a) R7-EXP-reference (b) R7-EXP-reference

(c) P9-EXP-reference

Figure 5.15: Snapshots of 2D cross-section of the simulations corresponding to experi-
mental conditions in the reference solution: (a), starting from random config-
urations of surfactants and (c), starting from a preformed layer with randomly
arranged surfactants. Colour code is the same as in Figure 5.8. (b), top view
of the layer-like aggregate in panel (a) to show that all types of surfactants are
incorporated in the layer (DADDn, red; DADDs, blue and DADDd, green).
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that the distinct aggregates observed before will eventually merge together. It is
also interesting to notice that the interface is no longer flat but exhibits a quite
pronounced undulation. The reasons for this wavy interface will be discussed in
the next section.

5.1.3 The monomeric solution

In this section, the results obtained from the addition of anionic silica to preformed
surfactant layers at different pH (Table 5.1) are discussed.

Figure 5.16 shows the final snapshots obtained for the three systems considered:
high pH, (a) and (b), intermediate pH, (c) and (d) and low pH (e) and (f). The first
thing to notice is that the addition of silica anions appears to keep the layers intact
when neutral (a) or singly charged (c) surfactants are used, whereas for the system
with doubly-charged surfactants (e) the presence of silica species does not enhance
any structural organisation.

With regard to this last system, typical clusters produced in the reference sys-
tem and in the monomeric solution are compared in Figure 5.17. Analysis of these
aggregates, both by visual inspection and using the cluster-counting algorithm,
reveals that they are very similar in size (from 7 up to 13 DADDd molecules in
each cluster) and are surrounded by a comparable number of ions. By looking at
the density profiles (Figure 5.17-(b) and (d)) measured from the cluster center of
mass (COM), it can be noticed that they present very little order and only vaguely
resemble micelle density profiles. In fact, the core of the clusters contains the hy-
drophobic chains of the molecules but also a few water molecules and ions, both
in the reference system and in the monomeric solution. Moreover, the peak rep-
resenting the heads of the surfactants is located at the interface with water but is
quite broad due to the disordered nature of these aggregates.

Concerning the system containing neutral surfactants, when silica species are ad-
ded the layer remains intact and the monomers are homogeneously dispersed in
the bulk solution (Figure 5.16-(a)). In Figure 5.18 the density profiles of this system
in the reference solution (solid line) and in the monomeric solution (dashed line)
are compared. The lamellar layers of surfactants are practically identical in both
systems, proving that no major structural changes have occurred. Looking at the
area immediately around the layer, past the neutral heads, a region of approxim-
ately 0.5 nm in size where mostly water molecules are present can be observed in
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(a) P6-DADDn-Si (b) P2-DADDn

(c) P7-DADDs-Si (d) P3-DADDs

(e) P8-DADDd-Si (f) P4-DADDd

Figure 5.16: Snapshots of the simulations for different monomeric solutions (left) in com-
parison with configurations obtained in the case of the reference system (right):
(a), P6-DADDn-Si; (b), P2-DADDn; (c), P7-DADDs-Si; (d), P3-DADDs; (e), P8-
DADDd-Si and (f), P4-DADDd. Colour code is the same as in Figure 5.8-(a)
with silicon yellow. Panels (a), (b), (c) and (d) are shown in cross section of
the x-z plane; panels (e) and (f) are shown in shown in cross section of the x-y
plane. Water omitted for clarity.
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(a) P4-DADDd (b)

(c) P8-DADDs-Si (d)

Figure 5.17: Snapshots of two clusters, both containing 9 surfactant molecules, obtained
for P4-DADDd (a) and P8-DADDd-Si (c), and corresponding density profiles.
Colour code is the same as in Figure 5.16. Water omitted for clarity.
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Figure 5.18: Comparison between density profiles across the box for the neutral system, ref-
erence solution P2-DADDn (solid line) and monomeric solution P6-DADDn-Si
(dashed line).

the case of the monomeric solution, indicating the existence of a wet layer around
the surfactants. Finally, TMA and silica monomers are found homogeneously dis-
persed in the bulk of the solution, reducing the overall density of water in com-
parison to the neutral system. These results suggest a stronger interaction between
silica monomers and water rather than with the surfactants. This behaviour is con-
firmed by looking at the RDFs for the system in Figure 5.19. Clearly, the peak

(a) (b)

Figure 5.19: Radial distribution functions for the system P6-DADDn-Si; see labels for de-
tails.

representing the interactions between the TMA nitrogens and the silicon atoms is



5.1 atomistic simulations of msu-v materials 138

the predominant one, located approximately at 0.55 nm, whereas the peak relative
to the interactions between surfactant nitrogens and silica is very low in compar-
ison (Figure 5.19-(a)). The reason for this has to be found in the comparatively
strong electrostatic interaction between positively charged TMA molecules and an-
ionic silica monomers. The second thing to notice is the location of the different
peaks representing the interaction between surfactant nitrogens and oxygen atoms
in water (Ow) and in silica (OhI is the oxygen belonging to the hydroxyl group and
Oc is the charged oxygen), as shown in Figure 5.19-(b). The N-Ow peak is quite
strong and occurs at a short distance, characteristic of hydrogen bond interactions.
Conversely, there is practically no interaction between N and the charged oxygen
of silica. The N-OhI peak is also very small (below 1) and probably caused by
the few DADDn molecules dispersed in the bulk solution. These results provide
additional evidence for the presence of the wet layer, and suggest that hydrogen
bonding interactions between the surfactant amino group and silica monomers are
at best quite weak and therefore not sufficient to promote silicates to adsorb and
then condense around these lamellar templates (see Figure 5.16-(a)).

Finally, in the system containing singly charged surfactants, contrary to the pre-
viously discussed case, silica monomers strongly interact with the surfactant head
groups, resulting in their adsorption at the interface (Figure 5.16-(c)). Looking at
the density profiles across the box (Figure 5.20) it can be seen that the presence of
silica dries the interface in comparison to the reference system. This result seems
to be in qualitative agreement with the mechanism postulated experimentally for
the formation of this class of materials [8]. However, given the charged nature of
all the species in system, charge matching, rather than hydrogen bond interactions,
appears to be responsible for the creation of the silica layer at the interface with
DADDs surfactants.

To elucidate this point further, it is worth looking at the energies of interactions
calculated for P6-DADDn-Si, P7-DADDs-Si, and P8-DADDd-Si in Table 5.5. Here,
Coulombic and Lennard-Jones contributions are shown for Surfactant-Surfactant,
Surfactant-Water, and Surfactant-Silica interactions, with the appropriate normal-
ization (number of surfactant or silica molecules) to allow direct comparison on
a equal basis. The Surfactant-Surfactant interaction energies have the same trend
as in the reference system: dispersion interactions more than compensate for the
repulsive Coulombic interactions only in the systems that produced stable lay-
ers (i.e. P6-DADDn-Si and P7-DADDs-Si). The Surfactant-Silica interactions also
show an interesting trend. In the neutral system, this energy is only moderately
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Figure 5.20: Comparison between density profiles across the box for the singly charged
system in the reference system P3-DADDs (solid lines) and in the monomeric
solution P7-DADDs-Si (dashed lines).

attractive because most of the silica monomers remain dispersed in the simulation
box, favouring instead the interaction with water molecules. On the contrary, silica
monomers strongly interact with surfactants in both singly and doubly charged
systems (the Surfactant-Silica energy is −312.79 and −322.33 kJ/mol, respectively);
however, in the first case, this interaction is with lamellar structures (surfactant-
surfactant energy = −3.48 kJ/mol), and in the second case, it is with small clusters
of surfactants (Surfactant-Surfactant energy = 90.87 kJ/mol). This further confirms
the qualitative results discussed above.

5.1.4 Simulations at pH close to the experiment

The simulations discussed in the previous section strongly suggest that the mech-
anism postulated for the formation of MSU-V materials can only take place when
singly charged surfactants and anionic silicates are available in the system to es-
tablish favourable electrostatic interactions while keeping the repulsion between
charged heads to a minimum.

In this section, results from simulations performed at an intermediate pH of
10.6, slightly higher than the estimated experimental pH, are presented. It should
be noticed that a 2 : 1 ratio of silica monomers to surfactants (see Table 5.2 for
details) is used, i.e. each surfactant head can theoretically interact on average with
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Table 5.5: Energies of interactions in the monomeric systems P6-DADDn-Si, P7-DADDs-
Si and P8-DADDdSi. Surfactant-Surfactant and Surfactant-Water energies are
normalised by the number of surfactant molecules in each simulation, Surfactant-
Silica energies are normalised by the number of silica monomers.

Surfactant-Surfactant

P6-DADDn P7-DADDs P8-DADDd
Coulombic (kJ/mol) 8.79 0.06 64.45 0.94 120.40 0.42

LJ (kJ/mol) -70.84 0.04 -67.93 0.1 -29.53 0.12

Total (kJ/mol) -62.05 0.07 -3.48 0.94 90.87 0.43

Surfactant-Water

P6-DADDn P7-DADDs P8-DADDd
Coulombic (kJ/mol) -80.92 0.31 -67.43 1.27 -72.75 0.77

LJ (kJ/mol) 4.59 0.07 4.86 0.11 -4.63 0.42

Total (kJ/mol) -76.32 0.32 -62.57 1.27 -77.39 0.88

Surfactant-Silica

P6-DADDn P7-DADDs P8-DADDd
Coulombic (kJ/mol) -7.56 0.08 -319.80 2.46 -318.86 0.85

LJ (kJ/mol) -5.38 0.1 7.02 0.08 -3.48 0.25

Total (kJ/mol) -12.93 0.13 -312.79 2.47 -322.33 0.88

one silicate. The reference system has already been presented in section 5.1.2, and
will be used for comparison with the monomeric solution under the same set of
conditions. Like in the reference system, a preformed layer containing all the three
types of surfactants but with no particular lateral arrangement was used as initial
configuration. All the simulations were performed using the same parameters as
described in section 5.1.

Due to the size limitations of the simulations, only layers have been observed
to form. However, multilamellar vesicles are expected to form in larger systems
[8]. To analyse this possibility an interesting feature that was observed during
the system analysis is described. It was noticed that the orientation of the DADD
molecules in the layers and the degree of undulation of the layer changed with
the presence of silica (e.g. compare Figure 5.16-(a) and (b)). These differences are
believed to be related to the interfacial tension in the system. In Table 5.6 the values
of the interfacial tension calculated for the simulations that produced a complete
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layer are reported. The value of the interfacial tension assumes negative values

Table 5.6: Calculated interfacial tension.

Name γ (mN m-1) error (mN m-1)

R2-DADDn 36.89 3.45

P2-DADDn 40.53 0.19

P6-DADDn-Si -35.66 1.85

P3-DADDs 31.56 1.5
P7-DADDs-Si -23.40 3.4

P9-EXP-reference -70.33 2.2
P10-EXP-monomeric -82.77 4.65

in the systems containing silica species but also in the reference system when all
three types of surfactants are present. This might appear as an unphysical result,
however experimental [160] as well as computational [161, 162] studies suggest that
a negative interfacial tension is an indication of an unstable surface. Therefore, the
interfacial area will tend to increase, either by a change in the surface curvature
or by mixing. The first possibility could be an indication that the system wants
to evolve towards the formation of vesicles. The size and length of simulations
discussed here does not allow to provide a conclusive answer to this question, and
a more complete picture can only be achieved using coarse-grained (CG) molecular
dynamics.

In can be seen from Figure 5.21-(a) that, similarly to what was observed for the
reference system, the preformed layer keeps its integrity while producing a quite
distinctive curvature. This observation seems to be in agreement with the surface
tension calculations (Table 5.6), providing another indication that the system wants
to evolve towards the creation of lamellar vesicles around which silicates precipit-
ate.

Another thing to notice is that the layer presents a hole, as can be clearly seen in
Figure 5.21-(c) where a top view of the layer is shown. Interestingly, anionic and
neutral silica monomers were observed to spontaneously migrate into this hole
(see Figure 5.21-(b)). Visual inspection of the simulation trajectory reveals that, in
this region, 4 DADDd and 2 DADDs molecules are located in close proximity. This
corresponds to 6 neighbouring positively charged heads on one side of the layer
and 4 on the opposite side. Hence, this local excess of positive charges triggers
the creation of the hole, making the cavity accessible to small water molecules (up
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(a) P10-EXP-monomeric

(b) (c)

Figure 5.21: Snapshots of the simulations corresponding to experimental conditions in the
monomeric solution starting from a preformed layer with randomly arranged
surfactants: (a), cross section of the y-z plane showing the layer with silica
monomers adsorbed at the interface; (b), cross section of the y-z plane show-
ing only the silica layers with silica monomers penetrating the hole in the
surfactant layer and (c), top view (x-y plane) showing the location of the hole.
Colour code is the same as in Figure 5.8 with silicon in anionic silica yellow
and silicon in neutral silica green. Water omitted for clarity.
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to two water molecules have been observed to temporarily occupy the hole) and
to silica monomers, which penetrate the layer from both sides (i.e. from the upper
part and from the lower part of the layer). The presence of local defects, like the
one observed in this simulation, could help explain how the interconnecting pil-
lars reported experimentally are created. Tanev and Pinnavaia suggest that silicates
can penetrate the multilamellar surfactant vesicles, initiating silica growth also in
the vertical direction, so that, eventually, two consecutive horizontal layers become
connected [37]. Therefore, one can imagine that similar holes or defects will form
across the lamellar plane with more silicates migrating inside them. These cavit-
ies will become progressively full of silica monomers that will eventually condense
and remain trapped inside the template structure. Ultimately, silica polymerisation
inside these cavities will generate the vertical pillars that connect the horizontal lay-
ers. It should be considered, however, that several defects of this type are probably
needed to maintain the structural integrity of the multilamellar framework. Con-
firming this hypothesis is way beyond the limitations of the atomistic simulations
performed in this work.

5.2 coarse-grained simulations of msu-v materials

To probe the synthesis of MSU-V materials for longer times and length scales some
preliminary CG simulations of this system have been performed. The CG model
employed is essentially based on the parameters developed in the previous chapter
to study the HMS system (see section 4.1.2), however some further testing and val-
idation of the model was also done. Table 5.7 provides a list of all the simulations
performed. The same convention used to label AA simulations is employed here
to distinguish between simulations starting from random or preformed configur-
ation as well as to indicate the type of system (neutral, singly or doubly charged)
considered. It should be noted that 10% of the water molecules have been replaced
with MARTINI antifreeze particles (AF).

5.2.1 Model details and validation

Figure 5.22 shows the mapping scheme adopted for the three surfactants con-
sidered. Mapping schemes for all other species present are not shown here since
they are the same as for the study of HMS synthesis (see Figure 4.10). Similarly
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Table 5.7: Number of beads, simulation length and final box size for each coarse-grained
MD simulation of MSU-V materials.

System DADDn DADDs DADDd Br- SI SN TMA+ water AF time (ns) box (nm)

R1-DADDn-CG 140 705 78 60 5.5
P1-DADDn-Si-CG 150 150 150 823 92 60 6

P2-DADDs-Si-CG 150 150 958 107 60 6.1
P3-DADDd-Si-CG 150 300 823 92 60 6

reference-CG 573 1169 550 2269 173509 19279 1000 30

monomeric-CG 573 1169 550 7899 878 5630 176572 19619 1050 30.5

(a) (b) (c)

Figure 5.22: Schematic representation of the mapping scheme adopted for diamine surfac-
tants. (a), DADDn; (b), DADDs and (c), DADDd.
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to the model used for primary amines (DDA and DDA+ in the previous chapter),
neutral surfactant heads are represented with a Nd bead, while charged heads are
represented with a Qd bead. The only difference with the previous discussed sys-
tem is that the carbon chain is modelled using C1 beads instead of C2 beads in
order to more realistically represent the correct alkyl chain length. Furthermore,
also in these double-headed surfactants, it was decided to increase the angle force
constant (f) from 25 to 50 kJ mol-1 to improve agreement with AA results. Fig-
ure 5.23 compares the final configurations obtained for the simulation labelled
R1-DADDn-CG when using different values of the angle force constant. It should
be noted that for this test, and for all the results described in this section, the same
simulation protocol used for CG simulations of HMS materials was employed (see
section 4.1). The only exceptions are the time step used to integrate the equation
of motion, which was set to 30 fs instead of 40 fs, and the simulation temperature,
fixed to 298 K like it was done at AA level.

The configuration produced using the lower force constant (a) is significantly
more disordered than the one obtained with the higher force constant (b), which
provides a better qualitative agreement with the AA result obtained for this system
(c). Similar improvement was also observable for the system with singly charged
surfactants. One interesting thing to notice is that, despite the equilibrium length
of the simulation box being higher than the value measured for AA simulations
of the analogous system (5.5 nm for R1-DADDn-CG and 5.2 nm for R2-DADDn
at AA level), a smaller number of surfactants can be accommodated into the layer
(136 for AA and 127 for CG). This is a consequence of the larger size of DADD
surfactants at CG level which in turns prevents them to pack more efficiently.

With regard to interaction of the C1 bead with silicates, this was already es-
tablished by Pérez-Sánchez et al. to be intermediate (IV) [7]. However, when this
intermediate level was used for simulating monomeric solutions of preformed sur-
factant layers (approximately equivalent, in terms of number of molecules, to the
AA systems described in section 5.1.3), a significant distortion of the DADDn and
DADDs layers was observed. These results suggest that for the current system a
more repulsive level of interaction has to be adopted in order to obtain the correct
physical behaviour, which was reproduced by reducing the interaction between
C1 and anionic silica monomers (QSI) to super repulsive (IX). Intermediate interac-
tion values (between level V and level VII) produced a similar distortion of the
layer due to QSI interacting too strongly with the hydrophobic part of the surfac-
tants. As already pointed out in the previous chapter, the behaviour of QSI beads
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(a) (b)

(c)

Figure 5.23: Snapshots showing the final configurations obtain for a CG simulation of the
system R1-DADDn-CG. (a), using f = 25 kJ mol-1 and (b), using f = 50 kJ mol-1.
(c), atomistic results for the system R2-DADDn. Colour code for the CG snap-
shot is: neutral heads, purple and hydrocarbon chains, cyan. Colour code for
the AA snapshot is the same as in Figure 5.3. Water has been removed for
clarity from the CG simulations boxes.
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is essentially determined by their interaction with hydrophobic groups (C1 or C2),
hence only by making this interaction more or less favourable can one obtain the
correct physical representation. This outcome seems to indicate a limitation of the
MARTINI force field for systems where fine tuning of the interactions is crucial.

Finally, from the density profile shown in Figure 5.24 it can be noticed that the al-
ternated arrangement of charged and neutral heads observed atomistically is also
reproduced with CG simulations. A summary of the results is provided in Fig-

Figure 5.24: Comparison between atomistic (solid lines) and coarse-grained (dashed lines)
density profiles obtained for the system P7-DADDs-Si and P2-DADDs-Si-CG,
respectively. Colour code is the same as in Figure 5.20.

ure 5.25 where final configurations obtained for C1-QSI = IV (left panels) are com-
pared with the final configurations obtained for C1-QSI = IX (middle panels) and for
AA simulations (right panels). For completeness, the results obtained when simu-
lating monomeric solutions with DADDd surfactants are also presented, however
in this case no significant difference is observed between the two levels of interac-
tion tested.

5.2.2 CG simulations of reference and monomeric solution of MSU-V materials

Table 5.8 contains the interaction levels for all bead types used to study the syn-
thesis of MSU-V materials. It should be noted that for consistency the interaction
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 5.25: Snapshots showing the final configurations obtain for a CG simulation of the
systems P1-DADDn-Si-CG ((a) and (b)), P2-DADDs-Si-CG ((d) and (e)) and
P3-DADDd-Si-CG ((g) and (h)) and comparison with correspondent atomistic
simulations ((c), (f) and (g)). Snapshots on the left panel have been produced
using C1-QSI = IV while for snapshots on the middle panels C1-QSI = IX. Col-
our code for the CG snapshot is: neutral heads, purple; charged heads, blue;
hydrocarbon chains, cyan; anionic silica monomers, yellow and TMA counter-
ions, grey. Colour code for the AA snapshot is the same as in Figure 5.16.
Water has been removed for clarity.
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Table 5.8: Matrix of interactions for CG beads used in this work.

Type Qd Qa Q0 QSI P4 Nd NSN C1

Qd O O II II O III O IX
Qa O I II II O I II IX
Q0 II II IV II O III II IX
QSI II II II O II III O IX
P4 O O O II I III II VIII
Nd III I III III III III O VI

NSN O II II O II O O IX
C1 IX IX IX IX VIII VI IX IV

between C1 and neutral silica monomers (NSN) has also been set to super repulsive.
All other interaction levels are identical to those used in Chapter 4.

With all the CG parameters established, two large CG simulations, starting from
initial random distributions of all species, were performed to represent the refer-
ence and monomeric solution at pH = 10.6 (see reference-CG and monomeric-CG
in Table 5.7). For the monomeric solution, a silica to surfactant ratio of approx-
imately four-to-one has been used. This value is close to the ratio reported ex-
perimentally [8, 37]. Production runs were performed in the NPT ensemble, fol-
lowing the same protocol discussed earlier, and produced the results displayed in
Figure 5.26 and Figure 5.27. The reference system shows the formation of mul-
tiple layers of surfactants which, from visual inspection, appear to be essential dry.
These surfactant layers are separated by chloride layers which neutralise the head
charge. Earlier with AA simulations, it was observed that doubly charged surfac-
tants can be incorporated in the layer (see Figure 5.15-(b)). At CG level, however,
most of the doubly charged surfactants appear to be in the bulk, with only few
of them present in the layer, as shown in Figure 5.26-(b) where different colours
have been used to distinguish between surfactant types. One possible explanation
for these results is that, due to their larger sizes, CG water beads cannot approach
surfactant heads close enough to screen the repulsion interaction caused by neigh-
bouring surfactants. To clarify this observation it is useful to look at the density
profile shown in Figure 5.24. Even if this profile represents a different system (with
only singly charged surfactants and with anionic silica monomers adsorbed on the
layer), it can be observed that while atomistic water molecules partially penetrate
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(a) (b)

Figure 5.26: Snapshots showing the final configurations obtain for a CG simulation of the
systems reference-CG. Colour code for (a) is: neutral heads, purple; charged
heads, blue; hydrocarbon chains, cyan and chloride counter-ions, pink. In (b)
diffrent colours are used to distinguish between surfactant types: DADDn, red;
DADDs, blue and DADDd green. Water omitted for clarity.

into the layer to solvate the charged surfactant heads (black and blue solid lines),
CG water beads are mostly located beyond the peak corresponding to the charged
heads (black and blue dashed lines), suggesting a steric limitation of the model.

Formation of multiple layers of surfactants was also observed for the mono-
meric solution. Neutral and anionic silica monomers adsorb around the layers like
observed at AA level, however it was not possible to determine if they can also
penetrate inside the layers due to difficulty in visualising such a large system.
Also to notice is that addition of silica does not enhance incorporation of DADDd
monomers in the layers, which remain prevalently dispersed in the simulation box.

Both the reference and the monomeric systems simulated here did not produce
vesicles. Possibly the multilayer structures observed are precursors of the multil-
amellar vesicles described experimentally, however the size of these aggregates
could exceed the current capabilities of CG simulations. It was not possible to find
more information regarding the aggregation process through which such vesicles
are formed. If this process occurs through fusion of vesicles of smaller sizes, then it
could be possible to see initiation of this process with CG simulations. However, if
a minimum concentration of surfactants is necessary to initiate aggregation, then
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Figure 5.27: Snapshot showing the final configuration obtained for a CG simulation of
the system monomeric-CG. Colour code is the same as in Figure 5.26 with
anionic silica monomers in yellow, neutral silica monomers in green and TMA
counter-ions in grey. Water omitted for clarity.

the number of species involved as well as the size and length of the simulation
might be not easy to access even with CG simulations.

5.3 conclusions

By performing detailed molecular dynamics simulations of 1,12-diaminododecane
surfactants (DADD) in water (reference system) and in the presence of silicates
(monomeric solution), the concentration and pH dependence of the aggregation
process that leads to the formation of MSU-V materials was investigated. Dry
lamellar structures were obtained in the system containing only neutral DADD
surfactants (pH > 11) starting from random configurations as well as when pre-
formed layers are used as inputs, indicating that these aggregates represent stable
equilibrium states. When surfactants are singly charged (at pH between 8 and 11),
the same type of structures are produced, as established using simulations starting
from preformed layers. However, in this case surfactant molecules adopt an altern-
ated arrangement inside the layer that can minimise the repulsion between charged
heads. This strong electrostatic repulsion is, in fact, responsible for breakage of the



5.3 conclusions 152

preformed layers at low pH when DADD surfactants are doubly charged, generat-
ing highly disordered aggregates consisting of small clusters rather than layers.

Notably, the addition of silica monomers to the doubly charged system does
not enhance structural organisation nor does it change the average cluster size.
Conversely, at high pH (> 11) the layer is kept intact but silicates remain homo-
geneously dispersed in the solution and no significant interaction occurs between
silica and surfactant. At intermediate pH values (8-11), on the other hand, strong
electrostatic interactions are established at the layer interface between anionic silic-
ates and surfactant heads. This suggests that these simulations represent a state
that more closely resembles the synthetic conditions leading to formation of MSU-
V materials. Contrary to what was originally hypothesised [8], MD simulations
show that charge-matching interactions rather than hydrogen bonds promote silica
adsorption around the amine template.

Furthermore, simulations at a pH close to the experimental value show that silic-
ate adsorption at the interface induces a considerable curvature in the layer com-
prising all three types of surfactants (neutral, singly and doubly charged). One
possible explanation to this interesting behaviour is that these systems are in a
“temporary frustrated state” and want to evolve towards the formation of aggreg-
ates with higher interfacial areas, i.e. vesicles, in agreement with the multilamellar
aggregates described experimentally.

Furthermore, it is shown that a few silicates, together with water molecules, pen-
etrated a hole spontaneously created inside the multi-surfactant layer. This observa-
tion represents a direct evidence of the intercalated pillaring mechanism proposed
experimentally. The interpretation proposed in this work is that the presence of a
local excess of charge triggers the formation of defects that become accessible to
water and silica molecules; progressively these holes or defects are filled with silic-
ates that will eventually condense inside the templating structure, leading to the
formation of vertical pillars connected to the horizontal silica layers at the interface
with water.

The system at pH close to experiments was also investigated with CG simula-
tions. Both reference and monomeric solution showed the formation of multilayers
of surfactants, prevalently containing the neutral and singly charged species, with
counter-ions or silica monomers adsorbed at the interface. It was not possible to as-
certain whether silica monomers can penetrate the CG layers, however most likely
the insertion of these species will not be as favourable as at it was observed with
AA simulations. This is due to the lack of excess charges produced by the DADDd
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surfactants, which can promote formation of holes and provide access into the
layer to the silicates. In future work more accurate CG models could be developed
to clarify some of the questions raised herein.



6
A M I N E T E M P L AT E R E M O VA L F R O M B I O - I N S P I R E D S I L I C A
N A N O M AT E R I A L S

So far the main focus of this work has been to describe the molecular interac-
tions taking place during the templated synthesis of two classes of porous silicas,
HMS (Chapter 4) and MSU-V materials (Chapter 5), with the purpose of under-
standing and, hence, gaining better control over the mechanism. As described in
Chapter 2, once templated synthesis is achieved, further treatments are normally
required before the material can actually be used. These treatments include tem-
plate removal and, if necessary, surface functionalisation. The first is commonly
obtained through calcination while functionalisation, which is done with the pur-
pose of adding precise functionalities to the material, is achieved by grafting spe-
cific groups or molecules onto the silica surface. Typically, each of the steps neces-
sary to produce functional porous silicas (synthesis, template removal and func-
tionalisation) is accompanied by the use of expensive and sometimes hazardous
chemicals or synthetic conditions, as well as by a certain degree of wastefulness.
In the previous chapters it was discussed how the use of bio-inspired synthesis
could possibly allow for the use of less intense (in terms of temperature, pressure
and pH) and, therefore, greener synthetic conditions. However, costs and wasteful-
ness in the purification step are still a significant issue, firstly because the template
(the most expensive of the starting materials) is completely destroyed during cal-
cination, and secondly because the process of calcination itself is highly energy
expensive, due to the very high temperatures required. Several studies have in-
vestigated the possibility of using leaching as an alternative method for template
removal [36, 163–166]. Contrary to calcination, leaching or solvent extraction has
the advantage of allowing for template recycle, however these removal methods
cannot be applied to new systems without further testing and development since
they are usually template specific. Furthermore, the energy requirement of purific-

Parts of this chapter have been published in: Manning, J. R. H. et al. ‘An eco-friendly, tunable and
scalable method for producing porous functional nanomaterials designed using molecular interac-
tions’. ChemSusChem (2017). doi: 10.1002/cssc.201700027.
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ation methods based on solvent extraction is also quite high since a considerable
solvent reflux together with high temperatures are usually needed.

It is clear that if milder conditions are possible in the synthesis step by means
of bio-inspired approaches (i.e. organic templates, ambient temperatures and ap-
proximately neutral pH), in the purification/functionalisation steps this is still far
from being accomplished. In this chapter a new method to achieve purification
is presented and the principles behind it investigated through a combination of
experimental and computational techniques. The experimental part of this work
was carried out by collaborators Joseph R. H. Manning, Thomas W. S. Yip and
Siddharth V. Patwardhan but the main aspects are described in this chapter to
enable comparison with the modelling results.

6.1 experimental study

The material used in this work (bio-inspired silica) as well as the purification and
characterisation treatments performed experimentally are described in this section.

synthetic procedure Bio-inspired silica was synthesised using pentaethyl-
enehexamine (PEHA) as structure directing agent, which was chosen for its high
catalytic activity [56]. The synthetic procedure used to fabricate the material is as
follows. At small scale (150 mL), solutions of sodium silicate pentahydrate (Fisher
scientific, technical grade) and PEHA (Sigma Aldrich, technical grade) were ad-
ded to deionised water yielding a final concentration of 30 mM for both Si and N.
The mixture was subsequently neutralised using 1 M HCl and allowed to react at
pH 7.0± 0.05 for 5 minutes. The particles were then isolated by centrifugation for
15 minutes at 8000 rpm, dried in an oven at 85 ◦C overnight and then washed with
deionised water three times. In order to assess the scalability of the bio-inspired
synthesis, and hence the viability of the process on an industrial level, the reaction
was also performed at larger scale (1 and 5 L) using a Reactor-Ready TM system,
either in batch or in continuous mode. The reactor stirrer was set to 500 rpm, while
other parameters and procedures were as described above. Alternative additives
used were diethylenetriamine (DETA) (Sigma Aldrich, 99 %) at a nitrogen concen-
tration of 30mM, and poly(ethyleneimine) and permethylated poly(etheleneimine)
(Polysciences) at a concentration of 1 mg mL-1.
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post-synthetic treatments Once synthesised, the suspension was treated
with acid, by addition of further HCl, until it reached a desired pH between 7 and
2 (the isoelectric point of silica [30]) and left to stand for approximately 10 minutes
before being isolated by centrifuge as described above. Water reflux was performed
by suspending approximately 0.75 g of bio-inspired silica in 120 mL of deionised
water and refluxing at 100 ◦C for 24 hours. The sample was then allowed to cool
to ambient temperature before being filtered and washed with a further 120 mL
of deionised water. The washed sample was then dried at 85 ◦C overnight prior to
subsequent analyses.

The chemical and physical properties of silica were assessed by elemental ana-
lysis and nitrogen adsorption. Elemental (CHN) analysis was performed on a Per-
kin Elmer 2400 Series II CHNS Analyser to quantify the amount of template re-
moved from the porous material after post-synthetic treatments, while nitrogen
adsorption (Micromeritics ASAP 2420) was used to measure porosity. The latter
was performed by first degassing the dried powders at 110 ◦C and 5 µm-Hg for
2 hours, then nitrogen was dosed onto the sample at 77 K and the volume ad-
sorbed was measured as a function of pressure. This was then used to calculate
the BET surface area [167], the BJH pore-size distribution [168], and the t-plot mi-
croporous surface area [169] of the samples.

The BET analysis [167] (from the initials of Brunauer, Emmett and Teller who
first proposed this theory) is an extension of the Langmuir theory [170] to account
for multilayer adsorption. It is commonly used to allow comparison between por-
ous solids and it is based on the following assumptions:

1. at saturation pressure infinite layers can form on the adsorbent;

2. the heat of adsorption of the second and higher layers is equal to the heat of
condensation;

3. there are no interactions between adsorbed layers;

4. all adsorption sites are identical.

The BET isotherm is expressed by the relation in Equation (6.1):

P

Va(P0 − P)
=

1

Vm c
+
c− 1

Vm c

P

P0
, (6.1)
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where P and P0 are the equilibrium and saturation pressure of the adsorbate at
the temperature of adsorption (77 K), Va is the volume of gas adsorbed, Vm is the
monolayer coverage and c a constant given by the relation:

c = exp

(
E1 − EL
RT

)
, (6.2)

with E1 being the heat of adsorption for the first layer and EL being the heat of
condensation for all the following layers [167]. By plotting the left-hand side of
Equation (6.1) against P/P0 a linear relation is obtained in the range 0.05 < P/P0 <
0.3 [171].

The BJH (Barrett, Joyner and Halenda) method to determine pore size distribu-
tion, on the other hand, is based on the classical Kelvin equation for pore filling
and makes use of the following assumptions:

1. the pores of the materials are supposed to be cylindrical;

2. adsorption occurs through two mechanisms: a) physical adsorption around
the pore walls and b) capillary condensation in the “inner capillary volume”
[168].

It should be noted that this technique is limited to pores in the mesoporous and
macroporous range (pore diameter > 2 nm).

6.1.1 Bio-inspired silica synthesis and purification with acid treatment

effect of the acid treatment on template removal As shown in
Figure 6.1, upon acid treatment, the concentration of PEHA in silica decreased
as the pH was lowered (black line). Treatment at pH > 5 was found to have a
small effect on additive content (< 27 % additive removed), however after further
treatment to pH 4, an additional 42 % of the additive was removed. Acidification
to pH 6 3 lowered the additive content to below the limit of detection, indicating
that all of the additive was removed. Overall, the change in additive concentration
was most pronounced between pH 4-5 as it can be observed from the blue line in
Figure 6.1.

effect of the acid treatment on microporosity Previous work has
shown that purification by calcination introduces microporosity to silica [56], there-
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Figure 6.1: PEHA content in bio-inspired silica obtained from elemental analysis (black
line) and calculated derivatives (blue line) as a function of pH during acid
treatment. Error bars are one standard deviation from the mean value over
three samples.

fore in this work the porosity of the samples was measured at each pH to examine
the effect that acid treatment has on material properties. Similar to treatment with
calcination, the surface area of bio-inspired silica increased as the additive was
removed (see Figure 6.2) from approximately 6 30 m2 g-1 at treatment pH > 5 to
≈ 300 m2 g-1 at treatment pH 6 4. Although the change in porosity occurs less
gradually than the changes in PEHA content (cf. Figures 6.1 and 6.2), it should be
noted that, also for the porosity, the majority of the change occurs between pH 5

and 4. A further thing to consider it that, despite marked changes in porosity, SEM
analysis of the samples shows that the morphology remained largely unchanged
(Figure 6.3).

By using a t-plot method, the total non-microporous surface area was found to
be < 15 m2 g-1 (see Figure 6.2), indicating that all of the pores generated upon
acid treatment were in the microporous region (< 2 nm). Given the size of the
PEHA molecules used (reported as 1.8 nm [172]), it is tempting to assume that the
width of each pore created corresponds to the size of an individual PEHA molecule
removed. In order to further support this notion, the amount of PEHA removed
was converted into the corresponding volume freed, and compared to the volume
of micropores created (Figure 6.4). General good agreement between the measured
pore volume of the samples and the estimated volume of additive lost is observed
with the sole exception of pH 5, where the measured pore volume is lower than
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Figure 6.2: Total and microporous surface area as measured by t-plot (microporous data
offset for clarity), with overlay lines at 30 m2 g-1 and 300 m2 g-1.

(a) (b)

Figure 6.3: Scanning electron micrographs of DETA silica before (a) and after (b) acid treat-
ment, showing no observable change in morphology.
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Figure 6.4: Calculated additive volume removed (squares) and measured micropore
volume created from additive removal (circles) against acidification pH.

the amount of amine removed. This result may suggest that the initial additive was
removed from the external surface of the material, as has been reported previously
[173]. This will be further explored in section 6.2.3.

The ability of the acid treatment to control the removal of amine additives opens
the possibility of tuning silica properties based on their chemical composition and
porosity. Although the relationship between the treatment pH and the additive re-
moval (Figure 6.1) was found to be non-linear, if the amount of additive removed
is plotted against the amount of acid used, rather than against the acidification
pH, a linear relationship can be obtained (see Figure 6.5). Repeating the synthesis
with the homologous additive DETA showed that such linear relationship between
amount of additive removed and amount of acid used found for PEHA is common
to the alternative bio-inspired additive. The difference in values observed for the
two additives can be attributed to different sizes, chemistry and architectures of the
template molecules, known factors affecting the protonation behaviour of amines
[172]. These results strongly suggest that it is possible to predictively design bio-
inspired silica of desired composition, which would lead to the possibility of op-
timising the materials properties towards specific applications.
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Figure 6.5: Residual additive content versus acid amount used for treatment. Lines rep-
resent linear fits with the equations [PEHA]= 0.644− 0.0487 [H+] (R2= 0.96)
and [DETA]= 0.435− 0.0522 [H+] (R2= 0.93); all concentrations are mmol g-1

of silica treated.

6.1.2 Comparison with other established purification methods

The effectiveness of acid treatment as a purification method was compared against
other established methods such as high temperature solvent extraction and calcin-
ation [166, 174] for template removal. In particular, the untreated (U) samples were
subject to boiling water reflux (WR), calcination (C), or acid treatment followed by
calcination (A+C), and then compared to the samples that only underwent acid
treatment (A). Calcination was carried out in a tube furnace where approximately
0.5 g of sample were heated to 500 ◦C and held under flowing nitrogen for 8 hours.
Silica was then cooled to ambient temperature and collected for further analysis.

By looking at Figure 6.6-(a), it is clear that additive removal using water reflux
was not effective. This observation suggests that as-synthesised amine-silica com-
posites were highly stable and, most important, that in order to achieve additive
removal simple washing with water is not sufficient but the driving force of low
pH must be present. Calcination increased the surface area of silica similarly to the
acid treatment, however the pore size analysis showed that larger pores were gener-
ated in the samples treated with calcination compared to those that were subjected
to acid treated or even to the acid-treated-then-calcined silica (see Figure 6.6-(b)).
Such degradation of the pore structure, which was only observed in the calcin-
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(a) (b)

Figure 6.6: Effect of treatment method on (a), total surface area and (b), pore size: U, un-
treated; WR, water reflux; C, calcinated; A, acid treatment and A+C, acid treat-
ment then calcinated. It should be noted that the BJH method is limited to pores
in the mesoporous and macroporous range (pore diameter > 2).

ated but not in acid treated or acid-treated-then-calcined silica, seems to suggest
that the cause of the pore structure degradation has to be found in the thermal
decomposition of PEHA during calcination, an issue which has been reported for
calcination of other templated materials [164]. Therefore it can be concluded that
acid treatment can avoid the degradation of delicate structures during purification
due to the mild nature of this method compared to conventional techniques. The
need for a pH driving force for the mild removal of additive rather than just solvo-
thermal conditions indicates a dynamic change in the additive-silica interactions.
Understanding these interactions and how they depend on pH would allow for
generalisation of acid treatment to systems other than bio-inspired silica, leading
to milder purification for a variety of templated materials.

6.2 computational study

As discussed in the previous sections, the region between pH 4 and 5 (Figures 6.1
and 6.2) is of particular importance as most of the additive removal takes place in
this pH range. In this section, atomistic molecular dynamics simulations are used
to investigate the mechanism underlying the template removal observed experi-
mentally with the objective of understanding the key features of this process. The
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procedure adopted is based on the work of Emami et al. [175] and consists in the
calculation of the energies of interaction between amines and an amorphous silica
surface, representative of the bio-inspired material produced experimentally, at the
different pH conditions of interest. These energies can then be related to the exper-
imental results to infer, in a first instance, how the affinity of the additive for the
substrate changes when the pH is lowered. Furthermore, by computing separately
electrostatic and dispersion components of the energy, more information can be
inferred with regards to the nature of the silica-template interactions. The chosen
approach is relatively simple and fast, however cannot account for kinetics or pos-
sible confinement effects that in reality may affect the migration of the template
molecules away from the silica pore network.

In the following sections, details about the force field parameters (section 6.2.1),
the choice of the appropriate surface/amine population to represent each pH con-
dition (section 6.2.2), and the simulation parameters used will be discussed.

6.2.1 Model details and validation

PEHA template molecules were modelled using the OPLS all-atom force field [80,
81] (see parameters in Tables C.1- C.4 and Figure C.1 in Appendix C) combined
with the SPC/E model for water [132]. Parameters for silica surfaces (see Tables 6.1-
6.3) were taken from the INTERFACE force field [176], which has been used to suc-
cessfully study adsorption of amine-containing peptides onto silica surfaces [175–
177], but were adapted in order to be used with the software GROMACS 4.6 [178].
The INTERFACE potential [176] was developed to be used in combination with

several generic force fields such as AMBER, CHARMM, CVFF, PCFF, COMPASS,
however, some adjustments are necessary to use it in the OPLS framework, due to
the different conventions adopted in the OPLS and in CHARMM force fields for
dealing with the 1-4 interactions (CHARMM takes 100 % of the 1-4 interactions
whereas OPLS only takes half of them, more details can be found in Appendix C).
To account for this difference, additional terms for non-bonded interactions have
been added in the silica surface parameters (see Table 6.4). The atom names for
all silica interactions follow the nomenclature used in Figure 6.7: labels HOY and
OC24 are used to represent respectively hydrogen and oxygen atoms in silanol
groups, SC5 and OC25 for silicon and oxygen atoms belonging to a siloxide group
and SC4 and OC23 are silicon and oxygen atoms in the bulk.
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Table 6.1: Lennard-Jones parameters, point charges and atomic masses for silica surfaces
adapted from [175] to be used in GROMACS 4.6 software in the OPLS frame-
work.

Site Mass (a.u.) q (a.u.) σ (nm) ε (kJ mol-1)

SC4 28.0860 1.1 0.369724 0.389112

SC5 28.0860 0.725 0.369724 0.389112

OC23 15.9994 -0.55 0.30914 0.225936

OC24 15.9994 -0.675 0.30914 0.510448

OC25 15.9994 -0.9 0.30914 0.510448

HOY 1.0080 0.4 0.09667 0.06276

NA+ 22.98977 1 0.282415 0.393296

Table 6.2: Bond lengths and harmonic force constants.

Bond b0(nm) kb (kJ mol-1 nm-2)

SC4-OC23 0.165 238488

SC4-OC24 0.165 238488

SC5-OC23 0.165 238488

SC5-OC24 0.165 238488

SC5-OC25 0.165 238488

OC24-HOY 0.14710 414216

Table 6.3: Bond angles and harmonic force constants.

Angle θ0(deg) kθ (kJ mol-1 rad-2)

SC4-OC23-SC4 149.0 836.8
SC4-OC24-HOY 115.0 418.4
SC5-OC23-SC4 149.0 836.8

SC5-OC24-HOY 115.0 418.4
OC23-SC4-OC23 109.5 836.8
OC23-SC4-OC24 109.5 836.8
OC23-SC5-OC23 109.5 836.8
OC23-SC5-OC24 109.5 836.8
OC23-SC5-OC25 109.5 836.8
OC24-SC4-OC24 109.5 836.8
OC25-SC5-OC24 109.5 836.8
SC5-OC24-HOY 115.0 418.4
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Table 6.4: Non-bonded parameters.

Interaction C6 (nm) C12 (kJ mol-1)

SC4-SC4 0.369724 0.389112

SC4-SC5 0.369724 0.389112

SC4-OC23 0.338078 0.296504

SC4-OC24 0.338078 0.44567

SC4-OC25 0.338078 0.44567

SC4-HOY 0.189053 0.156271

SC5-SC5 0.369724 0.389112

SC5-OC23 0.338078 0.296504

SC5-OC24 0.338078 0.44567

SC5-OC25 0.338078 0.44567

SC5-HOY 0.189053 0.156271

OC23-OC23 0.309140 0.225936

OC23-OC24 0.309140 0.339601

OC23-OC25 0.309140 0.339601

OC23-HOY 0.172872 0.119079

OC24-OC24 0.309140 0.510448

OC24-OC25 0.309140 0.510448

OC24-HOY 0.172872 0.178985

OC25-OC25 0.309140 0.510448

OC25-HOY 0.172872 0.178985

HOY-HOY 0.096670 0.06276
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Figure 6.7: Schematic representation of the silica model showing the different atom types:
hydrogen, white; silicon, yellow and oxygen, red. Figure adapted from Emami
[175].

calculation of the heat of immersion To make sure that the approach
based on OPLS with the appropriate corrections is equivalent to the CHARMM ap-
proach originally used to develop the INTERFACE force field parameters [176], the
heat of immersion of a pyrogenic silica surface with 0 % ionization (see Figure 6.8)
was calculated and this value compared with the value reported by Emami et al.
[175]. Pyrogenic silica surface was chosen to match the original force field valida-
tion protocol. This is a crystalline Q3 surface (i.e. each surface Si atom is connected
to three bridging oxygens and one hydroxyl group), however all force field para-
meters are exactly the same as those used to describe amorphous silica. In addition
to this, in all simulations of this work water molecules are represented with SP-
C/E model [132], whereas in the work of Emami et al. [175] silica-water interfacial
properties were tested for SPC, TIP3P and PCFF water models. Hence, the calcu-
lation of the heat of immersion with the adapted OPLS parameters and SPC/E
water will provide not just an indication of the transferability of the INTERFACE
force field in the OPLS framework, but also of its performance in combination
with a different water model. For this purpose, four different systems were con-
sidered: i) CHARMM framework with SPC water, ii) CHARMM framework with
SPC/E water, iii) OPLS framework with non-bonded interactions and SPC water
and iv) OPLS framework with non-bonded interactions and SPC/E water. Apart
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Figure 6.8: Top view of pyrogenic Q3 surface used to validate the combination of INTER-
FACE and OPLS force fields used in this work. Silicons, yellow; oxygens, red
and hydrogens, gray. The location of silanol groups has been highlighted rep-
resenting OC24 and HOY atoms with small beads.

from adding a term to account for the additional 50 % of non-bonded interactions
in the OPLS framework, the only other difference is the length of the Si-O bond,
which increases from 0.165 nm to 0.168 nm in the case of the CHARMM frame-
work (also to account for the different scaling of 1-4 interactions in the two force
fields). Parameters used for water and silica surface in the CHARMM environment
can be found in Tables C.5- C.10 of Appendix C. Parameters for silica in the OPLS
environment are listed in Tables 6.1- 6.4.

The heat of immersion is defined as:

∆Himm =
Esurface−in−water − Esurface−in−vacuum − Ewater

2A
, (6.3)

where the total energy of the surface immersed in water is Esurface-in-water, the en-
ergy of the surface in vacuum is Esurface-in-vacuum and the energy of a box containing
1600 water molecules is Ewater. This energy is normalised by the total surface area
(2A) so that units are mJ m-2. A schematic representation of the computational pro-
cedure [175] adopted can be seen in Figure 6.9. This requires that, for each of the
systems studied, three molecular simulations corresponding to the three energy
terms in Equation (6.3) are performed, with the sole exception of the vacuum term
which is independent of the model used for water. The system representing the
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surface-in-water
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Figure 6.9: Schematic representation of the computational procedure used to calculate the
heat of immersion. The energy of the vacuum and water system is subtracted
from the system surface-in-water (Equation (6.3)). It must be noted that the real
box used for the vacuum simulations is significantly taller (30 nm) than the one
shown here (10 nm). Colour code is the same as in Figure 6.8.
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surface immersed in water was created by adding 1600 water molecules to a simu-
lation box containing the surface. This was followed by energy minimisation and
equilibration in the NPT ensemble with semi-isotropic pressure coupling at 273 K
before data were collected at 300 K in the NVT ensemble for 6 ns using a time step
of 1 fs. The exact same steps of equilibration were followed also for the system
containing only 1600 water molecules, whereas the system in vacuum was created
by deleting all the water molecules from the surface-in-water system while extend-
ing the box height to 30 nm. In this last case no NPT equilibration is required. A
cut-off of 1.2 nm was applied to short-range dispersion interactions, and the same
distance was used for the particle-mesh Ewald method (PME) [90, 136] to take into
account the long-range Coulomb electrostatics. Finally, a long-range dispersion
correction term was added to both energy and pressure. For all simulations, total
energy was calculated averaging over the last 4 ns providing the results shown in
Table 6.5. It can be seen that, with the exception of the system in the CHARMM

Table 6.5: Comparison between heat of immersion of pyrogenic silica surface in water from
simulations and experiments.

Publication ∆H (model used) (mJ m2)

This work 157 ± 1 (CHARMM-SPC), 199 ± 1 (CHARMM-SPC/E), 157 ± 1 (OPLS-SPC), 167 ± 2 (OPLS-SPC/E)

Emami et al. [175] 167 ± 2 (SPC), 160 ± 2 (TIP3P), 157 ± 2 (PCFF)

Taylor and Hockey [179] 160 ± 5 (EXP)

framework using the SPC/E water model, very good agreement with both exper-
imental [179] and previous simulation results [175] was obtained, confirming that
using the OPLS framework with the additional non-bonded interaction term and
the SPC/E model for water can be considered a valid approximation to represent
interactions with silica surfaces, including amorphous surfaces that are the main
interest of this work.

6.2.2 System preparation

ph dependence of the surface charge The choice of the appropriate
surface model to represent each experimental pH condition is a crucial part of this
study since from this choice will depend the number of siloxide groups (i.e. SC5

and OC25 atoms in the surface topology) available for interactions with the amine
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additive. It is known that the degree of ionisation of silanol groups depends on
several properties, among which pH, ionic strength, particle size, porosity and
synthetic method [30]. However, due to the large number of variables that influence
surface ionisation, the values available in literature are sometimes contrasting or
difficult to compare even for the same pH. In order to get a reasonable estimate of
the surface charge at the three pH values of interest (i.e. 3, 5 and 6.5) three studies
that, by means of potentiometric methods, calculate the surface density of charge
of different colloidal silica particles as a function of pH were considered [180–182].

The surface charge data collected from references [180–182] are reproduced in
Figure 6.10. From the surface charge value it is possible to obtain the number

Figure 6.10: Surface density of charge as a function of pH from potentiometric calculations.
Data from Bolt have been taken from reference [180] and correspond to a
silica sol consisting of spherical particles with an average diameter of 15 nm
and specific surface area, determined by nitrogen adsorption measurements,
of 180 m2 g1. Data from Zerrouk have been taken from reference [181] and
correspond to a silica sol consisting of particles with an average diameter of
30 nm and specific surface area, calculated from the surface/volume ratio,
of 90 m2 g1. Data from Milonjic have been taken from reference [182] and
correspond to to a silica sol consisting of particles with an average diameter
of 9.0 nm and specific surface area, determined from titration with sodium
hydroxide, of 300 m2 g1.

of SIO- groups, their average separation and the percentage of ionisation (see
Tables 6.6- 6.8). It must be noted that the values marked with an asterisk have
been interpolated using a power function (see Appendix C.5 for more details) and



6.2 computational study 171

Table 6.6: Surface density of charge as a function of pH at electrolyte concentration 0.1 N
NaCl, σ in µC cm-2 [180].

pH Surface charge Siloxide ion density SIO- ions in Average SIO- %
density σ (µC cm-2) (SIO-/nm2) the simulation box separation distance (nm)

3.5 0 0 0 0 0

4
*

0.19 0.01 0.42 9.3 0.25

4.5 *
0.35 0.02 0.77 6.9 0.45

5 0.6 0.04 1.32 5.3 0.77

5.5*
0.96 0.06 2.11 4.2 1.23

6 1.50 0.09 3.29 3.3 1.91

6.5*
2.23 0.13 4.9 2.7 2.85

7 3.2 0.19 7.03 2.3 4.09

7.5*
4.59 0.28 10.07 1.9 5.86

8 6.2 0.37 13.62 1.6 7.91

8.5*
8.62 0.52 18.93 1.4 11.00

9 11.6 0.7 25.47 1.2 14.81

9.5*
15.09 0.91 33.14 1.1 19.27

10 19.8 1.19 43.48 0.9 25.28

* data interpolated (see Appendix C for more details); 10 µC cm-2 = 0.6 SIO-/nm2.

Table 6.7: Surface density of charge as a function of pH at electrolyte concentration 0.1 M
NaCl ionic, σ in µC cm-2 [181].

pH Surface charge Siloxide ion density SIO- ions in Average SIO- %
density σ (µC cm-2) (SIO-/nm2) the simulation box separation distance (nm)

3.5 0 0 0 0 0

4 0.18 0.01 0.2 1.0 9.6 0.23

4.5 0.5 0.03 0.55 5.8 0.64

5 1 0.06 1.10 4.1 1.28

5.5 1.8 0.11 1.98 3 2.3
6 2.60 0.156 2.85 2.5 3.32

6.5 4.20 0.252 4.61 2.0 5.36

7 5.60 0.336 6.15 1.7 7.15

7.5 7.80 0.468 8.56 1.5 9.96

8 10.80 0.648 11.86 1.2 13.79

8.5 16.10 0.966 17.68 1.0 20.55

10 µC cm-2 = 0.6 SIO-/nm2.
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Table 6.8: Surface density of charge as a function of pH at electrolyte concentration
0.1 mol/dm3 NaCl ionic, σ in µC cm-2 [182].

pH Surface charge Siloxide ion density SIO- ions in Average SIO- %
density σ (µC cm-2) (SIO-/nm2) the simulation box separation distance (nm)

3 0 0 0 0

3.5*
0.08 0.005 0.17 14.7 0.1

4
*

0.15 0.01 0.33 10.5 0.19

4.5*
0.27 0.02 0.6 7.8 0.35

5
*

0.46 0.03 1.01 6 0.59

5.5*
0.74 0.04 1.62 4.7 0.94

6
*

1.14 0.07 2.50 3.8 1.46

6.5 1.86 0.11 4.08 3 2.37

7 2.48 0.15 5.45 2.6 3.17

7.5 3.38 0.20 7.42 2.2 4.31

8 4.31 0.26 9.46 2 5.50

8.5 5.86 0.35 12.87 1.7 7.48

9 8.34 0.50 18.31 1.4 10.65

9.5 13.27 0.80 29.14 1.1 16.94

* data interpolated (see Appendix C for more details); 10 µC cm-2 = 0.6 SIO-/nm2.

that the number of SIO- groups and percentage of ionisation have been calculated
considering a surface area of 18.3 nm2 and a density of silanol groups of 4.7 per
nm2. These correspond to the average properties of the atomistic surface models
used in a single simulation box.

From Tables 6.6- 6.8 and from Figure 6.10 it can be seen that the surface charge
increases for increasing pH values, however, especially at higher pHs, a great vari-
ability of values can be observed. For the purpose of this work, the type of surface
analysed in the paper by Milonjic [182] is the one that most resembles the mater-
ial produced experimentally (similar ionic strength and size of the silica particles).
Therefore the data shown in Table 6.8 are the ones considered when setting up
the simulations that will be presented in the following sections. It follows that the
amorphous silica surface used is completely neutral at pH 3, whereas at pH 5 and
6.5 the ionisation is approximately 0.6 % and 2.4 % respectively. Surface structures
and parameters used to represent pH 3 are already available in the INTERFACE
package [176] while the surfaces at pH 5 and pH 6.5 were created by removing
respectively one or four randomly chosen hydrogen atoms from the neutral sur-
face and adding an equal number of sodium ions into the system. In the topology
file, parameters for oxygen and silicon atoms were also replaced with the corres-
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ponding parameters for siloxide groups (atoms SC5 and OC25). Snapshots of the
surface models used can be seen in Figure 6.11.

(a) pH = 3, 0 % (b) pH = 5, 0.6 % (c) pH = 6.5, 2.4 %

Figure 6.11: Top view of amorphous silica surfaces at different pH used in the correspond-
ing simulations. (a), surface with 0% ionisation representing pH 3; (b), surface
with 0.6 % ionisation representing pH 5 and (c), surface with 2.4 % ionisation
representing pH 6.5. For all surfaces the density of silanol groups is 4.7 per
nm2. Colour code is the same as in Figure 6.8. The position of siloxide groups
has been highlighted using small beads for the atom types SC5, green and
OC25, orange.

template ionisation with ph Like the silica material, also the amine tem-
plate changes ionisation state depending on the pH, i.e. PEHA molecules become
progressively neutral as the pH is increased. In Figure 6.12 a representation of all
the amine species used in this study is provided, where the blue colour has been
used to indicate a charged nitrogen (N+) while the purple is used for a nitrogen
with no charge (N). The degree of protonation of the amines as a function of pH
and their relative amount was determined using the SPARC online calculator [183]
(see Table 6.9 for more details). It must be noted that species that are only present
at very low concentrations (6 0.01) are not reported in the table since they were
not considered in this study.

simulation details Table 6.10 contains all the simulations that were per-
formed to estimate the interaction energies of amine molecules with silica surfaces
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(a) N+N+N+N+N+N+ (b) N+NN+N+N+N+ (c) N+N+NN+N+N+

(d) N+NN+NN+N+ (e) N+NN+N+NN+ (f) NN+NN+NN+ (g) N+NNN+NN+

Figure 6.12: Schematic representation of the different ionisation states of PEHA molecule
considered in this study (see Table 6.9). Charged nitrogens, blue; neutral nitro-
gens, purple; hydrogens, gray and carbons, cyan.
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Table 6.9: Relative population of amines between pH 3 and 7. Ionisation data obtained
from SPARC online calculator [183], N, neutral and N+, ionised.

pH N+N+N+N+N+N+ N+NN+N+N+N+ N+N+NN+N+N+ N+NN+NN+N+ N+NN+N+NN+ NN+NN+NN+ N+NNN+NN+

3 0.51 0.13 0.37 0.01 0.01 0 0

3.2 0.39 0.16 0.45 0.03 0.1 0 0

3.4 0.28 0.19 0.51 0.05 0.02 0 0

3.6 0.19 0.2 0.55 0.08 0.03 0 0

3.8 0.12 0.2 0.55 0.08 0.03 0 0

4 0.07 0.19 0.52 0.2 0.08 0 0

4.2 0.04 0.16 0.45 0.28 0.12 0 0

4.4 0.02 0.14 0.38 0.37 0.15 0 0

4.6 0.01 0.11 0.29 0.45 0.19 0 0

4.8 0 0.08 0.21 0.52 0.22 0 0.01

5 0 0.05 0.15 0.58 0.24 0 0.01

5.2 0 0.04 0.1 0.62 0.26 0 0.02

5.4 0 0.02 0.07 0.64 0.27 0.01 0.03

5.6 0 0.02 0.04 0.65 0.27 0.01 0.05

5.8 0 0.01 0.03 0.64 0.26 0.02 0.07

6 0 0.01 0.02 0.61 0.25 0.03 0.11

6.2 0 0 0.01 0.57 0.24 0.04 0.16

6.4 0 0 0.01 0.51 0.21 0.06 0.23

6.6 0 0 0 0.44 0.18 0.08 0.31

6.8 0 0 0 0.35 0.15 0.11 0.4
7 0 0 0 0.27 0.11 0.13 0.48

at different pH (3, 5 and 6.5). A typical input system was prepared by placing a

Table 6.10: List of all simulations performed to study silica-amines interactions. SC, small
system with amine close to the surface; SA, small system with amine away
from the surface; LC, large system with amine close to the surface and LA,
large system with amine away from the surface.

pH N+N+N+N+N+N+ N+NN+N+N+N+ N+N+NN+N+N+ N+NN+NN+N+ N+NN+N+NN+ NN+NN+NN+ N+NNN+NN+

3 SC, SA LC LC SC, SA, LC, LA SC, SA, LC, LA
5 SC SC LC, LA LC, LA LC, LA

6.5 SC, LC LC LC LC

pre-equilibrated slab of water containing a single amine molecule (i.e. simulating
the infinite dilution limit) above a slab of amorphous silica with a thickness of
approximately 2.5 nm and a cross-sectional area of 18.3 nm2. Periodic boundary
conditions were applied in all directions and, after energy minimisation, produc-
tion simulations were run in the canonical (NVT) ensemble at 298 K using the same
parameters adopted for the validation of the model (see section 6.2.1). To confirm
equilibrium had been reached, in some cases, two different starting configurations
were tested until simulated energies were independent of the starting positions:
one in which the amine was placed in the centre of the water slab (referred with
letter A - away) and another in which the amine was placed as close to the surface
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as possible (referred with letter C - close), following an energy optimization in
vacuum. Similarly, to discount the possibility of finite-size effects on the simulated
energies, box lengths of 7 nm (referred with letter S - small) and 14 nm (referred
with letter L - large) perpendicular to the surface were both tested (cf. Table 6.10).
In Figure 6.13 an example of the four different types of simulations is shown for
the case of N+NN+N+NN+ at pH 3.

6.2.3 Molecular-level mechanism of template removal based on pH control

The results obtained with MD simulations suggest that there are two key inter-
actions controlling the removal of amine additives from silica: ionic attractions
between oppositely charged species and solvation of additive in surrounding bulk
water. However, the balance between these two types of interactions varies with
pH, leading to interesting effects. For example, at pH 5-7 the silica surface is negat-
ively charged and the amine additive positively charged, leading to strong charge-
charge interactions between the additive and the surface siloxide groups (SiO-),
and consequently resulting in very little-to-no removal of the additive (see Fig-
ure 6.14-(b) and (c)). Under these conditions, the average separation between sur-
face siloxide anions (< 2.6 nm) is significantly larger than the length of the additive
(≈ 1.8 nm, cf. Table 6.8). It was observed that each additive molecule can interact
with at the most a single siloxide group when adsorbed (Figure 6.15), meaning
that the interaction energies of individual adsorbed molecules over this pH range
were similar (around −250 kJ mol-1). Conversely, at pH < 4, while additives re-
main positively charged, the silica surface becomes predominantly uncharged (see
Table 6.8). In this case the additive appears to be fully solvated away from the
surface (see Figure 6.14-a) since solvation is more energetically favourable than
surface-additive interactions under these conditions. It was found that the amine-
silica interaction energy was effectively zero, which explains the complete removal
of PEHA at low pH.

To further probe this balance between ionic interactions and additive solvation,
the methylated analogues of pentaethylenehexamine (m-PEHA, see Figure 6.16-
(a)), i.e. making their charge permanent but increasing their hydrophobicity, was
investigated. The results from simulation of the methylated additive indicate that
solvent extraction becomes ineffective even at pH 3 (Figure 6.16-(b)) due to reduced
solvation of the additive and to the formation of sufficient non-ionic interactions
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(a) (b)

(c) (d)

Figure 6.13: Snapshots showing the initial configurations used for the simulations of
N+NN+N+NN+ at pH 3: (a), small box with PEHA close to the surface; (b),
small box with PEHA away from the surface; (c), large box with PEHA close
to the surface and (d), large box with PEHA away from the surface. Colour
code is the same as in Figure 6.8 with chloride counter-ions shown as black
spheres.
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(a) pH = 3 (b) pH = 5 (c) pH = 6.5

Figure 6.14: Snapshots showing the interaction of PEHA molecules with silica sur-
face at different pH. (a), N+N+N+N+N+N+; (b), N+N+NN+N+N+ and (c),
N+NNN+NN+. Colour code is the same as in Figure 6.11.

with the silica surface (calculated interaction strength of ca. −135 kJ mol-1 for the
m-PEHA compared to ca. 0 kJ mol-1 for PEHA). Indeed, a 25 % reduction in the
removal efficiency for methylated additives was observed experimentally when
compared to the non-methylated counterparts (shown in Figure 6.17). Similarly,
for traditional mesoporous silicas, it has been reported that solvent extraction can-
not fully remove methylated templates such as cetyltrimethylammonium bromide
(CTAB), while the nonmethylated counterparts e.g. dodecylamine (DDA) can be
completely removed [9, 184]. In fact, the removal of CTAB is 25 % less effect-
ive than removal of DDA [9], which closely matches the results discussed here
and strongly supports the proposed mechanism. Another outcome of this work
is that the general agreement observed between simulated and experimental res-
ults indicates that MD simulations can be a useful predictive tool for assaying
non-destructive template removal techniques for porous materials. This point will
be further explored in the next section by assessing the suitability of alternative
solvents for purification of silica materials from m-PEHA additives.

Using the simulated interaction strengths, a relationship between the pH and
average surface interaction strength per additive molecule can be inferred (Equa-
tion (6.4)), where [≡ SiO−] and [Additive] represent the number of siloxide ions
and additive molecules per area of silica surface, respectively.

〈Eint〉 =
[
≡ SiO−

]
[Additive]

EAdditive-SiO− , (6.4)
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(a) (b)

Figure 6.15: Snapshots showing the final configurations obtained for the simulations of
N+NN+N+NN+ at pH 5 when starting with amine away from the surface (a)
and close to the surface (b). Colour code is the same as in Figure 6.11.
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(a) (b)

Figure 6.16: Schematic representation of m-PEHA molecule (a) and snapshot showing its
interaction with silica surface at pH 3 (b). Colour code is the same as in Fig-
ure 6.11.

Figure 6.17: Comparison of additive removal effectiveness between poly(ethyleneimine)
(referred here as PEI) and methyl-substituted poly(ethyleneimine) (referred
here as QPEI), showing 25 % decrease in effectiveness when using QPEI.
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As noted above, under the pH range considered here (pH 3-7), each PEHA mo-
lecule can only interact with a single siloxide group and PEHA will always be
protonated (partially or fully), hence Equation (6.4) uses [Additive] for simplicity
rather than the concentration of protonated amines. As [≡ SiO−] is a function of
pH, the relationship predicted using this equation shows an exponential decrease
in interaction strength with reducing pH (Figure 6.18), eventually becoming lower
than the energy of thermal fluctuations (i.e. , RT, where R is the ideal gas constant)
at around pH 4.2. This suggests that above pH 4.2, most additives are still able to
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Figure 6.18: Simulated PEHA-siloxide ion interaction strengths, normalised against avail-
ability of precursor ions.

(on average) remain attached to the surface, whereas below pH 4.2, thermal fluc-
tuations are sufficient to cause a widespread release of additive molecules. This
agrees with experimental findings that show that both the majority of additive re-
moval and a step change in porosity take place between pH 5 and 4 (dotted box in
Figure 6.1 and Figure 6.2).

The simulation results from Figure 6.18 also imply that all additive should be re-
moved between pH 4-5, however, the experimental results (Figure 6.1) clearly show
that a complete removal only occurs at pH < 4. Further, the simulation does not
explain the discrepancy seen between the amount of the additive removed and the
resultant silica pore volume created at pH 5 (Figure 6.4). In order to explain these,
the confinement of additives within the silica pore system must be considered. In
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the simulations, the additives interact with a flat silica surface, while bio-inspired
silica particles are made up of a network of primary particles (5-10 nm) fused to-
gether to form larger secondary particles (> 100 nm), creating an interstitial pore
network wherein the majority of additive molecules are likely to be encapsulated
(shown in the scheme in Figure 6.19-(a)) [185]. Due to confinement effects between
multiple silica surfaces, the silica-additive interactions are expected to be stronger
than predicted in the simplified MD simulations of a bare surface [186]. When the
pH was lowered slightly, where the interactions were reduced but did not disap-
pear (i.e. pH 5), it is likely that only surface-bound additives were initially removed
due to their lower interaction strengths compared to the entrapped additives (Fig-
ure 6.19-(b)). Further treatment to lower pH removes the interaction entirely such
that even entrapped additives can be released from the pore structure (Figure 6.19-
(c)), leaving behind the pure silica network.

(a) pH = 7 (b) pH = 5 (c) pH = 2

Figure 6.19: Schematic representation of the pore networks in bio-inspired silica and loc-
ation of the additive at different stages of the acid treatment: (a), untreated
silica with PEHA molecules (red lines) adsorbed both to the particle surface
and inside the network of smaller primary particles (grey circles); (b), after
partial treatment to pH 5 the surface-adsorbed PEHA molecules are released
due to loss of available siloxide ions whereas internally held PEHA molecules
still have significant interactions due to confinement effects and (c), all PEHA
molecules are released after treatment at pH 2.

6.3 screening of alternative solvents for template removal with

md simulations

As discussed in the previous section, experimental and simulation results show
that acid treatment becomes ineffective for removal of m-PEHA additives. It was
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also found that the effectiveness of removal depended on a balance between sur-
face adsorption and solvation. Here, using the same simulation protocol, the suit-
ability of alternative solvents for purification of bio-inspired silica is investigated.
A schematic representation of the solvents considered for this study is provided in
Figure 6.20. These are hexane, dichloromethane (DCM), acetone, dimethyl sulfox-

(a) (b) (c) (d) (e)

Figure 6.20: Schematic representation of the alternative solvents investigated, a) hexane,
b) DCM, c) acetone, d) DMSO, e) ethanol. Carbon - cyan, hydrogen - gray,
chloride - black, oxygen - red, sulphur - brown.

ide (DMSO) and ethanol.
Depending on their polarity, solvents are divided into nonpolar and polar solvents.

Polar solvents possess large dielectric constants and dipole moments as a result of
the presence of bonds between atoms with different electronegativities. Further-
more, polar solvents that possess hydrogens in O-H or N-H groups are called
protic. Protic solvents can donate protons and form hydrogen bonds, contrary to
aprotic solvents. A classification of the solvents investigated and relative properties
is provided in Table 6.11.

Table 6.11: Properties and classification of the different solvents screened with MD simula-
tions for template removal.

Classification Solvent Density (g/L)
Dielectric Dipole (D) Boiling Freezing
constant moment point (◦C) point (◦C)

Nonpolar Solvents Hexane 654.8 1.8 0.00 68.5 to 69.1 -96 to -94

"Borderline" Polar Aprotic Solvents DCM 1326.6 9.1 1.60 39.6 -96.7

Polar Aprotic Solvents
Acetone 784.5 21 2.88 56.05 -94.7
DMSO 1100.4 47 3.96 189 19

Polar Protic Solvents
Ethanol 789 25 1.69 78.37 -114

Water 1000 80 1.85 100 0

simulation details The initial configurations were prepared, like described
above, by placing a single m-PEHA molecule on a slab representing a silica surface
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at pH = 3 (cross-sectional area of 18.3 nm2 and thickness of approximately 2.5 nm).
The remaining volume (the simulation box measures 14 nm in the z-direction) was
filled with a pre-equilibrated box of the specific solvent and periodic boundary
conditions were applied in all directions. The system was then energy minimised
and production runs in the canonical ensemble were performed using the same
parameters adopted before (see section 6.2.1). All cases were studied first at 25◦C
(298 K) but additional simulations at higher temperatures were also performed for
the acetone and DMSO systems.

simulations of template removal using alternative solvents at

ambient temperature Table 6.12 summarises the energies of interactions
obtained with different solvents for simulations of one m-PEHA molecule interact-
ing with an amorphous silica surface at pH = 3 (the surface is uncharged).

Table 6.12: Calculated energies of interactions at T = 25◦C for the system m-PEHA-silica
surface at pH = 3 with different solvents.

Energy (kJ mol-1) Hexane DCM Acetone DMSO Ethanol Water

surface-amine
Coul -356.00 -124.51 -63.83 -55.58 -86.22 -104.09

LJ 149.24 -56.04 -35.36 -29.31 -56.08 -43.58

Tot -206.76 -180.55 -99.19 -84.88 -142.29 -147.6

amine-solvent
Coul 349.80 -63.85 -657.92 -724.85 -293.41 -534.27

LJ -138.94 -144.55 -227.43 -298.33 -153.36 -121.00

Tot 210.86 -208.40 -885.43 -1023.17 -446.77 -655.27

surface-solvent
Coul -6448.63 -373.35 -2180.73 -3273.44 -4439.15 -7156.96

LJ 6189.15 -1653.04 -1583.16 -2147.45 -1254.65 -216.68

Tot -259.48 -2026.59 -3763.89 -5420.59 -5693.80 -7373.64

For hexane and DCM the total surface-amine interaction energy is higher than
the value obtained with pure water, suggesting that nonpolar and mildly polar
solvents do not favour template removal at low pH. Moreover, when ethanol is
used the total energy of interaction between silica and m-PEHA is very close to
the value obtained with water indicating that other polar protic solvents are also
ineffective in removing amine template molecules. On the other hand, the total
silica-amine energy is lowered when polar aprotic solvents are used while the
amine-solvent energy is increased indicating that solubilisation is more favourable
in this case. The decrease observed in the total silica-amine energy is not sufficient
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to achieve the release of m-PEHA at ambient temperature but suggests that com-
plete release could be achieved at higher temperatures. This hypothesis is further
explored in the next section.

simulations of template removal with dmso at high temperatures

Table 6.13 shows the values obtained for the energy between m-PEHA and amorph-
ous silica surface at different temperatures when DMSO is used as solvent.

Table 6.13: Calculated energies of interactions at different temperatures for the system m-
PEHA-silica surface at pH = 3 when DMSO is used as solvent for extraction.
Calculated error in parenthesis.

Energy (kJ mol-1) T=25
◦C T=30

◦C T=35
◦C T=40

◦C

surface-amine
Coul -55.58 (4) -152.98 (1.2) 0.49 (0.41) 0.00 (0.00)

LJ -29.31 (1.2) -78.65 (0.41) -2.00 (0.4) 0.00 (0.00)
Tot -84.88 (1.2 -231.64 (1.3) -1.50 (0.6) -0.00 (0.00)

amine-solvent
Coul -724.85 (33.0) -507.59 (45.0) -678.88 (40.0) -823.34 (18.0)

LJ -298.33 (2.6) -230.11 (4.3) -321.68 (3.3) -342.06 (2.0)
Tot -1023.17 (33.1) -737.70 (45.2) -1000.56 (40.1) -1165.40 (18.1)

surface-solvent
Coul -3273.44 (9.9) -3219.11 (19.0) -3280.49 (5.0) -3272.05 (2.3)

LJ -2095.77 (2.1) -2158.58 (3.4) -2165.43 (4.9) -1890.25 (3.1)
Tot -5420.89 (11.4) -5314.88 (19.1) -5439.07 (6.0) -5437.48 (5.4)

MD simulations predict that by simply increasing the temperature to 35◦C the
energy is reduced by more than 95 % and when the temperature is as high as
40◦C the interaction is effectively zero. These results are not supported by any
experimental evidence at the moment but could be used by experimentalists as a
guide for testing of alternative solvents for template extraction.

6.4 conclusions

In this work a simple, mild method of controlling organic additive content in
bio-inspired silica through post-synthetic acid treatment was demonstrated. By
modifying the pH of silica suspensions a range of silica-organic composites with
modified porosity, chemical activity and organic content were synthesised. Using
atomistic MD simulations the mechanism underlying the template removal was in-
vestigated at molecular level. This revealed that acid treatment was found to work
by changing silica-additive surface interactions, depending on changes in silica spe-
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ciation and additive solvation. The bio-inspired silica material was purified due to
a weakening and eventual loss of charge-charge interactions between additive and
surface, allowing for full or partial purification with high reproducibility. It was
also shown that methylated PEHA additives are only partially removed when ex-
traction is performed with pure water at ambient temperature, however results of
molecular simulations suggest that by replacing water with other solvents, such
as acetone or DMSO, enhancement of template removal can be achieved at am-
bient temperature and complete removal is achieved already at 35 ◦C. Therefore,
acid-treated bio-inspired silicas, which reduce environmental wastefulness, have
the potential to replace traditional silicas in a wide range of established and new
applications. Furthermore, the agreement between experiments and simulation res-
ults indicate that molecular simulations can be used as an inexpensive, simple and
fast tool for screening of alternative solvents to use for the purification of silica
materials.



7
C O N C L U S I O N S A N D F U T U R E W O R K

A computational study on the processes occurring during the formation of bio-
inspired silica materials was presented in this thesis. In the first part, the focus
was on understanding the mechanisms underlying the synthesis of this class of
mesoporous silicas, while in the second part simulations were used to complement
experiments in elucidating the nature of the interactions occurring during template
removal by means of solvent extraction methods. Obtaining a more comprehensive
understanding of the different stages of the process through which these materials
are created could allow to exploit the advantages of bio-inspired synthesis even
further, and open the way to potential new applications of this synthetic strategy.
Furthermore, by investigating the synthesis using a multi-scale approach, it was
possible to maintain the realism of atomistic (AA) models also at a mesoscale level,
while significantly reducing the computational costs and allowing access to longer
times and length scales.

With regard to the first part of the work, the formation of two examples of bio-
inspired materials, MSU-V and HMS materials, was investigated through a com-
bination of atomistic and coarse-grained simulations. The initial steps of this study
involved the development of coarse-grained (CG) models, based on the MARTINI
force field [10], to describe the interactions between organic and inorganic species
participating in the synthesis of HMS materials. Here, dodecylamines (DDA) are
considered as the template to direct structure formation. These are amphiphilic
molecules whose speciation changes with pH and, in particular, charged species
dominate at low pH while at high pH DDA is mostly neutral. The other species
considered are silica monomers as well as dimers at different charge states. Hence,
the CG models were developed following the same procedure adopted by Pérez-
Sánchez et al. to study the synthesis of periodic mesoporous silicas [7]. This con-
sisted in adjusting the CG parameters until reasonable agreement between AA and
CG density profiles of preformed aggregates was obtained. Even though the main
function of the AA simulations is to act as benchmarks for CG development, they
provided some interesting insight. For example, in agreement with experimental
evidence that indicates that neutral DDA surfactants are essentially insoluble in

187
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water [139], micelle disruption was observed when these contained only neutral
amines. Another interesting result is that, in the system with charged surfactants
(DDA+), adsorption of neutral silica monomers on the micelle surface appears to
be favoured when anionic monomers were also present. Overall, good agreement
was obtained with the parameters previously determined by Pérez-Sánchez et al.
[7], with the sole exception of the parameters used to model doubly charged silica
dimers (SISI). In fact, these dimers adsorb on the surfactant head in the present
system, whereas SISI adsorb on the outside of the surfactant head in the CTAB sys-
tem considered by Pérez-Sánchez et al. [7]. This behaviour can be ascribed to the
different head size of CTAB and DDA surfactants (larger for CTAB than for DDA),
which allows penetration of the dimer into the micelle in the latter but not in the
former. Therefore, to obtain the correct physical behaviour, a new parametrisation
was adopted to describe the interaction between dimers and the hydrophobic part
of the surfactants. This outcome seems to indicate a certain limitation of the MAR-
TINI model [10], since the position where silica dimers can adsorb on the micelle
is essentially controlled by the strength of this interaction.

Once all parameters were established, the model for DDA+ was further val-
idated against experimental data (aggregation numbers and observed phases),
thereby showing good reproducibility with the chosen CG surfactant model. In the
next step, simulations of HMS at different pH and at experimental concentration
were performed. CG simulations containing only surfactants (reference systems)
revealed that neutral surfactants undergo phase separation, due to their limited
solubility in water, whereas charged surfactants form micellar aggregates. Interest-
ingly, phase separation of neutral surfactants is also observed when silicates are
added to the system, while in the charged surfactant system micelles are converted
into large branched rods. This result indicates that, contrary to the hypothesised
mechanism based on interactions between neutral species [9], charged species are
necessary to promote rod formation. Hence, the synthesis of HMS materials was
further studied including the effect of more highly condensed species, showing
that dimers produce disordered packing of rods in agreement with the "worm-
like" or "worm-hole" structures reported experimentally [126], hence reinforcing
the hypothesis that charge matching interactions generate HMS materials.

The second type of bio-inspired material considered, MSU-V, was initially stud-
ied using atomistic simulations. Like HMS materials, MSU-V materials also make
use of amphiphilic surfactants as templates, however diamines are used in this case
[37]. As in the previous system, to account for the effect of pH, three different sur-
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factant types were considered: neutral (DADDn), singly charged (DADDs) and
doubly charged (DADDd) 1,12-diaminododecane (DADD). Simulations at high
(> 11) and intermediate (8-11) pH, where the majority of surfactants is either
neutral or singly charged, showed formation of dry layers of surfactants for both
systems. However, when silicates are added, strong adsorption of silica monomers
on the layer only occurred in the system with DADDs, while the monomers re-
mained homogeneously dispersed in the solution with DADDn. Conversely, when
doubly charged surfactants dominate (pH< 8), formation of disordered clusters is
observed, also after the addition of silica. Furthermore, simulations containing all
three types of surfactants (i.e. conditions close to the calculated pH of synthesis),
produced curved layers and spontaneous formation of a hole, inside which a few
silica monomers, together with water molecules, migrated. It is hypothesised that,
due to excess of charges, similar holes or defects could be created across template
layers allowing more silicates to penetrate and eventually condense inside. This res-
ult, therefore, represents a direct evidence for the pillaring mechanism postulated
experimentally [37]. However, similar to HMS materials, the proposed neutral tem-
plating route does not seem to be feasible. Preliminary CG simulations of MSU-V
materials showed the formation of multiple layers of surfactants, alternated by lay-
ers of silica monomers. Unfortunately, it was not possible to observe formation of
the multi lamellar vesicles described experimentally, possibly due to the limited
size of the simulations.

In the last part of the thesis, simulations were used to complement experiments
in elucidating the mechanism of template removal from bioinspired silica. The
purification method used is based on solvent extraction by addition of acid, so that
pH values between 2 and 7 are reached. By using a simplified approach, based on
the calculation of energies of interactions between amines (i.e. the template) and
an amorphous silica surface (i.e. representing the bio-inspired material) [175], it
was possible to demonstrate that removal of the template is caused by the loss of
charge-charge interactions between amines and surface. Particularly, it was found
that below pH= 4.2 thermal fluctuations are enough to cause the widespread
release of the template, which is observed experimentally between pH 5 and 4. Ex-
perimental and computational results indicate that this mild and "greener" method
is a valid alternative for template removal from bio-inspired silica materials. Fur-
thermore, this result suggests that molecular dynamics simulations could be used
in the future as a tool for choosing the most appropriate solvent and conditions in
purification/elution processes.
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future work Although it was possible to shed some light on the molecular
processes taking place during the synthesis of bio-inspired silica, further under-
standing of this topic could be achieved by overcoming some of the limitations
encountered.

For example, at the CG level, the silicate models could be further validated and
optimised by means of partition free energy calculations, with a similar approach
used to parametrise the original MARTINI force field [10]. In fact, although ex-
perimentally partition free energies cannot be measured for these species, they
can be obtained using AA simulations. Hence, CG models for silicates could be
developed not only by matching structural characteristics but also by reproducing
thermodynamic properties. This should provide a more correct physical behaviour
and possibly improve transferability between different systems.

With regard to the transferability issues, it was shown that, for the considered
systems, they mostly arise for interactions between hydrophobic groups and silic-
ates. In this work only interaction levels already present in the MARTINI force
field have been considered, however new levels of interactions might be necessary
in order to improve agreement and transferability between systems. The proposed
free energy method could help finding these new parameters.

One of the simplifications made in the simulations of both HMS and MSU-V is
that ethanol does not influence the synthesis since, independently of its presence
in the reacting mixture, ethanol is always produced after hydrolysis of the silica
precursor. This assumption is most likely true for MSU-V materials, however it
might be less applicable for HMS materials, where surfactant solubility is an issue.
Hence, in the future simulations the effect of ethanol addition could be considered.

Larger simulations could be performed to investigate whether higher long range
order can be observed in the HMS system and vesicle formation in the MSU-V
system. Also, simulations at higher temperature could be performed to further
probe the surfactant phase diagram and assess whether the DDA surfactant model
can produce a hexagonal phase.

The multi-scale methodology for studying material synthesis introduced in this
thesis could be extended to other families of ordered solids such as SBA-15, organo-
silicas or MOFs by developing appropriate atomistic or coarse-grained models that
describe the precursors solutions for these systems.

Generally, it is desirable to have accurate experimental studies to validate model
predictions. With regard to HMS and MSU-V materials, continuous measurement
of pH as the synthesis progress could allow to obtain more detailed information
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about the system speciation, enabling more accurate simulations of the early stages
of synthesis. Similarly, detailed experimental evidence of the sphere-to-rod trans-
ition would provide essential insight into the aggregation of DDA surfactants and
would further serve as a benchmark for the here presented modelling and simula-
tion tools.

Regarding the last topic, a more realistic simulation set-up could be used to
account for confinement effects in the calculation of the energies of interactions
between templates and surface. This methodology could also be extended to assess
and optimise other applications that require removal or elution of molecules from
supports or substrates when the driving force for these processes is pH shifting.

Finally, both modelling approaches introduced in this thesis could be used to
assist experimental studies in designing not only bio-inspired materials but also
other classes of materials (where appropriate models are available); thereby, help-
ing to identify the most favourable and cost-effective synthetic conditions, by provid-
ing indications regarding the most appropriate type of surfactant, pH or temperat-
ure to use.



A
A P P E N D I X A

a.1 force field parameters for atomistic simulations of hms ma-
terials

Tables A.1- A.4 contain all force field parameters used to run the atomistic simula-
tions discussed in Chapter 4. Parameters used to model amine surfactants, chloride
and TMA ions were taken from the OPLS all-atom force field [80, 81]. Water mo-
lecules were modelled using the SPC/E potential [132] and parameters for silica
monomers and dimers were taken from the work of Jorge et al. [6].

192
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Table A.1: Lennard-Jones parameters, point charges and atomic masses.

Site Mass (a.u) q (a.u.) σ (nm) ε (kJ mol-1)

Ow 15.9994 -0.8476 0.31656 0.65019

Hw 1.0080 0.4238 0.0 0.0
N 14.0067 -0.900 0.330 0.711280

Nc 14.0067 -0.300 0.3250 0.711280

Nt 14.0067 0.000 0.3250 0.711280

Cn 12.0110 0.060 0.350 0.276144

Cnc 12.0110 0.190 0.350 0.276144

C 12.0110 -0.120 0.350 0.2761444

C3 12.011 -0.18 0.350 0.2761444

Ct 12.0110 0.130 0.350 0.2761444

Hc 1.0080 0.060 0.250 0.125520

Hn 1.0080 0.360 0.0 0.0
Hnc 1.0080 0.330 0.0 0.0
Hcn 1.0080 0.060 0.250 0.06276

SiN 28.0855 1.3292 0.4435 0.39748

Br 79.9040 -1.0 0.462376 0.376560

SiI 28.0855 1.0801 0.4435 0.39748

OhN 15.9994 -0.7641 0.34618 0.665674

OhI 15.9994 -0.7481 0.34618 0.665674

HoN 1.0080 0.4318 0.23541 0.413379

HoI 1.0080 0.3684 0.23541 0.413379

Oc 15.9994 -0.9410 0.34618 0.665674

ONN 15.9994 -0.6646 0.34506 0.67864

OII 15.9994 -0.7594 0.34506 0.67864

OIN 15.9994 -0.7120 0.34506 0.67864
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Table A.2: Bond lengths.

Bond Lenght (nm)

Ow-Hw 0.100

N-Hn 0.101

N-Cn 0.1448

Nc-Hcn 0.101

Nc-Cnc 0.1471

Nt-Ct 0.1471

Cn-Hcn 0.109

Cn-C 0.1529

Cnc-Hc 0.109

Cnc-C 0.1529

C-Hc 0.109

C-C 0.1529

C3-C 0.1529

C3-Hc 0.1529

Ct-Hc 0.109

SiN-OhN 1652

SiI-OhI 0.1695

SiI-Oc 0.1581

SiN-ONN 0.1651

SiN-OIN 0.1651

SiI-OII 0.169

SiI-OIN 0.169

OhN-HoN 0.0968

OhI-HoI 0.0968
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Table A.3: Bond angles and harmonic force constants.

Angle θ0 (deg) kθ (kJ mol-1 rad-2)

Hw-Ow-Hw 109.47 —
Hn-N-Hn 106.4 364.845

Hn-N-Cn 109.5 292.880

Hnc-Nc-Hnc 109.5 292.880

Hnc-Nc-Cnc 109.5 292.880

N-Cn-C 109.47 470.281

N-Cn-Hcn 109.5 292.880

Nc-Cnc-C 111.2 669.44

Nc-Cnc-Hcn 109.5 292.800

Nt-Ct-Hc 109.5 292.880

Hcn-Cn-Hcn 107.8 276.144

Hcn-Cn-C 110.7 313.800

Hcn-Cnc-Hcn 107.8 276.144

Hcn-Cnc-C 110.7 313.800

Cn-C-C 112.7 488.273

Cn-C-Hc 110.7 313.800

Cnc-C-C 112.7 488.273

Cnc-C-Hc 110.7 313.800

Ct-Nt-Ct 113.0 418.400

Hc-C-C 110.7 313.800

C3-C-Hc 110.7 313.800

C-C3-HC 110.7 313.800

Hc-C-Hc 107.8 276.144

Hc-C3-Hc 107.8 276.144

Hc-Ct-Hc 107.8 276.144

C-C-C 112.7 488.273

SiN-OhN-HoN 118.0442 109.29

SiI-OhI-HoI 118.0442 109.29

OhN-SiN-OhN 116.2621 255.64

OhI-SiI-OhI 116.2621 255.64

OhI-SiI-Oc 166.2621 255.64

SiN-ONN-SiN 174.2152 19.52

SiN-OIN-SiI 174.2152 19.52

SiI-OII-SiI 174.2152 19.52

OhN-SiN-ONN 111.0860 7343.28

OhN-SiN-OIN 111.0860 7343.28

OhI-SiI-OIN 111.0860 7343.28

OhI-SiI-OII 111.0860 7343.28

Oc-SiI-ONI 111.0860 7343.28

Oc-SiI-OII 111.0860 7343.28
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Table A.4: Dihedral torsion parameters.

Dihedral C0 C1 C 2 C3 C4 C5

(kJ mol-1) (kJ mol-1) (kJ mol-1) (kJ mol-1) (kJ mol-1) (kJ mol-1)

Hn-N-Cn-Hcn 0.83680 2.51040 0.0 -3.34720 0.0 0.0
Hn-N-Cn-C -1.26775 3.02085 1.74473 -3.49782 0.0 0.0

Hnc-Nc-Cnc-Hcn 0.54601 1.63803 0.0 -2.18405 0.0 0.0
Hnc-Nc-Cnc-C -1.26775 3.02085 1.74473 -3.49782 0.0 0.0

N-Cn-C-Hc -4.09614 5.08775 2.96645 -3.95806 0.0 0.0
N-Cn-C-C 3.33465 -1.5526 2.82001 -4.60240 0.0 0.0

Nc-Cnc-C-C 5.77183 -2.67148 0.95814 -4.05848 0.0 0.0
Nc-Cnc-C-Hc 0.8033 2.4099 0.0 -3.21331 0.0 0.0
Hcn-Cn-C-Hc 0.62760 1.88280 0.0 -2.51040 0.0 0.0
Hcn-Cn-C-C 0.62760 1.88280 0.0 -2.51040 0.0 0.0

Hcn-Cnc-C-Hc 0.62760 1.88280 0.0 -2.51040 0.0 0.0
Hc-C-C-Hc 0.62760 1.88280 0.0 -2.51040 0.0 0.0

Hc-C-C3-Hc 0.62760 1.88280 0.0 -2.51040 0.0 0.0
Hcn-Cnc-C-C 0.62760 1.88280 0.0 -2.51040 0.0 0.0
Hc-Ct-Nt-Ct 0.63179 1.89535 0.0 -2.52714 0.0 0.0

Cn-C-C-C 2.92880 -1.46440 0.20920 -1.67360 0.0 0.0
Cnc-C-C-C 2.92880 -1.46440 0.20920 -1.67360 0.0 0.0

C-C-C-C 2.92880 -1.46440 0.20920 -1.67360 0.0 0.0
OhN-SiN-OhN-HoN 14.8473 9.1554 -3.6233 2.0686 0.0 0.0

OhI-SiI-OhI-HoI 14.8473 9.1554 -3.6233 2.0686 0.0 0.0
Oc-SiI-OhI-HoI 14.8473 9.1554 -3.6233 2.0686 0.0 0.0

ONN-SiN-OhN-HoN 15.2038 23.8622 -2.5673 -9.8910 0.0 0.0
OIN-SiN-OhN-HoN 15.2038 23.8622 -2.5673 -9.8910 0.0 0.0

OII-SiI-OhI-HoI 15.2038 23.8622 -2.5673 -9.8910 0.0 0.0
OIN-SiI-OhI-HoI 15.2038 23.8622 -2.5673 -9.8910 0.0 0.0

OhN-SiN-ONN-SiN -3.3698 -4.0041 -0.6343 0.0 0.0 0.0
OhN-SiN-OIN-SiI -3.3698 -4.0041 -0.6343 0.0 0.0 0.0

OhI-SiI-OII-SiI -3.3698 -4.0041 -0.6343 0.0 0.0 0.0
OhI-SiI-OIN-SiN -3.3698 -4.0041 -0.6343 0.0 0.0 0.0

Oc-SiI-OII-SiI -3.3698 -4.0041 -0.6343 0.0 0.0 0.0
Oc-SiI-OIN-SiN -3.3698 -4.0041 -0.6343 0.0 0.0 0.0
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b.1 force field parameters for atomistic simulations of msu-v ma-
terials

Tables B.1- B.4 contain all force field parameters used to run atomistic simulations
in Chapter 5. Parameters used to model damine surfactants, bromide and TMA
ions were taken from the OPLS all-atom force field [80, 81]. Water molecules were
modelled using the SPC/E potential [132] and parameters for both neutral and
anionic silica monomers were taken from the work of Jorge et al. [6].

Table B.1: Lennard-Jones parameters, point charges and atomic masses.

Site Mass (a.u.) q (a.u.) σ (nm) ε (kJ mol-1)

Ow 15.9994 -0.8476 0.31656 0.65019

Hw 1.0080 0.4238 0.0 0.0
N 14.0067 -0.900 0.330 0.711280

Nc 14.0067 -0.300 0.3250 0.711280

Nt 14.0067 0.000 0.3250 0.711280

Cn 12.0110 0.060 0.350 0.276144

Cnc 12.0110 0.190 0.350 0.276144

C 12.0110 -0.120 0.350 0.2761444

Ct 12.0110 0.130 0.350 0.2761444

Hc 1.0080 0.060 0.250 0.125520

Hn 1.0080 0.360 0.0 0.0
Hnc 1.0080 0.330 0.0 0.0
Hcn 1.0080 0.060 0.250 0.06276

Br 79.9040 -1.0 0.462376 0.376560

SiI 28.0855 1.0801 0.4435 0.39748

OhI 15.9994 -0.7481 0.34618 0.665674

HoI 1.0080 0.3684 0.23541 0.413379

Oc 15.9994 -0.9410 0.34618 0.665674
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Table B.2: Bond lengths.

Bond Lenght (nm)

Ow-Hw 0.100

N-Hn 0.101

N-Cn 0.1448

Nc-Hcn 0.101

Nc-Cnc 0.1471

Nt-Ct 0.1471

Cn-Hcn 0.109

Cn-C 0.1529

Cnc-Hc 0.109

Cnc-C 0.1529

C-Hc 0.109

C-C 0.1529

Ct-Hc 0.109

SiI-OhI 0.169

SiI-Oc 0.158

OhI-HoI 0.097
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Table B.3: Bond angles and harmonic force constants.

Angle θ0 (deg) kθ (kJ mol-1 rad-2)

Hw-Ow-Hw 109.47 —
Hn-N-Hn 106.4 364.845

Hn-N-Cn 109.5 292.880

Hnc-Nc-Hnc 109.5 292.880

Hnc-Nc-Cnc 109.5 292.880

N-Cn-C 109.47 470.281

N-Cn-Hcn 109.5 292.880

Nc-Cnc-C 111.2 669.44

Nc-Cnc-Hcn 109.5 292.800

Nt-Ct-Hc 109.5 292.880

Hcn-Cn-Hcn 107.8 276.144

Hcn-Cn-C 110.7 313.800

Hcn-Cnc-Hcn 107.8 276.144

Hcn-Cnc-C 110.7 313.800

Cn-C-C 112.7 488.273

Cn-C-Hc 110.7 313.800

Cnc-C-C 112.7 488.273

Cnc-C-Hc 110.7 313.800

Ct-Nt-Ct 113.0 418.400

Hc-C-C 110.7 313.800

Hc-C-Hc 107.8 276.144

Hc-Ct-Hc 107.8 276.144

C-C-C 112.7 488.273

SiI-OhI-HoI 109.8 103.46

OhI-SiI-OhI 104.9 232.96

OhI-SiI-Oc 114.2 232.96



B.1 force field parameters for atomistic simulations of msu-v materials 200

Table B.4: Dihedral torsion parameters.

Dihedral C0 C1 C 2 C3 C4 C5

(kJ mol-1) (kJ mol-1) (kJ mol-1) (kJ mol-1) (kJ mol-1) (kJ mol-1)

Hn-N-Cn-Hcn 0.83680 2.51040 0.0 -3.34720 0.0 0.0
Hn-N-Cn-C -1.26775 3.02085 1.74473 -3.49782 0.0 0.0

Hnc-Nc-Cnc-Hcn 0.54601 1.63803 0.0 -2.18405 0.0 0.0
Hnc-Nc-Cnc-C -1.26775 3.02085 1.74473 -3.49782 0.0 0.0

N-Cn-C-Hc -4.09614 5.08775 2.96645 -3.95806 0.0 0.0
N-Cn-C-C 3.33465 -1.5526 2.82001 -4.60240 0.0 0.0

Nc-Cnc-C-C 5.77183 -2.67148 0.95814 -4.05848 0.0 0.0
Nc-Cnc-C-Hc 0.8033 2.4099 0.0 -3.21331 0.0 0.0
Hcn-Cn-C-Hc 0.62760 1.88280 0.0 -2.51040 0.0 0.0
Hcn-Cn-C-C 0.62760 1.88280 0.0 -2.51040 0.0 0.0

Hcn-Cnc-C-Hc 0.62760 1.88280 0.0 -2.51040 0.0 0.0
Hcn-Cnc-C-C 0.62760 1.88280 0.0 -2.51040 0.0 0.0
Hc-Ct-Nt-Ct 0.63179 1.89535 0.0 -2.52714 0.0 0.0

Cn-C-C-C 2.92880 -1.46440 0.20920 -1.67360 0.0 0.0
Cnc-C-C-C 2.92880 -1.46440 0.20920 -1.67360 0.0 0.0

C-C-C-C 2.92880 -1.46440 0.20920 -1.67360 0.0 0.0
OhI-SiI-OhI-HoI 14.8473 9.1554 -3.6233 2.0686 0.0 0.0
Oc-SiI-OhI-HoI 14.8473 9.1554 -3.6233 2.0686 0.0 0.0
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c.1 force field parameters for amines templates

Tables C.1- C.4 contain parameters used to model all amines species used in
Chapter 6. Atom names for amines are according to the representations displayed
in Figure C.1. Parameters for amines are taken from the OPLS all-atom force field
[80, 81].

(a) (b)

Figure C.1: Schematic representation of two amine topologies covering all different atom
types: N1, violet; N2, purple; N3c, blue; N2c, light blue; HN1, gray; HN2, pink;
H3c, ice blue; H2c, cyan; HCN, black; CN1, green; CN2, yellow; CN2c, orange
and CN3, red.
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Table C.1: Lennard-Jones parameters, point charges and atomic masses for all amine atom
types.

Site Mass (a.u.) q (a.u.) σ (nm) ε (kJ mol-1)

N1 14.0067 -0.9 0.33 0.71128

N2 14.0067 -0.9 0.33 0.71128

CN1 12.011 0.06 0.35 0.276144

CN2 12.011 0.06 0.35 0.276144

HN1 1.008 0.36 0 0

HN2 1.008 0.38 0 0

HN1 1.008 0.06 0.25 0.06576

N3c 14.0067 -0.3 0.325 0.71128

H3c 1.008 0.33 0 0

CN3c 12.011 0.19 0.35 0.276144

N2c 14.0067 -0.2 0.325 0.71128

H2c 1.008 0.31 0 0

CN2c 12.011 0.17 0.35 0.276144
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Table C.2: Bond lengths and harmonic force constants for amines.

Bond b0(nm) kb (kJ mol-1 nm-2)

N1-HN1 0.101 363171.2
N2-HN2 0.101 363171.2
N3c-H3c 0.101 363171.2
N2c-H2c 0.101 363171.2
N1-CN1 0.1448 319657

N2-CN2 0.1448 319657

N3c-CN3c 0.1471 307105.6
N2c-CN2c 0.1471 307105.6
CN2-CN2 0.1529 224262.4
CN2-CN3c 0.1529 224262.4
CN1-CN2c 0.1529 224262.4
CN2-CN2c 0.1529 224262.4
CN2c-CN3c 0.1529 224262.4
CN2c-CN2c 0.1529 224262.4
CN1-HCN 0.109 284512

CN2-HCN 0.109 284512

CN3c-HCN 0.109 284512

CN2c-HCN 0.109 284512
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Table C.3: Bond angles and harmonic force constants for amines.

Angle θ0 (deg) kθ (kJ mol-1 rad-2)

HN1-N1-HN1 106.4 364.845

CN1-N1-HN1 109.5 292.88

CN2-N2-HN2 109.5 292.88

HCN-CN1-N1 109.5 292.88

HCN-CN2-N2 109.5 292.88

H3c-N3c-H3c 109.5 292.88

H2c-N2c-H2c 109.5 292.88

CN3c-N3c-H3c 109.5 292.88

CN2c-N2c-H2c 109.5 292.88

HCN-CN3c-N3c 109.5 292.88

HCN-CN2c-N2c 109.5 292.88

CN2-CN2-N2 109.47 470.281

N1-CN1-CN2c 109.47 470.281

N2-CN2-CN2c 109.47 470.281

N2-CN2-CN3c 109.47 470.281

HCN-CN1-HCN 107.80 276.144

HCN-CN2-HCN 107.80 276.144

HCN-CN3c-HCN 107.80 276.144

HCN-CN2c-HCN 107.80 276.144

CN2-CN2-HCN 110.70 313.8
CN2c-CN3c-HCN 110.70 313.8
CN2c-CN1-HCN 110.70 313.8
CN3c-CN2c-HCN 110.70 313.8
CN3c-CN2-HCN 110.70 313.8
CN2-CN3c-HCN 110.70 313.8
CN1-CN2c-HCN 110.70 313.8
CN2c-CN2c-HCN 110.70 313.8

CN2-CN3c-N3c 111.20 669.44

CN1-CN2c-N2c 111.20 669.44

CN2-CN2c-N2c 111.20 669.44

CN3c-CN2c-N2c 111.20 669.44

CN2c-CN3c-N3c 111.20 669.44

CN2c-CN2c-N2c 111.20 669.44

CN2-CN3c-N3c 111.20 669.44

CN2c-N2c-CN2c 113.00 418.4
CN2-N2-CN2 107.20 433.462
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Table C.4: Dihedral torsion parameters for amines.

Dihedral C0 C1 ( C2 C3 C4 C5

(kJ mol-1) (kJ mol-1) (kJ mol-1) (kJ mol-1) (kJ mol-1) (kJ mol-1)

H3c-N3c-CN3c-HCN 0.54601 1.63803 0 -2.18405 0 0

H2c-N2c-CN2c-HCN 0.54601 1.63803 0 -2.18405 0 0

H3c-N3c-CN3c-CN2c -1.26775 3.02085 0 1.74473 -3.49782 0 0

H2c-N2c-CN2c-CN3c -1.26775 3.02085 0 1.74473 -3.49782 0 0

H2c-N2c-CN2c-CN2c -1.26775 3.02085 0 1.74473 -3.49782 0 0

HN2-N2-CN2-CN3c -1.26775 3.02085 0 1.74473 -3.49782 0 0

HN2-N2-CN2-CN2c -1.26775 3.02085 0 1.74473 -3.49782 0 0

H2c-N2c-CN2c-CN2 -1.26775 3.02085 0 1.74473 -3.49782 0 0

HN1-N1-CN1-CN2c -1.26775 3.02085 0 1.74473 -3.49782 0 0

H2c-N2c-CN2c-CN1 -1.26775 3.02085 0 1.74473 -3.49782 0 0

N3c-CN3c-CN2c-N2c 19.59994 -21.3907 4.05011 2.25936 0 0

N2c-CN2c-CN2c-N2c 19.59994 -21.3907 4.05011 2.25936 0 0

N3c-CN3c-CN2-N2 19.59994 -21.3907 4.05011 2.25936 0 0

N2-CN2-CN2c-N2c 19.59994 -21.3907 4.05011 2.25936 0 0

N1-CN1-CN2c-N2c 19.59994 -21.3907 4.05011 2.25936 0 0

N2-CN2-CN2-N2 19.59994 -21.3907 4.05011 2.25936 0 0

N3c-CN3c-CN2c-HCN 0.80333 2.40999 0 -3.21331 0 0

N2c-CN2c-CN2c-HCN 0.80333 2.40999 0 -3.21331 0 0

N3c-CN3c-CN2-HCN 0.80333 2.40999 0 -3.21331 0 0

HCN-CN3c-CN2c-HCN 0.62760 1.88280 0 -2.5104 0 0

HCN-CN2c-CN2c-HCN 0.62760 1.88280 0 -2.5104 0 0

HCN-CN3c-CN2-HCN 0.62760 1.88280 0 -2.5104 0 0

HCN-CN1-CN2c-HCN 0.62760 1.88280 0 -2.5104 0 0

HCN-CN2-CN2-HCN 0.62760 1.88280 0 -2.5104 0 0

HCN-CN3c-CN2c-N2c 0.97069 2.91206 0 -3.88275 0 0

HCN-CN2-CN2c-N2c 0.97069 2.91206 0 -3.88275 0 0

HCN-CN1-CN2c-N2c 0.97069 2.91206 0 -3.88275 0 0

CN3c-CN2c-N2c-CN2c 3.04176 -1.35144 -0.51881 2.20915 0 0

CN2c-N2c-CN2c-CN2c 3.04176 -1.35144 -0.51881 2.20915 0 0

CN1-CN2c-N2c-CN2c 3.04176 -1.35144 -0.51881 2.20915 0 0

HCN-CN2c-N2c-CN2c 0.63179 1.89535 0 2.52714 0 0

HCN-CN3c-CN2-N2 4.09614 5.08775 2.96645 -3.95806 0 0

HCN-CN2c-CN1-N1 4.09614 5.08775 2.96645 -3.95806 0 0

CN3c-CN2-N2-CN2 1.78866 3.49154 0.53555 -5.81576 0 0

CN2c-CN2-N2-CN2 1.78866 3.49154 0.53555 -5.81576 0 0

HCN-CN2-N2-HN2 0.83680 2.51040 0 -3.34720 0 0

HCN-CN2-N2-CN2 1.17152 3.51456 0 -4.68608 0 0
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c.2 force field parameters for water models spc and spc/e in charmm

and opls frameworks

Tables C.5- C.7 contain parameters for water according to the SPC and SPC/E [132]
models.

Table C.5: Lennard-Jones parameters, point charges and atomic masses for water models
SPC and SPC/E [132] .

Site Mass (a.u.) q (a.u.) σ (nm) ε (kJ mol-1)

SPC
OW 15.99940 -0.82 3.16557e-01 6.50194e-01

HW 1.00800 0.41 0 0

SPC/E
OW 15.99940 -0.8476 3.16557e-01 6.50194e-01

HW 1.00800 0.4238 0 0

Table C.6: Bond lengths.

Bond b0(nm) kb (kJ mol-1 nm-2)

OW-HW 0.1 345000

Table C.7: Bond angle and harmonic force constant.

Angle θ0(deg) kθ (kJ mol-1 rad-2)

HW-OW-HW 109.47 383
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c.3 combination rules for calculation of non-bonded paramet-
ers

Combination rules used for the calculation of the non-bonded parameters listed in
Table 6.4:

C6ij = (C6iiC
6
jj)

1
2 , (C.1)

C12ij = (C12ii C
12
jj )

1
2 , (C.2)

where C6 = σ and C12 = ε.

c.4 force field parameters for silica surfaces in the charmm frame-
work

Tables C.8- C.10 contain parameters for silica surfaces in the CHARMM framework.

Table C.8: Lennard-Jones parameters, point charges and atomic masses for silica surfaces
adapted from [175] to be used in GROMACS 4.6 software in the CHARMM
framework.

Site Mass (a.u.) q (a.u.) σ (nm) ε (kJ mol-1)

SC4 28.0860 1.1 0.369724 0.389112

OC23 15.9994 -0.55 0.30914 0.225936

OC24 15.9994 -0.675 0.30914 0.510448

HOY 1.0080 0.4 0.09667 0.06276

Table C.9: Bond lengths and harmonic force constants.

Bond b0(nm) kb (kJ mol-1 nm-2)

SC4-OC23 0.168 238488

SC4-OC24 0.168 238488

OC24-HOY 0.0945 414216

It must be noted that the equation used to express the potential energy in the the
paper by Emami et al. [175] (Equation C.5) differs from the one used in GROMACS
4.6 [178] (Equation C.3).
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Table C.10: Bond angles and harmonic force constants.

Angle θ0(deg) kθ (kJ mol-1 rad-2)

SC4-OC23-SC4 149.0 836.8
SC4-OC24-HOY 115.0 418.4
OC23-SC4-OC23 109.5 836.8
OC23-SC4-OC24 109.5 836.8
OC24-SC4-OC24 109.5 836.8

gromacs

V ij = 4εij

[(
σij

rij

)12
−

(
σij

rij

)6]
, (C.3)

work by Emami et al .[175]

V ij = εij

[(
σij

rij

)12
− 2

(
σij

rij

)6]
, (C.4)

Therefore σEMAMI was converted into σGROMACS using the following equation:

σi,GROMACS = 2−1/6σi,EMAMI, (C.5)

c.5 trend lines for surface charge calculation

Equations used to interpolate surface charge data displayed in Tables 6.6-6.7.

bolt

f(x) = 0.00018x5.038 (C.6)

R2 = 0.99987 (C.7)

zerrouk

f(x) = 0.000105.629 (C.8)

R2 = 0.98893 (C.9)

milonjic

f(x) = 0.00015x4.986 (C.10)
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R2 = 0.97976 (C.11)
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