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Abstract 

The nuclear industry in the UK has seeing a resurgence in recent years, joining the race 

to net-zero energy production through renewable sources. This has led to an increasing 

demand for the modernisation of manufacturing processes for high-value welded 

components, such as nuclear pressure vessels and offshore turbine towers.  

To ensure the structural integrity of these critical components, Non-Destructive Testing 

(NDT) is often an essential step in the manufacturing process. Currently, NDT of welds 

are conducted after the welding process and often off-site, with detected defects 

requiring rework often resulting in schedule delays. However, by combining the welding 

and inspection processes at the point of manufacture, flaws may be detected and 

corrected in situ. This streamlined in-process solution could ensure components are 

completed on time, while reducing production costs and ensuring a right-first-time 

product.  

Currently, inspection of narrow gap welds is notoriously difficult using traditional 

ultrasonic phased array methods, which must be addressed before an in-process system 

can be deployed. This difficulty arises from the vertical nature of Lack-of-Sidewall 

Fusion (LOSWF) defects in these weld geometries. This work introduces the dual-

tandem phased array method, which utilises two phased array probes in a pitch-catch 

configuration allowing both pulse-echo and though-weld detection. Coupled with Full 

Matrix Capture (FMC) acquisition and Total Focusing Method (TFM) imaging, it has 

been shown that vertical notch defects can be detected with high Signal-to-Noise Ratio 
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(SNR) using this method in a mock-narrow gap weld setup through the use of multi-

mode and multi-view imaging.  

Additionally, it is shown that this method can be implemented for in-process weld 

geometries, allowing detection of vertical notch defects in the presence of partial weld 

geometric reflections. This is achieved through the implementation of adaptive delay 

law calculation, while imaging using both phase and amplitude based delay-and-sum 

imaging techniques. This work also proposes an adaptive probe adjustment technique for 

optimisation of array positioning during in-process inspection. 

Furthermore, a data compression technique utilising coded excitation has been 

developed and demonstrated, allowing single-bit digitisation of ultrasonic data. This has 

been shown to provide comparable results to standard resolution digitisation when 

implemented with TFM and Phase Coherence Imaging (PCI) of tip-diffraction from a 

notch defect, with limited SNR compromise. This has also been demonstrated at low 

transmit voltages, potentially paving the way for an intrinsically safe and lightweight 

imaging system. In addition, the ability to acquire single-bit data reduces transfer rates, 

image processing times and data storage requirements. 

The accumulation of this work is intended to provide a path towards the development of 

an in-process phased array inspection technique for narrow gap welds.  
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Chapter 1 

Introduction 

 

1.1. Industrial Motivation 

With increasing pressure to accelerate initiatives to tackle climate change, a radical 

transformation of the UK energy sector is underway. This revolution seeks to develop 

and implement a UK wide net zero emission infrastructure by 2050 [1]. With the 

objective to phase-out fossil fuel energy production over the coming decades, low-

carbon generation alternatives such as wind, solar, hydro and nuclear have been 

proposed as solutions to meet growing energy demands [2]. This transformation is well 

underway in the UK, with the majority of electricity generation coming from low-carbon 

sources in 2022 [3], with ambitious plans to remove all fossil fuel energy dependency by 

2035 [4]. 

However, despite zero-emission initiatives being adopted by countries globally, nuclear 

energy consumption has consistently declined across Europe and North America in the 

last decade - despite accounting for the majority of the world’s generation [5]. In the UK, 

nuclear energy contributes to 15% of the national electricity supply according to a 

December 2022 government report [6], in contrast to nearly 30% in 1995 [7]. 
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Additionally, the decommissioning of reactor sites Hunterston-B, Hinkley Point-B and 

Dungeness-B within the last few years has reduced the current UK nuclear infrastructure 

to nine active reactors across five sites [8]. Nonetheless, the decommissioning of end-of-

life reactors is touted as part of the UK government's plan to triple nuclear energy 

capacity to 24 GW by 2050, in line with their net-zero policy [9]. This involves the 

commissioning of new power stations Hinkley Point-C and Sizewell-C [10, 11], with 

proposals for several Small Modular Reactor (SMR) projects in the future [12]. These 

will be the first reactors built in the UK for nearly 30 years, since construction of 

Sizewell-B was completed in 1995 [13].   

 

Figure 1.1: Construction underway of Hinkley Point-C nuclear facility [14]  

Despite the recent announcements of planned reactor builds, a 2023 House of Commons 

committee report has recommended that the UK must further accelerate the transition to 

low-carbon power alternatives to reach their 2035 target - maximising investment in 

nuclear and offshore wind sources [15]. Additionally, the UK run SMR competition to 
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accelerate the development of cutting-edge nuclear technologies is underway, with the 

ambition of delivering the first operational SMRs by the mid 2030s [16]. With this 

renewed demand for new and clean power generation infrastructure, a new golden age of 

nuclear energy generation in the UK has begun. 

 

Figure 1.2: Initial Rolls-Royce SMR plans for 470MW capacity modular power station [17] 

With this mandate for expanding nuclear power infrastructure, comes a similar demand 

for High Value Manufacturing (HVM) processes. Particularly when considering the 

abundancy of heavy gauge steel components required for nuclear and offshore wind 

power generation, manufacturing that is consistent, reliable and efficient is crucial. This 

has aligned with the rise of the fourth industrial revolution, commonly termed “Industry 

4.0” [18], which has seen a growing preference of digitisation and sensor driven 

automation over traditional manufacturing processes [19]. 

One such process that has been targeted for automation is welding, particularly for use in 

HVM environments. Welding automation utilising robotic manipulators has already 

accelerated manufacturing on an industrial scale, with the global robotic welding market 

valued at $6 billion in 2022, and expected to reach $30 billion by 2030 [20]. Improving 
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the accuracy repeatability of welding practices relative to traditional manual welding, 

the use of automated robotics has a very real potential to revolutionise HVM industries.  

A further advantage of welding automation, and one that forms the basis for the work in 

this thesis, is the opportunity to perform weld integrity checks during manufacture. Non-

destructive testing (NDT) is an essential step in heavy manufacturing welding processes 

to ensure that weld quality is compliant with both internal and regulatory standards. 

With projections estimating that the global NDT market will exceed $34 billion by 2030 

[21], rising from $5.6 billion in 2012 [22], it is clear that the NDT is a rapidly growing 

industry, ripe for innovation. 

There are numerous inspection and monitoring methods employed under the umbrella of 

NDT. This includes the use of eddy current, ultrasound, visual testing, liquid penetrant 

testing, radiography and magnetic particle testing, with only radiography and ultrasound 

allow the volume of a component to be tested. Ultrasound is often the most practical 

volumetric inspection tool, as radiography requires strict control of radiation sources and 

contained inspection environments.  

Flaws generated during welding can be detected before leaving the manufacturing 

environment thanks to ultrasonic sensors. If exceeding a defined size or volume, these 

may require the component to be rewelded to remove a flaw. If left undetected, stresses 

experienced over a component’s lifetime can lead to flaw growth, reducing the 

components effectiveness and sometimes leading to catastrophic failure. In most heavy 

manufacturing industries, NDT is periodically performed throughout the component’s 

lifetime to monitor known and new flaws, ensuring continued assurance of weld quality. 
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However, ultrasonic weld inspection standards [23, 24] have typically insisted that 

inspection occurs post-weld, such that the welding and inspection processes are entirely 

separate. This is often done manually by skilled NDT technicians, who report flaw 

indications based on outlined acceptance criteria. This requires the part to have 

completely cooled, which in the case of large components can take days, to ensure 

cooling defects such as Hydrogen Induced Cracking (HIC) have time to form. Detected 

defects which require repair can derail production timelines if extensive rework or 

scrapping of the component is required. Additionally, this can necessitate the excavation 

of large volumes of the weld, and require reheating of components to perform repairs.  

With the emergence of Industry 4.0, the weld inspection process is one which could 

benefit from a sensor-driven approach. By replacing the separate linear process of 

welding and inspection with an automated in-process inspection technique, weld flaws 

could be detected in real-time during deposition. This would enable the possibility to 

halt the welding process to repair flaws as they occur, ensuring that components are 

defect-free at the point of completion. Ultimately, this could enable a right-first-time 

approach to welding in heavy manufacturing industries. 

There are a number of advantages to implementing this process change, the greatest and 

most obvious being schedule certainty, as there would be reduced rework and disruption 

to the welding process. In turn, this further knock-on effects to wider infrastructure 

projects due to delayed parts could be mitigated. Furthermore, repairing flaws during 

initial welding removes the requirement for cyclical heating processes, reducing 
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component stresses and limiting energy input. This would help contribute to efficient, 

reliable production lines with conservative energy and consumable usage. 

The use of a robotic inspection system would be required due to proximity to the weld, 

which in itself provides its own advantages. The capture of consistent spatially encoded 

data could be invaluable by allowing future revision and processing of data. Additionally 

new insight could be gained into welding process performance over time, allowing for 

an ultrasonic sensor-driven process monitoring system, or training of statistical and 

machine learning models. Furthermore, three-dimensional models and digital twins 

could be developed to provide further interpretable insight into welding performances in 

an intuitive format.  

Such an in-process approach would be particularly beneficial for large gauge welding 

processes. These are typically prepared with narrow bevels, hence termed ‘narrow gap’ 

welds. This type of welding is commonly chosen for the joining of thick-section 

components due to structural benefits and a reduction in welding volume. These welds 

are seen in abundance throughout the nuclear energy sector for high-integrity critical 

components in reactor pressure vessels, as well in offshore wind turbines, shipbuilding 

and oil & gas platforms.  

By detecting potential defects early in the welding process, components can be repaired 

with little disruption. Particularly within large modular infrastructure projects such as 

reactor builds, an in-process inspection technique could help to ensure project timelines 

remain deliverable. Coupled with the growing demand for heavy nuclear components, an 

in-process narrow gap welding technique could provide significant reductions to lead-
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times and overall production costs, and contribute to the acceleration of the nuclear and 

wider carbon-free energy industry in the UK.  

1.2. Research Objectives 

Narrow gap welding is notoriously difficult to inspect using standard ultrasonic and 

phased array techniques. Several challenges must be considered to implement a reliable 

in-process inspection technique. The objectives of this research are outlined as follows: 

• Investigate methods for improving ultrasonic inspection performance in thick 

section narrow-groove welds. 

• Develop an ultrasonic phased array inspection technique capable of detecting and 

imaging Lack-of-Sidewall Fusion (LOSWF) defects in narrow gap welds.  

• Design imaging techniques capable of characterising and sizing LOSWF defects 

in narrow gap welds. 

• Consider geometric effects of partial narrow gap weld geometries and their effect 

on inspection performance. 

• Research novel excitation techniques for ultrasonic data compression. 

1.3. Contributions to Knowledge 

Knowledge contributions produced as a result of the work of this engineering doctorate 

are outlined below: 

• Development of a novel dual phased array inspection system exploiting benefits 

from  multiple current ultrasonic inspection techniques. 
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• Application of advanced ultrasonic data acquisition and imaging algorithms to 

the dual-array inspection system, showing improved LOSWF defect detection 

and imaging in narrow gap welds. 

• Investigation of the dual-array setup for use as a narrow gap in-process 

inspection technique, building on high temperature inspection work to validate 

inspection performance in the presence of unfilled weld geometries. 

• Application of advanced ultrasonic data acquisition imaging techniques for data 

compression and processing performance improvements. 

1.4. Thesis Structure 

Chapter 2 introduces relevant theory as a fundamental basis of understanding for the 

work outlined in the remainder of this thesis. This includes a brief introduction to the 

context and theory behind common welding practices, followed by an overview of 

narrow gap welding practices, advantages, limitations and common applications. The 

basic theory behind the propagation of sound waves in solid media is then introduced, 

followed by the application of this theory to the practice of ultrasonic testing. 

Elementary single-element ultrasonic techniques are presented, followed by the 

advancement of this technique to the ultrasonic phased array. Advanced ultrasonic 

imaging techniques are explained, as well as some additional technical information 

required for the understanding of the work in this thesis. 

Chapter 3 introduces a novel dual-array ultrasonic inspection system for narrow gap 

weld inspection, with images presented and analysed based on experimental testing. 
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Chapter 4 builds on this work by developing the dual-array system for in-process narrow 

gap weld inspection, by considering the effects of partial weld geometries on the system 

performance. Furthermore, both amplitude and phase imaging techniques are 

demonstrated for defect detection and imaging. 

Chapter 5 explores a technique for compressing large ultrasonic datasets at the point of 

acquisition by combining coded excitation and single-bit phase imaging, enabling a 

lightweight imaging system. This also highlights the ability to recover data resolution 

through data compression, allowing advanced imaging algorithms to be successfully 

applied to single-bit resolution ultrasonic data. 

Finally, Chapter 6 summarises the work outlined in previous chapters of this thesis, and 

presents suggestions for future work to continue the development of an in-process 

narrow gap inspection system. 

1.5. Journal Contributions 

Lead-author journal publications produced during the fulfilment of this engineering 

doctorate are outlined below: 

• E. Nicolson, E. Mohseni, Sumana, D. Lines, G. Pierce, C.N. Macleod, “Dual-

tandem phased array method for imaging of near-vertical defects in narrow gap 

welds”, NDT & E International, 135(102808), 2023 

• E. Nicolson, E. Mohseni, D. Lines, K.M.M. Tant, G. Pierce, C.N. Macleod, 

“Towards an in-process ultrasonic phased array inspection method for narrow 

gap welds”, NDT & E International, 144(103074), 2024 
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• E. Nicolson, E. Mohseni, D. Lines, C.N. Macleod, “Single-bit coded excitation 

for lightweight phase coherence imaging”, IEEE Transactions on Ultrasonics, 

Ferroelectrics and Frequency Control, In Press 

Co-author journal publications produced are outlined below: 

• E. A. Foster, G. Bolton, R. Bernard, M. McInnes, S. McKnight, E. Nicolson, C. 

Loukas, M. Vasilev, D. Lines, E. Mohseni, A. Gachagan, G. Pierce, C. N. 

Macleod, “Automated real-time Eddy current array inspection of nuclear assets”, 

Sensors, 22(16), 2022 

• E. A. Foster, N. E. Sweeney, E. Nicolson, J. Singh, M. K. Rizwan, D. Lines, G. 

Pierce, E. Mohseni, A. Gachagan, K. M. M Tant, C. N. MacLeod, ‘Thermal 

compensation of ultrasonic transmit and receive data for steel welded plates at 

the point of manufacture”, NDT & E International, 137(102812), 2023 

Co-author conference paper contributions are outlined below: 

• N.E. Sweeney, D. Lines, E. Nicolson, C. Loukas, S. Pierce, S. Parke, C.N. 

Macleod, “Towards real-time quantitative monitoring and control of weld pool 

dimensions using phased array ultrasonics”, ASNT Research Symposium 2023 

1.6. Conference Contributions  

Lead-author conference contributions produced throughout work for this engineering 

doctorate are outlined below: 
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• E. Nicolson, E. Mohseni, D. Lines, G. Pierce, C.N. Macleod, “Dual-tandem 

phased array inspection for imaging near-vertical defects in narrow gap welds”, 

QNDE 2022 

• E. Nicolson, E. Mohseni, D. Lines, G. Pierce, C.N. Macleod, “Dual-tandem 

phased array inspection method for imaging near-vertical defects in narrow gap 

welds”, BINDT 2022 

• E. Nicolson, E. Mohseni, Sumana, D. Lines, G. Pierce, C.N. Macleod, “Dual-

tandem phased array inspection for imaging near-vertical defects in narrow gap 

welds”, ANRC Nuclear Showcase 2023 

• E. Nicolson, E. Mohseni, K.M.M. Tant, D. Lines, G. Pierce, C.N. Macleod, 

“Phased array inspection of narrow gap weld LOSWF defects for in-process 

weld inspection”, QNDE 2023 

• E. Nicolson, D. Lines, C.N. Macleod, “Single-bit coded excitation for 

lightweight phase coherence imaging”, BINDT 2023 

Co-author conference contributions produced throughout work for this engineering 

doctorate are outlined below: 

• N.E. Sweeney, C.N. Macleod, E. Nicolson, D. Lines, S. Parke, G. Pierce, 

“Towards real-time ultrasound driven inspection and control of GTA welding 

processes for high-value manufacturing”, QNDE 2022 

• Y. Javadi, B. Mills, P. Pourrahimian Leilabadi, E. Nicolson, S. Lotfian, R. 

Zimermann, F. Abad, A. Mehmanparast, C.N. Macleod, G. Pierce, D. Lines, F. 
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Brennan, J. Mehnen, A. Gachagan,  “Phased array ultrasonic testing of offshore 

wind bolted flange connections”, QNDE 2023 

• A. Hifi, R.K. Wathavana Vithanage, S. McKnight, A. Poole, C. Loukas, E. 

Nicolson, E. Allan, C.N. Macleod, G. Pierce, T. O’Hare, “Flexible robotics for 

automated non-destructive testing” QNDE 2023 

• R. Pyle, C.N. Macleod, K.M.M. Tant, N.E. Sweeney, J. Ludlam, E. Nicolson, S. 

McKnight, D. Lines, “Machine learning for real-time inversion of locally 

anisotropic weld properties using in-process layer by layer ultrasonic array 

measurements”, IEEE IUS 2023 

• R. Pyle, C.N. Macleod, K.M.M. Tant, N.E. Sweeney, J. Ludlam, E. Nicolson, 

“Machine learning for real-time inversion of locally anisotropic weld properties 

using in-process ultrasonic array measurements”, BINDT 2023 

1.7. Industrial Partnership 

The work throughout this Engineering Doctorate has been supported by multiple 

industrial organisations, with a focus on advanced Non-Destructive Evaluation (NDE) 

activities for narrow gap weld inspection. These organisations include: 

• Rolls Royce Submarines Ltd  

• Babcock International Group  

• Altrad Babcock (formerly Doosan Babcock)  

Working with these organisations has enabled consistent engagement and collaboration 

with industry. This has included the development of industrial demonstrators to 
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highlight the work of this doctorate, as well as gaining key insight and knowledge from 

industry experts.  

Additionally, the opportunity to attend multiple site visits has allowed deployment of on-

site inspections. These visits were invaluable in propelling this work from the lab 

environment into industrial settings, shaping this research for current and future 

challenges. 

This work was supported by EPSRC Centre for Doctoral Training in Future Innovation 

in Non-Destructive evaluation (FIND) under EPSRC Grant No. EP/S023275/1. 
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Chapter 2 

Technical Background 

 

This chapter will seek to introduce the key technical background as a fundamental basis 

of understanding for the work outlined in the remainder of this thesis. This is split into 

five sections, each dealing with a key fundamental field of this work.  

Section 2.1 will introduce the process of fusion welding, including techniques and 

commonly seen flaws. Section 2.2 will specifically focus on the fusion welding of 

narrow gap welds, outlining techniques and the considerations required when 

approaching the process.  

Section 2.3 will aim to introduce the physics and theory behind the behaviour of 

ultrasonic waves in solid as a fundamental basis for all ultrasonic testing considerations 

in this work.  

Section 2.4 seeks to introduce basic ultrasonic testing principles, including theory 

surrounding the piezoelectric effect and basic single-element testing, as well as 

introducing some more advanced phased array techniques. 
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Section 2.5 will take a closer look at how advanced imaging techniques can be applied 

to ultrasonic phased array testing. This includes data processing, imaging methods, 

mode setup and delay law calculations.  

2.1. Fusion Welding 

Welding is a fundamental process in almost all manufacturing industries – from energy 

and defence, to automotive and aerospace. The art of joining individual components to 

assemble larger structures, devices or vehicles, is made possible by the control of 

mechanical, chemical and physical forces to fuse materials together.  

Fusion welding is a subset of this process, describing the joining metals of similar 

composition by relying on melting [25]. This bonds two components together on an 

atomic level, creating an inherently strong fusion between deposited material and the 

two components [26].  

2.1.1. Techniques 

The process of heating and melting for fusion can be achieved by a number of methods. 

One example is friction welding, which requires no external heat input, and generates 

heat through mechanical friction alone [27]. This can be achieved through fixed 

techniques such as Rotary and Linear Friction Welding (RFW and LFW) [28, 29], or by 

using a separate rotating tool to generate friction and heat along the seam of two 

materials, such as Friction Stir Welding (FSW) [30]. External heat sources can also be 

required, including through the use of high-powered lasers [31], Electron Beam (EB) 
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welding [32], and induction [33]. However, perhaps the most common of these is the use 

of an electrical arc [34]. 

Arc welding works on the basis of energy transfer from electrical to heat. This process is 

explained physically by Joule’s first law, which describes the generation of heat by the 

passage of a current through an electrical conductor [35]. The heat generated 𝑄  by 

passing a current 𝐼  through a material resistance 𝑅  over a time 𝑡  is given by the 

following expression. 

 𝑄 = 𝐼2𝑅𝑡 (2.1) 

In practice, this heat transfer is enabled through the creation of a potential difference 

between an electrode and the desired weld specimen. This creates sufficient energy to 

eject valence electrons and ionise the surrounding gas, creating a plasma  that is free to 

conduct current. This heat is sufficient to melt the specimen and generates a pool of 

molten metal, which when hardened joins the desired materials on a molecular level.  

In processes such as Tungsten-Inert Gas (TIG) welding – sometimes referred to as Gas 

Tungsten Arc Welding (GTAW) – a non-consumable tungsten electrode is shielded by a 

non-reactive (inert) gas to prevent degradation of the electrode during heating [36]. A 

filler metal is supplied separately into the weld pool to fill the weld joint. TIG can also 

be used without a filler in a process called autogenous welding, where the filler is 

created by melting the parent material. Other inert gas processes such as Metal-Inert Gas 

(MIG) welding – sometimes referred to as Gas Metal Arc Welding (GMAW) - use 
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consumable wire electrodes, which also acts as the filler material and is fed into the weld 

pool [37, 38].  

 

Figure 2.1: Polysoude TIG torch and weld [39] 

Submerged Arc Welding (SAW) is a further arc welding process, which uses a 

continuously fed wire electrode surrounded by a granular flux [40]. The flux acts instead 

of the inert gas seen in TIG and MIG, to provide shape and stability to the arc, as well as 

avoid atmospheric contamination [41]. This flux is continuously fed around the wire 

filler, some of which is melted by the arc onto the freshly deposited weld. This melted 

flux is termed slag, which protects the weld pool as it solidifies.  

Much higher currents are used in submerged arc welding, allowing higher deposition 

rates and fewer required passes per unit volume. This lends itself to narrow groove 

welding, where the weld can be filled much more quickly than standard TIG welding.  
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Figure 2.2: SAW welding, with weld torch surrounded by granular flux [42] 

In all arc welding techniques, a number of variables can be altered to ensure the 

weldment is deposited correctly with sufficient penetration. These include the voltage 

applied across the electrode, the value and polarity of the welding current, the diameter 

and speed of the deposited wire, the welding speed, and the composition of gas or flux 

used. Finding the correct balance between these parameters is the basis of numerous 

research fields in itself, and is crucial to the quality and integrity of the final weld. 

2.1.2. Defects 

Due to the immense temperatures experienced during fusion welding, a Heat Affected 

Zone (HAZ) is created – a non-melted region around a weld that has undergone material 

changes due to its proximity to high temperature [43]. This zone can be prone to 

cracking due to the presence of Hydrogen deposited during welding, called High 



 

19 

 

Temperature Hydrogen Attack (HTHA) [44]. Over time and stress, these can cause 

component failure. Cold Hydrogen Induced Cracking (HIC) has also been observed once 

the weld has cooled, caused by moisture, dust, or residual stress from the welding 

procedure [45]. 

However, hydrogen cracking is not the only potentially critical weld defects created 

during fabrication. These include lack of fusion, lack of penetration, cracking, undercut, 

porosity and inclusions, visually demonstrated in Figure 2.3. 

Lack of fusion defects can occur due to deficiencies in the welding process itself, 

causing the filler material to improperly fuse to the adjacent parent material. Causes 

include low weld current, incorrect electrode tilt or incorrect joint preparation [46]. This 

leaves an air pocket in the weld, which can grow in size under constant or cyclical 

stresses experienced over the component’s lifetime. A Lack-of-Sidewall Fusion 

(LOSWF) arises when improper fusion occurs between the welded region and the parent 

material, and typically appears along the weld bevel. Lack-of-Inter-Run Fusion (LOIRF) 

can occur where adjacent weld passes do not properly fuse, and an air pocket appears 

along the inter-weld pass boundary.  

Porosity describes the entrapment of gasses during weld pool solidification, causing 

pores to appear in the weld material. These are typically small in diameter, and are 

therefore often difficult to detect with ultrasonic methods. Porosity is typically caused by 

loss of the inert gas shield or lack of flux, the presence of moisture in or around the 

electrode, an unclean welding area, or a large arc length [47]. 
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Figure 2.3: Examples of weld defects. 

In order to ensure no such defects are present in a weld, NDT methods such as ultrasonic 

testing and radiography can be used to detect and localise defective regions within the 

weld volume.  

2.2. Narrow Gap Welds 

Narrow gap (or narrow groove) weld geometries are often preferred when approaching 

thick-section components for a number of reasons. Typically a J-groove geometry, 

narrow gap welds posses acute bevel angles, ranging from 1° to 20° [48]. These are 

typically used for components with large thicknesses in the range of 16 mm to 200 mm. 

The J-groove consists of a root, with a radius leading to the bevel to create the 

characteristic J shape, an example of which is displayed in Figure 2.4.  
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Figure 2.4: Narrow gap weld geometry 

This section will explain the advantages of narrow gap use, and how this differs from 

traditional V-groove welding. Furthermore, the disadvantages and practical uses of this 

welding process will be discussed. 

2.2.1. Narrow Gap Welding Techniques 

Narrow groove geometries have been utilised for a variety of welding techniques when 

approaching thick section components. Typically, arc processes such as TIG or SAW 

welding are used. These often utilise specialised welding torches to navigate the narrow 

groove, and require skilled operators to ensure suitable welding parameters and 

positioning tolerances [49, 50]. 

The use of non-arc processes such as laser [51, 52] and EB [53] welding has gained 

traction as a method for thick section narrow groove welds. Both promise a number of 

benefits, including reduced access requirements and welding times, and limited HAZ 

[54]. However, in the case of EB welding, a vacuum is required to ensure interactions 
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between electrons and air molecules do not effect the beam direction or energy. This 

requires either a vacuum chamber capable of encapsulating the entire component, or a 

local vacuum system. Although laser welding does not require a vacuum, it does require 

relatively high tolerances in both machining and placement of the component, which can 

be expensive particularly for large sections. 

2.2.2. Advantages of Narrow gap Use 

There are numerous advantages to selecting a narrow gap geometry when approaching 

specific welding scenarios. The first and most obvious advantage is the reduction in 

weld volume required to complete the weld. To quantify this, an approximate cross-

sectional area can be calculated by assuming a V- and J-groove weld geometry shown in 

Figure 2.5.  

The calculation for the V-groove area 𝐴𝑉 can be made given a height ℎ, root gap 𝑔𝑉 and 

angle 𝜃𝑉  using equation (2.2). For a J-groove with an angle 𝜃𝐽  and root gap 𝑔𝐽 , the 

radius 𝑟𝐽 of the bevel must be considered. The expression for the area 𝐴𝐽 is shown in 

(2.3). 

 
Figure 2.5: Approximation of weld area for V- and J-groove welds 
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 𝐴𝑉 = 2ℎ2 (   (𝜃𝑉) + 𝑔𝑉) (2.2) 

 𝐴𝐽 = 𝑔𝐽𝑟𝐽 +
𝜋𝑟𝐽

2

2
+ (𝑔𝐽 + 2𝑟𝐽)(ℎ − 𝑟𝐽) + 2(ℎ − 𝑟𝐽)

2    (𝜃𝐽) (2.3) 

Considering a typical V-groove angle of 37.5° and a narrow gap angle of 1.5° with a 6 

mm radius, there is a clear difference in weld area as shown in Figure 2.6. For large 

thicknesses, narrow gap welds boast an 85% reduction in weld volume, however for 

lower thicknesses (2 to 8 mm), the V-groove has the lowest weld volume. 

 

Figure 2.6: Thickness vs. weld area for a typical V-groove angle of 37.5° and a narrow groove 

angle of 1.5°. Left-hand graph shows zoomed-in view of right graph at low thicknesses to show 

crossover point 

The reduced volume at large thicknesses enables faster, more efficient welding 

processes. Less deposited volume means that welding time is also reduced, along with 

the filler material required. Furthermore, reduced labour costs and arc time per weld has 

additional financial benefits. Finally, the heat input required is much less, as both the 

time for heating and the volume required to be heated are less than for a typical V-

groove. This is also environmentally beneficial as energy use is reduced. 
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A further benefit of  the narrow gap weld for thick section components is the increased 

weld quality [55], largely due to reduced thermal stresses and reduced weld volume. 

This results in reduced fracture and weld distortion rates [56]. Additionally, as grooves 

are near-parallel stress on the root and hot passes are reduced due to the near-uniform 

weld width along its thickness.    

2.2.3. Disadvantages of Narrow Gap Use 

Despite the manufacturing and economic benefits of narrow gap welds, they do exhibit 

some disadvantages that must be considered. The first of these is the machining of the 

joint pre-welding. This can often be an expensive and timely process, as the J-geometry 

requires more complex machining considerations when compared to V-grooves.  

Additionally, poor accessibility during welding due to the nature of its narrow groove 

geometry results in difficult access to the weld – particularly at the root and close to the 

bevel. For this reason, welding can be difficult and therefore prone to more defects, such 

as LOSWF. Detecting and characterising these LOSWF defects can be difficult, and is a 

challenge facing many manufacturing industries. 

2.2.4. Narrow Gap Applications 

As narrow gap geometries are often preferred when thick section high quality welds are 

required, they are typically used within heavy manufacturing and power generation 

industries.  

Particularly within the nuclear energy industry, narrow gap welds play an important 

structural role, from the joining of pressure vessel nozzles [57-60] to rotatable plugs 
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used for fuel handling in reactors [61]. These are chosen due to the heavy gauge steel 

required to ensure structural integrity under the high pressures and temperatures faced 

across nuclear fission infrastructure.  

 

Figure 2.7: Narrow gap pipe girth weld and Polysoude TIG torch [62] 

Additionally, the use of narrow gap welding is found in the Oil and Gas industry, for 

offshore pipeline and platform construction [63-65]. Again, these must withstand 

external conditions such as stresses caused by under-seabed conditions, cyclical stresses 

experienced by shifting platforms and ocean currents, and internal conditions from 

highly-pressurised pipes. Narrow gap welds are also found throughout the wider energy 

sector turbine blades, boiler tubes and heat exchangers, and more broadly in ship hulls 

and heavy machinery.  

2.3. Ultrasonic Waves in Solids 

Sound is a term given to the vibration of molecules due to pressure differences. In a 

solid medium, an applied external force can displace molecules from equilibrium, 
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altering the local density and changing regional pressure. As the molecules tend back to 

equilibrium, kinetic energy from the initial displacement is transferred throughout the 

medium. This molecular energy transfer is typically considered a wave, describing the 

changing displacement or pressure of particles across time. 

Sound waves with a frequency greater than 20 kHz are deemed to be ‘ultrasonic’ waves 

[66]. These waves have numerous applications across industry and science for a number 

of reasons. This is in part due to their slow velocity relative to electromagnetic waves 

which allows easier control and manipulation, and their ability to penetrate most 

materials with relatively inexpensive sources. Applications range from medical to 

industrial. Ultrasound is even found in nature for communication and echolocation [67-

69]. 

However, for most industrial applications such as welding and component inspection, 

propagation of ultrasound in solids is most common. This section will discuss the basic 

fundamentals of the behaviour of ultrasonic waves in solid materials. 

2.3.1. Wave Modes 

When considering bulk ultrasonic waves, it often aids simplicity to assume an infinite 

medium. In such a material, waves typically travel as either one of two wave types [70]. 

The first is the longitudinal wave which alters the density of a lattice parallel to the 

direction of wave travel.  

The second is the shear (or transverse) wave, which distort the shape of a lattice without 

altering its density, and particle motion is perpendicular to the travelling direction.  
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Figure 2.8 shows the propagation of longitudinal and shear waves schematically. 

Longitudinal waves tend to exhibit higher velocities than shear waves, and can 

propagate through solids, liquids and gasses. In contrast shear waves are unable to 

propagate through materials with low shear stiffness, and therefore cannot travel through 

gasses and low viscosity liquids.  

 

Figure 2.8: Longitudinal and shear wave mode visualised in MATLAB by displacement of 

uniform 2D crystal lattice 

The choice of wave propagation type is often termed the wave ‘mode’, and for bulk 

waves are limited to shear and longitudinal. A number of other wave types are observed, 

particularly when considering those along the boundary of two materials. These include 

Rayleigh waves [71], Lamb waves [72] and Love waves [73], which are irrelevant to the 

work outlined in this thesis. The ‘creep wave’ (or high-angle longitudinal wave) is often 

considered it’s own wave type, and is not considered a true surface wave. It is seen in 

specific ultrasonic techniques, and will be discussed later in this chapter.  

2.3.2. Waves at Boundaries 

The acoustic impedance 𝑍  of an isotropic material is defined as the product of its 

velocity 𝑐 and density 𝜌, as described in (2.4). To understand the propagation of sound 

across an impedance change (or boundary), it is often necessary to assume lossless 
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media with perfect energy transfer between molecules. The percentage of incident 

energy transmitted 𝐸𝑇 and reflected 𝐸𝑅 for such a case are described in equations (2.5) 

and (2.6) respectively, for a wave incident on a perpendicular boundary between two 

impedances 𝑍1 and 𝑍2 [74]. 

This relationship shows that for a large variation in impedances at a boundary, a greater 

percentage of incident energy is reflected than transmitted. This relationship is 

visualised in Figure 2.9, for impedance ratio 𝑍2/𝑍1  against transmitted and reflected 

energy. Peak transmission occurs when 𝑍2 = 𝑍1, decreasing as the mismatch increases. 

This relationship is the fundamental basis of using ultrasonic waves for material 

inspection, which is discussed later in this chapter. 

 

Figure 2.9: Transmitted and reflected energy based on impedance mismatch 

 𝑍 = 𝜌𝑐 (2.4) 

 𝐸𝑇 =
4𝑍1𝑍2

(𝑍1 + 𝑍2)
2
 (2.5) 

 𝐸𝑅 = (
𝑍1 − 𝑍2
𝑍1 + 𝑍2

)
2

 (2.6) 
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When incident on a boundary at a non-normal angle, there are several conditions to 

consider regarding reflection, refraction and mode conversion. 

For a sound wave incident on a boundary between two materials of different impedances 

at a non-zero incident angle, the reflected and refracted angles for both longitudinal and 

shear modes can be described by the expression in equation (2.7). For an angle 𝜃 and 

velocity 𝑐, the first subscript describes the wave mode associated and the second the 

material in which the behaviour is described. 

There are often two critical angles associated with sound waves at a boundary as 

described above – one for each wave mode. The first critical angle describes the 

incidence at which the longitudinal wave refracts at a 90° angle to the boundary normal. 

In this case, only a surface wave is produced alongside the reflected waves and mode 

converted shear wave. Similarly, at the second critical angle occurs at the point where no 

sound energy is refracted, and is either reflected or generates a surface wave. These 

conditions can be described by the following expression, where 𝑐2 is the longitudinal or 

shear velocity of the second material, based on calculation of the first or second critical 

angle respectively. The incident velocity 𝑐𝐼 is the longitudinal velocity of the incident 

material. 

 
𝑠𝑖𝑛(𝜃𝐿1)

𝑐𝐿1
=
𝑠𝑖𝑛(𝜃𝐿2)

𝑐𝐿2
=
𝑠𝑖𝑛(𝜃𝑇1)

𝑐𝑇1
=
𝑠𝑖𝑛(𝜃𝑇2)

𝑐𝑇2
 (2.7) 

 𝜃1 = 𝑠𝑖𝑛−1 (
𝑐𝐼
𝑐2
) (2.8) 
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For a water (𝑐𝐿 = 1481 ms-1 [75]) to steel (𝑐𝐿 = 5940 ms-1 and 𝑐𝑇  = 3220 ms-1 [76]) 

boundary, the refraction behaviour of an incident sound wave at varying angles is 

depicted graphically in Figure 2.10. The first critical angle, after which no longitudinal 

wave energy is transmitted, and the second critical angle, after which no shear wave 

velocity is transmitted, are 14.50° and 27.45° respectively. 

 

Figure 2.10: Refraction of sound through water-steel boundary, with first (blue) and second (red) 

critical angles indicated 

High angle longitudinal waves exhibit unique behaviour, such that they are separately 

termed ‘creep waves’. These travel almost parallel to the boundary of a material, and are 

seen in a number of ultrasonic testing applications.   

2.3.3. Mechanical Properties 

The behaviour of sound propagation in solid materials is dictated by a number of 

mechanical (or elastic) properties. These values relate the proportionality of 

displacement of a material given applied forces, in term of stress 𝜎 and strain 𝜀. 
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Stress is defined as the force 𝐹 applied per unit area of a cross section 𝐴, and strain 

defined as the displacement ∆𝑙 of a material of length 𝑙 [77]. 

For isotropic materials, elastic constants are independent of direction and considered 

uniform. Conversely, anisotropic materials have positionally and directionally dependent 

elastic properties. In reality, all metallic materials possess some degree of anisotropy due 

to asymmetric molecular lattice arrangements. The extent of this anisotropy can be 

dictated by lattice structure and forming processes, with certain alloys and metals 

exhibiting higher or lower levels. In this work, materials with relatively low anisotropy 

such as carbon steel are assumed to be isotropic unless stated otherwise. 

The elastic constants required for consideration of sound propagation in solid materials 

are briefly described in the following sections. 

2.3.3.1. Young’s Modulus 

Young’s modulus 𝐸  describes the relationship between stress 𝜎𝑥𝑥 and strain 𝜀𝑥𝑥 of a 

material along a single axis 𝑥 by the following definition, given that there is zero stress 

in all other spatial dimensions [78]. 

 𝜎 =
𝐹

𝐴
 (2.9) 

 𝜀 =
∆𝑙

𝑙
 (2.10) 

 𝐸 =
𝜎𝑥𝑥
𝜀𝑥𝑥

=
𝐹𝑥𝑙𝑥
𝐴𝑥∆𝑙𝑥

 (2.11) 
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This considers an applied force 𝐹𝑥  to a perpendicular cross section 𝐴𝑥 , causing a 

displacement ∆𝑙𝑥 of the material along the force axis 𝑥 for a given length 𝑙𝑥. Figure 2.11 

shows the relationship between these values visually. 

 

Figure 2.11: Young’s modulus 

2.3.3.2. Shear Modulus 

The Shear Modulus 𝐺  describes the relationship between shear stress 𝜎𝑥𝑦 and shear 

strain 𝜀𝑥𝑦 of a material, given by the following definition [78]. 

This considers a force applied 𝐹𝑥 to a parallel cross section 𝐴𝑦, causing a displacement 

∆𝑙𝑥 of the material along the force axis 𝑥 for a given length 𝑙𝑦. Figure 2.12 shows the 

relationship between these values visually. 

 𝐺 =
𝜎𝑥𝑦

𝜀𝑥𝑦
=

𝐹𝑥𝑙𝑦

𝐴𝑦∆𝑙𝑥
 (2.12) 
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Figure 2.12: Shear modulus 

2.3.3.3. Poisson’s Ratio 

Poisson’s ratio 𝑣 describes the strain 𝜀𝑦𝑦  in 𝑦 caused by perpendicular loading 𝜀𝑥𝑥 in 𝑥, 

as shown in the following expression [78]. 

This considers the displacement ∆𝑙𝑦 of a given length 𝑙𝑦 given an axial displacement ∆𝑙𝑥 

of side length 𝑙𝑥.  Figure 2.13 shows the relationship between these values visually. 

 

Figure 2.13: Poisson’s Ratio 

Assuming an isotropic material, the Young’s and Shear moduli are related using 

Poisson’s ratio by the following expression. 

 𝑣 = −
𝜀𝑦𝑦

𝜀𝑥𝑥
=
𝑙𝑥∆𝑙𝑦

𝑙𝑦∆𝑙𝑥
 (2.13) 
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2.3.4. Wave Propagation 

Along with the density of a material 𝜌, the elastic constants can be used to calculate 

velocities of longitudinal 𝑐𝐿 and shear 𝑐𝑇 waves assuming isotopy. Using equation (2.14), 

both velocities can be defined using only the material density, Young’s modulus and 

Poisson’s ratio. 

The wave equation for a three-dimensional solid is derived from Newton’s second law 

of motion. Assuming an isotropic elastic material, the equation describing a field 𝒖 and 

material velocity 𝑐 is shown below. 

This can be defined separately for both longitudinal and shear waves. The wave 

equations for both longitudinal and shear waves can then be defined as follows [70].  

 𝐸 = 2𝐺(1 + 𝑣) (2.14) 

 𝑐𝐿 = √
𝐸(1 − 𝑣)

𝜌(1 + 𝑣)(1 − 2𝑣)
 (2.15) 

 𝑐𝑇 = √
𝐺

𝜌
= √

𝐸

2𝜌(1 + 𝑣)
 (2.16) 

 (𝛻2 −
1

𝑐2
𝜕2

𝜕𝑡2
)𝒖(𝑥, 𝑦, 𝑧, 𝑡) = 0 (2.17) 

 Where 𝛻2 =
𝜕2

𝜕𝑥2
+

𝜕2

𝜕𝑦2
+

𝜕2

𝜕𝑧2
 (2.18) 

 (
𝜕2

𝜕𝑥2
−

1

𝑐𝐿
2

𝜕2

𝜕𝑡2
)𝑢𝑥 = 0 (2.19) 

 (
𝜕2

𝜕𝑦2
−

1

𝑐𝑇
2

𝜕2

𝜕𝑡2
)𝑢𝑦 = 0 (2.20) 
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2.4. Fundamentals of Ultrasonic Testing  

The ability to check the integrity of a material non-destructively is a crucial process 

across a number of industrial and medical industries. This has been approached using a 

number of different techniques, utilising electrical, radiological and mechanical methods. 

The use of radiology and magnetic resonance methods [79] are commonplace for 

medical imaging, with eddy current [80], liquid penetrant [81], thermographic [82], 

radiographic [83] and magnetic particle testing [74] all utilised for industrial asset 

inspection. However, one of the most diverse and practical inspection methods across 

both medical imaging and industrial NDT is ultrasound. The transmission of vibrational 

waves through a medium has applications ranging from safe pregnancy screenings [84], 

to in-process weld [85-87] and Wire + Arc Additive Manufacturing (WAAM) inspection 

[88-90]. Particularly in NDT fields, where regular inspections of large components are 

required, ultrasound provides a solution for fast automated scanning. 

Ultrasonics has been the subject of research for a number of applications since World 

War I, with ultrasonic material inspection first proposed in the 1930s [91, 92]. In 1942, 

the first ultrasonic NDT method was introduced, when a patent was granted for a method 

of “Supersonic Inspection” to University of Michigan professor Floyd A. Firestone [93]. 

This device was named the Supersonic Reflectoscope, which sent short pulses into a 

sample through a 1 μs, 500 V excitation of a quartz crystal for the detection of flaws in 

 (
𝜕2

𝜕𝑧2
−

1

𝑐𝑇
2

𝜕2

𝜕𝑡2
)𝑢𝑧 = 0 (2.21) 
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metal components [94]. Devices for thickness measurements [95] and angled beam 

inspections [96] were introduced shortly afterwards.  

Later (in the 1950s), procedures were introduced by the American Society for testing 

and Materials (ASTM) for ultrasonic butt weld inspection, terminology and reference 

block standardisation [92]. These technologies and standards were the basis for the 

ultrasonic testing devices and procedures we use today. 

The migration of the phased array technology from radar and sonar into medical fields 

occurred in the 1960s for fast scanning diagnosis [97]. Despite initial research in the 

1950s [98], phased array technology only reached widespread industrial inspection 

applications in the 1980s, using modified medical probes for crack detection in welded 

steel samples [99].  

Nowadays, ultrasonic phased arrays are the subject of advanced research and 

deployment for use in NDT [100]. This includes machine-learning assisted and 

automated inspection of delamination in Carbon-Fibre Reinforced Plastics (CFRP) [101, 

102], to laser-induced ultrasonic phased arrays [103, 104], and material microstructure 

characterisation using deep learning [105].  

The following section will outline the principles of ultrasonic testing, from the physical 

laws behind transmission and reception of high frequency sound waves, to the use of 

single element and phased array technology for flaw detection. 
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2.4.1. Piezoelectric Effect 

The piezoelectric effect, first demonstrated in the late 19th century by Pierre and Jacques 

Curie [106], has been fundamental to the manufacture and design of the ultrasonic 

probes for medical and NDT applications. The effect describes the behaviour of 

piezoelectric materials that experience a mechanical stress when subjected to an 

externally applied electric field [107].  

The effect arises due to the intrinsic link between elastic and electric properties in 

piezoelectric materials, by the volume density of electric dipoles. This dipole density is 

referred to as the polarisation. When experiencing no external forces, the molecules 

within piezoelectric materials are electrically neutral. However, when experiencing an 

external force, molecules are compacted and an overall polarisation is formed by the 

resulting Coulomb force of aligned electric dipoles. The formation of an electric field 

allows the conductivity of free electric charge, and a voltage is produced relative to the 

strength of the field. On the removal of the external force, the piezoelectric material 

returns to an unpolarised state and the electric field weakens to a negligible magnitude. 

The inverse to this is also true - where an electric field is generated under the external 

mechanical compression due to changing external pressures [91]. 

This is the principle of the piezoelectric effect, and is exploited in ultrasonic transducers 

to both transmit and detect pressure waves. The most common transducer piezo is the 

ceramic lead zirconate titanate (or PZT) [74, 107]. However, despite exemption by the 

Restriction of Hazardous Substances Directive (RoHS), a collective effort has been 

made in recent years to research and manufacture lead-free alternatives [108]. 
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2.4.2. Single Element Ultrasound 

The most basic form of ultrasonic NDT inspection is the use of single element 

transducers. These utilise a single piezoelectric element for both transmission and 

reception of ultrasonic waves. This is typically done in contact with a specimen, with the 

aid of a thin layer of liquid coupling to maximise energy transfer from transducer to 

specimen by removing air gaps. This can be water, oil or glycerine, as long as the 

material is elastic in nature [109]. Alternatively, immersion techniques improve coupling 

by submerging both probe and specimen in water.  

Single-element transducers can also be used with an angled delay line, called a wedge. 

These allow sound to be propagated at an angle relative to the surface of a component, 

and is typically used for inspection of welded components where inspection cannot be 

done on the rough weld cap [24].  

As mentioned earlier in the chapter, reflection of ultrasound energy is proportional to the 

impedance change 𝑍 across a boundary (equation (2.6)). This allows the presence of 

defects in materials to be observed by the reflection of ultrasonic waves.  

Considering the case of the transmission of ultrasound by a transducer into a steel 

specimen (𝑍 ≈ 47 MRayls) containing an air-filled defect (air 𝑍 ≈ 0.0004 MRayls), we 

can expect close to 100% of the energy to be reflected (> 99.9%). A portion of this 

reflected energy will return back to the transducer and the presence of the defect can be 

known.  
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This detection process may utilise two transducers – one transmitting and one receiving 

ultrasonic signals – or by a single transducer handling both transmission and reception. 

The first case with two transducers is often termed ‘pitch-catch’, while the most 

common is the single transducer case termed ‘pulse-echo’. In either case, the data 

detected by the transducer is displayed on a time series plot called an ‘A-scan’. An 

example of three inspection scenarios with single element transducers in pulse-echo 

mode are shown in Figure 2.14, with the corresponding expected A-scans displayed in 

Figure 2.15.  

Figure 2.14(a) shows the case where no defect is present in a specimen, and the 

transmitted wave is reflected from the backwall to the transducer uninterrupted. The 

expected A-scan obtained shows a single response at a time corresponding to the travel 

time of the wave in the specimen, as shown in Figure 2.15(a). 

For the case of a defect present, the size will dictate the behaviour of the signal received. 

Figure 2.14(b) shows the case of a transducer above a small defect. In this case, some 

energy is reflected by the transducer, but as the defect is smaller than the beam width, a 

portion of energy is not reflected and continues to the backwall. The A-scan obtained 

shows two responses – one from the backwall and a smaller one from the defect as 

shown in Figure 2.15(b). The backwall response will also be reduced in amplitude 

relative to the no defect case due to the reduction in energy reaching the backwall by the 

presence of a defect. 

The case of a large elongated defect is shown in Figure 2.14(c), where the defect is large 

enough to cover the full transducer beam width and reflected the majority of energy 
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back to the transducer at that point. Figure 2.15(c) shows that the A-scan contains a 

single response, recognisable as a defect due to the shift in time of the response relative 

to the backwall response. 

 

Figure 2.14: Single element ultrasonic inspection with (a) no defect, (b) small defect and (c) 

large defect 

 

Figure 2.15: Theoretical A-Scans obtained from inspections scenarios shown in Figure 2.14 for 

(a) no defect, (b) small defect and (c) large defect 

  /    /    /  

( )          ( )             ( )             
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This is the most basic form of ultrasonic testing, and requires a skilled operator to 

interpret signals for detection and characterisation of defects. 

2.4.3. Time-of-Flight Diffraction 

Time-of-Flight Diffraction (TOFD) is a fundamental ultrasonic inspection technique, 

first demonstrated in 1975 [110]. It utilises two angled single-element probes placed on 

opposite sides of an inspection area, as shown in Figure 2.16 and Figure 2.17. These are 

configured in a transmit-receive (or pitch-catch) mode, where one probe transmits 

energy in the form of ultrasound and the other probe receives responses. The distance 

between the probes is called Probe Centre Spacing (PCS), and is specific to the 

inspection thickness and angle of probe used [111]. 

 

Figure 2.16: Orbital TOFD scanner [112] 
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TOFD is designed to provide high sensitivity to diffractive effects experienced when a 

wavefront is incident on defects acting as a point source. For a typical inspection 

involving a crack, four main responses are expected. The first is the Lateral Wave (LW), 

which is a creep wave travelling between the exit points of the transmit and receive 

probes. This has the shortest possible Time-of-Flight (ToF) and is the first response 

observed by the receive probe. If the surface is rough, or is ‘broken’ by a trench, the LW 

will disappear as the surface wave is scattered or reflected by obstacles. 

A second common response is that of the backwall reflection. This, is often high 

amplitude, and therefore create a dead zone around the response location where potential 

defects will be masked. However, there are potentially ways around these dead zones, 

such as considering mode-converted waves which have been shown to mitigate defect 

masking [113, 114]. Additionally, the LW can be useful for calibration purposes [111]. 

 
Figure 2.17: TOFD setup for crack (outlined in red) inspection, showing paths of lateral wave (i), 

top (ii) and bottom (iii) tip diffraction and backwall (iv) reflection 

Tip diffraction responses from a crack present in the bulk of the material will appear 

between the LW and backwall responses in time. Given both top and bottom tips can be 

resolved, the size of the crack can be determined by the ToF of each tip response. An 

( )   

(  )   

(   )   

(  )   
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example of an expected response from a TOFD setup detecting a bulk crack is shown in 

Figure 2.18.  

 
Figure 2.18: Typical TOFD scan, showing tip diffraction responses of bulk crack between lateral 

wave and backwall 

As the relationship between ToF and depth is not linear, it can be difficult to interpret 

the size of a defect from a TOFD scan. Given a PCS of 𝑆 and a ToF of 𝜏𝑇, the depth 𝑑 of 

an indication can be calculated using (2.22), assuming an isotropic medium with 

longitudinal velocity 𝑐𝐿. 

However, this assumes no wedge delay. In order to compensate for the wedge travel 

time at both ends, the ToF can be replaced by the time in the medium 𝑡, defined by the 

total ToF 𝜏𝑇 and time in the wedge 𝜏𝑊. 

Calculating the depth value of each of the tip diffraction indications of a crack in this 

manner can provide a value for its through-wall height. 

 𝑑 = √(
𝑐𝐿𝜏𝑇
2

)
2

−
𝑆2

4
 (2.22) 

 𝑡 = 𝜏𝑇 − 2𝜏𝑊 (2.23) 
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TOFD is well standardised and utilised across industry for crack detection [111]. 

Considerations include PCS, wedge angle, frequency and transducer size based upon the 

specimen thickness. The PCS is defined by the position of beam intersection as a 

fraction of the specimen depth. Multiple TOFD scans are often required for large 

thicknesses, each utilising a different PCS and probe angle [111]. For this reason, TOFD 

requires a skilled certified operator.  

2.4.4. Ultrasonic Phased Array 

Nowadays, phased Array Ultrasonic Testing (PAUT) is often the ultrasonic method of 

choice for NDT across numerous industries. Phased array transducers combine a number 

of piezoelectric elements into a single transducer housing, with the ability to excite 

elements individually. PAUT has demonstrated great flexibility and adaptability relative 

to traditional single element inspection techniques, by allowing beam focussing and 

steering to be performed quickly and consistently.  

Phased array transducers are manufactured in a variety of formats, including two-

dimensional matrix and Transmit-Receive Longitudinal (TRL) arrays. However, the 

most common is the one-dimensional, or linear phased array, which contains a number 

of transmitting elements set along a single linear axis.  

Several parameters are used to describe a phased array probe. The element pitch 𝑝 

describes the distance from the centre of one element to that of an adjacent element. This 

can be described by the summation of the element width 𝑙𝑥 along the array axis and the 

gap between adjacent elements ∆𝑥 . The length of the element 𝑙𝑦  is often called the 
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elevation, and dictates the energy transmitted by firing a single element. These 

parameters are noted visually in Figure 2.19.  

The choice of pitch size can be crucial to the performance of the phased array probe. It is 

common practice to specify that the element pitch is no greater than a wavelength – 

ideally less than a half wavelength - in order to supress grating lobes [115, 116]. These 

grating lobes direct energy away from the main ultrasonic beam, and can cause 

unwanted reflections and interference during inspection that can reduce Signal-to-Noise 

Ratio (SNR) and introduce artefacts. This means that the pitch of a desired phased array 

probe has an inversely proportional relationship with the probe frequency. 

 

Figure 2.19: Linear phased array indicating common parameters of element pitch 𝑝, width 𝑙𝑥, 

length 𝑙𝑦 and gap ∆𝑥 

The steering and focusing capabilities of the phased array has set it apart from other 

conventional techniques. This is achieved by controlling the delay, voltage and pulse 

width of individual element excitation. Additionally, excitation of sets of elements 

allows electronic scanning across the full array using a reduced aperture. Traditional 

single element scanning techniques such as the Synthetic Aperture Focusing Technique 

(SAFT) often required high precision and long inspections [117]. The phased array 
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allows this process to be completed several times per second without the need for 

physical manipulation of the probe.  

Manipulation of the phased array beam can be conducted by using 2 or more elements at 

once. Applying delays between excitation of each element can change both the direction 

and shape of the beam by constructive interference of phase delayed waves.  

An unfocused plane wave can be transmitted by applying no delay to the elements, such 

that they are fired simultaneously as shown in Figure 2.20(a). Furthermore, steering of 

the ultrasonic beam can be done by applying a linear delay across transmitting elements 

as shown in Figure 2.20(b). Figure 2.20(c) highlights the focusing capabilities of the 

array, in this case focusing directly underneath the aperture centre by applying 

symmetric delay laws. Steering and focusing can be combined to focus at a point not 

underneath the aperture, as shown in Figure 2.20(d). 

 
Figure 2.20: Beamforming capabilities of the ultrasonic phased array 

( )         ( )           

( )        ( )                 
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In addition to reducing inspection time, the phased array has enabled the use of 

ultrasonic imaging techniques, starting with the B-scan. This stacks several A-scans 

together to form a single image. 

B-scans can be represented in a number of ways, depending on the scan-type used to 

obtain the A-scan data. The most simple is the electronic scan, where an image is formed 

by the linear scanning of an element or elements across the array. These can be focused 

and steered, but are often used to observe a region of interest underneath the array, as 

shown in Figure 2.21(a). Here, a 64-element array was used in contact with a type B 

steel calibration block, to image Side Drilled Holes (SDH) while scanning with a 16-

element focused aperture. 

The second B-scan type is the sector scan, which often utilises the full array aperture to 

transmit at a range of angles. These are often used with the aid of a physical angled 

delay line, called a wedge. These aid the steering of the ultrasonic beam by placing the 

array at an angle relative to the surface of a specimen. The B-scan for such a scan is 

often represented on a fan or radar type plot corresponding to the angle of each 

transmitted A-scan, as shown in Figure 2.21(b). In this case, a 64-element array with a 

55° shear wedge was used to fire at angles ranging from 10° to 75° to image SDHs of an 

ASTM E2491 phased array assessment block (1018 steel) [118]. 
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Figure 2.21: Examples of a (a) linear and (b) sector scan 

By capturing B-scan data at regular intervals across a sample, a C-can image can be 

generated. This is a plan view of the scan, and allows large volumes of data to be 

visualised quickly and practically. 

TOFD has also been considered for use with phased array probes rather than single-

element [119, 120]. Phased Array TOFD (PA-TOFD) would allow multiple transmission 

angle scans to be conducted simultaneously, with PCS adjustment by selecting an array 

sub-aperture for each angle transmission. This could reduce the number of physical 

scans required while allowing for the addition of focused TOFD and improving overall 

sensitivity,  however, this has not been widely researched or adopted. 

2.4.5. Full Matrix Capture 

The advancement of phased array technology has also allowed for the acquisition of a 

time signal from every transmit-receive pair in an array [121]. This is achieved through 

( )       ( )       
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Full Matrix Capture [122], and allows the post processing of ultrasonic data using a 

number of imaging algorithms. 

FMC requires the iterative firing of single elements, while receiving across all elements 

in the array. Given an array with 𝑁  elements, 𝑁2  A-scans are obtained in the FMC 

dataset for a single frame. This possesses the advantage of flexibility over conventional 

PAUT, as most (except when considering a non-linear regime) PAUT imaging 

techniques can be synthetically generated from post-processing FMC data. However, 

acquisition and data transfer rates are slower, and processing can often be 

computationally intensive.  

The data matrix obtained from FMC acquisition can be visualised as in Figure 2.22, for 

an 𝑁  element array. Each grid point represents an A-scan 𝐴𝑡𝑥,𝑟𝑥 , for a transmitting 

element 𝑡𝑥 and receiving element 𝑟𝑥. 
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Figure 2.22: Data matrix obtained through FMC acquisition, with each element 𝐴 describing a 

time signal for transmit element 𝑖 and receive element 𝑗 

2.5. Advanced Ultrasonic Imaging 

Various methods exist outside conventional PAUT for imaging using FMC data, each 

possessing unique advantages [123, 124]. This section will outline the theory and 

process behind various imaging algorithms that can be applied to FMC data, in addition 

to delay law calculation methods and data representation techniques. 

2.5.1. The Hilbert Transform 

An unwritten requirement for any ultrasonic imaging algorithm is the use of the Hilbert 

transform. This transform is a singular integral which can operate on a function of a real 

variable to generate an analytic signal. The discrete Hilbert transform [125, 126] allows 

this to be calculated for a discrete time series, such as an ultrasonic A-scan. 
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Considering a real discrete input sine function 𝑎(𝑡)  defined in equation (2.24), the 

Hilbert transform Ӈ[𝑎(𝑡)]  introduces a 
𝜋

2
 radian phase-shift for all frequency 

components of 𝑎(𝑡), as shown in (2.25).  

This result is a complex value �̂�(𝑡)  with a real component equal to 𝑎(𝑡)  and an 

imaginary component equal to its Hilbert transform, demonstrated in (2.26). 

This complex value is the analytic signal, and is defined as having no negative frequency 

components. However, for the purposes of imaging with ultrasound, it allows a signal 

envelope |�̂�(𝑡)| to be obtained.  

The effect of this envelope is demonstrated in Figure 2.23 for an arbitrary Fourier series, 

resulting in a smooth signal envelope independent of instantaneous phase. 

 𝑎(𝑡) = 𝑐𝑜𝑠(2𝜋𝑓𝑡) (2.24) 

 Ӈ[𝑎(𝑡)] = 𝑖𝑐𝑜𝑠 (2𝜋𝑓𝑡 − 
𝜋

2
) = 𝑖𝑠𝑖𝑛(2𝜋𝑓𝑡) (2.25) 

 �̂�(𝑡) = 𝑎(𝑡) + 𝑖Ӈ[𝑎(𝑡)] = 𝑒𝑖𝑐𝑜𝑠(2𝜋𝑓𝑡) (2.26) 

 |�̂�(𝑡)| = √𝑎(𝑡)2 +Ӈ[𝑎(𝑡)]2 (2.27) 
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Figure 2.23: (a) real, (b) imaginary components and (c) envelope of signal after calculation of 

Hilbert transform 

Therefore, the Hilbert transform is particularly useful when processing ultrasonic data 

for imaging. Figure 2.24 shows an image of a SDH generated using the Total Focusing 

Method, both with and without computing the Hilbert transform. The analytic signal 

generated from the Hilbert function allows a smooth depiction of the response. This 

reduces interpretation errors, as the intermittent response of the non-analytic signal 

image may be mistaken for or mischaracterised as a multi-faceted crack or porosity. For 

image generation throughout this work, the Hilbert transform is computed as standard 

unless stated otherwise. 
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Figure 2.24: TFM imaging (a) without and (b) with the Hilbert transform 

In practice, it is necessary to compute the signal envelope after the imaging process is 

complete, such that phase information is retained during focusing. This means that a 

complex analytic image is formed during image processing, containing real and 

imaginary components 𝐼𝑟𝑒𝑎𝑙 and 𝐼𝑖𝑚𝑎𝑔 respectively. The magnitude of this image then 

computes the signal envelope image 𝐼(𝑥, 𝑧), as defined in (2.28). 

2.5.2. Amplitude Imaging Methods 

There are a number of amplitude based imaging techniques for post-processing of FMC 

data, including the wavenumber algorithm [127], time reversal [128] and Virtual Source 

Aperture (VSA) [129]. However, it is the Total Focusing Method (TFM) [122, 130] that 

is considered the ‘gold standard’ of FMC imaging techniques. This performs a synthetic-

focusing of the full array aperture at every point in a discretised region of interest, 

resulting is a fully focussed image in transmission and reception – hence the title of 

 𝐼(𝑥, 𝑧) = √𝐼𝑟𝑒𝑎𝑙(𝑥, 𝑧)
2 + 𝐼𝑖𝑚𝑎𝑔(𝑥, 𝑧)

2 (2.28) 
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‘total focusing’. An example of this full aperture focusing for a narrow gap weld 

inspection is shown in Figure 2.25. 

 
Figure 2.25: Full aperture focusing of TFM algorithm on a discretised image region 

The processing involved in the TFM algorithm is much greater than with standard 

PAUT techniques. This is in part due to the extensive synthetic focusing involved, but 

also due to the large quantities of computational memory and data manipulation required. 

The following expression describes the TFM algorithm for an FMC dataset for which 

the Hilbert transform �̂�(𝑡) has been computed. Considering a transmitting element 𝑡𝑥 

and receiving element 𝑟𝑥 , the image value at (𝑥, 𝑧)  is the amplitude value of their 

corresponding A-scan �̂�𝑡𝑥,𝑟𝑥(𝑡) at a time equal to the sum of travel times 𝜏𝑡𝑥  and 𝜏𝑟𝑥 

from the image point to the transmitting and receiving elements respectively. The total 

image is formed by the sum of each element pair for 𝑁𝑡𝑥 transmitting and 𝑁𝑟𝑥 receiving 

elements, at each point in the image.  

            

                  

 𝐼𝑇𝐹𝑀(𝑥, 𝑧) = ∑ ∑ �̂�𝑡𝑥,𝑟𝑥(𝜏𝑡𝑥(𝑥, 𝑧) + 𝜏𝑟𝑥(𝑥, 𝑧))

𝑁𝑟𝑥

𝑟𝑥=1

𝑁𝑡𝑥

𝑡𝑥=1

 (2.29) 
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For a 64-element array, there are 642 A-scans to be indexed based upon travel times at 

every image point. For a modest 100 x 100 pixel image, nearly 41 million individual 

computations are required to form a single image. However, despite the increased 

computation required, TFM has several advantages over traditional PAUT techniques. 

The most obvious benefit is the ability to focus at every discrete point in an image, 

which has shown to radically improve resolution relative to traditional imaging methods 

[122]. Additionally, improved spatial resolution, geometric and wave speed correction 

ability, and reduced dead zones give TFM an advantage over PAUT.  

Calculation of the travel times required for image generation need only be generated 

once pre-inspection. Various methods exist for doing this, which are discussed later in 

this chapter. Advanced travel time calculation has enabled the introduction of the Multi-

Mode TFM (MM-TFM) [131-133], utilising consideration of boundary reflections and 

mode conversions to expand image quality and field of view. Vector TFM (VTFM) also 

considers reflector orientation as well as travel time to improve defect orientation 

determination [134]. 

Commercially, TFM has begun to make its way into phased array controllers, including 

Olympus’ OmniScan™ X3 64 [135], Sonatest’s Veo3 [136], and Zetec’s TOPAZ® 64 

[137]. Furthermore, advancements in international testing standards [138] have led to the 

adoption of TFM as a standardised inspection technique in industrial processes. 
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2.5.3. Phase Imaging Methods 

Amplitude-based methods do not negate the phase of a received signal. However, Phase 

Coherence Imaging (PCI), also considers the phase coherence of returned signals. This 

combines the advantages of phased array with that of TOFD. Despite no official 

standard currently existing, purely phase driven imaging has grown in prominence - 

particularly for crack-detection and monitoring [139, 140]. 

There have been several NDT methods proposed for the computation of a phase-based 

image. Initially, phase-weighted TFM imaging was introduced with the Sign Coherence 

Factor (SCF) and Phase Coherence Factor (PCF) by Camacho et al [141], followed by 

the Vector Coherence Factor (VCF) by Cruza et al [142]. The SCF is the most 

computationally efficient method, as the coherence factor is computed based on the sign 

as an approximation of the phase. The formation of a TFM image weighted by the SCF 

is defined in (2.31). 

More generally, PCI has begun to reference purely phase-based imaging. The amplitude 

free nature of PCI reduces the effect of attenuation on imaging performance, and has 

been shown to increase sensitivity to diffractive effects, relative to amplitude-based 

algorithms [139]. This improves flaw sizing, where amplitude drop methods can provide 

unreliable results. PCI calculation has also been shown to allow reduced data transfer 

and processing times, due to the ability to binarize data using a single bit sample method 

[143].  
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An example of the amplitude and phase of simulated A-Scans containing Gaussian 

pulses with added random noise is shown in Figure 2.26(a) and (b) respectively. The 

phase coherence of the pulses is clear to see on the right of the figure, with the random 

noise exhibiting no coherence across the A-Scans. Over large A-Scan datasets such as 

FMC, the phase contributions of the random noise will sum to zero, whereas the 

coherent pulse phase will sum to a maximum. This is the principle of the PCI algorithm.  

Figure 2.26(c) shows that phase coherence is conserved when considering only the sign 

of the A-Scan, rather than the full phase value. In this work, a sign-based PCI algorithm 

is used. This reduces required computation by eliminating the need to calculate the 

phase value, and increases the algorithm speed with negligible compromise in image 

quality. 
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Figure 2.26: Visualisation of Gaussian pulse based on (a) amplitude, (b) phase and (c) sign 

The PCI algorithm considers the sign of a sample in the FMC dataset �̂�𝑡𝑥,𝑟𝑥(𝑡), which is 

replaced by a binary value 𝑠𝑡𝑥,𝑟𝑥(𝑡)  describing the amplitude sign. Equation (2.30) 

demonstrates that the resulting image is processed similarly to TFM, where each pixel’s 

value is the sum of the binary coherence values of each transmit-receive element pair. 

Signals from reflectors will demonstrate phase coherence at a given pixel (𝑥, 𝑧), and 

approach a full coherence value of 𝑀 or -𝑀, given 𝑀 A-scans used to form the image. 

Randomly distributed noise will be incoherent across the dataset and approach zero.  

 𝐼𝑃𝐶𝐼(𝑥, 𝑧) = ∑ ∑ 𝑠𝑡𝑥,𝑟𝑥(𝜏𝑡𝑥(𝑥, 𝑧) + 𝜏𝑟𝑥(𝑥, 𝑧))

𝑁𝑟𝑥

𝑟𝑥=1

𝑁𝑡𝑥

𝑡𝑥=1

 (2.30) 
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The PCI benefits from large element numbers, such that the resolution of coherence 

between coherent and incoherent signals is increased. Furthermore, heightened 

sensitivity to diffractive effects can benefit the detection of LOSWF defects in both 

pulse-echo and through-transmission views.      

2.5.4. Imaging Modes 

The wave mode – whether longitudinal or shear - of an image is an important aspect to 

consider both before and during an inspection. The mode choice will influence the path 

travelled by the wave, and eventually the angle at which it interacts with a region of 

interest. The direct longitudinal mode is the most commonly used for contact inspections, 

as the longitudinal wave travels fastest and is therefore often the first and most distinct 

single observed.  

Many weld inspections consider shear waves, primarily as they have a larger refraction 

window (see section 2.3.2 on waves at boundaries) for angled inspection. Furthermore, 

they have a smaller wavelength due to reduced velocity, and therefore often provide 

better resolution of small defects.  

Backwall skips and mode conversions can also be taken into account. A wave mode that 

considers no skips or mode conversion is called a direct mode, and travels from the 

sample entry point directly to the area of interest. A half-skip mode considers a wave 

that reflects once of the backwall before entering the region of interest. Finally, a full 

 𝐼𝑆𝐶𝐹(𝑥, 𝑧) = 𝐼𝑇𝐹𝑀(𝑥, 𝑧) ∙ 𝐼𝑃𝐶𝐼(𝑥, 𝑧) (2.31) 
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skip mode wave would reflect twice – once off the backwall and once off the front wall 

– before reaching its target. These are shown visually in Figure 2.27. 

 

Figure 2.27: Wave path considerations and terminology 

In addition to the reflective path of a wave, mode conversions can be considered. This is 

done by splitting the path into ‘legs’. For instance, a wave which is transmitted 

longitudinally into the sample, and mode converted to a shear wave from the backwall 

before reaching its target, would be given the descriptor ‘LT’. A number of first and 

second order wave modes are shown in Figure 2.28. 
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Figure 2.28: Wave mode visualisation 

Each of these descriptors is defined for transmission and reception – that is the paths 

before and after encountering a potential defect in the region of interest. An example of 

a longitudinal half-skip inspection would be described as ‘LL-LL’, with a dash to 

separate transmission and reception. This is also sometimes seen with the dash replaced 

by a ‘d’ (e.g. LLdLL). 

There is a clear importance for accurate wave mode selection, given the orientation of a 

potential defect. A number of quantitative measures have been proposed to determine 

the best mode pre-inspection. One such commercial method is the Acoustic Influence 

Map (AIM) introduced by Evident (formerly Olympus) [144], which uses a semi-

analytical model to generate sensitivity maps for a given region and defect using TFM.  

2.5.5. Delay Law Calculation Techniques 

Due to the extensive post-processing focusing required in advanced ultrasonic imaging 

algorithms, the calculation of delay laws can be a computationally intensive process. 

This is typically done in accordance with Fermat’s principle, which states that the path 
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taken by a ray between two points is the path with the shortest ToF [145]. In order to 

perform post-FMC focusing, this ToF must be calculated for every element pair in the 

acquired dataset. 

2.5.5.1. Pythagorean  

The simplest form of delay law calculation is by using the Pythagorean theorem. This is 

typically the preferred method when considering the simplest forms of inspection, with 

an array in contact with a homogenous isotropic specimen.  

Figure 2.29 shows a linear array in contact with a specimen, with transmitting element 

𝑇𝑥 and receiving element 𝑅𝑥. For a focal point at (𝑥, 𝑧), the ToF value 𝜏𝑡𝑥,𝑟𝑥 is defined 

as the sum of the transmit and receive legs, given a longitudinal velocity 𝑐𝐿 as in (2.32). 

This is repeated for each transmit-receive element pair to generate a full matrix of ToF 

values.  

 
Figure 2.29: Pythagorean method for delay law calculation 

 𝜏𝑡𝑥,𝑟𝑥 =
√𝑥𝑡𝑥

2 + 𝑧𝑡𝑥
2 +√𝑥𝑟𝑥

2 + 𝑧𝑟𝑥
2

𝑐𝐿
 (2.32) 
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This method assumes homogeneity and isotropy, and may result in a loss of focus when 

this assumption is not sufficient. Furthermore, when considering multi-layer media, 

refraction effects are not taken into account using this method. 

2.5.5.2. Eikonal Methods 

For multi-layered media, a different ToF calculation solution is required. This can be 

achieved through a generalised root finding method [146, 147], although these can only 

practically consider layers of isotropic homogenous materials. For the inhomogeneous 

case, path finding methods such as A* [148] and Dijkstra [149] algorithms can be used. 

Another such method is the Multi-Stencils Fast Marching Method (MSFMM) [150], 

which is implemented in this work. This is an adaption of traditional Fast Marching 

Method (FMM) [151] path finding algorithms for computationally solving both the non-

linear Eikonal equation and wider static Hamilton-Jacobi equations. The MSFMM has 

shown to reduce errors relative to traditional FMM methods [152] by considering all 

nearest neighbours of a discrete point . Given a known transmitter 𝑡𝑥,𝑦  within a 

discretised velocity field 𝑉(𝑥, 𝑦) describing the domain 𝐼(𝑥, 𝑦), the minimum travel time 

∆𝜏  to the point (𝑥𝑖, 𝑦𝑖) ∈ 𝐼  can be found using an upwind finite difference scheme 

shown in (2.33). 

 |∆𝜏(𝑥𝑖, 𝑦𝑖 , 𝑡𝑥,𝑦)| =
1

𝑉(𝑥𝑖, 𝑦𝑖)
 (2.33) 

The MSFMM can be and has been used with ultrasonic NDT methods for the calculation 

of travel-times in both isotropic [153-155] and anisotropic [156, 157] materials. Due to 

the efficiency of the MSFMM, and the ability to compute multiple elements in parallel, 
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its use for the calculation of ToF maps for use with advanced ultrasonic phased array 

techniques is clear. Irregular geometries and non-planar interfaces can be easily 

modelled, and accurate path finding calculated. An example of such a geometry is 

shown in Figure 2.30.  

 

Figure 2.30: ToF calculation through multiple non-planar surfaces with irregular geometry 

Furthermore, as only the velocity field 𝑉(𝑥, 𝑦) and source positions 𝑡𝑥,𝑦 are required, the 

MSFMM can be easily adapted to consider materials with changing material properties, 

whether due to microstructure or temperature variations, as shown in Figure 2.31.  
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Figure 2.31: ToF calculation through changing material properties (note that effects are 

exaggerated) 

2.5.6. Data Fusion 

Data fusion is an important aspect to consider for reducing operator decision-making 

time, particularly with the generation of large number of images. Reducing large 

datasets into a single image can reduce analysis time and mitigate the risk of 

overlooking or misrepresenting data.  

Improving the representation of data for this purpose is already fundamental to phased 

array inspection. The B-scan is an example of fusing A-scan data together to display 

data in a simpler and more interpretable way. Similarly, the C-scan collates several 

ultrasonic B-scans or cross-section images into a representative view of a full scan based 

on time gates.  

However, the process of data fusion is typically considered as the method of 

superimposing multiple datasets, rather than the ‘stacking’ method seen in the B- and C-

scan. Examples of such techniques include the fusion of ultrasonic B-scans with Eddy 
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current data [158, 159] and displaying several MM-TFM images in a single 

representation [160]. 

A number of methods can be applied to achieve this fusion, such as a matched filter 

approach for fusion of multi-mode TFM images in characterising crack-like defects [160, 

161]. This has been shown to remove the requirement for prior defect knowledge, while 

providing statistical analysis of mixed modes to produce a single image showing the full 

extent of a defect. Fusion has also been approached from a machine learning perspective, 

with the goal to improve performance and accuracy of multi-mode immersion imaging 

[162].  

2.5.7. Image Performance Indicators 

To quantify the quality of a given ultrasonic image, a number of parameters have been 

proposed and utilised. These include SNR and the Array Performance Indicator (API). 

These are particularly useful for research purposes, in order to compare and benchmark 

advancements in imaging algorithms or ultrasonic equipment against standard practices, 

and in industrial inspection settings for equipment and amplitude calibration procedures. 

2.5.7.1. Signal-to-Noise Ratio 

SNR is perhaps the simplest and most commonly used metric for determining the quality 

of an ultrasonic signal or image. This is typically represented in a logarithmic format, in 

decibels (dB). For a voltage 𝑉𝑠 induced by scatter from a reference reflector or defect, 

the SNR is calculated as shown in (2.34), for a noise voltage 𝑉𝑛 [128]. 
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 𝑆𝑁𝑅 = 20    10 (
𝑉𝑠
𝑉𝑛
) (2.34) 

Selection of the noise voltage value can be done using a number of methods. However, 

this is typically done by considering the Root-Mean-Square (RMS) of a signal portion 

𝑆(∆𝑡) corresponding to a reflector-free region, as shown in Figure 2.32.  

 𝑉𝑛 = √〈𝑆(∆𝑡)〉2 (2.35) 

 
Figure 2.32: Noise (red) and signal (blue) regions considered for calculation of SNR 

Standard calibration of equipment prior to inspection often requires the noise of a signal 

to be quantified in this manner. For example, the SNR is used to check the dynamic 

range of ultrasonic instrumentation at maximum gain relative to standard criteria [163]. 

Furthermore, ultrasonic probe calibration requires the calculation of the SNR of a 

reference reflector, to ensure sensitivity variation between elements does not exceed ±3 

dB (for standard linear array) [164].  

2.5.7.2. Array Performance Indicator 

The API [122] is an indicator useful for comparing the Point Spread Function (PSF) of 

different ultrasonic imaging methods. This quantifies the imaging performance based on 



 

68 

 

the ability of the system to resolve a point-like scatterer. A low API value indicates that 

the indication approaches a single point, while a larger API indicates spreading of the 

scatterer response and generally a reduced imaging performance. The dimensionless 

indicator considers both the wavelength of ultrasound in the medium 𝜆, and the area 

𝐴−6𝑑𝐵 at which the point scatterer response is greater than -6dB. 

 𝐴𝑃𝐼 =
𝐴−6
𝜆

 (2.36) 

An example of the use of API is shown in Figure 2.33, for two 3.0 mm SDHs at different 

depths. TFM images generated from an array placed directly above each hole is shown. 

The deeper SDH has a larger PSF, as can be seen by lateral spreading. Therefore, the 

shallower SDH has the lower API due to its lower spread function. 

 

Figure 2.33: API Values of two 3.0 mm SDH at 35.0 mm (left) and 65.0 mm (right) 

2.5.7.3. Amplitude Fidelity 

The Amplitude Fidelity (AF) is a measure of the maximum amplitude variation due to 

image grid resolution [165]. This is analogous to sample frequency for time traces, and 
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must be sufficient to resolve the maximum amplitude of a signal in the image. 

Furthermore, due to the nature of TFM focusing, too coarse a grid could lead to the 

cancellation of values from A-scan points with an opposite phase, which can lead to 

inaccurate sizing or missing a defect entirely.  

A TFM image of a SDH reflector with various image grid densities are shown in Figure 

2.34, with low pixel density values exhibiting poor resolution and amplitude fidelity.  

Calculation of the amplitude fidelity 𝐴𝐹 for a grid density ∆𝑥 is given by the maximum 

sampled amplitude of the TFM image 𝐴𝑚𝑎𝑥, and the true maximum value of a reflector 

𝐴𝑡𝑟𝑢𝑒, equal to the maximum value observed on an infinitely fine grid.  

 𝐴𝐹(∆𝑥) = 20    10 (
𝐴𝑡𝑟𝑢𝑒
𝐴𝑚𝑎𝑥

) (2.37) 

As the grid density is increased, it should be expected that the maximum sampled 

amplitude should increase towards the true amplitude value. This means that the AF 

value will approach zero for increasing grid density. Of course, the true value cannot be 

known, as an infinitely fine grid is not feasible. Therefore the value is estimated based 

on an oversampled and then finely interpolated TFM image [165]. For the four TFM 

images in Figure 2.34, the AF is calculated using a true value based on a TFM grid 

calculated at a density of 500 pixels per wavelength.  
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Figure 2.34: TFM amplitude fidelity for increasing pixel density 

TFM inspections require the grid density to be calibrated, based upon SDH reference 

reflectors at three points along the image region [138]. It is important to strike the 

balance between sufficient AF and oversampling, as this can drastically reduce the 

imaging rate of TFM inspection. Typically, the pixel size is selected to be around a 

quarter of the acoustic wavelength used, as beyond this point the image received no 

additional beneficial information. 

2.5.8. Image Colour Palettes 

The visual representation of an image is vital to the representation and interpretation of 

potential defects. In this work, two colour palettes are used – one for amplitude-based 

imaging such as TFM and SCF, and one for phase-based imaging such as PCI. These are 

displayed in Figure 2.35.  

 

Figure 2.35: Amplitude and phase colour maps 



 

71 

 

The amplitude palette is designed to distinguish high-amplitude values from low-

amplitude values, around a 6 dB (~50%) threshold. Alternatively, the phase palette 

accentuates high coherence values above 30%. The amplitude and phase colour palettes 

are based upon that used by the Evident OmniScan X3 64 [135] phased array controller, 

in the interest of consistency and familiarity with current commercial and industrial 

products.  

2.5.9. Imaging GUI 

In order to perform the imaging techniques discussed in this Chapter, a graphical user 

interface (GUI) for general advanced imaging of FMC datasets was designed. This was 

constructed in MATLAB, and encompasses the definition and positioning of ultrasonic 

probes, filtering and processing of FMC data, ToF calculations using the FMM, imaging 

using TFM, and subsequent imaging analysis. The interface is shown in Figure 2.36, 

presenting a three-dimensional representation of the ultrasonic setup. 
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Figure 2.36: MATLAB GUI interface showing tool tabs on the right hand side, three-

dimensional ultrasonic setup window on the left, and FMC data visualisation along the bottom 

The tabs to the top-right of the interface separate the image generation process into four 

stages. The first of these is the image “Setup”, in which the array, wedge and couplant 

used can be defined through loading of configuration (*.CFG) files. Furthermore, test 

piece geometry and material can be defined, as well as probe positioning, known notches 

or holes, and weld geometry. 

The “Data” tab allows the loading of FMC data from a number of file formats, including 

standardised  *.MFMC files, as well as custom *.PNG, *.MAT and *.TXT files. The 

subsequent filtering and processing of this data can also be done, with customisable 

frequency windowing, integrity checks and visualisation. In the case of datasets acquired 

using coded excitation, pulse compression is also handled. This will be relevant for the 

work outlined in Chapter 5.  
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The “Focusing” tabs handles the calculation of ToF data, based on the information 

defined in the setup tab and a desired grid density. ToF maps can be calculated for a list 

of defined modes using either a Bisection, MSFMM, or Pythagorean method depending 

on complexity. Velocity maps required for MSFMM calculation can be loaded based on 

temperature gradient or microstructure maps.  

The final “Imaging” tab handles the generation of images of the defined inputs. The data 

used to generate the image can be defined, such that SAFT, half-matrix capture, sparse 

data and sliding window techniques can be applied. The algorithm required can be 

selected and run using CPU or GPU processing. Once the image is generated, a variety 

of analysis tools, such as sensitivity calculations, performance indicator calculation and 

normalisation alterations can be performed. 

 

Figure 2.37: GUI showing TFM image of SDH in standard calibration block using half-matrix 

capture from data obtained using an Olympus 55SW wedge and 5 MHz probe 
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The GUI was designed in order to provide a consistent imaging process for dependable 

analytical comparisons between multiple datasets, as well as improving ease of use. The 

repetition of complex processes such as ToF calculation and data loading are removed, 

as is often seen with script-based imaging processes, allowing efficient data analysis. 

This was used to generate images and provide analysis in all work presented in this 

thesis, and has proven a valuable tool throughout the completion of this engineering 

doctorate. 
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Chapter 3 

Tandem Phased Array Imaging  

 

3.1. Introduction 

Inspection practices for typical V-groove welds are well practiced and standardised. This 

is typically done with PAUT methods, due to the ability to steer and focus with a defined 

probe offset. British standards for ultrasonic weld inspection [166] require the incident 

beam of the probe to interact with the bevel within 6° of the bevel normal. This can 

typically be achieved using a sectorial scan, or shear half-skip (e.g. TT-TT) TFM. By 

solely considering shear waves in transmission and reception, an effective reflection can 

be obtained from a potential LOSWF defect positioned on the weld bevel.  

However, when considering narrow gap grooves, an inspection setup is not as 

straightforward and defined. Due to the near parallel bevels, LOSWF flaws manifest at 

near-vertical angles, and complicate the inspection procedure required to observe a 

consistent sensitivity for LOSWF detection. Traditional phased array methods can show 

improvement using the self-tandem 3T (TT-T) TFM image mode. The use of multi-

mode self-tandem imaging has also been shown to be effective using FMC and TFM 

[167]. However, this relies on achieving a favourable reflected angle from the LOSWF 
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flaw and can require several scan positions to cover the full weld thickness – particularly 

in thick-section components. The requirement for a maximum beam deviation of 6° on 

the bevel also becomes impractical and would require large probe offset distances to 

satisfy. 

As the prominence of narrow gap welding increases, the desire to develop an efficient 

and reliable inspection method for the testing of narrow gap welded components is in 

high demand. The work in this chapter will attempt to address this issue by proposing a 

dual-tandem phased array inspection method. This method introduces a second, opposite 

facing array on the other side of the weld, designed to alleviate the difficulty in the 

detection of near-vertical defects. The addition of a second probe not only ensures a 

consistent detection sensitivity from each weld side, but also introduces the ability to 

perform through-weld detection. By separating the transmission and reception across 

two probes, sensitivity to geometric effects - such as diffraction - can be increased, 

improving the likelihood of detection and reducing sizing errors associated with near-

vertical defects. In addition to this, a wedge design balancing the transmission of both 

longitudinal and shear modes would allow the full benefit of multi-mode TFM to be 

exploited. Such a wedge would allow longitudinal through-transmission imaging, 

utilising diffraction effects, while maintaining the ability to perform multi-mode pulse-

echo imaging. 
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Figure 3.1: Dual-tandem phased array configuration 

In recent years, the ability to combine welding and NDT processes at the point of 

manufacture has grown in demand. An in-process inspection approach enables flaws to 

be detected and corrected between weld passes, reducing rework, increasing 

manufacturing throughput, and schedule certainty. However, when considering in-

process ultrasonic inspection, several key challenges - including partially-filled 

geometries, high temperature gradients and process interference - limit deployment. 

While traditional phased array techniques using high-temperature wheel probes [87, 168] 

have shown promise in traditional open V-groove weld inspection, such approaches 

have not yet been considered for narrow-groove welding practices. Therefore, there is a 

requirement for the design of narrow-groove weld inspection processes for both fully-

filled cold welds and partially-filled welds inspected in-process.   

In this chapter, the dual-tandem method is introduced and demonstrated as a method for 

the detection and inspection of near-vertical defects in cold thick section components 

mimicking fully-filled narrow gap welds. Notches created using an Electrical Discharge 

Machining (EDM) process were placed within the samples to simulate the positioning 

expected from a LOSWF defect in a 2° narrow J-groove weld. It will be shown that this 
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method can provide high sensitivity imaging of near-vertical flaws using multi-mode 

pulse-echo TFM and longitudinal trough-transmission imaging. Furthermore, the 

possibility of image mixing will be explored, in order to visualise the full geometric 

extent of a defect in the two-dimensional image plane.   

3.2. Experimental Procedure 

The process of determining the presence and geometry of a given defect begins with the 

acquisition of the full-matrix dataset. However, to acquire an FMC dataset in which 

transmitted energy is optimised to cover the full weld area, the probe positioning relative 

to the weld must be considered. Once one or more FMC frames are collected, the data 

can be processed, and ToF maps calculated, to form the necessary images to assess the 

presence and extent of potential flaws. This requires consideration of known weld 

geometries, to determine the correct imaging mode to select to maximise flaw sensitivity. 

Once images have been obtained, they can be observed separately, or ‘mixed’ to 

condense the information gathered. 

In order to ensure the transmission and reception of both shear and longitudinal modes 

in a single acquisition, a numerical analysis of Snell’s law was conducted to identify an 

optimised wedge angle for the probe assembly. This considered the ability of the 

assembly to transmit and receive longitudinal and shear modes in a single acquisition. 

The refraction angle of the resulting shear and longitudinal modes versus wedge angle 

were computed and displayed in Figure 3.2.  
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Figure 3.2: Shear and longitudinal refraction angles at a Rexolite-Steel boundary as a function of 

incident angle 

From this study, a wedge angle of 20° was determined to provide a balance between 

increasing the longitudinal refraction angle towards the first critical angle and limiting 

the shear refraction angle. This provided refraction angles of 60° and 28° relative to the 

surface normal for longitudinal and shear waves respectively, across a Rexolite (𝑣𝐿
𝑅 = 

2330 ms-1 [169]) wedge to carbon steel (𝑣𝐿
𝑆 = 5940 ms-1, 𝑣𝑇

𝑆 = 3220 ms-1 [76]) interface. 

 

Figure 3.3: Longitudinal and shear refraction angles using 20° Rexolite wedge into steel 

The equipment used throughout the work in this chapter is therefore as follows: 
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• 5 MHz 64-element Olympus A32 arrays (0.50 mm pitch, 0.42 mm element 

width, 10.0 mm elevation) 

• 60LW Rexolite Olympus A32 wedges (20° angle) 

• PEAK-NDT MicroPulse 6 128/256 channel array controller 

The 5 MHz probe used here is representative of a standard weld inspection phased array, 

however, only a 0.5 mm pitch array was available. Ideally, an increased pitch would be 

beneficial - a greater element width would improve energy transmission, and a larger 

inter-element spacing would improve beam coverage. 

This section will introduce the background required for the work in this chapter, starting 

with the acquisition process, then ToF map calculation, adapted TFM imaging algorithm, 

multi-view and multi-mode image mixing, and finally an image sensitivity calculation 

method. 

3.2.1. FMC Acquisition 

With the inclusion of two phased array probes, the FMC acquisition process increases in 

complexity. Considering the two individual arrays as a single aperture, the full matrix 

dataset can be obtained at a size 4x greater than that for a single probe. For two arrays of 

𝑁 elements each, a dataset of 4𝑁2 A-scans is obtained.  

This Dual Aperture FMC (DAFMC) dataset can be split into four sub-datasets of size 

𝑁2, each of which will be referred to as an individual ‘view’ available to the system. An 

example of the full matrix dataset obtained can be seen in Figure 3.4. This assumes that 

elements 1 to 𝑁 belong to the left array, and elements 𝑁 + 1 to 2𝑁 to the right array.  
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Figure 3.4: Full matrix obtained from dual tandem FMC, showing four unique views 

This means that from a single acquisition, a full dataset containing the two pulse-echo 

and two through-transmission views can be collected, to be analysed with post-

processing imaging techniques. 

Throughout this work, consistent scan parameters were used in the DAFMC acquisition 

process. These are detailed in Table 3.1. The data acquisition was conducted using 

software designed in National Instruments LabVIEW [170], to interface with the PEAK 

NDT array controller. Data was saved in a HDF5 Multi-Frame Matrix Capture (MFMC) 

file format [171], and subsequently processed in MATLAB-based imaging software 

[172].  
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Table 3.1: FMC acquisition parameters 

 Unit Value 

PRF kHz 1 

Sample Frequency MHz 25 

Excitation V 200 

Gain dB 60 

Time Window μs 64 - 224 

3.2.2. Mode Selection 

Six imaging modes were chosen with a mix of mode converted and non-mode converted 

imaging modes, to allow an understanding of the imaging performance of various modes 

in both pulse-echo and through-transmission views. 

Six pulse-echo modes were selected, including the direct longitudinal mode (L-L) and 

five self-tandem modes. For through-transmission imaging, only the direct longitudinal 

mode was used. Of the eight possible self-tandem modes, these five were chosen to 

provide a variety of mode conversion and propagation angles. As the focus of this work 

is the enabling and improving of diffraction sensitivity to near-vertical defects, five of 

the six modes were chosen with a longitudinal mode incident or reflection/diffracted 

from a defect. A final shear self-tandem (TT-T mode) inspection was also selected to 

provide comparison to the standard shear self-tandem weld inspection technique. This is 

described visually in Figure 3.5. 
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Figure 3.5: Shear self tandem (TT-T) mode, showing skip off backwall on transmission and 

direct reception 

3.2.3. ToF Mapping 

To accurately extract the correct amplitude values at each pixel in the discretised image 

region, a ToF value must be calculated for each array element in the system, and for 

each image mode. The result is a four dimensional array, of size 𝑋 × 𝑍 × 𝑁𝑇 ×𝑀 , 

where 𝑋 and 𝑍 are the pixel counts along the x- and z-dimensions of the image domain, 

𝑁𝑇 is the total number of source elements in the system, and 𝑀 is the number of image 

modes selected. 

As introduced in Section 2.5.5, there are several path finding algorithms for ToF 

calculation for post-FMC acquisition processing. In this chapter, the MSFMM is used 

due to the flexibility and efficiency of the algorithm to use with parallel computing 

solutions [173]. 
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The output of the MSFMM algorithm is a numerical array containing a ToF map for 

each view - pulse-echo and through-transmission from each side - for every element pair, 

for each mode. The ToF values generated by a single execution of this algorithm need 

only be run once and can be used to produce TFM images for any number of FMC 

frames which posses the same geometric setup, given that material properties can be 

assumed to remain consistent across each frame. 

3.2.4. TFM Algorithm 

The algorithm for TFM imaging is largely unchanged from the standard algorithm when 

approaching the dual tandem method. However, what requires consideration are the 

DAFMC data and ToF values used to form the image. Views and modes are computed 

separately. For a DAFMC dataset, computed for three modes, the result is the formation 

of 12 individual TFM images. 

The view considered is defined by the element vectors 𝑁𝑡𝑥 and 𝑁𝑟𝑥. This assumes that 𝑁 

is a vector containing element numbers 1 to 𝑁𝑇, where 𝑁𝑇 is the total number of active 

elements within the system. In this case, two 64-element arrays are used, and as such 𝑁𝑇 

= 128. The element vector required for each view in this case is outlined in the following 

table. 
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Table 3.2: Element numbers for each dual-tandem view 

 Direction  Ntx  Nrx 

Pulse-Echo 
Left  1 - 64  1 - 64 

Right  65 - 128  65 - 128 

Through-

Transmission 

Left  1 - 64  65 - 128 

Right  65 - 128  1 - 64 

The TFM algorithm was processed on a Graphics Processing Unit (GPU) using the 

MATLAB GPU Coder [172, 174]. This creates optimised CUDA C++ code from a 

MATLAB function. This allowed imaging processing times to be reduced, with an 

average processing time of approximately one second per 120 mm x 30 mm (600 x 125 

pixel with 0.2 mm pixel resolution) TFM frame, using an NVIDIA Quadro T2000 

graphics card. 

3.2.5. Image Mixing 

To condense the number of images produced for analysis, views and modes can be 

mixed based on the information obtained to produce a single image. This is approached 

by first categorising images into three groups; (1) images which do not contribute to a 

defect response, (2) images which display a defect diffraction response, and (3) images 

which display a defect reflection response. In turn, two mixed images can be created: a 

diffraction response image 𝐼𝐷 and a reflection response image 𝐼𝑅.  

Diffraction effects across multiple images will be spatially consistent, so are suitable to 

mix by a product method. By taking the product of each pixel across multiple images, 

we can exploit this positional coherence, while suppressing incoherent noise regions. A 

clear indication of the defect height, by way of top and bottom tip indications, should 
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therefore be observed. This is achieved using the expression in (3.1) for 𝑁  images, 

where 𝐼𝑑 is a given TFM image which contributes to diffraction effects. 

 𝐼𝐷 = ∏𝐼𝑛
𝑑

𝑁

𝑛

 (3.1) 

Reflection indications, unlike diffraction effects, are not necessarily spatially consistent 

across multiple images. This is due to the non-negligible width (1.0 mm) of the notch, as 

shown in Figure 3.6. Therefore, a combined reflection image  R is defined as the pixel-

by-pixel sum of reflection contributing TFM images as defined in (3.2), for reflection 

contributing images 𝐼𝑟 . Similarly to the diffraction image, this should give us an 

indication of the width of the defect in the inspection plane. 

 𝐼𝑅 =∑𝐼𝑛
𝑟

𝑁

𝑛

 (3.2) 
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Figure 3.6: Demonstration of incoherent reflections from each LL-T pulse-echo view in sample 

NG2. This image is created by summing the left and right pulse-echo views, resulting in 

reflections from each side of the notch being visible. 

The result of this is two images, each theoretically displaying the extent of the defect in 

each dimension in the image plane. By adding the two mixed images, a mixed image 

which shows the full extent of the defect can be created. This final mixed image  T, 

defined in (3.3), is the sum of the two linearly normalised images for diffraction and 

reflection responses.  

 𝐼𝑇 = 𝐼�̂� + 𝐼�̂� (3.3) 

Normalisation to the maximum image pixel value before summation allows the relative 

amplitudes to be ignored, as diffraction effects are typically much lower in amplitude 

than reflected responses, and results in a superimposed image. 
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In this work, this process is done manually by observing each of the image modes and 

subsequently determining their relevant category. However, this requires prior 

knowledge of the defect location and geometry, as well as the human interpretation of 

images. As discussed in Section 2.5.6, there are several statistically informed methods 

proposed for data fusion which are not explored in this work.  

3.2.6. Image Sensitivity Calculations 

As discussed in Section 2.5.7.1, the sensitivity of a given TFM image is quantified by its 

Signal-to-Noise Ratio (SNR). This value is defined as the logarithmic ratio of maximum 

amplitude 𝐴𝑚𝑎𝑥(𝑰) and the Root Mean Square (RMS) of the noise level 𝐴𝑛𝑜𝑖𝑠𝑒(𝑰) of the 

image domain 𝑰, as expressed in (3.4) [128]. 

 𝑆𝑁𝑅 = 20    10 (
𝐴𝑚𝑎𝑥(𝑰)

√〈𝐴𝑛𝑜𝑖𝑠𝑒(𝑰)2〉
) (3.4) 

However, the generalisation of this value, by considering the maximum amplitude of the 

image, may not give an accurate reflection of the image sensitivity. For instance, 

artefacts such as wedge and backwall reflections may provide the highest amplitude and 

therefore falsify the apparent sensitivity of an image.  

In this work, where the position and extent of flaws are known well, the SNR value is 

calculated based upon a defined region around the flaw. The maximum image amplitude 

is replaced with the maximum amplitude defined within this region 𝒓 surrounding the 

known defect, ensuring that only defect indications are considered. Furthermore, the 

noise level can be defined in (3.5) as the RMS of the image noise solely excluding the 

defect indication 𝐴𝑛𝑜𝑖𝑠𝑒(𝑰𝒏), where 𝑰𝒏 = {𝑰𝒏 ∈ 𝑰, ~(𝑰𝒏 ∈ {𝒓})} . 
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 𝑆𝑁𝑅 = 20    10 (
𝐴𝑚𝑎𝑥(𝒓)

√〈𝐴𝑛𝑜𝑖𝑠𝑒(𝑰𝒏)2〉
) (3.5) 

This method will be used to quantify the relative sensitivity between images. To retain 

an accurate relative sensitivity, comparisons can only be made where the image domain 

and defect regions are of the same area and pixel resolution. 

3.3. Test Samples 

Three carbon steel samples were created to test the dual-tandem phased array setup, all 

with dimensions of 120 mm x 500 mm x 35 mm. These were designed to be 

representative of the thick section components used in the manufacture of pressure 

vessels. Each sample was cut from the same steel block, and as such consistent elastic 

properties were observed. The longitudinal velocity was determined to be 5940 ms-1 by 

considering backwall reflections through the sample z-thickness, with the shear velocity 

approximated at 3220 ms-1. 

Each sample contained one EDM notch of dimensions 5.0 mm by 1.0 mm machined 10 

mm into the sample face, along a mock narrow-groove weld face at a 2° rotation to the 

Z-axis, and placed at depths of 27.5 mm, 60.0 mm and 92.5 mm along the z-axis 

respectively, to positionally and geometrically represent expected LOSWF flaws 

throughout the full thickness of a narrow-groove weld. The three samples used in this 

work are shown in Figure 3.7, presented in the X-Z image plane. The details of the EDM 

notch defects in the samples are shown in Table 3.3, in terms of x-position, z-position 

and rotation, relative to the sample vertical. 
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Figure 3.7: EDM notches in carbon steel samples  

Table 3.3: Carbon steel samples defect positioning 

Ref. 

Name 

Defect 

X (mm) Z (mm) Θ (°) 

NG1 -7.9 27.5 2.0 

NG2 -6.8 60.0 2.0 

NG3 -5.6 92.5 2.0 

 

It should be noted that due to the 1.0 mm width of the notches used in this work, there 

will be a portion of energy reflected from the top surface. This is indistinguishable from 

diffraction, as the width of the notch is below a single wavelength. Ideally this would be 

around half of the wavelength to minimise the reflected components. However, 

machining limitations meant that 1.0 mm was the smallest notch width available. 

A photo showing sample NG2 is shown in Figure 3.8. This also demonstrates the two 

array and wedge system. 
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Figure 3.8: Sample NG2 with dual-array setup, showing EDM notch position 

3.4. Probe Centre Separation 

The separation between the centre of the two arrays, defined symmetrically at the centre 

of the weld, is a crucial consideration in terms of imaging sensitivity. A Probe Centre 

Separation (PCS) value must be carefully selected based upon a knowledge of the height 

of the weld sample, such that the full depth of the weld is covered by the array beam 

profiles. The PCS value is defined in this work as the centre-element spacing of the two 

arrays. Assuring this value enables adequate coverage ensures that only a single 

acquisition is necessary to observe potential flaws across the full weld height. A low 

PCS value will concentrate energy towards the sample surface, while reducing energy at 

the backwall. Conversely, a high PCS will reduce energy near the surface of the sample, 

as well as encourage energy loss with increased path lengths.   
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3.4.1. PCS Study 

A study to understand the sensitivity of images at different PCS values was conducted 

using the dual-tandem setup for each of the three mock narrow gap samples (NG1, NG2 

& NG3), to ensure PCS sensitivity across the full height of the weld could be considered. 

The sensitivity values obtained in this study were calculated using the method discussed 

in Section 3.2.6. Three PCS values were chosen, such that the longitudinal normal beam 

of the two arrays intersected at a depth of 1/3 (167 mm), 1/2 (238 mm) and 2/3 (314 mm) 

of the sample thickness. A TFM image was created for each PCS value, using the dual-

tandem FMC acquisition process discussed above. The sensitivity for each of the four 

‘views’ was calculated for the modes presented in section 2.2, for each of the three PCS 

values in each sample. 

The bar plot in Figure 3.9 shows the mean sensitivity at each PCS for each mode, for 

each of the four views. A PCS corresponding to a longitudinal crossover of 2/3 sample 

thickness, showed the highest sensitivity across each of the pulse-echo modes, except 

LL-T and right L-L. The 1/3 thickness PCS exhibited the highest sensitivity for through-

transmission. However, this was due to a strong reflection from the top of the lower 

notches, while exhibiting no diffraction effects. Therefore, it was decided that the ability 

to resolve diffractive effects – as part of the purpose of this work – was considered more 

valuable to this work. 

Based upon these findings and given that all samples used in this work had a height of 

120 mm, the 2/3 thickness PCS value of 314 mm was chosen to be the PCS value used 

throughout the remainder of the study. 
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Figure 3.9: PCS sensitivity study results for pulse-echo (left), pulse-echo (right) and through 

transmission 

3.4.2. PCS Error Study 

To understand the precision levels required for array positioning, a PCS sensitivity study 

was conducted with added artificial errors. This considered a single FMC frame with a 

PCS of 314 mm, by adding a PCS error during the ray-tracing process. The artificial 

error was incremented from -5 mm to +5 mm and applied to the true PCS value, with 

image sensitivity recorded for each view in each mock narrow-groove sample (NG1, 
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NG2 & NG3). This error was applied to the PCS value, while maintaining a consistent 

centre point, as shown in Figure 3.10. 

 

Figure 3.10: PCS values used to study PCS error 

As this is a linear offset, the error should not noticeably affect the synthetic focusing of 

pulse-echo views as this is dependent on a single array. Instead, this is expected to 

provide a positional error – shifting the defect position with respect to the ‘real’ position. 

Conversely, for the through-transmission views, focusing will be altered as the relative 

position of each array is considered in the delay law calculations. 

The results of this study can be found in Figure 3.11. It is clear that a positional error 

does affect the sensitivity of TFM images, and the effect is mode dependent. 
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Figure 3.11: PCS error effect on pulse-echo image sensitivity applied to 314 mm PCS 

This demonstrates that generally, the PCS does not affect the sensitivity more than ~3.0 

dB at what is considered an extreme PCS positional error in this study. However, as 

previously stated, the effect of this error creates a purely positional error in pulse-echo 

images - equal to the positional error of the wedge position relative to the PCS centre 

point - as focusing is unchanged. It is the through-transmission imaging that is likely to 

be impacted most by this error. 

A final sensitivity analysis was conducted to understand the effect of PCS error on 

through-transmission focusing in TFM images using the direct longitudinal mode, L-L. 

The results of this are shown in Figure 3.12.  

 
Figure 3.12: PCS error mean-view sensitivity study for L-L through-transmission images  
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It is clear from this study that, particularly at positive values, the sensitivity of through-

transmission images is heavily dependent on PCS error. This asymmetrical sensitivity 

trend may be due to the encroachment of the lateral wave further into the image due to a 

positive positional error. In any case, this underlines the importance of precise PCS 

measurements when considering through-transmission imaging.  

3.5. Imaging 

As previously discussed, mock narrow-groove samples NG1, NG2 & NG3 were 

designed to replicate LOSWF defects in a 2° narrow gap J-groove. These were placed at 

depths of 27.5 mm, 60 mm and 92.5 mm respectively, relative to the notch centre. This 

section will firstly present TFM images obtained from a standard shear wave inspection, 

and then images generated using the dual-tandem method, with a PCS of 314 mm.  

3.5.1. Shear Inspection 

To ensure a fair comparison and quantification of the improvement offered by the dual-

tandem method, a standard shear inspection was conducted. An Olympus 36.1° Rexolite 

shear wedge (SA32-N55S-IHC) was used to observe the performance of a typical 

ultrasonic inspection of each of the three-mock narrow-groove samples. The probe was 

positioned 100 mm from the sample centre, as a suitable trade-off between required 

beam steering and path length. 

A TFM image was obtained from each sample, using the self tandem shear mode TT-T. 

Figure 3.13(b) shows the TFM image of the sample containing a notch at half the sample 

thickness. There is a slight notch indication in this image, with relatively low sensitivity, 
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with the height of the notch not being accurately quantified. Figure 3.13(a) and(c), 

where notches are present at 27.5 mm and 92.5 mm depths respectively, provide no 

obvious notch indications. This demonstrates the lack of weld coverage available using 

this method. 

 
Figure 3.13: TFM images of mock narrow-groove samples using self-tandem shear (TT-T) 

pulse-echo inspection with a shear-transmission optimised wedge. 

3.5.2. Pulse-Echo 

The following section discusses the pulse-echo imaging results obtained using the 20° 

wedge discussed previously for transmission of both shear and longitudinal waves. 

Zoomed in versions of the images presented in this section can be found in Appendix A. 

Figure 3.14 shows the pulse-echo images from the left array, for each imaging mode in 

sample NG1. Two modes appear to show clear indications from the 27.5 mm deep 2° 

notch. The direct longitudinal mode L-L in Figure 3.14(a) displays the highest 
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sensitivity to the notch, however it appears distorted due to the steering required to reach 

the shallow depth, which results in loss of energy through refraction and sidelobes. 

Conversely, the longitudinal self-tandem mode LL-L in Figure 3.14(b) exhibits poor 

sensitivity relative to the L-L mode. However, the added backwall skip demands less 

extreme steering for focusing at the shallower depth, relative to the direct longitudinal 

mode. However, the LL-L mode has several artefacts which could be mistaken for 

additional defects, and as such is likely to return several false-positives if considered in 

isolation. This is likely ‘leakage’ of another mode indication – which is something that 

must be considered when analysing multi-mode TFM images. Additionally, relative to 

the L-L mode, the notch amplitude is low and is therefore difficult to distinguish when 

normalised in this manner. 

The remainder of the modes present no clear notch response, and as such exhibit low 

SNR values. Of these four in Figure 3.14(c-f), the TL-L mode is the only one which 

shows a slight indication, however this cannot be confidently resolved from surrounding 

artefacts without prior knowledge.  
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Figure 3.14: Sample NG1, 27.5 mm notch depth multi-mode pulse-echo TFM 

In sample NG2, where the notch is located at half the sample thickness, all modes 

provide a greater sensitivity to the notch relative to sample NG1, as seen in Figure 3.15. 

The LL-L mode in Figure 3.15(b) provides a high sensitivity indication of reflection 

from the notch, with no artefacts which could present a false-positive as seen with the 

shallow notch. The direct longitudinal mode L-L also exhibits top and bottom tip-

diffraction, which allows the extent of the defect height to be obtained through 

geometric sizing methods. In addition, the LT-L mode in Figure 3.15(d) provides tip 

diffraction, albeit with the poorest sensitivity. The remaining modes exhibit reflections 

from the notch face, with the LL-T mode providing the greatest sensitivity of the 

selected modes. Notably, the TT-T mode exhibits a higher SNR value than is seen in 

Figure 3.13(b), where a shear wedge is used, although again exhibits a lower amplitude 

when normalised across all modes. 
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Figure 3.15: Sample NG2, 60 mm notch depth multi-mode pulse-echo TFM 

Figure 3.16 demonstrates the sensitivity of each mode to the notch at 92.5 mm depth, in 

sample NG3. Again, the L-L and LT-L modes, in Figure 3.16(a) and (d), exhibit tip 

diffraction effects, with the direct mode showing the best sensitivity to these effects and 

the LT-L mode exhibiting low SNR. The shear mode TT-T provides the highest 

sensitivity to notch reflections observed across all samples, as seen in Figure 3.16(f).  

Furthermore, the LL-T and TL-L modes present additional second artefacts, which could 

be mistaken for a second notch and again risks a false-positive in isolation. This again 

highlights the caution required when considering multi-mode TFM. All but one (LT-L) 

of these modes provide a higher sensitivity value than the 16.1 dB value seen using the 

shear wedge in Figure 3.13(b), demonstrating the increased sensitivity to near-vertical 

defects obtained by using the optimised wedge angle. 
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Figure 3.16: Sample NG3, 92.5 mm notch depth multi-mode pulse-echo TFM 

The TFM images presented in this section have demonstrated the capability of pulse-

echo imaging for detection of near-vertical defects in a mock narrow gap sample, using 

multi-mode TFM. The sensitivity values of the images presented in this section are 

summarised in Table 3.4. Sensitivity has been shown to be greater for larger depths, 

where focusing requires less extreme beam steering. The shallow notch in sample NG1 

is only visible in the L-L and LL-L modes, with relatively low sensitivity when 

compared with notches in samples NG2 and NG3. The shear and longitudinal self-

tandem modes provide the best sensitivity at the deepest notch.  
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Table 3.4: Summary of pulse-echo image sensitivity for mock narrow-groove samples 

Sample 

Sensitivity (dB)  

L-L LL-L LL-T LT-L TL-L TT-T 
Shear 

Wedge 

NG1 15.3 12.5 < 6 <6 7.9 < 6 <6 

NG2 19.1 19.1 30.6 13.0 28.0 18.0 16.1 

NG3 19.2 29.8 13.8 11.2 24.9 34.8 <6 

 

3.5.3. Through-Transmission 

Considering the L-L mode in through-transmission in Figure 3.17, the lateral wave 

response is again observed. The dead zone due to this lateral wave masks the defect 

response from the shallow notch in NG1.  

The notch at half the sample thickness in Figure 3.17(b) displays a strong bottom tip-

diffraction. However, due to the directivity of the longitudinal beam, there is a large 

difference in amplitude between this and the top tip-diffraction response. In turn, the top 

tip exhibits an amplitude response 6.0 dB below the bottom tip. The peak-to-peak 

response displays a notch size of 6.0 mm, which oversized the notch by 1.0 mm.  

In Figure 3.17(c), the deepest defect at 92.5 mm depth exhibits both top and bottom tip 

diffraction responses, with a peak-to-peak size of 5.5 mm, oversizing the 5.0 mm notch 

by 0.5 mm. 
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Figure 3.17: Narrow-groove sample imaged at 314 mm PCS in through-transmission with mode 

L-L for samples (left) NG1, (middle) NG2 & (right) NG3 

3.5.4. Image Mixing 

Due to the large number of images produced using this method, interpretation can be 

arduous. In order to condense the acquired image information, an image mixing process 

is performed as discussed in section 2.4. 

For each of the mock narrow-groove samples, a mixed image was formed based on 

interpretation of images and their indication of diffraction and reflection responses from 

the EDM notches. Based upon this interpretation, it was determined that the L-L mode 

would form the fused diffraction image, by a pixel-by-pixel product of the pulse-echo 

and through-transmission images, as defined in (3.1). Furthermore, the pulse-echo 

images of modes LL-L, LL-T and TT-T were fused by pixel-by-pixel summation 

according to (3.2). The diffraction and reflection images were then normalised and 
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superimposed as defined in (3.3), to provide a single image. Figure 3.18 shows the 

resulting mixed images for each of the mock narrow-groove samples. It should be noted 

that, although these images are presented on a linear scale, they do not represent relative 

amplitude values - due to the superimposing of two normalised images. 

 
Figure 3.18: Image mixing in mock narrow gap samples (a) NG1, (b) NG2, and (c) NG3 using 

diffraction modes L-L, and reflection modes LL-L, LL-T & TT-T 

Nonetheless, in Figure 3.18 (b) and (c) - samples NG2 and NG3 - where the EDM notch 

is placed at a depth of 60 mm and 92.5 mm respectively, there is an indication of the 

geometric extent of the notch in both image axes.  
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3.6. Further Discussion 

3.6.1. Relative Amplitude 

To understand the relative amplitudes between each mode in the three-mock narrow-

groove samples in Section 3.3, both the maximum image amplitude and maximum notch 

amplitude were extracted. This allows the difference – if any between the maximum 

image amplitude and maximum notch response amplitude to be observed. If the image 

and notch amplitude values are equal, it can be reasoned that the notch response is the 

maximum amplitude response within the image. A difference in these values suggests 

that an artefact other than the notch dominates the image. 

Firstly, this was conducted for pulse-echo views only in samples NG1, NG2 and NG3 - 

the results of which are found in Figure 3.19. Each bar is notated with an ‘L’ or ‘R’ to 

indicate a left or right pulse-echo view. Each view has a maximum image value shown 

as the wider bar, which is the highest pixel value in the image as a whole. The maximum 

notch amplitude by the thinner bar, which quantifies the highest a pixel value 

corresponding to a notch indication. By normalising these values to the maximum 

amplitude value across all images, a relative comparison can be made. In this case, 

values are normalised to the maximum image value of the left TT-T pulse-echo image in 

sample NG3, and all other values are displayed as a percentage of this amplitude value.  

As the notch is offset from the centre of the sample to the left in this reference frame, 

there is a disparity in amplitude between left and right views, with the left pulse-echo 

view predominantly exhibiting higher notch response amplitudes. An inequality in the 
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maximum amplitude value extracted from the notch and from the image as a whole, 

suggests that artefacts with high amplitude relative to the notch response are present in 

the image.  

As observed in the TFM images in Figure 3.14, some modes in sample NG1 do not 

provide any notch indications, so the notch amplitude is zero. Considering samples NG2 

and NG3, with notch depths of 60mm and 92.5 mm respectively, modes L-L and TL-L 

provide the most consistent notch sensitivity. Despite providing the highest notch 

amplitude response, the disparity between left and right TT-T views is notable due to the 

offset position of the notch relative to the PCS centre. 

 
Figure 3.19: Relative amplitude study of mock narrow-groove pulse-echo TFM images. 

Amplitudes are normalised to the maximum amplitude (NG3 left pulse-echo), with maximum 

image and defect amplitudes shown. Left pulse-echo views are noted by ‘L’ and right pulse-echo 

views by ‘R’. 

The same study can be conducted to observe the relative amplitudes of L-L pulse-echo 

and L-L through-transmission images, shown in Figure 3.20. Again, the amplitude 

values are normalised to the same value as in Figure 3.19. 
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As discussed previously, the L-L through-transmission images in sample NG1 do not 

provide notch responses, as these are likely masked by the lateral wave. In the through-

transmission images of sample NG2 and NG3 shown in Figure 3.17, it is seen that the 

notch response is approximately 5.0 dB below the maximum image amplitude. This 

suggests that the lateral wave response is often double the amplitude of that of the notch, 

quantifying the difficulty in imaging shallow flaws near the lateral wave response.  

It is also noted that the maximum through-transmission image amplitude of sample NG1 

in Figure 3.17 is higher than that of the other two samples. As the notch response is 

masked by the lateral wave, this increase may be cause by the summation of the notch 

and amplitude responses, even though they cannot be individually resolved in imaging.  

The pulse-echo notch responses are higher in amplitude than through-transmission for 

samples NG2 & NG3 by an average of 8.8 dB for the right view and 11.0 dB for the left. 

This increase in relative amplitude for the left view is expected, as the notch is 

physically offset from the PCS centre in this direction, reducing the pulse-echo path 

relative to through-transmission.  
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Figure 3.20: Relative amplitude study of mock narrow-groove L-L TFM images. Amplitudes are 

normalised to the maximum amplitude (NG3 left pulse-echo TT-T), with maximum image and 

defect amplitudes shown. 

3.6.2. Notch Sizing 

Typically, when sizing LOSWF defects with a pulse-echo phased array inspection 

methods, amplitude drop methods are employed - typically 6 dB, 12 dB or 20 dB [175] . 

The 6 dB drop case works on the assumption that the maximum defect amplitude 

response drops to approximately 50% when the beam is focused on the very edge of the 

flaw. However, the accuracy of this method relies heavily on defect orientation and 

geometry, as an assumption of defect orthogonality to the ultrasonic beam must be made 

in this case of planar defects such as LOSWF.  

The advantage of using longitudinal modes, particularly for through-transmission 

imaging, is the ability to observe tip diffraction effects. This provides accurate sizing of 

a planar defect’s height, using the peak-to-peak distance between the top and bottom tips. 

As these indications are inherently caused at the extremities of a flaw, they provide more 

precise measurement capabilities than amplitude drop methods. 
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By utilising both the 6 dB amplitude drop method for reflective responses, and peak-to-

peak method for diffraction indications, a mean notch size across each pulse-echo view 

was obtained for each mode and sample. Figure 3.21 highlights the obtained notch 

height, with reference to the expected 5 mm height. 

As is clear from the pulse-echo images presented previously, only the L-L and LL-L 

modes provided a resolvable defect response from the shallow notch in sample NG1. 

The L-L mode did not provide an accurate size, due to the spread of the notch response. 

However, the LL-L mode provided a height close to the expected 5 mm using the 6 dB 

drop method.  

Considering the notch at half the sample thickness, in sample NG2, a notch height is 

determined for each mode. Modes L-L and LT-L provided tip-diffraction effects and 

gave a 6.9 mm and 6.5 mm peak-to-peak notch height respectively. The TT-T mode 6 

dB drop shows a 3.6 mm notch size. Despite having the lowest error of all modes in this 

sample, it is the only mode which under-sizes the notch. To ensure the safety of a 

scanned component, it is preferred to over-size rather than under-size flaws, and this 

result would therefore be a concern. The remaining modes, all using the 6 dB drop, 

oversize the notch height by at least 5 mm. Conversely, oversizing of a defect in this 

manner can be costly and can force unnecessary part rejection, or temporary operation 

shutdown. For this reason, it is important that defects can be accurately sized such that 

the appropriate action can be taken. 

Now considering the deepest notch, in sample NG3, sizing was able to be conducted 

using each mode. Of the three notch depths considered, this provided the most accurate 
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sizing across all modes. Again, modes L-L and LT-L provided tip diffraction indications, 

with the remaining modes showing reflections from the notch face. L-L and LT-L 

provided the most accurate notch height at 6.0 and 5.8 mm respectively. Modes LL-T 

and TT-T showed relatively accurate defect heights of 6.5 mm and 8.1 mm, with modes 

LL-L and TL-L greatly oversizing using the 6 dB drop method.  

 
Figure 3.21: Pulse-Echo sizing of notches in each mock narrow-groove sample. Peak-to-peak 

sizing method used for tip-diffraction indications, and 6 dB drop method for reflections.  

The same method can be applied to through-transmission imaging. In this case, only 

diffraction effects are seen, so the peak-to-peak sizing method is used. Furthermore, only 

the direct longitudinal mode L-L is considered for through-transmission imaging. 

It is initially obvious from Figure 3.22 that the sizing error using through-transmission is 

reduced relative to the sizing with pulse-echo. As discussed, the lateral wave masks the 

shallowest notch in sample NG1, therefore no defect response is present to allow sizing. 

Sample NG2 demonstrates a mean size across the through-transmission views of 6.1 mm. 

Furthermore, NG3 demonstrates a mean notch height of 5.0 mm. This follows the same 

pulse-echo trend for mode L-L, with increased sizing accuracy for deeper notches. 
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Figure 3.22: Through-Transmission sizing of notches in each mock narrow-groove sample using 

peak-to-peak sizing method using L-L mode 

This demonstrates the ability to size the notch height in both pulse-echo and through-

transmission imaging, with through-transmission improving the sizing error. However, 

due to the views available using this method, the width of the notch may in theory also 

be sized. By considering the image mixing discussed previously, there is an opportunity 

to size the notch in both imaging axes. However, as discussed, this requires a great deal 

of operator input, and is not feasible in this work due to tolerances associated with the 

PCS measurement. Work is required to produce mixed images seen in Figure 3.18 

programmatically, such that the size can be extracted without the inclusion of human 

error.  

In reality, defects such as LOSWF sized in this manner often have minimal width, so 

determining the width of the defect is not necessary. However, this method could be 

useful for other flaw types such as porosity and inclusions, to obtain a two-dimensional 

perception of the defect shape, without the requirement for amplitude drop methods. 

It is clear that the dual-tandem method provides advantages to traditional shear pulse-

echo in both detection and sizing of near-vertical defects in mock narrow-groove 
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samples. The inclusion of pulse-echo acquisition from both weld sides allows each weld 

bevel to be imaged with equal sensitivity. Furthermore, the inclusion of longitudinal 

through-transmission allows increased sensitivity to tip-diffraction effects. This has been 

shown to improve near-vertical notch sizing accuracy relative to pulse-echo methods. 

3.7. Conclusions 

Traditional phased array weld inspection is conducted using a single probe in shear 

mode. However, this has proven to be ineffective when detecting and imaging near-

vertical defects. In narrow-groove weld inspection, LOSWF defects present themselves 

along the bevel, at typically near-vertical angles. Furthermore, the thick-section nature 

of narrow-groove welding poses issues with increased attenuation and reduced full weld 

sensitivity. For this reason, the dual-tandem method is proposed to allow both pulse-

echo and through-transmission detection of such defects.  

An FMC acquisition and TFM imaging process which allows two pulse-echo and two 

through-transmission views to be obtained and imaged in a single scan. This was tested 

using three 120 mm thick carbon steel samples, with EDM notches placed in a position 

representative of a narrow-groove LOSWF defect at a varying sample depth. The 

resulting TFM images were found to show good sensitivity to near-vertical notches at 

various depths from reflection and diffraction effects. Through-transmission imaging 

provided accurate notch sizing of deeper defects with high-quality TFM images. The 

introduction of an image mixing algorithm allowed the full extent of the defect in the 

image plane to be observed at deeper notch depths.  



 

113 

 

Chapter 4 

In-Process Narrow Gap Inspection 

 

4.1. Introduction 

With an ultrasonic method demonstrated for the inspection of narrow gap weld 

geometries using a dual-array setup, the focus of this work was shifted to consider use 

for an in-process inspection environment. This introduces a number of challenges that 

are not normally encountered when approaching ultrasonic inspections. As discussed 

previously, standard ultrasonic welding procedures [23, 24] dictate that the NDT process 

should occur after the welding process is complete - giving sufficient time for cooling 

defects such as hydrogen cracking to form. The in-process inspection concept briefly 

discussed in Section 1.1 seeks to combine the welding and inspection processes, which 

introduces high temperatures, changes to microstructural behaviour, and complex weld 

geometries. 

By detecting defects as they are formed using a layer-by-layer inspection process, risk to 

schedule certainty from extensive defect rework is reduced. Defective areas can be 

reworked between weld passes without extensive excavation, and with minimal process 

disruption. This is demonstrated in Figure 4.1 for a hot-pass weld defect detected in a 
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narrow gap weld. In addition to process certainty, this vastly reduces the energy and 

consumable requirements to complete the weld, and ensures a right-first-time process. 

 

Figure 4.1: Rework required for a hot-pass defect detected with traditional cold inspection post-

welding (left) and in-process inspection (right) 

The advancement of in-process inspection techniques has seen an increase in the past 

decade. The use of liquid-filled high-temperature dry-coupled ultrasonic wheel probes 

have shown high performance in-process inspection of both V-groove welds and Wire + 

Arc Additive Manufacturing (WAAM) using traditional Phased Array Ultrasonic 

Testing (PAUT) methods [87, 89, 168]. These wheel probes have demonstrated heat 

tolerances to process temperatures of up to 350°C experienced in close proximity to the 

welding process. As a typical immersion array can withstand temperatures up to 60°C, 

thermally insulating materials and tight thermal management are vital to ensure 

reasonable operating conditions within the wheel probe. This has allowed continuous 

inspection of components during manufacture, as well as monitoring of hydrogen 

cracking post-weld for up to 96 hours [86]. In addition, this has been combined with a 
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robotic welding infrastructure to provide a combined automated in-process inspection 

and welding technique [176], ensuring the consistency of both processes. Ultrasonic data 

obtained in-process has also been used for real-time monitoring and adjustment of 

welding processes to actively prevent defects forming [177]. The ability to transmit 

ultrasound with a dry-coupling technique allows safe use during the welding process 

without contamination of the weld through liquid-coupling. However, this has not yet 

been demonstrated for narrow-groove weld geometries. 

The dual-tandem method discussed in the previous chapter has deployed advanced 

acquisition and image processing methods through the use of Full Matrix Capture (FMC) 

and the Multi-Mode Total Focusing Method (MM-TFM) [122, 131]. An advanced path 

finding algorithm has also been shown in Chapter 3 to compute the post-processing 

delay laws required for the extensive focussing of algorithms such as TFM and PCI with 

the dual-tandem method. The MSFMM allows the computation of travel times through 

non-homogenous and anisotropic materials, with low error and efficient output. The 

combination of the TFM algorithm with the MSFMM path finding method has often 

been termed ‘TFM+’ in previous publications [153, 156]. 

Thus far, the effectiveness of the dual-tandem phased array method has been 

demonstrated in mock narrow-groove samples containing near-vertical notches to 

simulate LOSWF defects - considered a ‘cold’ inspection of a completed weld. This 

Chapter will begin to explore the application of the dual-tandem method as an in-process 

narrow gap weld inspection technique.  
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Contrary to the controlled environment preferred for post-manufacture component 

inspection, an ultrasonic in-process inspection method must maintain detection 

performance in adverse conditions. Partially-filled weld geometries can introduce non-

defect reflections from the un-filled weld groove and uppermost pass weld cap, as well 

as requiring careful consideration of inspection setup at each weld pass. High 

temperature gradients can skew and shift ultrasound such that imaging is not properly 

focused unless compensated for. Other factors such as process interference, data transfer 

speeds and image processing optimisation also present added challenges. These 

problems complicate an inspection both mechanically and ultrasonically - complicating 

and limiting deployment if not addressed correctly.  

Key research has already been conducted to understand and address some of these issues 

faced during an in-process weld inspection. PAUT inspection of partial-weld geometries 

has shown  high-sensitivity of intentionally imbedded tungsten defects in V-groove 

welds [85]. Thermal compensation methods have been explored using advanced 

ultrasonic imaging methods, shown to improve defect localisation during high-

temperature inspection [154]. In the interest of reducing acquisition, transfer and 

processing times for real-time imaging, data reduction techniques such as single-bit PCI 

[143] and Plane-Wave Imaging (PWI) [132, 178] acquisition have been considered in 

the wider literature. 

This work will look to consider and demonstrate the effectiveness of the dual-tandem 

method for in-process narrow gap weld inspection, by considering the effect of partial 

weld geometries with steep bevels on mock LOSWF defects. 
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4.2. Experimental Procedure 

The dual-tandem phased array method has been shown to increase sensitivity and 

effectiveness of near vertical defects in mock narrow gap weld inspection [155]. By 

utilising a dual-array setup across the weld, a symmetrically uniform sensitivity of 

reflective phenomena at each weld side is achieved. Particularly when considering in-

process inspection, this reduces the need to conduct two individual scans on both weld 

sides. Furthermore, the ability to perform through-weld propagation can increase the 

sensitivity of the system to diffractive effects, allowing tip diffraction indications to be 

detected and accurate flaw sizing.  

Imaging using the dual-tandem method has been performed by using post-processing 

algorithms such as TFM on FMC acquisition data. The remainder of this section will 

briefly outline the software and hardware requirements of this method, as well as the 

acquisition and image processing algorithms used. 

4.2.1. FMC Acquisition 

The hardware used in this work required for FMC acquisition using the dual-tandem 

phased array method is outlined below. Two arrays with Rexolite wedges were used in 

conjunction with a PEAK-NDT phased array controller.  

• 2x: 5 MHz, 64-element Olympus A32 phased array probes (0.5 mm pitch) 

• 2x: 60LW Olympus A32 Rexolite wedge (20° wedge angle, 2330 ms-1 velocity) 

• PEAK-NDT MicroPulse 6 phased array controller (128/256 channel) 
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Subsequently, the DAFMC acquisition and imaging process outlined in the previous 

chapter were used, utilizing both pulse-echo and pitch-catch data in a single FMC frame. 

All data was collated and saved using a LabView [170] acquisition programme which 

interfaces with the PEAK-NDT array controller. FMC data was then saved in Multi-

Frame Matrix Capture (MFMC) [171] file format and processed using the MATLAB 

GUI described in Section 2.5.9. 

4.2.2. Time of Flight Calculation 

With the added complexity of the partial weld geometry, careful consideration is 

required when approaching Time-of-Flight (ToF) calculations required for the extensive 

focussing involved in post-processing imaging algorithms. To ensure ToF values that 

accurately represent the propagation of waves throughout the image domain, it is 

important that the weld geometry at a given pass is known, such that it can be considered 

in calculations. The extent to which this geometry is known will directly influence the 

quality of the image produced. However, during the welding process, the exact geometry 

of the weld cap cannot precisely be known without increasing the complexity and time 

of the inspection process – counter to the benefit of in-process inspection. From a Weld 

Procedure Specification (WPS), a pre-emptive approximation of the cap geometry can 

be made for each weld pass, and used to compensate the ToF values calculated for a 

given pass.  

In reality, the cap of a recently deposited weld pass is not uniform or flat, due to the 

weaving nature of the welding process. The geometry of this cap can be difficult to 
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accurately predict, and therefore is difficult to compensate for delay law calculations. 

Therefore, in this work a perfectly flat weld cap will be used, considering only the bevel 

geometry and filled weld height. 

For the work  in this chapter, the MSFMM is again used for this calculation for its 

flexibility for partial weld geometries. Figure 4.2 shows an uncompensated and 

geometrically compensated pulse-echo ToF map, for a 30 mm filled partial weld 

geometry in a 120 mm plate at a PCS value of 327.5 mm. It is clear that there are 

significant shifts in the ToF on the far weld side when compensating for the weld, as 

waves are prevented from crossing the air gap in the unfilled weld portion. 

 
Figure 4.2: Example of ToF compensation for a partial weld geometry, for pulse-echo L-L mode 

(a) compensated and (b) uncompensated for geometry, and for pulse-echo TT-T mode (c) 

compensated and (d) uncompensated for weld geometry 
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4.2.3. Imaging 

Imaging was done in the same manner as in the previous Chapter (see Section 3.2), with 

the addition of using the PCI algorithm. Again, this was done using GPU accelerated 

MATLAB code [172, 174] generated by the MATLAB GUI introduced in Section 2.5.9.  

4.2.4. Data Fusion 

As introduced in the previous chapter, data fusion is handled in terms of diffractive 𝐼𝐷 

and reflective 𝐼𝑅  images. Selected diffractive and reflective images are normalised 

individually, and summed together to create a final multi-mode mixed image 𝐼𝑇, given 

by the expression in (3.1). 

 𝐼𝑇 = 𝐼�̂� + 𝐼�̂� (4.1) 

Given the non-linear fusion of reflective and diffractive data, it is not possible to provide 

a sensible SNR value for fused images. Therefore, fused images will be presented 

without quantitative SNR analysis. 

The mixed image will be presented with different normalisation for TFM and PCI. The 

TFM mixed image is normalised to either the maximum pixel value in the image, or a 

common normalisation value for comparison of multiple images.  

For mixed PCI images, normalisation is set to the maximum coherence value. This value 

is the number of A-Scans used for a single image reconstruction, which in this case for a 

single PCI image using two 64-element arrays is 𝑁 = 16, 84. The maximum coherence 

for a mixed image 𝑁𝑚𝑖𝑥 is therefore given by (4.2), where 𝑀𝐷 and 𝑀𝑅 are the number of 
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diffraction and reflection modes used in the mixed image respectively. As the diffraction 

mixing considers all four views of the image, the number of images 𝑀𝐷used is 4 , 

similarly the number of reflection images 𝑀𝑅 is 2 as only the two pulse-echo views are 

considered. 

𝑁𝑚𝑖𝑥 = 4𝑁𝑀𝐷 + 2𝑀𝑅𝑁 (4.2) 

As a value of maximum coherence in a mixed image would require a pixel to exhibit 

maximum coherence across all images used, the resulting normalised mixed PCI image 

often exhibits low coherence, even if the coherence of individual images remains high. 

For this reason, mixed PCI images are presented on a reduced coherence colour scale in 

the range of 0% to 25% of the maximum coherence. 

4.3. Test Samples 

In order to test the dual-tandem method for in-process narrow gap weld inspection, a 

number of mock narrow gap geometries were created to replicate a partially-filled 

narrow groove. The samples themselves are 125.0 mm thick A36 mild carbon steel 

blocks, 500.0 mm in length and with a width of 30.0 mm - a thickness indicative of a 

thick section found in nuclear components. 

These were created to simulate a partial weld geometry at three stages of the welding 

process; with filled ‘weld’ heights of 104.0 mm, 70.0 mm and 37.5 mm. Figure 4.3 

shows the geometry of the three weld heights. The weld geometry attempted to mimic a 

4° inclusive narrow gap weld, with 2.0 mm root height and 5.0 mm radius. 
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Figure 4.3: Partially filled weld samples with weld fill of 104.0 mm, 70.0 mm and 37.5 mm. 

To simulate the existence of a LOSWF defects in these samples, notches created using 

Electrical Discharge Machining (EDM) were machined into the steel blocks. These were 

5.0 mm in height and 1.0 mm wide, rotated at 2° to match the bevel angle, and machined 

10.0 mm into the 30.0 mm block thickness. These were positioned such that the notch 

centre was approximately 7.5 mm below the partially filled weld cap on one side – the 

geometry of the three samples with EDM notches are pictured in Figure 4.4.  

 

Figure 4.4: EDM notch position and through-thickness depth in mock partial narrow gap 

samples 
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The samples will be referred to as Partial Narrow Gap (PNG) for the remainder of this 

work, with definitions outlined in Table 4.1. Six total samples were created, two for each 

weld fill height defined above. This consists of one defective sample containing an EDM 

notch, and a ‘clean’ sample for comparison purposes. 

Table 4.1: Sample labels and geometry 

Label Weld Fill Hight (mm) Notch Height (mm) 

PNG1 104.0 - 

PNG2 104.0 97.5 

PNG3 70.0 - 

PNG4 70.0 65.0 

PNG5 37.5 - 

PNG6 37.5 32.5 

It should be noted that effects observed in real in-process weld inspection cannot be 

modelled using these samples. One such effect is high temperature gradients, which can 

skew ultrasonic waves and cause defect positional errors. Additionally, microstructure 

effects seen by a Heat Affected Zone (HAZ) are not modelled. These samples aim to 

simulate the effects of a partial weld in ideal conditions, at a steady room temperature 

and with no HAZ effects. A photo of sample PNG4 with dual-tandem phased array setup 

is shown in Figure 4.5. 
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Figure 4.5: Sample PNG4 with dual-array setup, highlighting simulated 70.0 mm weld fill height 

and 65.0 mm EDM notch height. 

4.4. Adaptive PCS 

As demonstrated in the previous chapter, to maximise full weld thickness coverage, a 

‘full thickness’ PCS, where the longitudinal crossover of the two arrays is at a depth 

equal to 2/3 of the sample thickness is preferred. This is similar to standard inspection 

procedure for Time of Flight Diffraction (TOFD) techniques [111]. However, when 

considering an in-process inspection scenario with partial weld geometries, full 

thickness coverage is not necessarily desirable, as each pass can be inspected 

individually as deposited. Consequently, an adaptive inter-pass PCS can be employed, 

concentrating acoustic energy towards the current pass, with less importance given to 

formerly inspected and unfilled weld sections. The pre-defined full thickness PCS can 

then be used for a final full thickness cold inspection, required by ISO 17640:2018 [24]. 

This section will seek to provide a basic rule for an adaptive PCS, such that probe 

position can be determined for optimum weld coverage at a given weld fill height. 



 

125 

 

In order to ascertain a reference depth value for calculation of the PCS for a given weld 

pass, it is necessary to conduct a study using various calculation values. Similar to the 

full thickness PCS, a value can be calculated such that there is a longitudinal crossover 

at a given reference depth. This is based upon the filled weld portion, and will consider 

PCS values for longitudinal crossover points of 1/3, 1/2 and 2/3 relative to the top of the 

most recently deposited pass. Figure 4.6 shows an example of PCS defined as 1/3 of the 

filled weld in sample PNG5, at 372.3 mm.  

 

Figure 4.6: 1/3 filled weld longitudinal beam crossing for PCS calculations on sample PNG5 

This study was conducted for the three samples containing EDM notches; PNG2, PNG4 

and PNG6. 

Images were generated using the direct L-L mode as the diffractive mode and TL-T and 

TT-T as the reflective modes for each sample. These were chosen as the most suitable 

modes based upon analysis of the useful notch indications across all direct and self-

tandem image modes.  
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Figure 4.7 shows the defect responses, with amplitude normalised relative to the 

maximum defect response, and phase to the maximum coherence value. Both the L-L 

and TT-T mode amplitude responses decrease with increasing PCS. This is also true for 

the phase coherence of the TT-T mode, however the L-L coherence exhibits the greatest 

response at 1/2 PCS definition. However, the TL-T mode behaves differently with 

changing PCS. The amplitude at 1/2 PCS definition is greater than that of the other PCS 

values for both phase and amplitude – particularly amplitude. Solely, from this data, it is 

difficult to define an optimum PCS value for this sample, as it appears mode dependent. 

However, it could be argued that 2 of the three modes are optimum at the 1/3 PCS 

definition, despite the TL-T mode exhibiting a far greater amplitude at the 1/2 PCS 

definition. 

Figure 4.8 demonstrates the same trend for modes L-L and TT-T in sample PNG4, with 

the exception of the L-L mode response exhibiting a maximum at the 1/2 fill PCS 

definition. However, the TL-T trend differs greatly, and falls in line with the TT-T 

modes – with decreasing amplitude and phase indications with increasing PCS. This 

suggests that the 1/3 PCS definition is the desirable PCS for this sample. 

Figure 4.9 also suggests that the 1/3 PCS fill definition provides the best defect response 

for sample PNG6. Both the direct L-L mode and TT-T mode drop in amplitude with 

increasing PCS suggesting that the 1/3 definition is optimum. However, the phase 

coherence remains consistent for both modes. The TL-T phase coherence also remains 

fairly steady across the differing PCS, but amplitude response drops. 
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Figure 4.7: Defect response amplitude and phase coherence for L-L and TL-T modes in PNG2 

mixed image 

 
Figure 4.8: Defect response amplitude and phase coherence for L-L and TT-T modes in PNG4 

mixed image 

 
Figure 4.9: Defect response amplitude and phase coherence for L-L and TT-T modes in PNG6 

mixed image 

It should be noted that differences in a defect response amplitude can be caused by 

coupling variations between frame capture. To eliminate this as a potential source of 

error, analysis of the amplitude response from the backwall of each frame using the 

direct shear T-T mode was conducted, allowing the amplitude variation due to coupling 
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to be quantified. Figure 4.10 shows the backwall response amplitude, normalised to the 

maximum response. The coupling variation has the potential to be a significant 

contributor to any differences in response between frames, given that the same excitation 

voltage and post-gain was used for each. It is clear that there is no significant (>3 dB) 

coupling deviation across each frame from the three samples, and therefore the trend in 

amplitude response in this PCS study is unlikely to be significantly impacted by 

coupling variation. 

 
Figure 4.10: Coupling variation analysis using backwall signal of T-T mode for each PCS in 

each sample 

A consistent PCS definition means that a lookup table can be generated, defining the 

PCS for any given plate thickness and weld fill height, as shown in Figure 4.11 (for 

thicknesses of 16 mm to 150 mm). 
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Figure 4.11: 1/3 weld fill PCS definition for varying plate thicknesses and fill heights 

This study was performed on modes selected quantitatively based on image performance. 

However, as further outlined in the Future Work section, the development of an 

algorithm to quantitatively calculate the optimum PCS and modes used at a given weld 

height would greatly benefit a method such as this. 

4.5. Imaging 

This section will present and analyse the TFM and PCI image performance when 

inspecting samples containing EDM notches (samples PNG2, PNG4 & PNG6). As 

described in Section 2.6, images are mixed by considering modes which contribute with 

diffractive and reflective responses. Furthermore, as concluded from the previous 

adaptive PCS study, a PCS definition of 1/3 of the weld fill height is used. A summary 

of both the diffractive and reflective modes used in each mixed TFM and PCI image, as 

well as the PCS used for each sample, is found in Table 4.2.  
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Table 4.2: Summary of mixed images from each notch sample 

Sample Diffractive Mode Reflective Modes PCS (mm) 

PNG2 L-L TL-T, TT-T 218.7 

PNG4 L-L TL-T, TT-T 297.2 

PNG6 L-L TL-T, TT-T 327.5 

 

4.5.1. Partial-Weld Imaging 

Mixed TFM and PCI images for samples PNG2, PNG4 and PNG6 were generated using 

the diffractive L-L mode and reflective TL-T and TT-T modes. The resulting images are 

found in Figure 4.12, with images from each sample across the rows and the TFM and 

PCI images on the left- and right-hand columns respectively as labelled. Both TFM and 

PCI images are shown in a linear colour scale, with TFM normalised to each image 

maximum, and PCI normalised to the maximum possible phase coherence – shown on a 

0% to 25% scale. The PCS values used to generate each image is as defined in Table 4.2. 

Figure 4.12(a) and (b) highlight the mixed image from the shallowest notch (97.5 mm 

from the backwall), simulating a LOSWF defect in the latter passes of the welding 

process. It is clear from both images that the notch can be resolved clearly. However, the 

PCI indicates a better contrast between noise and notch response. There is also little to 

no contribution from the weld geometry in both images. 

The images of notch placed at the centre of the weld (65 mm from the backwall) – 

around halfway through the welding process – shows similar characteristics to the notch 

92.5 mm from the backwall. Figure 4.12(c) and (d) both indicate the presence of the 

notch, however, the TFM lacks the ability to resolve the full body of the notch, and 

instead a top-tip diffraction indication dominates. Less clearly is the presence of the 
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bottom tip-diffraction. Measurement of the separation of these indications presents a 

notch height of 5.6 mm, which is accurate to within a millimetre of the true notch size. 

Conversely, the PCI image shows the full notch face, but the indication is spread over a 

larger area, suggesting a greater notch size.  

Additionally, significant reflections from the unfilled bevel can be seen at the top of 

these images. These encroach below the weld fill in the PCI image, but with a relatively 

low coherence value relative to the notch. Reflections in the TFM image also encroach 

below the weld fill, but again with an amplitude less than 50% that of the notch response. 

Finally, Figure 4.12(e) and (f) display images from the deepest notch (32.5 mm from the 

backwall). Again, clear notch responses are seen in both the TFM and PCI images. 

Again, responses from the weld geometry are also seen, which encroach below the weld 

fill in both images. However, like images from the previously discussed sample, the 

response is low relative to that of the notch response.  

The images of each individual mode and view used to generate these images can be 

found in Appendix B. 

It is therefore clear that using the method outlined in this work, simulated LOSWF can 

be clearly and accurately detected in mock partial narrow gap samples at various points 

in the welding process. 
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Figure 4.12: Mixed TFM and PCI images of simulated LOSWF in mock partial narrow-groove 

samples using 1/3 weld fill PCS definition 
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4.5.2. Weld Geometry Reflections 

The images presented in the previous section display minimal geometric responses, with 

arguably little or no impact on the resolution of the notch. However, it is important to 

understand the impact of geometric indications so as to avoid occurrences of defect 

masking or false positives. Reflective responses from the weld geometry will likely 

cause minimal disruption to the inspection integrity, as they appear along the unfilled 

bevel. The problematic response would be diffractive in nature, emanating from the 

corners of the partial weld cap. To understand this, diffractive responses from both the 

weld geometry and the notch were compared. Amplitude values were obtained using the 

direct longitudinal mode (L-L), as this elicited the greatest diffractive effects from both 

the weld geometry and notch defect.  

The geometric response amplitude for the three weld heights presented in this study 

were obtained by inspection of samples PNG1, PNG3 and PNG5. As no notch was 

present in these samples, responses seen around the partial weld cap must be from the 

geometry itself. The greatest responses were observed at the corners of the partial weld 

cap in pulse-echo views. The amplitude of notch tip-diffraction effects were observed in 

samples PNG2, PNG4 and PNG6. 

Figure 4.13 shows the amplitude comparison, linearly normalised to the maximum 

observed amplitude. It is clear in each sample that the notch response is greater than the 

weld geometry response in each sample, with an average notch-to-weld response ratio of 

6.5 dB. 
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Figure 4.13: Diffractive response amplitude from the weld geometry and notch tips in each mock 

partial narrow gap sample 

It should be noted that the samples presented in this case are considered ‘worst-case’ in 

terms of weld geometry, as the unfilled weld corners are machined at a right-angles. In 

reality, the partial weld cap corners will not be as ‘sharp’, due to the behaviour of the 

liquid weld pool during solidification. It can therefore be hypothesised that for a real-

weld geometry, the notch-to-weld response ratio will be greater. An exaggerated 

schematic of a less sharp weld cap can be seen in Figure 4.14. 

 

Figure 4.14: Exaggerated weld cap of partially filled geometry 
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4.5.3. Mode-Converted Diffraction 

Mode-converted through-transmission imaging has been investigated for TOFD 

techniques for improved dead-zone imaging [113, 114]. This considers direct modes 

with mode-conversion (either L-T or T-L). The advantage of this for TOFD is that the 

low-velocity of the shear leg increases the time between the lateral wave and diffracted 

wave – reducing dead zones typically seen with traditional TOFD.  

This same method can be applied to the pitch-catch imaging of the dual-tandem method. 

In full-depth cold scans, this would have the same effect of reducing the lateral wave 

dead zone associated with TOFD [155]. However, the technique can also be applied to 

partial weld geometries, by increasing the time between diffracted waves and weld 

reflections. The main issue with this approach is the ‘leaking’ of other mode converted 

signals into the image, which can introduce the possibility of false-positive defect 

reports.  

Figure 4.15(a) shows the standard L-L pitch-catch image, showing top and bottom tip-

diffraction of the EDM notch. Figure 4.15(b) and (c) show the mode converted 

diffracted signals – L-T and T-L respectively. Although relatively lower in amplitude 

than the L-L mode, tip-diffraction can also be clearly seen. Additionally, geometric 

reflections from the partial weld also appear to be reduced. However, a significant 

number of additional responses are present in the images, in turn creating potential dead 

zones. This may not be an issue when considering in-process inspection, given that the 

dead zone does not interfere with the current pass being inspected.  
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Figure 4.15: Pitch-catch TFM images for sample PNG4 using mode (a) L-L, (b) L-T and (c) T-L 

The possible advantage of using mode-converted waves for pitch-catch imaging is 

therefore clear, and would merit consideration for future work in this field.  

4.6. Conclusion 

The ability to detect and correct defects during the welding process suggests obvious 

benefits to manufacturing costs and efficiency, particularly for thick-section welding 

techniques such as narrow gap. However, geometrical reflections observed from partial 

weld geometries have the potential to mask or provide false-positive defects. A dual-

tandem phased array inspection method has been shown to provide good LOSWF 

detection sensitivity for partial weld geometries. 

A PCS study based on amplitude and phase coherence has provided an inspection plan 

to maximise inspection sensitivity as the weld is filled, with good defect detection 
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sensitivity for weld passes across the full weld thickness. This is achieved using a dual-

aperture FMC acquisition method, in addition to an adaptive path-finding delay law 

calculation algorithm to compensate for the partial weld geometry. This has been shown 

with advanced offline image processing algorithms such as TFM and PCI, coupled with 

multi-mode image mixing techniques, to precisely and clearly detect LOSWF type 

defects in a partial weld geometry. 
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Chapter 5 

Single-Bit Coded Excitation for 

Lightweight Ultrasonic Imaging 

 

5.1. Introduction  

Despite the advantages to image quality provided by FMC and subsequent post-

processing techniques, there is a subsequent negative effect on both data transfer rates 

and processing times relative to traditional phased array methods. This is further 

exacerbated when considering multi-array systems, such as the dual tandem method 

discussed previously in this thesis. Therefore, the streamlining and compression of data 

is an issue that must be addressed when considering real-world applications of advanced 

imaging algorithms utilising FMC datasets.  

The NDT process can be performed at various stages of a component’s lifecycle – from 

in-process inspection during heavy pipe welding [86, 179], to resin monitoring during 

epoxy curing in composite materials [180]. This is vital for critical components in 

nuclear, petrochemical and renewable fields, with inspections performed regularly to 

ensure component integrity, and requiring the streaming and real-time processing of 

large datasets. This can be costly in terms of both the hardware and computational power 
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required to generate images in real-time. Additionally, inspection data is often required 

to be retained for several decades to allow for lifetime monitoring and analysis of 

structural health. It is often impractical to store such large quantities of raw FMC data, 

and only processed images are saved, which limits future data analysis. These standards 

are often dictated by independent regulators, such as the Office for Nuclear Regulation 

(ONR) in the UK.  

There is a clear benefit to compressing stored data to the point where information can be 

as comprehensively analysed in the future as at the time of inspection, while limiting 

storage space. Numerous methods have been proposed to achieve this for ultrasonic 

inspection, such as leveraging the reciprocity of the FMC dataset to nearly halve the data 

required to be collected [181, 182], termed Half Matrix Capture. Other signal processing 

techniques such as Compressive Sensing [183] have been shown across a number of 

fields for data compression, and applied to ultrasonic testing data [184]. The use of 

sparse phased arrays [185, 186] seeks to minimise the volume of data acquired while 

maximising information obtained through selective element firing. This has been shown 

to be effective for 2-dimensional arrays [187], where both acquisition times and 

processed data can be large. However, this is often at the cost of image resolution and 

the creation of grating lobes. Other notable compression techniques include parameter 

extraction [188, 189] and domain transformation [190]. 

However, it may be the rise in popularity of phase-based imaging that lends the simplest 

solution to ultrasonic data compression – namely PCI imaging using the Sign Coherence 

Factor (SCF). As this algorithm considers only the sign of each sampled time point, 
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rather than the phase itself, binary quantisation of data is possible. In turn data storage 

can be reduced to a single-bit per time-sampled point [143]. In turn, reduced hardware 

requirements and faster processing are possible, as well as limiting transfer rates and the 

volume of data required to be stored. 

A further challenge observed when considering inspections using FMC acquisition is the 

low energy transmission relative to other phased array methods. This challenge is 

intensified in scattering or layered material inspection conducted in NDT applications – 

for example, in austenitic metal alloys [191]. Despite advantages in post-processing 

focusing ability, FMC acquisition can often result in low SNR for an individual time 

signal as only a single element is fired at any one time. This is particularly exaggerated 

at high element count and low pitch arrays required to provide useful focusing in post-

processing. Particularly when attempting acquisition for the purpose of PCI, this can 

significantly hinder imaging performance as low-amplitude responses may not be 

distinguishable from the noise floor, reducing the accuracy of phase coherence 

calculations. This issue may be further exacerbated when extended to attenuating 

materials or inspections involving large ultrasound travel times.  

Typically, increasing the dynamic range of an ultrasonic system will result in greater 

signal resolution, and as such there have been numerous attempts to developed methods 

for improving the dynamic range of ultrasound acquisition. One such method is the 

simple averaging of several consecutive ultrasonic signals which can increase the 

dynamic range by up to  𝑁 dB for every 2𝑁 averages, for an integer 𝑁. Additionally, 

coded excitation has been shown to improve ultrasound SNR by over 20 dB through 
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increasing the average power of a transmitted waveform [192-194]. Despite seeing 

limited deployment in NDT, it has been shown that by implementing orthogonal Golay-

based coded excitation, the dynamic range of TFM imaging in steel can be maintained 

through dry coupled media without compromise to range resolution or acquisition time 

[195].  

It is clear that both PCI and coded excitation have individually demonstrated unique 

advantages when approaching advanced ultrasonic imaging techniques. However, these 

have not yet been implemented together. This work will show that there are a number of 

benefits attainable by combining these methods. 

Firstly, implementing both PCI and coded excitation techniques indicates the potential 

for data size reduction, by combining the single-bit nature of PCI with the pulse 

compression techniques of coded excitation. Additionally, work by Isla and Cegla [196] 

has previously demonstrated higher data rates and throughput using binary receive data 

with coded excitation. If stored before pulse compression, data can be stored compactly 

with single-bit precision, with the possibility of high frame rate and low latency imaging.   

Furthermore, hardware simplification is possible, firstly due to SNR gains offered by 

coded excitation, allowing dynamic range to be preserved at low voltages and removing 

the requirement for high-voltage pulsers. The use of Analogue-to-Digital Converters 

(ADCs) can be replaced by simplified hardware suitable for single-bit digitisation, such 

as comparators.  
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This work will show that through single-bit digitisation of FMC data using coded 

excitation, PCI images of notch tip-diffraction using phase coherence can be generated 

with high SNR. Additionally, it will be shown that pulse compression of the single-bit 

coded excitation signals provides sufficient resolution to generate amplitude TFM 

images with imaging performance comparable to those generated through standard 

single-cycle acquisition. 

5.2. Coded Excitation 

The concept of coded excitation, first discussed at Bell Labs in the early 1950s [197], 

sought to improve radar range and accuracy through the use of frequency modulated 

pulses. Application of this technology achieved transmission outputs with orders of 

magnitude greater energy than traditional pulses, and without any increase to input 

power [198]. The use of pulse modulation was later applied to medical ultrasound to 

improve imaging performance [199], and finally to wider ultrasonic phased array use 

[194]. Nowadays, coded excitation is a term given to a range of pulse compression 

techniques used to improve the dynamic range of received ultrasonic signals.  

Stemming from increasing use within the medical diagnostic imaging field, the first use 

of coded excitation in NDT was to increase the sensitivity of flaw detection using 

immersion transducers in pitch-catch configuration [200]. Since, coded excitation has 

been exploited for many practical NDT applications, including air coupled ultrasonic 

transducers [201, 202], ultrasonic inspection of carbon fibre polymers [203] and 

attenuating materials [204], guided waves [205], and thermography [206]. Many 
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modulation techniques have been presented and discussed for these applications, 

including chirps [207, 208], Barker and Golay [209, 210] code excitation.  

Coded excitation involves the transmission of a long coded pulse, from which a coded 

received signal is obtained. The peak transmission power remains constant, but the 

average transmission power is increased with the longer pulse relative to single cycle 

transmissions. Using pulse compression techniques, the received signal is decoded, 

resulting in a higher SNR and resolution signal.  

This work will focus on the use of complementary Golay series for pulse modulation 

[211]. Unlike the majority of pulse compression techniques, excitation using 

complementary Golay pairs can supresses the formation of sidelobes. Golay pairs can be 

generated using a recursive algorithm [212], resulting in sequences of 2𝑁 cycles, where 

𝑁 is an integer number. Furthermore, the ability to perform pulse compression using 

binary excitations can provide benefits in simplified pulse generation architecture design, 

contrary to other coded excitation methods which require high level pulsers. An example 

of a 2𝑁=2 cycle Golay pair is shown in Figure 5.1. 

 

Figure 5.1: Example of 4 cycle complimentary Golay pair 

To implement Golay excitation with an FMC acquisition, a traditional single 

transmission pulse is replaced with two subsequent transmissions, taking the form of 



 

144 

 

each Golay pair, 𝑇𝑥1 and 𝑇𝑥2. The overall transmission number is therefore doubled, 

and in turn so too the number of received signals. 

It is the similar yet inverse nature of these waveforms that together allow sidelobe 

suppression to be achieved. This can be demonstrated by considering the correlation of 

each transmission waveform with their matched filters 𝑅𝑥1 and 𝑅𝑥2. The autocorrelation 

functions obtained from each waveform can then be summed, with constructive addition 

of the main lobe, and cancellation of sidelobes. The result is a compressed waveform 

𝑅𝑥𝑃 with reduced peak sidelobe level. This process is shown visually in Figure 5.2. 

 

Figure 5.2: Demonstration of sidelobe suppression by the sum of two complimentary Golay 

functions, resulting in a single main lobe 

In reality, the matched filters are replaced by the received time-trace, and a compressed 

time signal 𝑅𝑥𝑃 is obtained. This process is conducted for each pair collected during the 

FMC acquisition, resulting in a compressed dataset. The expression for processing a 

single pair is given in (5.1) 

The SNR improvement using this method is two-fold; a 3 dB improvement is observed 

from the averaging of two time signals, with a further 3 dB increase for each increment 

 𝑅𝑥𝑃 = (𝑇𝑥1 ∗ 𝑅𝑥1) + (𝑇𝑥2 ∗ 𝑅𝑥2) (5.1) 
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of 𝑁  [213]. The SNR improvement expected from an 𝑁-cycle Golay transmission is 

given as the expression in (5.2) [195].  

Although the number of transmission events is doubled, the net acquisition time can 

remain unchanged by selecting mutually orthogonal Golay pairs. This allows two 

waveforms to be transmitted simultaneously without interference, allowing them to be 

separated during pulse compression [195, 210, 214].  

One drawback of pulse modulation arises when considering large cycle numbers, which 

increases the dead zone directly after transmission. The length of this dead zone is 

proportional to the number of cycles used, and can prevent detection of near-source 

reflectors. However, in most NDT applications, immersion or acoustic wedge delay lines 

are used to introduce a stand-off between the array and inspected specimen. This 

provides an effective time delay medium such that the dead zone does not impact the 

desired inspection area.  

PCI, as discussed in Section 2.5.3 of this thesis, is a phase-based imaging technique 

which can consider only the sign of a received signal. The binary nature of the wavelet 

sign suggests that the effects of attenuation can be removed for shallow defects, given 

that the signal can be distinguished from the noise floor. For signals with larger travel 

times, there will come a critical point where the noise dominates the wavelet and the 

sign is no longer consistent, reducing the coherence of phase across the dataset. 

 ∆𝑆𝑁𝑅 =  (𝑁 + 1) 𝑑𝐵 (5.2) 
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Therefore, the phase coherence of a signal should remain independent of attenuation, 

such that it occurs before a ‘cut-off’ point where the signal falls beneath the noise floor.  

Each sample point can be sufficiently stored as a single-bit digit by conversion to sign in 

hardware, greatly reducing the amount of data required to be transferred and processed 

[143]. Applying this process in acquisition hardware would remove the requirement of 

high-resolution ADCs to obtain a digital signal. Instead, these could be replaced by a 

simple comparator - reducing the complexity, size and cost of necessary array 

controllers. Similarly to the method described above for software processing, the 

comparator compares an input voltage 𝑉𝐼𝑛 to a reference voltage 𝑉𝑅𝑒𝑓. Depending on the 

polarity of the input relative to this reference, either a positive or negative saturation 

voltage 𝑉𝑆𝑎𝑡  is applied to the output. The result is a binary signal with minimal 

processing which can be used for PCI imaging. 

One important practical consideration for this hardware implementation is the presence 

of a DC offset. This can offset the polarity of single-bit data and lead to incorrect sign 

values. If the DC offset is larger than the noise level, the ability to determine noise by 

the summation of phase values is removed, as they will constructively sum to a 

perceived large coherence. It is therefore imperative that the DC offset is removed from 

the analogue signal prior to digitisation by the comparator.  

5.3. Experimental Procedure 

In order to perform and collect coded excitation data, a tri-level excitation capable 

phased array controller (FIToolbox® from Diagnostic Sonar Ltd., Livingston, UK [215]) 
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was used. This allowed controlled excitation of a 5 MHz 64-element linear phased array 

(Olympus 5L64-A32) with a 60% fractional bandwidth. 

Data acquisition using the FIToolbox® array controller was performed using a LabView 

[170] interface, allowing manipulation of ultrasonic controls including the excitation 

waveform required for coded excitation.  

Received data was sampled at 50 MHz, and digitised  through a 12-bit ADC. This was 

then interpolated to 16-bit for ease of writing to and reading from file, with single-bit 

digitisation performed in post-processing software. This allowed for direct comparison 

of conventional data bit-depth and single-bit using the same dataset, with quantisation 

done in software rather than hardware. This was under the assumption that quantisation 

in post-processing would produce the same binary signal as would be acquired through 

hardware quantisation.  

Data processing, including pulse compression and imaging, was conducted in MATLAB 

(The MathWorks Ltd., Natick. Massachusetts) 2023a, and accelerated with parallel CPU 

and GPU processing toolkits [172-174].  

The test piece used in this work was designed to simulate an inspection where the use of 

single-bit PCI with coded excitation could be applied. PCI has been shown to increase 

detection and sizing capabilities of crack-tip diffraction [139], and so imaging of tip 

diffraction was determined to be a suitable benchmark to test this work. Furthermore, to 

ensure that dead zones associated with Golay transmission did not inadvertently hinder 
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imaging at higher cycle numbers, the defect should be placed sufficiently far from the 

array position.  

A 5.0 x 1.0 mm notch was placed in a 125.0 x 500.0 x 300.0 mm 1018 steel block, in 

order to mimic a planar defect. This was positioned 27.5 mm from the backwall, relative 

to the centre of the notch. The array was placed at a horizontal offset of 55.0 mm from 

the centre of the notch, as shown in Figure 5.3. Data from both standard single-cycle 

excitation, as well as Golay excitation utilising 2 to 128 cycles were acquired through an 

FMC acquisition process. Given the ToF from the array to the notch, the maximum 

number of cycles before the dead zone begins to enter the domain of the notch is 128 

cycles.  

 

Figure 5.3: Experimental setup for data collection, showing the offset of a phased array probe 

from a rectangular notch (left) and beam profile when the full aperture is focused at the notch 

centre (right) 



 

149 

 

5.4. Pulse Compression 

The Golay excitation waveform can be transmitted in a number of formats. Typical 

transmission is conducted by tri-level systems, which allows the transmission of pulses 

with a positive or negative polarity of 1, and zero. By considering a pulse width of 100% 

of the wavelength, such that a perfectly square pulse is considered, a single-bit 

transmission can be defined in single-bit format. 

As previously mentioned, data was digitised using a 12-bit ADC and stretched through 

interpolation to 16-bit for the purposes of saving the data to file. This was quantised 

digitally in post-processing software to obtain the single-bit format. As discussed, this is 

also possible to do with hardware alone, by digitising using a simple comparator as a 

single-bit ADC. 

Once FMC data is acquired using Golay excitation, each element-pair is associated with 

two receive signals 𝑅𝑥1and 𝑅𝑥2. Both the uncompressed and compressed receive data 

for a single element-pair is shown in Figure 5.4, using both 12-bit and single-bit data 

from the same original dataset. The compressed signal generated from the single-bit 

receiver quantisation retains much of the amplitude information seen in the 12-bit 

compressed signal, however it exhibits a longer dead zone. This is caused by the 

amplification of the element ‘ringdown’ during quantisation, and remains consistent 

until reaching the noise floor. For this reason, the bandwidth and dampening properties 

of the array are important to determine the size of this dead zone extension, regardless of 

Golay cycle number. 
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The single-bit correlation function measures the correlation in the phase of the excitation 

pulse and its received signal at each cycle in the transmission. High amplitude is seen 

when there is a strong phase match between the transmission cycles and reception, with 

low amplitude when there is little phase correlation, e.g. at points containing incoherent 

noise.  

Although the individual compressed A-Scans generated from single-bit quantisation 

exhibit poor SNR and no obvious defect indications themselves, they can still be used 

with delay-and-sum imaging algorithms such as TFM and PCI to generate an image of a 

reflector. Given that received reflector responses are coherent in phase across a given 

FMC dataset, random noise is suppressed as its phase is also random. This results in a 

SNR which is proportional to the number of A-Scans used in the imaging algorithm.  

 

Figure 5.4: Demonstration of pulse compression using 12-bit (left) and single-bit (right) receiver 

quantisation and receive signals from the same dataset. The raw signal is shown in grey, with the 

resulting compressed A-Scan highlighted in black. 

5.5. Compression SNR Analysis 

In order to understand the effect of quantising received data prior to pulse compression, 

the top tip diffraction response from the EDM notch was studied. SNR was calculated by 
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considering the maximum response from the backwall signal, with the noise calculated 

using the root-mean square. The noise region was considered from the point at which 

ring-down of the transducer had reached the noise floor, to before the backwall 

indication. 

For the 12-bit receiver quantisation, the resulting SNR of this response was 18.0 dB, 

with the single-bit receiver quantisation data producing 14.5 dB SNR. This reduction is 

expected, as the data bit-depth is significantly reduced.  

However, this suggests that despite a significant reduction in bit-depth of input data, 

from 212  to 21 , a large amount of data is retained and exploited during pulse 

compression – with unexpectedly low impact on processed time signal SNR. It appears 

that although the input received signal is binary in nature, data is still maintained across 

the pulse length. It can be theorised that increasing the number of cycles in transmission 

will increase the bit-depth of the processed data. 

This study was expanded by observing the SNR of the backwall response for varying 

numbers of Golay excitation cycles, using both 12-bit and single-bit inputs. 

Transmissions of Golay cycles from 2 to 128 were used, with a duty cycle of 100%, the 

results of which are graphically shown in Figure 5.5.  
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Figure 5.5: SNR Analysis of backwall indication utilising 12-bit and 1-bit receiver quantisation 

data with 100% duty cycle 

Theoretically, it is expected that with each doubling of cycle number, there should be a 3 

dB increase in SNR. This is explained by the root-sum square nature of the summation 

of two noise signals, which leads to a √2 reduction in noise and translates to a 3 dB SNR 

increase. 

The 12-bit receiver quantisation data follows this 3 dB trend up to and including the use 

of 32 cycles, after which the SNR plateaus. Interestingly, the single-bit receiver 

quantisation data does not follow this trend. Despite showing little SNR improvement at 

low cycle numbers, the SNR continues to rise with increasing cycle number.  

The plateau of this trend is likely due to an asymmetry between positive and negative 

transmission cycles of the complimentary Golay pair. Any asymmetry between positive 

and negative excitation pulses will lead to imperfect compression, and therefore reduced 

performance in the cancellation of sidelobes. It has been shown that this asymmetry can 

occur from the finite time required for the pulser to change the transmission polarity, 

termed ‘rise time’. These non-zero rise times are particularly applicable when 
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considering square pulses in this case [216]. It should be noted that pulse compression 

degradation of Golay code has also been attributed to the generation of noise due to 

inadequate quantisation of received signals [217], signal aliasing and doppler effects of 

large scanning speeds [216], as well as nonlinearities [218], which should not impact 

pulse compression integrity in this work. 

It is likely that once the SNR is sufficiently high, this degradation begins to dominate the 

noise level and prevents further SNR improvement. However, when considering 

compression using single-bit inputs, only asymmetric polarity is considered, which has 

less of an effect on compression degradation as the square wave is more closely 

preserved in reception. Therefore, the SNR continues to improve with increasing cycle 

numbers. 

Considering the same study, instead with a 71% duty cycle, we observe the trend seen in 

Figure 5.6. The SNR no longer plateaus at higher cycle frequencies for the 12-bit 

receiver quantisation, and the 3 dB SNR increase is approximately observed. There is a 

mean 4.0 dB difference in SNR value between the 12-bit and single-bit receiver 

quantisation across this trend.  

The 100% duty cycle assumes the pulser switches polarity across a single sample point. 

However, physically this is not the case and therefore leads to a breakdown during pulse 

compression. The 71% duty cycle attempts to align with the natural cycle of the pulser, 

and follows the desired input signal resulting in lesser pulse degradation.  
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Figure 5.6: SNR Analysis of backwall indication utilising 12-bit and 1-bit receiver quantisation 

data with 71% duty cycle 

Furthermore, the pulser may not be able to provide a consistent voltage at high cycle 

numbers, with the power depleting over the pulse time. The ‘on’ time of the pulser for 

the 100% duty cycle is greater, and therefore this effect may be of higher significance 

and impact lower cycle numbers than that of the 71% cycle. 

Despite the loss of SNR when considering a single-bit receiver quantisation, a notable 

benefit is obtained through the reduction in data size. The use of Golay coded excitation 

doubles the data size due to the double firing requirement, however, there is a factor of 6 

reduction in memory usage when compressing data at single-bit from 12-bit. This 

suggests that processing and streaming data would improve in efficiency by a factor of 6. 

Particularly when considering the large number of frames acquired during component 

scanning, the memory saved by using single-bit data is sizeable. 

There is therefore a trade-off when approaching these methods. Reduced data sizes and 

processing times associated with single-bit acquisition introduces an SNR reduction. 
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However, for inspection cases where this approximate 4 dB reduction is acceptable, 

single-bit acquisition is preferable.  

This data reduction can be simply quantified. Considering 2000 FMC frames from a 64-

element probe, each containing 4096 time signals (double when considering Golay pairs) 

with 1000 sampled points each, there is an obvious 6-factor reduction in data size, as 

shown in Table 5.1. 

Table 5.1: Quantification of data size reduction using single-bit processing 

 12-bit 1-bit 

Excitation Single Coded Single Coded 

A-Scan Number 4096 8192 4096 8192 

Sampled Points 1000 1000 1000 1000 

Number of Frames 2000 2000 2000 2000 

Data Size (GB) 11.44 22.89 0.95 1.91 

It should be noted that this study was conducted using FMC data, and therefore single-

element firing. As such, the backwall indication is contained well within the dynamic 

range of the 12-bit ADC and just above the noise floor. This was done in order to 

ascertain the behaviour of coded excitation and single-bit digitisation techniques for this 

imaging case.  

5.6. Imaging  

5.6.1. PCI Imaging 

After pulse compression, the sign can be calculated and a PCI image processed as 

previously discussed. It should be clarified that due to the nature of the PCI algorithm, 
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all PCI images can be generated using single-bit data, as only the polarity is used for 

generation. 

In order to determine the effectiveness of imaging using single-bit Golay processing, a 

standard single cycle dataset is used as a benchmarking reference. The single cycle data 

was acquired with a transmission voltage of 80 V and 48 dB of gain in reception, such 

that the first backwall signal was unsaturated and fully contained within the dynamic 

range. 

A PCI image of the same 5.0 x 1.0 mm notch from sample specified in Figure 5.3 

formed from this data is shown on the left of Figure 5.7 from a single cycle transmission 

dataset. As is the case with all PCI images, the image is normalised to the maximum 

possible coherence, which in the case of a 64-element FMC dataset is 642 or 4096. Both 

the top and bottom tip diffraction indications are clearly seen, and demonstrates the 

ability of PCI to resolve diffuse reflectors. Sizing the notch from this image using the 

maximum value from each tip provides an accurate measurement of the extent of the 

notch in the depth axis. 

Now considering data obtained from a 16-cycle Golay transmission, a comparison 

between images generated using 12-bit and 1-bit pulse compression can be made. Again, 

acquisition was performed with an 80 V excitation and 48 dB gain. Figure 5.7 contains 

two PCI images, formed from a 12-bit (middle) and 1-bit (right) receiver quantisation 

respectively. The 12-bit receiver quantisation shows similar quality to the single cycle 

dataset, with both top and bottom tip diffraction well resolved, and the ability to size 
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accurately. The 1-bit receiver quantisation resolves the top tip well, however the bottom 

tip is not as prominent.  

 
Figure 5.7: PCI images processed from single cycle and 16-cycle Golay FMC datasets with 80 V 

excitation and 48 dB gain. Images from single-cycle 12-bit data (left), 16-cycle 12-bit data 

(middle) and 16-cycle 1-bit data (right) are shown. The SNR, API, Tx voltage and Rx gain are 

presented for each image. 

5.6.2. TFM Imaging 

Due to signal resolution recovered during pulse compression of binary inputs, it may be 

possible to perform amplitude-based imaging using TFM. As outlined in Section 2.5.2 of 

this thesis, TFM is an amplitude-based imaging method for post processing of FMC 

datasets.  

Firstly, a reference TFM image can be formed from the single cycle dataset, and is 

shown on the left of Figure 5.8. The noise measurement for SNR calculation was based 

upon the top-right area of each image, such that no notch or backwall indication was 

considered. The signal was measured to be the maximum value of the top-tip indication 

of the notch.     
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The image is linearly normalised to the top-tip indication amplitude, which has an SNR 

of 35.7 dB. The diffraction indication from the bottom tip of the notch is much lower in 

amplitude than the top, at around 9% relative amplitude. 

Now considering the 16-cycle Golay transmission data, with both 12- and 1-bit 

compression inputs, we can resolve the TFM images observed in Figure 5.8. The 12-bit 

receiver quantisation image shows similar image quality, with a bottom tip relative 

amplitude drop of ~93%. However, the TFM image observed from the single-bit 

receiver quantisation also shows similar quality. This shows that despite two single-bit 

inputs, information stored within the received signal’s sign can produce a sufficient 

resolution signal after pulse compression to image based on amplitude. The relative 

amplitude of the bottom tip in this image is 5.8%, not significantly less than the 12-bit 

receiver quantisation.  

The 12-bit input image exhibits an SNR of 39.5 dB, with the 1-bit input exhibiting a 

slightly lower SNR of 37.5 dB. It should also be noted that the 12-bit image contains 

reflections from the backwall in the bottom-left of the image. These are absent in the 

single-bit image, however this is likely due to the reduced sampling resolution, rather 

than an imaging improvement.  
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Figure 5.8: TFM images processed from single cycle and 16-cycle Golay FMC datasets with 80 

V excitation and 48 dB gain. Images from single-cycle 12-bit data (left), 16-cycle 12-bit data 

(middle) and 16-cycle 1-bit data (right) are shown. The SNR, API, Tx voltage and Rx gain are 

presented for each image. 

Given that these images were produced from the same raw dataset, no coupling or 

orientation variations can be contributed to the SNR difference. Therefore, the binary 

quantisation is the only parameter in the imaging process that could enact this change.  

5.6.3. Low Voltage Excitation 

The benefit of coded excitation in this case is the observed increase in dynamic range. It 

follows that a reduction in the transmission voltage should be possible without a 

dramatic reduction in SNR. Theoretically, for each halving of the input energy, an 

equivalent gain increase of 6 dB can be applied to counteract the energy drop, such that 

utilisation of the dynamic range remains constant. Therefore, for a reduction in 

excitation voltage to 10 V from 80 V, a gain of 66 dB should be applied. A dataset was 

acquired to this effect to observe the low voltage effects of single-bit pulse compression 

on PCI imaging.   
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Figure 5.9 shows the 12-bit and 1-bit receiver quantisation PCI images at low voltage 

excitation. The 12-bit image demonstrates a performance similar to the equivalent 80 V 

image, with both top and bottom tip diffraction resolved to within 12 dB of the 

maximum coherence value. Again, however, the single bit image fails to resolve the 

bottom tip to the same coherence, despite a clear top tip diffraction signal.  

 
Figure 5.9: PCI images processed from single cycle and 16-cycle Golay FMC datasets with 10 V 

excitation and 66 dB gain. Images from single-cycle 12-bit data (left), 16-cycle 12-bit data 

(middle) and 16-cycle 1-bit data (right) are shown. The SNR, API, Tx voltage and Rx gain are 

presented for each image. 

The drop in coherence of the bottom tip indication in the 1-bit receiver quantisation PCI 

image is likely due to the drop of the signal beneath the noise floor across a critical 

number of time signals within the FMC dataset. As discussed earlier, this results in the 

phase (or sign) of the indication becoming lost to the noise. 

In order to quantify these results, the SNR value of the top tip was measured in each PCI 

image, and presented visually in Figure 5.11 (top), and numerically in Table 5.2. Images 

produced through coded excitation exhibit slightly lower coherence overall, relative to 

the single cycle data. However, when comparing low input voltages to higher initial 

values, coded excitation exhibits little change in SNR for the 1-bit receiver quantisation. 
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The independence of gain selection on saturation means that low-amplitude signals can 

be resolved from the noise floor and their coherence preserved at low voltages.  

Additionally, the Array Performance Indicator (API) [122] quantifies the imaging 

performance based on the ability to resolve a point scatterer. A low API value indicates 

that the indication approaches a single point, while a larger API indicates spreading of 

the scatterer response. The dimensionless indicator considers both the wavelength of 

ultrasound in the medium 𝜆, and the area 𝐴−6𝑑𝐵 at which the point scatterer response is 

greater than -6dB. The relationship is shown in (5.3), and discussed in more detail in 

Section 2.5.7.2. 

This allows quantification of the imaging performance across both arrays and imaging 

algorithms, and relays the ability of the system to resolve a point scatterer, such as a tip 

diffraction indication from a notch. As observed in Table 5.2, the API is largely 

unaffected by input bit-depth, excitation voltage or gain when imaging using the PCI 

algorithm. 

The same can be applied to TFM imaging. Figure 5.10 shows the TFM images produced 

from the 12- and 1-bit receiver quantisation data for a 10 V excitation with 66 dB gain. 

There is little impact observed on both the relative amplitude and the SNR when 

comparing these images to their 80 V excitation equivalents. The 1-bit image exhibits 

the slightly lower SNR of 37.0 dB. 

 𝐴𝑃𝐼 =  
𝐴−6𝑑𝐵
𝜆2

 (5.3) 
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Figure 5.10: TFM images processed from single cycle and 16-cycle Golay FMC datasets with 10 

V excitation and 66 dB gain. Images from single-cycle 12-bit data (left), 16-cycle 12-bit data 

(middle) and 16-cycle 1-bit data (right) are shown. The SNR, API, Tx voltage and Rx gain are 

presented for each image. 

Again, the imaging performance can be quantified and is demonstrated in both Figure 

5.11 (bottom) and Table 5.2. It is clear that the 1-bit receiver quantisation images exhibit 

a close resemblance to the 12-bit receiver quantisation. Similarly to PCI imaging, the 

API remains unaffected by the TFM algorithm across each dataset. It is interesting to 

note that the TFM algorithm out-performs the PCI in this regard, with a consistently 

better API value. It is clear that the 12-bit receiver quantisation images SNR remains 

fairly consistent, with the 1-bit receiver quantisation SNR remaining higher, with a 

noticeable drop at low voltage and high gain. 
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Figure 5.11: SNR Analysis of notch indication in TFM image utilising 12-bit and 1-bit receiver 

quantisation. This is demonstrated for TFM (top) and PCI(bottom) for both high and low input 

voltages. 

 

Table 5.2: Quantitative performance of PCI & TFM imaging 

 Single Cycle 16-Cycle Golay 

 12-Bit 12-Bit 1-bit 

Tx (V) 80 10 80 10 80 10 

Rx (dB) 48 66 48 66 48 66 

PCI SNR 29.5 30.7 29.0 29.4 30.0 29.9 

PCI API 0.015 0.013 0.018 0.017 0.018 0.017 

TFM SNR 35.7 35.0 39.5 39.4 37.5 37.0 

TFM API 0.011 0.012 0.011 0.011 0.012 0.012 
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5.7. Conclusion 

This work has shown that the use of single-bit receive data for Golay coded excitation 

has enabled a new and efficient imaging system for data transfer, processing and storage, 

with little compromise to image quality. This has been demonstrated for both PCI and 

TFM algorithms through the use of FMC acquisition. The outcome of this work provides 

benefits in three key areas: 

• Data compression 

• Data transfer and processing rates 

• Hardware complexity  

The compression by use of single-bit receive data can prove beneficial across a number 

of industrial applications where regulations dictate the storage of historical data over 

several decades. This would reduce the volume of storage infrastructure required, 

limiting costs and space. Consequently, data accessibility is more efficient with a greater 

density of data accessible with the same read speeds. Energy efficiency is also improved 

with fewer physical storage devices to manage. 

In addition to the obvious compression benefits, improved imaging frame rates could be 

achieved by acceleration of pulse compression and imaging processing. The ability to 

recover a high resolution received signal from two single-bit inputs allows both PCI and 

TFM imaging to be performed. Currently, commercial use of TFM is hindered by 

limited frame rates and costly hardware acceleration required for real-time imaging such 

as GPUs [219] and FPGAs [220]. However, this lightweight method using coded 
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excitation could improve transfer and processing times and allow for a wider practical 

field of view. In addition, fast transfer and processing rates can enhance the sensor-based 

communication and automation propelled by NDE 4.0 [221]. 

The third benefit is the savings gained on hardware requirements. High voltage circuitry 

typically requires larger boards and are more discrete, increasing the hardware volume 

required relative to standard integrated Circuits (ICs). Additionally, this results in 

complex hardware requiring localised cooling and high voltage power supplies. By 

ensuring that transmission and reception operate within the same low voltage range with 

coded excitation, both the transmission and reception can be handled by the same IC, 

reducing complexity, board size and power consumption. Furthermore, low-voltage 

excitation enables the design of an “intrinsically safe” array controller, which could 

operate in otherwise unsafe conditions for current array controllers. Further benefits of a 

low voltage system include improvements to battery life, and lesser piezoelectric 

stresses – prolonging probe lifespan. Additionally, replacing the need for ADCs with 

simple comparators reduces both the hardware complexity and size. This further 

increases power efficiency, while reducing latency associated with digitising data with 

ADCs. 

The combination of these factors can provide the foundation for a handheld and 

intrinsically safe ultrasonic acquisition and imaging system, with manageable power 

consumption and battery life. The ability to perform high-quality imaging in challenging 

environments with a lightweight system could prove invaluable across many fields. 

Examples of this could include use in medical theatres for tissue monitoring during 
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operation, or by emergency medical services for on-site use. Industrially, applications 

can range from use in damp conditions experienced in offshore oil and gas inspection, or 

in renewable energy fields where a handheld device could improve inspection 

practicality.  

However, there are also a number of limitations associated with this work, the most 

obvious of which is the reduced resolution of stored data. This imposes a restriction on 

the scope of future data analysis outside the image generation outlined in this work. 

Furthermore, the use of coded excitation and necessary pulse compression introduces an 

additional step in the processing of data that must be considered when approaching real-

time applications.  

This work also assumes that an indication is distinguishable from noise. If this is not the 

case, such as in attenuating materials or when considering large travel paths, single-bit 

pulse compression may not be beneficial, particularly at low Tx voltages. Furthermore, a 

single imaging scenario is presented in this work, highlighting the imaging of tip 

diffraction from a rectangular notch. Future work in this area must consider multiple 

imaging scenarios, including probe positioning, reflector type, the inclusion of delay 

lines, and attenuating media. 

Future work to further explore a single-bit PCI and TFM imaging platform using coded 

excitation would require the design of an array controller with the capability to perform 

quantisation in-hardware. This would allow complications such as DC offsets and 

transfer rate improvements to be explored fully. 
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Chapter 6 

Summary 

 

6.1. Conclusions 

Current welding and inspection practices are not indicative of the technologically driven 

culture of the present and future. From both an economical and sustainability perspective, 

the adopted welding and inspection processes for many heavy manufacturing industries 

are underperforming due to factors including; large energy requirements, expensive 

labour costs, schedule uncertainty and process inconsistencies.  

An automated welding and in-process inspection system has been proposed as a solution 

to these downfalls, and forms the basis of the work presented in this thesis. This 

proposes a consistent automated sensor-driven welding process, leading to reduced 

rework and reheat costs, reliable component scheduling, assurance of component safety 

and overall improved manufacturing efficiency. Such a process not only epitomises the 

innovation encapsulated by NDT 4.0, but could revolutionise the way in which heavy 

welding manufacturing is done.  

However, a number of challenges stand in the way of implementation of in-process 

inspection. The first is the high-temperatures and temperature gradients experienced due 



 

168 

 

to close proximity to the weld. A further issue is the presence of geometric artefacts in 

ultrasonic data due to partial weld geometries.  

This thesis has sought to consider the application of in-process weld inspection to that of 

narrow gap welding. This weld geometry is typically used in high-integrity, thick-

section  components in the nuclear, oil and gas, and naval industries. Traditionally 

difficult to inspect ultrasonically, this presented additional challenges not applicable to 

typical weld geometries.  

Firstly, a new ultrasonic setup was required to ensure reliable detectability of defects in a 

narrow gap weld. The dual-tandem method was proposed and tested, consisting of two 

opposite-facing phased array probes. This allowed data acquisition of both pulse-echo 

(considered by most-all phased array inspection systems) and pitch-catch (typically 

considered by single-element inspection such as TOFD) datasets within a single 

acquisition sequence using FMC. This enabled advanced imaging algorithms and multi-

mode imaging considerations – increasing the likelihood of a defect being detected.  

The dual-tandem setup was tested on a range of mock narrow gap samples, with the aim 

to test the system based on the ability to detect a notch – representative of a typical 

LOSWF defect found in a narrow gap weld. The probe positioning was optimised based 

on sensitivity to the defect at various depths, and different imaging modes and views 

explored using TFM imaging. This demonstrated high sensitivity and detectability 

relative to a standard inspection, and demonstrated reasonable sizing capability.  
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This method was then considered for use in an in-process inspection environment. 

Building on work considering inspection at high temperature gradients using the 

MSFMM [154], the geometrical reflections observed of a partially-filled weld were 

considered. To do so, further mock narrow gap samples were designed to mimic welds 

at various stages of completion, again with added notches. An adaptive probe 

positioning system was designed to ensure optimum performance as a weld was filled. 

TFM and PCI imaging algorithms were used with MSFMM TOF calculations, allowing 

for geometric compensation. Reflections from the unfilled geometry were observed and 

quantified using the dual-tandem method, and the detectability of notches was 

determined to be dependent on careful mode choice. Notches could be separated from 

the geometry and showed a satisfactory relative amplitude using the dual-tandem 

method. 

However, despite the advantages shown by implementing the dual-tandem method for 

narrow gap weld inspection, the volume of data collected and processed was significant. 

Therefore, in order to move this method towards an in-process technique, data collection, 

processing time and stored data volume had to be improved.  

A number of data compression algorithms were considered, but the use of a single-bit 

acquisition system, optimised for PCI imaging, was explored. This would allow 

digitisation of ultrasonic data based on the sign of the received wave, as an 

approximation for its phase. It was found that by coupling this acquisition technique 

with Golay-based coded excitation techniques, pulse compression allowed amplitude 

data to be recovered from the single-bit data, allowing both PCI and TFM imaging. This 
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was shown to greatly reduce the volume of data required for transfer and processing. 

Furthermore, a low voltage, intrinsically safe ultrasonic imaging system with lightweight 

hardware was proposed. 

The culmination of the work in this thesis sets the foundations for a novel ultrasonic 

inspection system for narrow gap welds. Combined with the single-bit acquisition and 

coded excitation for data compression, the deployment of the dual-tandem technique as 

an in-process weld inspection system can improve the efficiency and reliability of 

manufacturing using narrow gap welds.  

6.2. Suggestions for Future Work 

In order to progress the work outlined in this thesis, future work should be focused on 

advancing the dual-tandem method from static, liquid coupled testing to robotic dry-

coupled in-process deployment using a high-temperature roller probe [86, 87]. To an 

extent this is underway, however a number of further challenges must be addressed. 

The future work proposed will be separated into three equally important sections; 

imaging performance, imaging efficiency and mechanical deployment.  

6.2.1. Imaging Performance 

The defect detection capability of a system is directly related to the imaging 

performance. Therefore, future development of the work in this thesis would benefit 

from research of methods which could enhance the ability of the system to detect and 

represent defects accurately.  
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Imaging performance could initially be aided by the development of a pre-inspection 

sensitivity mapping algorithm, allowing efficient mode and view selection, with 

optimisation of the FMC acquisition method. Currently in this work, this was done by 

human interpretation, but may be suited to the application of either statistical or machine 

learning methods. Removing the human element from this process would improve 

consistency across multiple scans, while removing the opportunity for qualitative human 

judgement to hinder the optimum performance of the system. 

Additionally, the inspection of challenging (coarse-grained and anisotropic) materials 

may be suited to the increased diffraction sensitivity offered by the dual-tandem method. 

This is perhaps a necessary endeavour, as many industries use such materials for 

corrosion resistance, and would require the same defect detectability assurances afforded 

to the materials used in this work.  

Furthermore, the work presented in this thesis considers only the 5 MHz 64-element 

probe. By doubling the pitch size from 0.5 mm used in this work, to 1.0 mm by firing 

two elements at once, and halving the element number, the energy transmitted per 

element firing would increase, and potentially improve SNR. This has been tested and 

verified by recreating an increased pitch in postprocessing. However, if performed in 

acquisition, this would reduce the data required to be acquired and streamed, and in turn 

reducing image processing times. This would perhaps impact the focusing ability of the 

array, although with the large ray paths associated with narrow gap inspection, imaging 

is typically performed in the far field and may reduce the impact of increasing pitch.  
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In addition to potential improvements to the system, performance challenges will require 

thought when considering an in-process environment. The presence of temperature 

gradients through a deployed roller probe during in-process imaging will likely require 

active imaging compensation and probe cooling. This has been addressed in work not 

included in this thesis [154], but requires additional research in order to improve 

performance and efficiency of compensation, as well as a suitable method to monitor 

temperature gradients in the roller probe. 

Moreover, the transition from a controlled research environment to an industrial setting 

will not be without challenges. The effect of broadband noise from surrounding 

equipment, such as welders and manipulators, could detriment the image quality and 

produce significant artefacts. A method for reducing this noise within the phased array 

controller, through insulation or firmware algorithms, may be required. 

6.2.2. Imaging Efficiency  

The obvious step in for improving the imaging efficiency of the dual-tandem method is 

the practical deployment of the single-bit coded excitation system. So far, this has been 

tested with a simple single-array setup due to hardware limitations. Furthermore, single-

bit data was not acquired, instead produced in software. The design of a phased array 

system that utilises the findings of this work to implement single-bit acquisition with 

low-voltage coded excitation would allow the performance advantages to be fully 

explored and implemented.  
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Additionally, the acquisition technique used may be revised. The use of Plane Wave 

Imaging (PWI) can reduce both the acquisition and image processing time, by limiting 

the volume of data collected. This has been shown to provide comparative multi-mode 

imaging quality to TFM with a notable reduction in acquisition and processing times 

[132], and may aid the development of a real-time implementation of the dual-tandem 

method. 

The encoding method for triggering the capture of ultrasonic data must also be 

considered when approaching automated deployment. In-process inspection datasets 

have been captured using robotic manipulators in previous work [176], and therefore 

data should be collected at regular intervals along a defined scan path. This can be done 

either through software or hardware communication, the latter perhaps providing the 

greatest benefit in terms of reduced latency. The position at which each frame is 

captured would allow the generation of two-dimensional C-scans, or three-dimensional 

models of the geometry. An example of such a C-scan and 3D model generated in work 

not presented in this thesis, can be seen below for a narrow-groove weld.  

 
Figure 6.1: Example of a C-Scan of a narrow-groove weld, showing defective areas detected 

using TFM imaging 
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Figure 6.2: Example of a 3D model of a narrow-groove weld, showing defective areas detected 

using TFM imaging with an amplitude >-6dB 

To improve efficiency further, the implementation of Phased Array TOFD (PA-TOFD) 

inspection with this setup may provide a fast screening method to detect the presence of 

defects. If possible, this could be used as the main point of defect detection during in-

process inspection, and only when an indication exceeds a defined amplitude threshold 

would the full imaging system be required in order to characterise and size the flaw. 

FMC or PWI data could still be continuously acquired and streamed such that 

retrospective analysis could be performed, with data only processed in real time at PA-

TOFD indication areas. This would not only reduce the demand for continuous fast 

imaging, but also reduce the complexity of the process and fall in line with the current 

inspection methods.  

6.2.3. Mechanical Deployment 

To prevent damage to the phased array probe in close proximity to the high-temperature 

weld environment, a dry-coupled high-temperature roller probe should be used [87]. 
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This would introduce added attenuation from the both the tyre and dry-coupling, 

requiring an increase in receive gains when acquiring ultrasonic data. This could have an 

impact on SNR, and as such a low-noise phased array acquisition system would be 

beneficial. Additionally, this could benefit from the use of coded excitation as outlined 

in Section 5.2 of this thesis, in order to increase dynamic range given that a defect 

response is distinguishable from the noise floor. 

Additionally, the robotic automation of the dual-tandem setup would necessitate 

accurate synchronisation of two separate robotic manipulators to ensure probes remain 

parallel and ensure through-transmission imaging remains consistent across the scan. 

This is the subject of ongoing research, and a number of methods have arisen for close 

control of tandem robots. An example of the tandem setup, including two separate 

manipulators equipped with dry-coupled roller probes, is shown in Figure 6.3.  
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Figure 6.3: Tandem phased array setup on a narrow gap weld using two robotic manipulators 

with dry-coupled high-temperature roller probes 

Furthermore, the use of a dry-coupled roller probe necessitates the consistent application 

of force to ensure the probe remains sufficiently coupled to the inspected component. 

This is achieved through force-torque control, in which the vertical position of the 

manipulator is adjusted to ensure constant force is applied across the scan path. This is 

crucial in ensuring a consistent and repeatable scanning process, as well ensuring 

calibration of the probe at a defined force is applicable across the full scan. A further 
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photo of the tandem roller probes, highlighting these force-torque sensors is shown in 

Figure 6.4. 

An example of images obtained through data collected from the dry-coupled roller 

probes is shown in Figure 6.5, with a TFM image created using the LL-T mode. The left 

shows a standard PAUT sector scan image collected using a single array. This is 

compared with a TFM image created using FMC data collected from dual-array system. 

 

Figure 6.4: Tandem phased array setup on a narrow gap weld showing force-torque sensors used 

to ensure consistent coupling during scanning 
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Figure 6.5: Comparison of sector scan image and LL-T TFM image of LOSWF in narrow gap 

weld using dry-coupled roller probe. 

A factor that must be considered when approaching the in-process environment, is the 

presence of grinding dust, weld spatter and other obstacles which may find their way 

onto the roller probe path, and reduce coupling efficiency.  

6.3. Final Summary 

The work demonstrated in fulfilment of this Engineering Doctorate has shown 

developments in ultrasonic phased array inspection of narrow gap welds. A dual-array 

inspection system utilising advanced path finding and imaging algorithms has been 

developed for the detection of mock-LOSWF defects in both fully-filled and partial weld 

samples. Further research is underway, deploying this inspection system using dry-

coupled high-temperature roller probes for in-process weld inspection of narrow gap 

welds. 
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Furthermore, a data compression technique utilising pulse compression of ultrasonic 

Golay transmission waveforms has demonstrated the possibility of a fast, intrinsically 

safe imaging system with improved data transfer and processing rates. This could enable 

the real-time inspection of the dual-array system for narrow gap weld inspection, 

coupled with acquisition techniques such as PWI and with further computational 

acceleration through GPU processing. 
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Appendix A 

  

Zoomed in images of those presented in Section 3.5.2. 

 
Figure 7.1: Zoomed in TFM images in Section 3.5.2, of sample NG1 
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Figure 7.2: Zoomed in TFM images in Section 3.5.2, of sample NG2 

 
Figure 7.3: Zoomed in TFM images in Section 3.5.2, of sample NG3 
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Appendix B 

 

Individual views and modes used to generate mixed images in Section 4.5.1. 

 
Figure 8.1: TFM images from right array transmission only, used to generate mixed images of 

sample PNG1 in Section 4.5.1 
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Figure 8.2: PCI images from right array transmission only, used to generate mixed images of 

sample PNG1 in Section 4.5.1 

 

 
Figure 8.3: TFM images from right array transmission only, used to generate mixed images of 

sample PNG2 in Section 4.5.1 
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Figure 8.4: PCI images from right array transmission only, used to generate mixed images of 

sample PNG2 in Section 4.5.1 

 

 
Figure 8.5: TFM images from right array transmission only, used to generate mixed images of 

sample PNG3 in Section 4.5.1 
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Figure 8.6: PCI images from right array transmission only, used to generate mixed images of 

sample PNG3 in Section 4.5.1 
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