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Abstract

Motion or trajectory planning is a key aspect of the advances in the

performance and autonomy of spacecraft operations. However, the

computational resources of spacecraft are still limited. In this sense,

using polynomials to shape trajectories, and computing accelerations

and other parameters via inverse dynamics, is an efficient approach

to obtain suboptimal solutions. In this thesis the area of attitude

manoeuvres is covered, as well as translational motions in the frame

of docking to a tumbling satellite for Active Debris Removal missions

(in which the detumbling case is also studied). In the case of attitude

slew manoeuvres, quaternions are shaped with polynomials and nor-

malised. Issues such as numerical stability of high-order polynomials

and the special case of spin-to-spin manoeuvres have been addressed.

Regarding trajectory optimisation, efficient algorithms for time min-

imisation are proposed, along with obstacle avoidance methods. The

performance of the polynomial trajectories compared to optimal con-

trol is analysed. The polynomial motion planning method is applied

to manoeuvres of flexible spacecraft, assessing how the smoothness

of motions can limit induced vibrations. In the scenario of docking

to a tumbling target (based on Envisat), trajectories are generated

with polynomials and fuel is optimised. An axisymmetric approxi-

mation of the target is used to analytically evaluate its dynamics. A

cylindrical surface enclosing the target is defined for obstacle avoid-

ance purposes. The docking strategy is divided in three segments

(first approach, hovering, docking axis approach), to enhance safety
i



and robustness. While in the attitude case the trajectory is tracked

with a simple controller or performed in open-loop, in the docking

scenario the feedback loop is closed by re-computing the trajectory

planning algorithm with a certain frequency. Finally, the problem of

detumbling the satellite is addressed. A concept is proposed based

on an external module equipped with magnetorquers and carried by

the chaser, which performs an autonomous docking to the target, and

proceeds to stabilise its rotation. A preliminary design and sizing

of the system is realised, and simulations are performed to assess its

feasibility.

ii
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Chapter 1

Introduction

1.1 Preface

The work in this thesis covers three major topics or applications: (a) attitude

slew manoeuvres, (b) docking to an uncooperative satellite, and (c) debris detum-

bling. While they are apparently independent areas of study, the same polynomial

motion planning method is applied to both the attitude and docking problems.

However, how the method is applied and where the focus is put is different, since

each problem has its own peculiarities. In the debris detumbling case, a system

is proposed where docking with a tumbling satellite is required, connecting those

two topics—In the developments in the docking problem are used to help in the

sizing of the detumbling system.

For each topic studied, new literature had to be reviewed, new problems had to

be defined, new models had to be coded, and new solutions had to be obtained.

While this diversification prevented me from testing even more cases or addressing

more aspects of a particular area, it expanded my body of knowledge, kept me

out of the comfort zone, and satisfied my curiosity. The result is a thesis where

the chapters have all different flavours, and yet they are linked together by a

common thread. At the end of the day, I hope that the ideas proposed here are

found useful to researchers and engineers, and may inspire future work.
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1.2 On the motion planning problem

Motion planning refers to the problem of defining a feasible trajectory subject

to constraints [3]. Additionally, the trajectory can be optimised according to a

specified cost function.

There is a variety of techniques to generate a trajectory. Optimal control theory

is capable of achieving global optimality, but at high computational cost, and

convergence is not guaranteed. Pseudospectral methods for optimal control [4]

or a range of other methods [5] have a numerical approach, where global opti-

mality is not guaranteed but good solutions can be obtained. The computational

cost is still relatively high (amongst trajectory planning methods), but real-time

applications in aerospace have been proposed [6]. Then there are methods fo-

cused on generating a geometric path, such as the Rapidly-exploring Random

Tree (RRT) or A-star algorithms [3]. Those methods can rapidly find paths in

highly constrained spaces, but the dynamics of the system along the path are not

taken into account. Polynomial-based motion planning is a popular method due

to its low computational cost and ease of manipulation, yet good trajectories can

be obtained, hence is widely used e.g. in robotic manipulators [7] and computer

graphics [8].

An internal model is used to evaluate the forces and torques of the system from the

kinematics (the generated trajectory), an approach known as inverse dynamics.

Also, the internal model can account for path constraints (obstacles) and other

parameters, either for optimisation or constraint enforcement. If the internal

model used to plan the trajectory were perfect, open-loop commands would make

the system follow the motion without deviations. However, the internal model is a

simplification of the real world which do not account for a number of effects (which

may be stochastic). Therefore, closed-loop feedback control should track the

trajectory to avoid divergence from the planned path. Alternatively, the feedback

loop can be closed by re-computing the trajectory with a certain frequency, where

the acceleration profile commanded in open loop is periodically updated.

Cubic splines, a form of polynomial planning, is a popular method for connect-

ing path points, as in Guan [9]. Planning a motion with a single polynomial

has some differences with respect to using splines or other piece-wise interpolat-

ing methods. A single polynomial ensures the smoothness (C∞ differentiable)

along the trajectory. In spline-based motion planning, a number of control points
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are needed, which are iterated in the optimisation. The degrees of freedom in

the trajectory are given by the number of control points, whereas with a single

polynomial the degrees of freedom are obtained through the coefficients of ad-

ditional terms (giving polynomials of higher degrees). The whole trajectory is

being searched at once via iteration of the polynomial’s coefficients, while taking

into account any performance index and constraints. Overall, feasible trajectories

can be obtained with less variables, reducing computational power and increasing

the robustness of the optimisation, while being smooth from beginning to end.

The numerical stability issues of dealing with high degree polynomials can be

overcome via scaling.

There are some works that apply polynomials to other fields, but have a similar

approach and conclusions to those found in this thesis. For instance, polynomial

trajectory planning has been used in quadcopters by Richter [10]. It focuses on

computational speed by using few variables in the polynomial, finding suboptimal

solutions with unconstrained optimisation techniques. Also, Williams [11] uses

a single polynomial in the joint-space trajectory generation problem of robotics

with a via point. He highlights the use of one polynomial passing through this

point (instead of two) as a strategy to avoid the problem of infinite spikes in jerk

caused by non-smoothness.

Trajectory generation is an important aspect of the broader field of autonomy. In

space exploration and exploitation, autonomy is a key technology [12]. In some

cases, it allows to optimise tasks and cut costs in spacecraft operations, while

in others, such as planetary space probes, autonomy is a hard requirement. Im-

plementing more autonomy in spacecraft drives the need for more computational

power. Traditionally, processing power in space has advanced at a slower pace

than on Earth, mainly due to robustness requirements. However, there is a trend

of increasing processing power—the Curiosity rover has a 200 MHz CPU, while

Spirit and Opportunity sported 25 MHz. This trend opens new opportunities in

the field of on-board autonomy and trajectory planning, but knowing that the

computational resources are relatively limited, the efficiency of the algorithms

has to be kept in mind.

In this work, the terminology motion or trajectory is used to define the time evolu-

tion of the position or attitude coordinates, whereas path refers to the geometric

representation of coordinates in a time-independent space. Also, in the frame

of GNC (Guidance, Navigation, and Control) the term guidance is understood

3
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here as trajectory generation, providing a moving desired state that brings the

subject to the final position and velocity. Control refers to the actuators’ effort

driving the system as a function of the error (weighted by a gain factor) between

the current state and a certain desired state. The controller of a system may

perform tracking of a trajectory (a time-varying profile of desired states given

by guidance, with small error signals involved) or directly bring the system to a

prescribed final state (initially, there is a large error signal). In this thesis, the

main focus is on the trajectory generation or guidance part—the control aspect

is used but no contributions are made, and ideal navigation is considered.

1.3 Spacecraft attitude control

Spacecraft attitude determination and control [13, 14, 15, 16] covers the range of

systems and techniques necessary to measure and control the orientation of space-

craft in space, involving attitude dynamics and kinematics. Euler is considered

the father of attitude dynamics in the 18th century, which came later than the

giants of orbital dynamics, Newton and Kepler. As a matter of fact, Euler’s laws

of motion are an extension of Newton’s laws to the case of rigid-body motion,

identifying linear momentum (translational motion) and angular momentum (ro-

tational motion). The Euler’s equations of rigid-body dynamics are derived from

those, which describe the rotational or attitude motion of a rigid body.

The attitude of a body is described as the rotation of a body-fixed frame with

respect to an inertial reference frame [17]. In spacecraft, the body frame is usually

centred in the centre of mass and aligned with certain instruments, actuators,

or navigation systems. The inertial (or quasi-inertial) reference frame depends

on the state of the mission, and have a fixed orientation relative to the star

background. Non-inertial frames include the Earth-Centred/Earth-Fixed or the

Local-Vertical/Local-Horizontal frames, which induce “virtual accelerations” as

seen from the reference frame. The attitude can be represented globally (no

singularities) and uniquely (an attitude can only be represented by a single set

of coordinates) with so-called rotation matrices R. They transform a vector vB

resolved in (or as seen from) the body frame B to another resolved in the inertial

frame I, as

vI = RvB (1.1)

4



Chapter 1 Introduction

and can rotate the basis vectors of the inertial frame to form the rotated body

frame. In R, the columns of the matrix are the basis vectors of the body frame

resolved in the inertial frame. There exist other attitude representations which

require less parameters, such as the triad of Euler angles, which are intuitive to use

but they are not global nor unique. For spacecraft applications, where robustness

and computational efficiency are prioritised, four quaternions are used, which are

global but not unique (the same attitude can be represented by +q and −q).

The attitude of a spacecraft can be controlled using a range of actuators. The

highest versatility is given by three-axis stabilised spacecraft, which can orient

and stabilise themselves in any direction by controlling the three axes. This

is achieved using a set of thrusters forming the Reaction Control System (RCS)

and/or internal momentum exchange devices such as reaction wheels and Control

Momentum Gyroscopes (CMG; also known as control moment gyros). Reaction

wheels and CMGs provide a continuous torque profile and high precision, whereas

thrusters deliver high torques, and work with discrete pulses. Nonetheless, small

thrusters with pulse-width modulation could generate rather precise continuous

torque profiles. There are cost-effective actuators such as magnetic torquers,

which interact with the Earth magnetic field (mainly used for detumbling and

reaction wheels unloading), or solar vanes, but they lack 3-DOF control. Spin

or dual-spin stabilisation is a simple and effective way of counteracting environ-

mental torques, but it is not trivial to re-orient a spinning spacecraft and may

limit the performance of the instruments. Thanks to the advent of performing

on-board computers, sensors, and actuators, the popularity of spin stabilisation

is decreasing in favour of three-axis stabilisation.

Spacecraft missions have specific pointing requirements classified in attitude or

pointing modes, such as Earth pointing, Sun pointing, inertial pointing, safe mode

(usually Sun pointing), etc. These modes drive requirements such as stabilisa-

tion and error budgets, met by an appropriate selection of sensors, actuators,

and controls. The work in this thesis, however, focuses on slew manoeuvring, i.e.

reorienting the spacecraft between pointing states. These manoeuvres occur with

more or less frequency depending on the mission. An Earth-pointing telecom-

munications GEO satellite does not perform many slew manoeuvres throughout

its mission. But an astronomical science spacecraft (space telescopes of various

spectra) may be constantly re-pointing from object to object. During its short

fly-by of Pluto, the New Horizons spacecraft frantically mapped the surface of

the dwarf planet and its moons with several instruments. The new generation
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of Earth Observation (EO) satellites, such as France’s Pleiades, are highly ma-

noeuvrable thanks to powerful CMGs, unlike older similar EO systems such as

SPOT.

In spacecraft slew manoeuvres, motion planning can be used to optimise a certain

performance parameter and/or satisfy differential and path constraints, before

the trajectory is executed. Path or pointing constraints are exclusion areas over

the unit sphere where a certain body-fixed axis shall not enter, for instance the

boresight of some sensitive instruments must be kept at a minimum angle from the

Sun direction. Differential constraints include dynamic and kinematic constraints.

They generally require an internal model to calculate torque and other variables,

in what is known as an inverse dynamics approach. For instance, it must be

ensured that torque is not larger than the actuators’ limit at any point in the

trajectory. Apart from torque, reaction wheels experience saturation given by the

wheels speed limit, which can also be evaluated. Sensors such as star trackers can

have a maximum operational angular speed, and flexible structures may require

limits on acceleration and jerk to avoid excessive deflection and vibration.

In agile EO missions, a number of ground patches must be sequentially scanned,

where scheduling algorithms plan the sequence by estimating if the slew manoeu-

vre between the end of one patch and the beginning of another is feasible in

terms of the actuators’ capabilities [18]. Since the feasibility of a manoeuvre can

be checked before it is executed, motion planning algorithms can be embedded

the layer of scheduling algorithms for Earth Observation satellites.

In previous work on spacecraft attitude motion planning, McInnes [19] first shows

the potential of applying inverse dynamics to attitude manoeuvres using polyno-

mials and Euler angles, while Biggs [20] finds reference motions for reorienting a

spinning satellite by solving analytically an optimal control problem, and Zhang

[21] uses a 5th degree polynomial to obtain a smooth eigenaxis rotation on a

flexible spacecraft. In the field of computer graphics, Kim [8] proposes the use

of exponential coordinates to satisfy the unit norm constraint of quaternions,

with Tanygin [22] and Boyarko [23] applying this approach to spacecraft ma-

noeuvres using inverse dynamics to minimize time and/or energy amongst this

class of curves. Following from the work by Boyarko [23], Ventura [24] com-

pares the performance (computational time and optimisation cost) of different

attitude representations using splines for motion planning, and shows that the
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exponential functions in the quaternion representation require a larger computa-

tional expense. Regarding optimisation, Bilimoria and Wie [25] demonstrate that

the global time-optimal manoeuvre is performed with a bang-bang torque pro-

file. Interestingly, Junkins [26] proves that for a single-axis rotational manoeuvre,

the energy-optimal trajectory is a polynomial, which suggests that this function

family may naturally provide energy-efficient manoeuvres.

Obstacle avoidance usually requires the computation of path points, which has

been applied to spacecraft maneuvers in [27, 28, 29] with various degrees of com-

putational expense. In some works such as Frazzoli [30] and Tanygin [31], pointing

constraints are satisfied using randomised path planning algorithms, and then the

time-independent geometric path is tracked with a controller. In contrast, trajec-

tory or motion planning (shaping the attitude parameters with functions of time)

addresses both path constraints and dynamic constraints. Randomised path plan-

ning performs better at finding a feasible geometric path in highly constrained

spaces, but a priori it does not consider the dynamic and kinematic aspects of

the motion as time-dependent motion planning does.

Discontinuities in the torque profile such as in bang-bang manoeuvres, or the

initial step input given by feedback controllers, result in infinite jerk leading to

the excitation of flexible modes (including spillover i.e. post-manoeuvre vibra-

tions) [32, 33]. Several studies [34, 35, 36] propose solutions to this problem by

smoothing the discontinuous torque switches of bang-bang manoeuvres, using a

variety of functions.

1.4 Active Debris Removal

The number of debris objects in orbit is steadily increasing [37]. At present

there are over 20000 catalogued objects greater than 10 cm. Each of these items

could severely damage or destroy space assets. A significant proportion of or-

bital debris was caused by the 2007 Fengyun-1C anti-satellite test and the 2009

Iridium-Cosmos collision. For new spacecraft, space debris remediation activities

involve post-mission disposal alongside manoeuvres through-life to avoid poten-

tial collisions. Given the number of objects, the number of collision warnings

for operators is increasing and collision events can become inevitable (specially

if both satellites are out of control). As the number of collisions increases, the

debris population will steadily rise until a tipping point is reached where we will
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see an uncontrollable, exponential growth of debris items, which will potentially

limit the future utilisation of space (known as the Kessler effect).

Therefore, in order to limit the debris generation caused by satellite collisions,

certain orbits need be de-populated (in particular the LEO region). Liou [1, 38]

suggests that, if every year five to ten objects are removed from LEO, the debris

population can be kept under control (Fig. 1.1).

Figure 1.1: Post-Mission Disposal (PMD) of future spacecraft will not control

the growth of the space debris population without the addition of Active Debris

Removal of existing debris [1]

In particular, ESA is concerned about Envisat, a satellite for environmental stud-

ies placed in a LEO orbit. With a mass of 8 tons, bus dimensions of 2.5 x 2.5 x 10

m, and and a solar array 15 m long, it is one of the largest civilian Earth observa-

tion satellites. Control of the spacecraft was lost in 2012 after a 10-year mission,

preventing its operators from performing the planned de-orbit operation. In its

current orbit, it would take approximately 150 years to decay naturally. The

LEO region in general is highly populated and the satellite is very large, thus

the potential for massive generation of small pieces of debris out of a collision is

significant. One of the most important challenges in ADR is interacting with a

tumbling and uncooperative target. However, the tumbling state can be difficult

to assess: an ESA study [39] found, using radar data, that Envisat is currently

rotating at 3 deg/s, when 0.2 deg/s was predicted in simulations. Measurements
8
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show that the anticipated gravity-gradient stabilisation does not occur. Although

the reasons are unknown, this discrepancy could be explained by factors such as

collisions with small debris, residual speed in reaction wheels, or outgassing.

A number of techniques for ADR missions are being assessed [40], and deorbiting

strategies have been proposed [41, 42]. In the frame of ADR, debris objects to

rendezvous with, generally out-of-service satellites or upper stages of launchers,

are known as targets. The active servicing spacecraft is known as the chaser. In

a typical mission, the chaser must rendezvous and dock or capture with a target

satellite, with the goal of modifying its orbit either for re-entry or placement

into a disposal orbit. In LEO, usually the most desirable deorbiting scenario is

a controlled re-entry, where an accurate impulsive delta-v applied on the target

brings the debris down over the South Pacific. In GEO, requirements stipulate

that debris shall be transferred out of the protected region, as defined by the

IADC (Inter-Agency Debris Coordination Committee).

In order to capture the target, robotic arms can be used, but they require to

approach a tumbling target with the subsequent collision risk. A net or a har-

poon can be thrown at the target when in close proximity, linking it to the chaser

spacecraft by a tether. ESA and Airbus DS, among others, have investigated

such concepts for deorbiting: if the target is pulled, as opposed to pushed, the

requirement of centre of mass alignment is relaxed. Harpoons for ADR use have

been designed and lab tested by Airbus DS [43]. A contactless solution for deor-

biting a target, based on the exhaust plume of an electric thruster pushing the

debris object, has been proposed by Bombardelli [44]. This method avoids the

need for grasping and detumbling, but they cannot ensure a controlled re-entry

and could potentially create debris in the form of small fragments.

In this work, the docking and detumbling issues are addressed, and the selected

baseline scenarios assume a tumbling motion of the target. Note that environ-

mental torques such as gravity gradient, or internal energy dissipation processes

(e.g. fuel sloshing), can bring the target to a flat spin state [45]. However, there

are effects difficult to model, such as collisions with small debris (man-made or

natural), outgassing, etc., which can cause a tumbling rotation in the target.

Tumbling is understood as the situation where the direction of the angular ve-

locity vector is not constant in an inertial reference frame, due to the torque-free

dynamics of an asymmetric body. This causes a seemingly chaotic motion of

9
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the body axes, consequently matching the rotation along an axis or grappling a

hard-point are difficult and risky operations [46].

1.4.1 Docking

In a traditional docking operation between two active spacecraft [47], when they

are in close proximity (having nearly the same orbital position and velocity vec-

tors), they must have a particular attitude relative to each other.

During the rendezvous and docking process, there are space/space communi-

cations between vehicles, docking mechanism interfaces, and rendezvous sensor

interfaces. The on-board control system of the chaser (GNC) uses data from a

variety of sensors (GPS, radar, optical sensors) and actuates the reaction con-

trol system, while the target provides data about its state and performs attitude

actuations. Simultaneously, both the chaser and the target communicate with

ground stations.

In the case where the chaser spacecraft services an active satellite (e.g. to provide

station-keeping, refuelling, orbital transfers, etc.) usually there are no dedicated

docking sensors or interfaces. However, the target can still provide the required

attitude for docking or capture, and can communicate with the ground.

A target being uncooperative means that, on top of the lack of docking interfaces,

it cannot control its attitude (it is potentially tumbling) and there is no data

coming from it. Thus, docking to an uncooperative and tumbling target presents

significant challenges:

• collision risk with the satellite body or appendages;

• fuel-consuming manoeuvres;

• no proper docking port, requiring unconventional capture and structural

connection techniques;

• no communication with the target.

The lack of communication between vehicles implies that the chaser must acquire

information about the target’s state on its own (also known as pose estimation).

This can be achieved with LIDARs (Light Detection And Ranging) and cameras.

A LIDAR is generally used for long-range measurements, but recent advances

make use of them for pose estimation of the target as well [48]. Cameras operate in

10
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the visible and infrared spectrum, and are paired with computer vision algorithms

in order to estimate the attitude of the target in real time [49, 50, 51, 52].

The first case of uncooperative docking was the Soyuz T-13 mission in 1985 [53],

where docking had to be performed with an unmanned and out-of-service Salyut

7 space station. The Salyut 7 was not tumbling, but spinning about its roll axis.

The angular rate was 0.3 deg/s, which was easily matched by the 2-man crew of

the Soyuz T-13. They managed to conduct a manual docking while maintaining

visual contact with the target, and the only help of a hand-held laser range-finder.

Since autonomous rendezvous and docking is identified by space agencies as a key

technology (for satellite servicing and debris removal), there have been a number

of technology demonstration missions, such as the Japanese ETS-VII [54], and

NASA’s Experimental Satellite System (XSS) and Orbital Express missions.

The Orbital Express was the latest mission, launched in 2007 [55, 56], aiming to

demonstrate technologies related to automated rendezvous, proximity operations

(including guidance based on video data [57]), docking, capture, and refuelling.

The ASTRO servicing spacecraft of the Orbital Express mission features a robotic

arm, three visible-spectrum cameras, one infrared camera, and a long-range LI-

DAR. The processing is powered by a 110-200 MHz radiation-hardened processor

(giving a 2 Hz update rate during capture).

Also, the German DLR proposed its own technology demonstrator (DEOS [58]).

These missions contributed to the development and fly-testing of automated ren-

dezvous and docking technologies, which were used in the cargo spacecrafts HTV

(JAXA) and ATV (ESA), but also assessed the feasibility of more advanced

robotic aspects that could be used in uncooperative missions. Therefore, in this

thesis, it is assumed that most of the GNC technologies involved (specially pose

estimation) are available or have a high TRL. In this work, the scenario involves

a large body and relatively high tumbling rates, a challenge that could be faced

in future missions such as deorbiting Envisat.

A wide variety of techniques have been proposed and applied to simulated docking

scenarios, both in the trajectory planning area and in the—mostly nonlinear—

control area. For instance, McInnes [59] used an artificial potential field (APF)

as a control method for docking and close proximity at the ISS, taking into

account thrust and obstacle constraints. Model predictive control (MPC) was

applied by Park [60], where a spacecraft approaches a target rotating in flat

spin, with emphasis on obstacle avoidance. Lu [61] uses a robust sliding mode

11



Chapter 1 Introduction

control in a tumbling scenario, and also considers the problem of the spacecraft

always pointing to the docking port of the target, integrating the translation and

attitude controllers. Also in the field of nonlinear control, Di Mauro [62] argues

that solving the SDRE is computationally expensive and proposes an efficient

approach to solving it using differential algebra. In an interesting study, [63] an

LQR controller and the APF method were combined into an algorithm that was

tested on the SPHERES docking testbed inside the ISS.

In [64] the trajectory planning problem for docking has been studied, considering

stable and rotating targets, and using optimal control (based on calculus of vari-

ations, not direct transcription methods) and splines for trajectory planning. It

was found that the spline-based algorithm was much more computationally effi-

cient than the optimal control method, with only a limited loss in optimality. The

trajectory generated is then tracked with a linear controller. Michael [65] applies

a direct transcription optimal control method (computationally intensive), con-

sidering an inertially symmetric rotating target. Ciarcia [66], uses polynomials

to shape trajectories in an obstacle avoidance scenario of close proximity flight,

and also shows the potential of this type of approach to obtain close-to-optimal

trajectories with minimum computational expense (comparing results with an

optimal control solver).

1.4.2 Detumbling

An excessive tumbling motion of the target introduces risk of collision, drives

strong GNC requirements and produces large loads in mechanical chaser-target

interfaces. An advantage of contactless solutions for deorbiting is that they toler-

ate a certain amount of tumbling rate. However, the delta-v is applied over a long

time, thus re-entry is not controlled. Nonetheless, usually the same contactless

techniques originally conceived for deorbiting can be used also for detumbling.

The operation denoted as detumbling is therefore a strong requirement for many

ADR strategies, and may have huge impact on the design of the ADR system

itself. Over the years, the academic and industrial community have proposed a

variety of strategies and techniques to detumble an uncooperative target. Some

of them are mere concepts, while others have a relatively high TRL and have

been lab-tested.
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Detumbling by contact requires a performing GNC system as the chaser needs

to phase its 6-DOF motion with the target and capture it. Once the physical

capture has occurred, the chaser, mechanically linked to the target, can reduce

the tumbling rate of the composite system, through proper actuation and control.

Robotic arms technology ([67, 68]) is very mature and much research has been

done. For ADR missions, the end-effector of the arm must grab firmly to some

hard-point on the target, for instance the launch vehicle interfaces that most

satellites have. After capture, the robot arm is progressively stiffened using joint

force/torque control, transferring momentum from the target to the chaser. Apart

from collision risk, a high angular momentum can cause the torques to go beyond

the structural resistance of the arm or the hard-point. Robotic arms equipped

with a brush at their end-effector could reduce the targets angular momentum

through friction, prior to grab the target [69]. The grasping operation can be

autonomous or remotely operated.

Other contact systems proposed grapple the target using mechanical tentacles or

clamps. Examples are the Gripper-DEMES [70] (dielectrically-actuated tentacles,

applicable to microsatellites), the GRASP (by Tethers Unlimited, a technology

based on inflatable booms), and the TAKO-Gripper [71] (articulated arms). The

latter is part of the TAKO-Flyer system, an external module separated from the

chaser that detumbles the target, a concept sharing numerous requirements with

the one developed in this thesis.

Nets or harpoons could be used for detumbling by pulling from the tether, pro-

vided that the net or harpoon is firmly attached to the target. The challenges

involved are the presence of complex elastic modes, difficulty in stabilising a fast

tumbling motion, and risk of creating more debris by breaking appendages or

parts of the structure when tension is applied. Nets appear to be a more ro-

bust solution than harpoons, provided that the net successfully wraps the target

satellite. Unlike a net, a harpoon is attached to a single point, offering reduced

authority to dampen the rotation, and the forces involved could cause the de-

tachment of the honeycomb structure it is anchored to. Moreover, if the harpoon

is used to de-orbit the target by pulling from it, ideally it should be placed in the

centre of mass, but for detumbling it should be attached off-centre. There are

many uncertainties with these methods, but there is research being conducted on

the subject [72].
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There is a range of contactless solutions to detumbling. Based on the thruster

plume impingement idea used in deorbiting, a similar contactless method can

be employed to detumble a satellite using conventional thrusters [73]. ESA has

shown interest in this idea regarding the Envisat case, however, difficulties are

encountered when the target is tumbling, i.e. their angular rates are not con-

stant along their principal axis of inertia. Thus, the chaser could be required

to manoeuvre constantly to direct the plume on the appropriate surface in the

appropriate direction. detumbling cylindrical targets with plume impingement

can be difficult, if they rotate about their axis of symmetry. Alternatively, there

are methods based on induced electrostatic forces [74] or Eddy currents [75].

1.5 Contribution of the thesis

1.5.1 In attitude slew manoeuvring

In motion planning, there is a trade-off between the pursuit of optimality and

computational efficiency. The focus of this work is on the development and ap-

plications of a motion planning method to optimise attitude trajectories, while

satisfying a number of constraints, in a computationally efficient and robust way.

The motion planning method proposed shapes quaternions using polynomials. In

this work, quaternions are used as the baseline attitude representation since it is

widely used in spacecraft applications, thanks to its computational efficiency (no

trigonometric functions are involved) and lack of singularities, despite the fact

that they need to be normalised. Additionally, an axis-azimuth representation is

applied to the case of spin-to-spin manoeuvres for its suitability to this specific

problem, in which the spinning axis is re-pointed without having to de-spin. The

polynomial family of functions is convenient due to its efficiency and versatility,

and can easily shape trajectories resembling those obtained by an optimal control

solver.

In the motion planning method presented, optimisation occurs amongst the set

of polynomial trajectories of a certain degree. Hence, the solutions are in fact

suboptimal, unlike solutions obtained with optimal control theory, where global

optimality can theoretically be achieved. In particular, time minimization is

discussed. Other performance metrics are possible, such as energy (based on the

accumulated square root of torque) or fuel consumption. However, the resulting
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torque profiles given by polynomials are smooth and continuous, being more

suited to reaction wheels or control moment gyros (CMG) than to a reaction

control system (RCS). With reaction wheels fuel optimisation is not relevant,

and the figure of merit is the manoeuvre time. Regarding reaction wheels, an

interesting parameter to minimise is the remaining wheel speed at the end of the

manoeuvre, since it drives the need for unloading these actuators. Using inverse

dynamics, this issue is also addressed with polynomial motion planning.

A time optimisation strategy is proposed, which employs a combination of root-

finding and unconstrained optimisation (although constraints are taking into ac-

count with penalty functions), aiming to minimize computational cost and ensure

convergence, as opposed to using nonlinear programming (NLP) solvers [23, 24].

The problem of optimising a trajectory in the presence of path or pointing con-

straints is also addressed, using both a deterministic and a heuristic approach.

The smoothness of the resulting trajectories, along with the ability to monitor

acceleration and jerk, make this method particularly suited to spacecraft with

flexible appendages. The method presented aims to reduce vibrations using a

guidance approach rather than a feedback control method, by providing con-

tinuously smooth torque along the trajectory—specially at the endpoints. The

combination of fast manoeuvres and smooth control can be particularly suited to

agile Earth observation satellites, where traditionally a certain cool-down time

must be allocated between pictures to settle spillover vibrations.

Applications of the method proposed include:

• micro- and nano-satellites with limited attitude control resources, where

relatively fast yet feasible manoeuvres can be performed;

• agile satellites needing to re-point quickly, and where the feasibility of a

series of patch scans must be verified in the scheduling algorithm;

• spacecraft with pointing constraints;

• spacecraft with flexible structures;

• spin-stabilised spacecraft needing to re-orient its spin axis;

• a combination the above.

1.5.2 In uncooperative docking

As outlined before, uncooperative docking to a tumbling target presents one of

the most challenging scenarios in the current state of spaceflight technology. The
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technology roadmap covers many areas, from GNC to capture mechanisms. A

chapter of this thesis contributes to the guidance and control area.

A guidance method is proposed for the “final approach to contact” phase [47],

which occurs within tenths of meters of the uncooperative target, and implies

the approach of the chaser to the capture point or the achievement of capture

conditions. The scenario involves a tumbling Envisat. A docking strategy is

proposed, in which the approach trajectory is divided in segments. A keep-out

closed surface is defined which fits the body and its appendages, where the chaser

shall not enter unless it is in the final docking approach.

The focus of this work is on efficient trajectory planning in the Euclidean three-

dimensional space, which generates reference time-varying position, velocity, and

acceleration vectors. The spacecraft coordinates are shaped with polynomials of a

certain degree considering certain boundary conditions, efficiently defining a ref-

erence trajectory. Thrust, fuel consumption, and other parameters are evaluated

via inverse dynamics. Path constraints are also enforced, preventing collisions

with the tumbling target and its appendages. Closed-form solutions of the tar-

get attitude motion are obtained to avoid on-board integration. This allows to

rapidly obtain an approximation of the final desired state. Also, the closed-loop

control is performed by periodically re-computing the trajectory.

In the docking scenario, a chaser with 6-DOF motion provided by a reaction

control system (RCS) is considered. The 6-DOF requirement stems from the

camera and LIDAR of the chaser, which need to continuously point towards

the target in order to estimate its attitude state (pose estimation) and distance.

Nevertheless, the case of a chaser equipped with a single thruster is also addressed.

The chaser can follow the reference trajectory by steering the thruster direction

with the attitude control system (ACS). Hence, the trajectory planning algorithm

must evaluate the rate of change of the reference acceleration direction so that it

can be performed within the ACS torque limits.

While polynomial motion planning methods (splines) have been used before in

docking and close proximity flight (showing its potential in terms of efficiency

and optimality), this work studies a realistic scenario of a tumbling target with

appendages, and proposes innovative strategies tailored to this problem. This

results in a unique approach to the trajectory optimisation and target state pre-

diction (achieving fast computation speeds). Also, fuel consumption, instead of

energy, is directly evaluated and minimised.
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Ultimately, in this thesis an effort has been made to provide insight on the chal-

lenges presented by the uncooperative docking problem, and how to address part

of them with polynomial motion planning and particular docking strategies.

1.5.3 In debris detumbling

In this thesis, a novel system for detumbling passive targets in the context of

ADR is proposed, the Attitude Stabilization Electromagnetic Module (ASEM).

As previously discussed, a spacecraft approaching a tumbling satellite has a higher

collision risk and the capture operation is more complex. Moreover, if the angular

momentum involved is large, the peak loads on a robotic arm capturing it can be

significant.

The purpose of this work is to outline the design of a system that stabilises the

attitude motion of a debris body prior to capture by the spacecraft, reducing

the risk of the operation. A small module with magnetorquers and a power

source, piggyback carried by the chaser spacecraft, uses its own RCS to perform

an autonomous docking to the tumbling target, attaching itself to the structure.

The module then acts as an external magnetic actuator that damps the targets

angular momentum by interacting with the Earths magnetic field. A special

control law is implemented for magnetic stabilisation, which minimises both the

energy spent and the detumbling time. Once the target is stabilised, the chaser

spacecraft can approach it slowly to perform a safe capture or docking.

Note that this ADR concept does not eliminate the need to perform an uncoop-

erative docking, hence it is not purely contactless, but it delegates the task to a

smaller, more rugged, and more agile vehicle than the chaser spacecraft. Once

the target is stabilised, the chaser can approach it slowly, with no risk of a moving

appendage colliding with it. This work focuses on the detumbling problem of the

mission. The deorbit strategy itself is beyond the scope of this study, however,

other authors have addressed the problem [41, 42].

The most similar concept that was found in the literature is the TAKO-Flyer,

proposed by Yoshida and Nakanishi [71]. In this thesis, however, the design is

much more detailed. Although developed independently, the ASEM concept also

uses magnetorquers, but they are powered by a compact battery instead of solar

panels. Also, the proposed attachment system is based on drills and the newly-

developed space adhesive, instead of the Gripper system, which might not scale
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well with large targets such as Envisat. Nevertheless, the existence of a similar

concept demonstrates the interest in the idea of an external module—TAKO

stands for “Target Collaborativize”.

1.6 Thesis structure

The problem of motion planning in attitude slew manoeuvres is covered in Chap-

ters 2 and 3. In Chapter 2 the baseline method is presented, where quaternions

are shaped with polynomials to define attitude manoeuvres. Some issues are dis-

cussed and addressed, such as normalisation, winding, and numerical stability

regarding high-order polynomials. In the same chapter, the benefits of a smooth

trajectory regarding spacecraft with flexible structures is analysed. Simulations

of a flexible spacecraft model are realised and the performance of the method

regarding vibrations reduction is evaluated.

In Chapter 3, optimisation of the polynomial trajectories is addressed. The issues

of time optimisation, obstacle avoidance, and minimisation of post-manoeuvre

reaction wheel speed are discussed. Then, the performance of the polynomial

planning method is compared with an optimal control solver, to assess how far

away low-degree polynomial trajectories are from optimal solutions. Similarly,

different attitude representations other than quaternions are tested, in order to

study whether a certain type of attitude coordinates provides better results (as

is the case of spin-to-spin manoeuvres, discussed in Chapter 2).

In Chapter 4, the problem of docking to a tumbling target (based on Envisat) is

addressed, with polynomial motion planning being proposed as a guidance and

control method. While the baseline trajectory-generating method is the same

as in the previous chapters on attitude manoeuvres, in this case three Cartesian

independent coordinates are shaped for translational motions, and the issues ad-

dressed in terms of optimisation and performance are different. First, the torque-

free attitude dynamics of the target is addressed, followed by the description of

the method. The docking strategy that will be used in the study is presented.

Different aspects of trajectory optimisation, based on the internal model, are de-

veloped, including the case of a single-thruster spacecraft. Finally, the guidance

and control approach is presented and tested in simulations.

Finally, in Chapter 5, the same Envisat scenario is used as the case study of the

ASEM system (for Attitude Stabilisation Electromagnetic Module), an external
18



Chapter 1 Introduction

module for detumbling of debris. Initially, a trade-off discussion of different ar-

chitectures of the system is discussed, and a decision is made. Before the design

of the selected architecture, the control problem of magnetic detumbling is dis-

cussed, since it drives some elements of the system. Then a preliminary design

is conducted, with a description and initial sizing of its elements (including the

uncooperative docking manoeuvre), and a parametric optimisation of the system

as a whole where mass is minimised. The selected system is tested in several

detumbling simulations.
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Shaping attitude trajectories

with single polynomials

In this chapter, the polynomial motion planning method applied to attitude con-

trol is presented, but the specifics of trajectory optimisation are discussed in a

different chapter. Issues such as winding and numerical stability are addressed.

The spin-to-spin special case is studies, where a different attitude parameterisa-

tion is used. The evaluation of torque and other parameters via inverse dynamics

is presented, and the open-loop torque profile of the trajectory is obtained. This

polynomial planning method can be applied to the problem of attitude manoeu-

vres with flexible appendages, due to the smoothness of the generated trajectories.

The method is applied to a multi-body model of a flexible spacecraft, where its

capacity of avoiding vibrations is assessed. The effects of varying the polynomial

order and using feedback control for tracking are compared.

2.1 Polynomial motion planning using quater-

nions

The proposed method represents the attitude of a rigid body with a prescribed

analytically defined function of time. Polynomial functions are chosen since they

are smooth, and easy to manipulate. Polynomials are parameterised to match

prescribed boundary conditions on attitude, velocity, and higher order derivatives.

Once the desired attitude trajectory has been shaped, the torque profile can be

obtained with inverse dynamics. Quaternions are used as the baseline attitude
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representation since they are non-singular, computationally efficient, and widely

used in the ADCS of spacecraft.

2.1.1 Method description

The trajectory of each quaternion in the S3 unit sphere is shaped by the rational

polynomial function

qi(t) =
q∗i (t)

‖q∗(t)‖
(2.1)

for i = 1, ..., 4, where q∗i (t) is a polynomial:

q∗i (t) = ai0 + ai1t+ ai2t
2 + ...+ aint

n =
n∑

j=0

aijt
j (2.2)

Since the quaternions depicted by the ∗ supercript are individually shaped, they

form a vector in R4 whose norm is not constant, thus each component i is nor-

malized in Eq. (2.1) using the quaternion unit norm

‖q∗(t)‖ =
√
q∗1(t)2 + q∗2(t)2 + q∗3(t)2 + q∗4(t)2 (2.3)

In order to shape a trajectory with these polynomials, certain boundary condi-

tions must be considered for any manoeuvre time tf . By selecting the prescribed

boundary values qi(0) and qi(f) and their derivatives, it results in a system of

linear equations that can be solved to find the value of the polynomials’ coeffi-

cients. The m boundary conditions of the manoeuvre determine the minimum

required degree n = m − 1 of the polynomial, resulting in a system of m linear

equations from which the coefficients aij can be obtained, given a final manoeuvre

time. The minimum number of boundary conditions that define a slew manoeu-

vre are the initial and final attitude and velocity (requiring at least a 3rd degree

polynomial to define the quaternions’ trajectories):


1 0 0 0 0
0 1 0 0 0
1 tf t2f t3f t4f
0 1 2tf 3t2f 4t3f



ai0
ai1
ai2
ai3

 =


qi(0)
q̇i(0)
qi(tf )
q̇i(tf )

 (2.4)

Note that Eq. 2.4 is a linear system formed by the polynomial of Eq. 2.2 and its

derivatives, not by the rational function representing the normalised quaternions
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(Eq. 2.1), since the boundary conditions are normalized (i.e. qi(0) = q∗i (0) and

qi(tf ) = q∗i (tf )).

Boundary conditions on acceleration can be introduced, either for arbitrary ma-

noeuvres (not necessarily rest-to-rest) or for enforcing zero torque at the trajec-

tory endpoints. Enforcing zero torque may be required for flexible spacecraft,

to avoid vibration-inducing discontinuities in angular acceleration. For the same

reason, the instantaneous jerk (time derivative of acceleration) at the boundaries

can be forced to zero so that torque is smooth at the endpoints.

The degree of the polynomial can be increased beyond n = m − 1 (i.e. the

minimum polynomial degree needed for matching boundary conditions), which

introduces degrees of freedom to the system in the form of the additional coef-

ficients. The extended polynomial of degree n = m − 1 + k, for m boundary

conditions and k additional terms, becomes

q∗i (t) = ai0 + ai1t+ ai2t
2 + ...+ ai,m−1t

m−1 + ...+ ai,m−1+kt
m−1+k (2.5)

If a scenario with m = 8 boundary conditions is considered (for certain values

of attitude, velocity, acceleration, and jerk at the trajectory endpoints), the 8

coefficients can be solved by a polynomial of degree 7. However, the degree of

the polynomial can be increased to 8 by including an additional term (k = 1

in Eq. (2.5)). Assuming that the additional free coefficient ai8 is guessed or

known, the rest of the coefficients that make the trajectory match the boundary

conditions are determined by the following linear system of equations:

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 2 0 0 0 0 0
0 0 0 6 0 0 0 0
1 tf t2f t3f t4f t5f t6f t7f
0 1 2tf 3t2f 4t3f 5t4f 6t5f 7t6f
0 0 2 6tf 12t2f 20t3f 30t4f 42t5f
0 0 0 6 24tf 60t2f 120t3f 210t4f





ai0
ai1
ai2
ai3
ai4
ai5
ai6
ai7


=



qi(0)
q̇i(0)
q̈i(0)...
q i(0)

qi(tf )− ai8t8f
q̇i(tf )− 8ai8t

7
f

q̈i(tf )− 56ai8t
6
f...

q i(tf )− 336ai8t
5
f


(2.6)

where the vector on the right-hand side contains the selected boundary condi-

tions and the ai8 coefficient. The coefficients aij of the i-th quaternion are then a

function of the manoeuvre final time tf and the corresponding boundary condi-

tions. Therefore, for given boundary conditions, in Eq. (2.6) the variables of the

trajectory are tf and ai8. If no extra degrees of freedom are needed, ai8 = 0 and

the polynomial becomes of degree 7—the minimum required.
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The values of the additional coefficients can be iterated in an optimization process

while solving Eq. (2.6). In other words, the optimizer re-shapes the trajectory

by adjusting the additional coefficients, while maintaining the trajectory end-

points at the specified boundary conditions. Alternatively, a more deterministic

approach—no optimisation required—can be considered, where k trajectory way-

points (represented by quaternions) are selected, thus k equations are included

in the system, which as a unique solution. In this case, besides matching the

boundary conditions, the trajectory will pass through the specified attitudes at

the specified times. At the waypoints, given the use of a single polynomial between

endpoints, the curve is smooth (i.e. of differentiability class C∞).

While Eq. (2.6) can be solved with linear algebra methods, it is more efficient

to calculate the coefficients using closed-form expressions (which can be rapidly

obtained with a symbolic mathematics software). Note that each polynomial

degree has a different set of expressions.

The initial and final values of the quaternions’ time derivatives in Eq. (2.6) can

be obtained, given the boundary angular velocities, via the kinematics equation:
q̇1

q̇2

q̇3

q̇4

 =
1

2


0 ω3 −ω2 ω1

−ω3 0 ω1 ω2

ω2 −ω1 0 ω3

−ω1 −ω2 −ω3 0



q1

q2

q3

q4

 (2.7)

The boundary values of q̈i and
...
q i are obtained by differentiating Eq. (2.7) with

respect to time:

In an analogous way, this polynomial motion planning method can be used with

other attitude representations, simply by replacing the quaternions by the cor-

responding coordinates in Eqs. (2.5) and (2.6) if normalisation is required. The

kinematics equation of every particular attitude representation applies instead of

(2.7). Euler angles or MRP are potential alternatives to quaternions which do

not require normalisation, although they have singularities (MRP are ”safer” to

use than Euler angles since they are singular at 2π instead of π/2). Rotation ma-

trices could be used by planning the trajectory of five of their nine elements with

polynomials and finding the rest using orthogonal relations, but normalisation is

needed and there may be singularities when solving the rest of the elements.
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2.1.2 Quaternion unwinding

When selecting the endpoint attitudes, note that quaternions are not unique in

the sense that the same attitude in the SO(3) space can be represented both by

q and −q. However, a trajectory shaped between qi(0) and qi(tf ) is different

than one connecting qi(0) with −qi(tf ). This may result in a winding trajectory,

where the desired attitude is reached through a long path. Figure 2.1 illustrates

an example of winding using the motion planning method. Subfigures 2.1a and

2.1b show the evolution of the quaternion components, while subfigures 2.1c and

2.1d depict the path of the body axes on the unit sphere. Manoeuvres A and

B, generated by shaping quaternions with minimum-order polynomials, have the

same duration and initial quaternion q0. The final attitude is the same, but

manoeuvre A was shaped using the positive quaternion qf whereas in B the

manoeuvre was generated with its negative counterpart −qf . The specific pair

of initial and final attitudes was chosen since the length difference between the

paths to reach the same point is very obvious. Results show a larger displacement

in manoeuvre A, implying higher torques for the same duration (or more time

required to perform the manoeuvre).

To avoid this issue, the sign of the quaternions should be selected according to a

metric based on the difference between q(0) and ±q(tf ). Specifically, if qd is the

difference between the endpoint attitudes, expressed in quaternion algebra as

qd = qf · q−1
0 (2.8)

the corresponding rotation angle θd = 2 cos−1(qd4) should be less than π in order

to avoid a winding trajectory.

2.2 Numerical stability of high degree polyno-

mials

High degree polynomials may have sensitivity issues, where small errors in the

inputs cause relatively large errors in the outputs. In the attitude control scenario,

the main source of error comes from sensor inaccuracies, namely the current

attitude and velocity values that are inputs to the linear system. Mathematically

speaking, the matrix of the linear system in Eq. (2.6), expressed in the form

Ax = b, can be ill-conditioned for too high polynomial orders and tf values. A
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(d) Body axes motions (manoeuvre B)

Figure 2.1: Comparison of two manoeuvres with equal boundary attitudes. Ma-

noeuvre A experiences unwinding.

matrix is ill-conditioned if it is close to being singular, therefore non-invertible.

A metric of the conditioning of a matrix is its condition number C, or the ratio

of the largest to smallest singular value in the singular value decomposition. The

order of magnitude of C gives an estimate of the digits of accuracy lost in solving

a linear system with that matrix.

In order to reduce the condition number of the matrix, the time domain can

be scaled so that the final time is 1, to prevent some elements in A from being

too large. For instance, with the new variable τ ∈ [0, 1], where τ = t/tf , the

condition number is reduced from 1018 (for m = 8 and tf = 300 sec) to 104. The

scaled coefficients can be calculated by solving the corresponding linear system.

Note that the vector of boundary values changes due to the differentiation with

respect to a scaled variable. The differential operator with respect to time can
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be expressed as
d

dt
=

d

dt
(τ)

d

dτ
(2.9)

by replacing τ = t/tf , Eq. (2.9) becomes

d

dt
=

1

tf

d

dτ
(2.10)

which can be raised to the k-th derivative. Thus, the corresponding k-th time

derivatives of the scaled quaternions are calculated as

dkqi(τ)

dτ k
= tkf ·

dkqi(t)

dtk
(2.11)

and the boundary values in the right-hand side vector of Eq. (2.6) must be ad-

justed accordingly (while in the matrix, tf = 1). The scaled coefficients ain of

the polynomial in τ are related to the original ones by

ain =
ain
tnf

(2.12)

A sensitivity analysis was performed to assess the effect of input errors to the

system, considering a polynomial of degree 7. Monte Carlo simulations were run

with arbitrary boundary attitudes and velocities (on the order of 104 cases). The

endpoint velocities are bounded within 1 rpm, and the final time is fixed at 300

seconds. For each random manoeuvre, a uniformly distributed error on the initial

attitude and velocity parameters was applied, of ±0.001 on quaternions (about 1

degree of error) and ±0.0001 rad/s on angular velocities.

The sensitivity effects can be assessed by the relative error of the polynomial’s

coefficients (the outputs of the system). In particular, the maximum relative

error among a polynomial’s coefficients is

εa,max = max
n

(
an − ân
an

)
(2.13)

where âin are the coefficients calculated with input errors.

Figure 2.2 is an histogram of the maximum relative error εa,max for all the tra-

jectory runs. The great majority of cases have a εa,max lower than 0.05, and

the probability of larger errors decreases exponentially. For visualization pur-

poses, the cases with errors above 1 have been removed from this figure, which

correspond to the 0.67% of the total and where the largest value is 8.
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Figure 2.2: Histogram of coefficients’ maximum relative error

For every random manoeuvre, the error eigenangle θe between the nominal tra-

jectory and the one with input errors is calculated along the time domain. In Fig.

2.3 the maximum relative errors are plotted against the corresponding maximum

value of θe along the trajectory or θe,max, each point in the figure representing a

single trajectory run. Interestingly, the results show that εa,max and the maximum

trajectory divergence are uncorrelated.

0 2 4 6 8 10
0

0.005

0.01

0.015

0.02

0.025

0.03

ǫa,max

θ
e
,m

a
x

Figure 2.3: The trajectory divergence with respect to the coefficients’ maximum

relative error

This effect has two causes. First, the largest relative errors correspond to very

small coefficient values, thus the polynomial term they are associated with does

not contribute in a significant way to the trajectory shaping. This is shown in

Fig. 2.4 where the coefficients, scaled with the final time as antf , are plotted

against their corresponding maximum relative error εa,max. In this figure, the

largest errors correspond to the smallest scaled coefficients’ values.
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Figure 2.4: Relationship between the coefficients’ scaled values and their corre-

sponding maximum relative errors

Second, the occurrence of significantly large errors is rare, and two or more co-

efficients with a large error are unlikely to coexist in the same polynomial. To

assess this effect, a special ratio between a polynomial’s coefficients mean error

and the maximum error is analyzed, as shown in Eq. (2.14).

ηa =

(
εa,0
εa,max

+
εa,1
εa,max

+ ...+
εa,n
εa,max

)
(2.14)

Where εa,n is the relative error of an. The ratio ηa is a measure of how large

the maximum error of a coefficient is with respect to the rest of the coefficients’

errors in the polynomial. Thus, the more similar the coefficients’ errors are, the

larger ηa will be. Similarly, if one coefficient’s error is far larger than the rest,

ηa will be close to one; if two errors are large, ηa will be two, and so on. Figure

2.5 shows ηa against εa,max, where it can be seen that very large errors are single

occurrences within a polynomial’s set of coefficients.

Figure 2.6 shows an histogram of θe,max for every run. The distribution of maxi-

mum error is centered at 0.005 rad (about 0.3 deg), exponentially decreasing to

a maximum value of 0.02 rad (1.43 deg). Figure 2.7 shows the distribution of the

error at the final point of the trajectory (θe,end), where all the cases are of the

order O(10−8) most of them fall below 0.5 · 10−8. Thus, no major adjustment

would be required to stabilize the spacecraft along the final attitude after the

guided manoeuvre.

Results show that the maximum divergence occurs at mid-trajectory points. Note

that every planned trajectory, independently of the divergence from the nominal

manoeuvre (with no input errors), satisfies all the constraints and will be followed
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the frequency of large errors within the set of a polynomial’s coefficients
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Figure 2.6: Histogram of the maximum values of θe per trajectory

by the spacecraft at the performance of the attitude tracking controller. In other

words, even if input errors caused a large divergence of the trajectory, it would

still be feasible.

The following results are an analysis of the precision loss introduced by the nor-

malization of the quaternions and their derivatives (Eqs. (2.1-2.21b)). To assess

its magnitude, the relative error of the normalized final quaternions with respect

to the final q∗ are calculated over thousands of random manoeuvres. The results

are shown in form of histograms in Fig. 2.8. The precision loss remains very low

at relative error values of order -12 and -13. Also, the probability of encountering

relatively high errors decreases exponentially. As expected, the average error is

larger in the normalization of higher quaternion derivatives, due to the larger

number of required computations.
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2.3 Spin-to-spin manoeuvres using an axis-azimuth

representation

Quaternions define the full attitude (i.e. the three body axes). However, in

the special case of spin-to-spin manoeuvres, only the direction of the spinning

body axis is relevant. In other words, the phase angle of the other two axes

about the spinning axis at the end of the manoeuvre is not relevant. Therefore,

if quaternions or another full attitude representation was used, this final phase

angle must be chosen which adds a degree of freedom to the trajectory planning.

In order to avoid this, the direction of the pointing axis can be parameterised

with two spherical coordinates such as azimuth and declination angles (s1 and

s2), which can be expressed independently as time polynomials. These two co-

ordinates form a reduced attitude representation [76]. A third parameter (s3),

describing the rotation angle about the pointing or spinning axis, completes the

full attitude in what is known as axis-azimuth representation [17] (Fig. 2.9).

The s3 angle is also expressed as a polynomial, however, its final value sf3 is not

included in the boundary conditions set. This approach is convenient for spin-

to-spin manoeuvres, i.e. transferring the spacecraft from the current pointing

direction and spinning state (s0 = [s01 s02 s03]T and ṡ0 = [0 0 ṡ03]T ) to another

one (sf = [sf1 sf2]T and ṡf = [0 0 ṡf3]T ). Note that sf3 is not included in the set

of boundary conditions.

In fact, the resulting attitude representation formed by the parameters s1, s2,

and s3 is a particular combination of intrinsic Euler angles. For instance, as-

sume a spacecraft with an instrument aligned with the body axis y, which is
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Figure 2.8: Histograms of the distribution of relative error of final quaternion

values over random manoeuvres

required to point in different directions. In this case, the attitude can be de-

scribed as a z-x’-y” Euler rotation, where the corresponding rotation matrix is

R = Rz(s1)Rx(s2)Ry(s3). The order of the x and z rotations is not relevant, but

the third rotation must be around the pointing axis (y in this case). With m = 8

boundary conditions for s1 and s2 their polynomials are at least of degree n = 7:

si(t) = ai0 + ai1t+ ai2t
2 + ...+ ai7t

7 (2.15)

For i = 1, 2. Their coefficients are:

ai0 = si0
ai1 = ṡi0

ai2 = ai3 = 0
ai4 = − 5

t4f
(7si0 − 7sif + 4ṡi0tf + 3ṡif tf )

ai5 = 3
t5f

(28si0 − 28sif + 15ṡi0tf + 13ṡif tf )

ai6 = − 2
t6f

(35si0 − 35sif + 18ṡi0tf + 17ṡif tf )

ai7 = 10
t7f

(2si0 − 2sif + ṡi0tf + ṡif tf )

(2.16)

However, for i = 3, there are only 7 boundary conditions, thus a37 = 0. The
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Figure 2.9: Axis-azimuth attitude representation (yB being the pointing/spinning

body axis)

coefficients of the 6th degree polynomial of s3 are:

a30 = s30

a31 = ṡ30

a32 = a33 = 0
a34 = − 5

2t3f
(ṡ30tf − ṡ3f tf )

a35 = 3
t4f

(ṡ30tf − ṡ3f tf )

a36 = − 1
t5f

(ṡ30tf − ṡ3f tf )

(2.17)

Figure 2.10 shows the body axes paths of a spin-to-spin manoeuvre in an inertial

frame, where the pointing axis yb precesses towards the target direction (depicted

by a point at the end of the path line) while the other two orthogonal axes keep

rotating about it. In Figure 2.11, the two coordinates defining the direction of the

pointing axis (s1 and s2) are driven to their final desired values, while s3 follows

a constant rate trajectory (since the prescribed initial and final spin rates are the

same) where the final value of the angle was not specified.

The singularity associated with Euler angles occurs when calculating their time

derivatives with the kinematics equation from angular velocity data with an an-

gle. However, in this case the kinematic equation is not needed to calculate the

time derivative of the angles: firstly, at the endpoints, the angles’ derivatives are

simply the prescribed spinning rates (ṡ03 = ω̇0 and ṡf3 = ω̇f ); secondly, the an-

gles’ derivatives of the trajectory are obtained by differentiating the polynomial.
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Figure 2.10: Path of the body axes on the unit sphere, in a spin-to-spin manoeu-

vre

Inversely, no singularities arise when evaluating the angular velocities and accel-

erations from the angles’ derivatives. Finally, the trajectory can be converted to

quaternions if required by the attitude control system of the spacecraft, at the

cost of having to use trigonometric functions.

2.4 Inverse dynamics

A simple model of a fully actuated rigid body has been used to obtain the torque

profile. The Euler’s equation of rigid-body dynamics relates the torque ui (along

the body i-th axis) to the angular velocity ωi and acceleration ω̇i and principal

moments of inertia Ii, as

u1 = I1ω̇1 − (I2 − I3)ω2ω3

u2 = I2ω̇2 − (I3 − I1)ω1ω3

u3 = I3ω̇3 − (I1 − I2)ω1ω2

(2.18)

The angular velocities and accelerations are related to quaternions and their time

derivatives through the rotational kinematics [15], as

ω1 = 2(q̇1q4 + q̇2q3 − q̇3q2 − q̇4q1)
ω2 = 2(q̇2q4 + q̇3q1 − q̇1q3 − q̇4q2)
ω3 = 2(q̇3q4 + q̇1q2 − q̇2q1 − q̇4q3)

(2.19)
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Figure 2.11: Trajectory of the attitude coordinates, in a spin-to-spin manoeuvre

ω̇1 = 2(q̈1q4 + q̈2q3 − q̈3q2 − q̈4q1)
ω̇2 = 2(q̈2q4 + q̈3q1 − q̈1q3 − q̈4q2)
ω̇3 = 2(q̈3q4 + q̈1q2 − q̈2q1 − q̈4q3)

(2.20)

Analytical expressions for the quaternion derivatives are obtained by differenti-

ating Eq.(2.1) with respect to time:

q̇i(t) =
q̇∗i (t)

‖q∗(t)‖
− q∗i (t)

‖q∗(t)‖3

(
4∑

i=1

q∗i (t)q̇∗i (t)

)
(2.21a)

q̈i(t) =
q̈∗i (t)

‖q∗(t)‖
− q̇∗i (t)

‖q∗(t)‖3

(
4∑

i=1

q∗i (t)q̇∗i (t)

)
+

q∗i (t)

 3

‖q∗(t)‖5

(
4∑

i=1

q∗i (t)q̇∗i (t)

)2

− 1

‖q∗(t)‖3

(
4∑

i=1

(q̇∗i (t)2 + q∗i (t)q̈∗i (t))

)
(2.21b)

Since the quaternions in Eqs. (2.19) and (2.20) can be replaced by their cor-

responding time-dependent polynomials (Eq. (2.1) and their derivatives), whose

coefficients are a function of the manoeuvre time tf , ultimately the torque is a

function of t and tf (given a set of boundary conditions for a particular manoeu-

vre). Evaluating the torque along the trajectory during the planning is essential to

ensure that the actuators always remain within their operational limits when ex-

ecuting the manoeuvre. Similarly, an additional time differentiation of Eq. (2.20)

allows for the evaluation of jerk along the manoeuvre if required.

If the actuators are reaction wheels, it can be useful to assess the speed build-up

during the manoeuvre, to ensure that they will not become saturated. Assum-

ing that the wheels are aligned with the body axes, the planned torque can be

related to the derivative of their angular momentum. The body angular veloc-

ity is considered negligible compared to the magnitude of typical wheels’ speeds.
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Therefore the wheel’s acceleration and moment of inertia can be related to the

torque provided along its axis by

u ≈ −Irω̇r (2.22)

Where the vector ω̇r contains the wheels’ angular acceleration and Ir = diag(Ir1, Ir2, Ir3)

contains their moments of inertia. The wheels’ speeds are obtained by replacing

Eq. (2.18) into Eq. (2.22) and integrating:

ωr(t) ≈ −
1

Ir

(
I(ω(t)− ω(0)) +

∫ t

0

ω × (Iω)dt

)
+ ωr(0) (2.23)

where the angular velocity of the body ω can be replaced by Eq. (2.19). While

the integral in Eq. (2.23) has a closed-form solution as a function of time and the

polynomial coefficients, it is so complex that it is computationally more efficient

to evaluate it numerically.

2.5 Trajectory smoothness analysis

A trajectory (i.e. a function of time f(t)) is said to be smooth if derivatives f (n)

exist for all positive integers n, also known to be of class C∞. If the trajectory

is shaped by a polynomial, it is infinitely differentiable in the domain t = (0, tf ),

regardless of its degree. However, the motion of the spacecraft before and after

said trajectory can be at rest, at a constant speed, or generally at a different

state than during the slew manoeuvre. Therefore, looking at the trajectory in

the whole t = (−∞,∞) domain, it seems clear that it is not C∞ differentiable at

t = 0 and t = tf .

Consider a rotation along a single axis, where the θ angle is shaped by a third-

degree polynomial, and with a final time of tf = 300 s. The angle, angular

velocity, acceleration, and jerk are shown in Fig. 2.12 (where the time domain

spans before and after the manoeuvre).

Clearly, the velocity (Fig. 2.12b) is a second-order function and thus the acceler-

ation (Fig. 2.12c), which is proportional to the torque in the singe-axis case, is

linear. The acceleration is continuous and smooth during the manoeuvre, but it

is not continuous at the endpoints—therefore, jerk tends to infinite (Fig. 2.12d).

To achieve acceleration continuity at the endpoints their values must be speci-

fied accordingly in the boundary conditions, requiring a 5th-degree polynomial.
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Figure 2.12: Single-axis rotational manoeuvre generated with a 3rd-degree poly-

nomial, analogous to a minimum-energy manoeuvre.

However, the acceleration at the endpoints would still not be smooth, or non-

differentiable. Continuity and C1 differentiability at the endpoints can only be

achieved by a 7th-degree polynomial which enforces zero jerk boundary values.

For comparison, the motions shaped by the different polynomials and a bang-bang

manoeuvre are shown in Fig. 2.13.

These considerations are relevant because, in spacecraft with flexible appendages,

short-period vibrations are induced due to non-smooth torque or discontinuous

jerk. If torque is, not only non-smooth but also discontinuous, such as with a 3th-

degree polynomial trajectory or a bang-bang torque profile, the induced vibrations

are even larger. Note that suddenly switching off the torque cause vibrations as

much as switching it on. High acceleration or jerk do not cause vibrations per se

if their time profiles are smooth, affecting only the tip displacement magnitude

of the appendages during the manoeuvre.
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Figure 2.13: Single-axis rotational manoeuvre with polynomials of different de-

grees and a bang-bang manoeuvre.

2.6 Applications to spacecraft with flexible struc-

tures

Flexible spacecraft or spacecraft with flexible appendages introduce additional

challenges due to vibration modes and a varying inertia matrix. To study how the

proposed method performs in this scenario, simulations with a flexible spacecraft

model have been realized. Environmental effects such as solar radiation pressure

are not considered since they are long-term effects.

2.6.1 Multi-body flexible spacecraft model

The spacecraft has been modeled as a multi-body object, formed by a central

cuboid with two solar panels, joint together by hinges (torsional spring and

damper), as in Fig. 2.14. As opposed to modeling a spacecraft with Bernoulli

beams [26], a multi-body does not need assumed vibration modes and it is shown
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to be more representative of the three-dimensional case when compared to a

numerical model [77].

Kane’s method [78] is used to derive the dynamic equations (Eqs. (2.24) and

(2.26)). In Eqs. (2.24-2.27c) θp is the deflection angle of the solar panel at

the hinge, k and c are the stiffness and damping rate, Ep = [el en er]
T defines

the panel-fixed frame (with its basis vectors resolved in the spacecraft’s body

frame) centered at the mid-point of the hinge C, Ib and Ip = diag(Il, In, Ir) are

respectively the inertia matrices of the central body and a panel, mp is the mass

of a panel, rp is the distance (in body frame) from the body’s center of mass to

the panel’s center of mass, rC = [rCl rCn rCr]
T is the distance (in panel frame)

from the body’s center of mass to the hinge, d is the distance between C and the

spacecraft’s center of mass and ucmd is the applied or commanded torque. The

superscript × indicates a skew-symmetric matrix.

C.M. C

en
θ

el

er

b1

b2

b3

Figure 2.14: Spacecraft with hinged symmetric panels

The equations of motion of each panel are

A1ω̇ +B1θ̈p = C1 − kθ − cθ̇p (2.24)

where

A1 = Ire
T
r +mpd(rple

T
r − rCre

T
l ) (2.25a)

B1 = Ir +mpd
2 (2.25b)

C1 = mpd[rCn(ω2
r + ω2

l )− ωn(ωrrCr + ωlrpl)]−

ωlωn(In − Il)
(2.25c)

and the equations of motion of the body are

A2ω̇ + B2θ̈p = C2 (2.26)

where

A2 = Ib + 2EpIpE
T
p − 2mpr

×
p r×p (2.27a)

B2 = 2mpdr
×
p en + 2Irer (2.27b)

C2 = ucmd − 2θ̇[(Il − In)(ωlen + ωnel) + 2mpdr
×
p ω
×en]+

2mpr
×
p (dθ̇2el − ω×ω×rp)− ω×[(Ib + 2Ip)ω + 2Irθ̇er]

(2.27c)
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The motion of the spacecraft can be integrated by combining Eqs. (2.24) and

(2.26) to eliminate dependence from θ̈. The simulations have been realised con-

sidering a spacecraft with a body inertia matrix Ib = diag(310, 310, 310) kgm2

and 3×1 m solar panels with a mass of 40 kg, resulting in a total inertia of It =

diag(316, 894, 887) kgm2. The hinges linking the panels with the body have a

stiffness of 12 N m rad−1 and a damping of 0.01 kg m2 s−1 rad−1. The actuators

are reaction wheels limited to 0.15 Nm.

2.6.2 Manoeuvres with open-loop torque profile

Via inverse dynamics, the required torque can be computed at every time t.

Therefore, this torque profile can be commanded to the actuators in open loop to

perform the manoeuvre. The torque has been predicted using a simplified inter-

nal model of the system using a rigid-body. Therefore there will be a divergence

from the nominal attitude since unmodelled flexible structures (and environmen-

tal disturbances) are involved. However, simulations in open-loop are conducted

to evaluate the effect of different polynomials on the vibrations of appendages.

Minimum-time manoeuvres are computed using polynomials with no free coef-

ficients, thus polynomials of lower degree will generate faster trajectories for a

given maximum torque.

Figure 2.15 shows a rest-to-rest manoeuvre planned with a 7th-degree polyno-

mial, where it is clear that with torque commanded in open-loop the space-

craft is unable to meet the final attitude with precision. The error, measured

as the angle between the actual final direction of each axis and the desired

one, is eaxes,n7 = [7.5, 11.4, 8.9] deg, for the three body axes. The error found

in the manoeuvres using fifth- and third-degree polynomials are, respectively,

eaxes,n5 = [7.5, 11.6, 9.2] and eaxes,n3 = [7.7, 11.7, 9.6]. While polynomials of

lower degree have a larger error, the relative difference with other polynomials is

small.

Figures 2.16a and 2.16b show the evolution of the deflection angle of the solar

panels at the hinges θp, which is proportional to the panels’ tip displacement, and

its derivative θ̇p. Results using polynomials of different degrees are compared.

Zero jerk at the endpoints of the trajectory can be achieved by a trajectory

shaped with a polynomial of degree 7, zero acceleration can be achieved by a

polynomial of degree 5 (continuous but not smooth at the endpoints), and a
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Figure 2.15: 7th-degree polynomial trajectory with torque commanded in open-

loop. (Solid lines are simulated values; dashed lines are planned values.)

polynomial of degree 3 suffices to enforce zero velocity only. The torques planned

with a 3rd degree polynomial are not continuous at the endpoints, causing large

short-period vibrations (which are better appreciated in θ̇p). When the torque

is cut off the spacecraft is left with residual vibrations, known as spillover. This

situation is significantly improved with a 5th-degree polynomial. The torque at

the endpoints, while not smooth, is continuous, significantly reducing the initial

vibration and the spillover. With a 7th-degree polynomial, short-period vibrations

are unnoticeable. However, enforcing smoothness at the endpoints requires a

slower manoeuvre: given the same spacecraft parameters, the minimum final

time is tf = 284 s with a 7th-degree polynomial, tf = 242 s with a 5th-degree one,

and tf = 191 s with a 3th-degree one.
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Figure 2.16: Solar panel deflection angle, for a manoeuvre planned with different

polynomials. Torque commanded in open-loop.

2.6.3 Trajectory tracking with a feedback controller

In order to reject the disturbances caused by unmodelled dynamics and environ-

mental effects, a closed loop implementation is required. In these simulations,

a proportional-derivative (PD) quaternion feedback controller [15] tracks the de-

sired attitude and angular velocity (Eq. (2.28)). Since a prediction of the torque

is available, the controller can be augmented by including it as a feed-forward

command.

ucmd = −Kpqe −Kdωe + upln (2.28)

In Eq. 2.28, Kp and Kd are the proportional and derivative coefficients, qe is
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the error quaternion, ωe is the error angular velocity, and upln is the estimated

torque as obtained by the planning. Since this PD controller is used for tracking,

it involves very small errors. Also, it is aided by a feed-forward torque, hence

the controller only has to reject the unmodelled effects and environmental distur-

bances. For these reasons, stability is not an issue here, as opposed to the cases

where a linear controller has to drive a spacecraft directly between two distant

attitude states, involving large errors with nonlinear dynamics.
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Figure 2.17: 7th-degree polynomial trajectory with closed-loop tracking of the

planned trajectory. (Solid lines are simulated values; dashed lines are planned

values.)

Figure 2.17 shows the trajectory planned with a 7th-degree polynomial and tracked

using feedback control. Note that the actual torque (as given by the control law)

is higher than the planned torque due to the disturbance rejection caused by

large flexibility (low stiffness). Trajectories planned with other polynomials show

a similar behaviour. This result stresses the need of applying an appropriate

safety margin in the selected tf or the maximum torque constraint during the

planning phase. In contrast to Fig. 2.15, using feedback tracking greatly im-
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proves the error. After the spacecraft reaches the final attitude, the controller is

still actuating to stabilise the spacecraft into this attitude.

0 50 100 150 200 250 300 350 400
time [s]

-0.02

0

0.02

0.04

0.06

0.08

0.1

0.12

θ
p
[r
ad

]

poly. deg. 3
poly. deg. 5
poly. deg. 7

(a) Solar panel angle
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Figure 2.18: Solar panel deflection angle, for a manoeuvre planned with different

polynomials. Closed-loop tracking.

Figure 2.18 shows the deflection of the solar panel and its time derivative. A

longer time is shown after the end of the manoeuvre to depict the post-manoeuvre

stabilisation time. The 3th-degree polynomial excites vibrations at the start of

the manoeuvre (Fig. 2.18a), however, the feedback control tracking the trajec-

tory acts as a damper of the oscillations that would remain if open-loop control

was implemented. At the end of the manoeuvre the torque is cut off and more

vibrations are induced, but the controller slowly stabilises the attitude. With a

5th-degree polynomial the induced vibrations are much smaller and the tracker
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stabilises them faster, while with a 7th-degree polynomial there are virtually no

initial or spillover vibrations.
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Figure 2.19: Detail of time derivative of the panel angle, after the manouevres.

Closed-loop tracking.

The results of these simulations, highlighted in the post-manoeuvre detail (Fig.

2.19), show that the very short stabilisation time required by a longer manoeuvre

(with a 7th-degree polynomial, which does not induce spillover) is compensated

by a faster one which causes spillover and requires a larger stabilisation time.

It can be argued that an advanced controller specifically designed for damping

spillover vibrations can reduce the stabilisation time. However, hardware has its

limitations, and the frequency and amplitude of spillover can be reduced only to

a certain extent via feedback control. For instance, missions with high precision

requirements rely on star trackers with relatively large sampling times, rendering

the implementation of such controllers difficult. Therefore, it might be appro-

priate to choose a 7th-degree polynomial which does not excite the spacecraft’s

appendages. A compromise solution might be using a 6th-degree polynomial,

which generates quicker trajectories by having a non-smooth start. Given that

the initial vibrations are be reduced to a certain extent by the tracking controller

or by natural damping during the manoeuvre, and the fact that the trajectory

is smooth (C3 differentiable) at the end, spillover vibrations are virtually elim-

inated. This would allow any sensitive instrument to be readily available after

the manoeuvre, which is the main goal of reducing spillover vibrations. Addition-

ally, the simulations show that this manoeuvre is 16 s faster than the 7th-degree

polynomial (on the same baseline manoeuvre).
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Taking the aforementioned into consideration, choosing the right polynomial for

shaping the trajectory will depend mainly on the specific mission requirements

and constraints. For a fixed manoeuvre time, lower degree polynomials gen-

erate trajectories with lower acceleration and torque peaks, leading to smaller

maximum tip displacement, but the endpoints might not be as smooth as those

provided with higher order polynomials. It is advised to use a very smooth ending

torque to prevent spillover. For instance, the post-manoeuvre stabilisation time

can be costly for agile observation satellites, since they are inactive between re-

pointing and taking an image. The sloshing of fuel is another effect that forces a

spacecraft to stabilise after a slew manoeuvre. However, since sloshing dynamics

can be modelled using a mass-spring model [14]—analogous to the multi-body

model for solar panels used in this section—the benefits of the smooth polyno-

mial planning also apply. Implementing trajectory tracking is recommended over

open-loop control, to both minimize the attitude error and damping vibrations,

although larger torques must be accounted for. If there is a constraint on some

appendage’s maximum tip displacement, a limit on maximum acceleration can be

considered so that a higher tf may be chosen, even if the torque is well below the

actuators’ limit. Finally, with this method, the design of the spacecraft structure

can be allowed to be less stiff (reducing cost and weight), and still prevent large

oscillations.

2.7 Chapter summary

In this chapter, a method for shaping the trajectory of attitude slew manoeuvres

using single polynomials has been presented. Quaternions have been used as the

baseline attitude representation. The coefficients of the polynomials are found by

matching the boundary conditions of the manoeuvre, although additional degrees

of freedom can be included by increasing the degree of the polynomials. Concerns

regarding numerical issues commonly arise when working with high order polyno-

mials, therefore an analysis has been conducted. Scaling time has been proposed

as a method to prevent numerical stability problems. While quaternions can be

used for planning arbitrary manoeuvres, an axis-angle attitude representation

has been proposed for the special case of spin-to-spin manoeuvres. More efficient

trajectories are obtained, since this representation naturally provides a precessing

motion of the spinning axis.
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Smoothness in the trajectory profile prevents short-period oscillations—such as

spillover—from arising in flexible spacecraft. Even spacecraft with very rigid

structures can experience vibrational problems due to fuel slosh. A feature of

polynomials is that they are smooth along its domain, however, smoothness at the

trajectory endpoints (down to a certain differentiability class) has to be enforced

by the boundary conditions. It has been shown how vibrations can be prevented

with this guidance approach, rather than using a dedicated controller working at

high frequency to stabilise the spacecraft, which most spacecraft do not implement

(leaving vibrations to dampen naturally).

This polynomial planning method is an inverse dynamics method, i.e. torques

are derived from a given trajectory. Not only torque but a slew of data can be

obtained from the planned trajectory such as reaction wheel speed, fuel consump-

tion, or path of pointing vectors, before the manoeuvre is executed. This offers

the possibility of re-planning the trajectory if some performance index is to be

optimised or if a certain constraint is not satisfied. To this end, the different de-

grees of freedom of the polynomial trajectories (the final time and any additional

coefficients) can be used to reshape the trajectory. The next chapter focuses on

this constrained trajectory optimisation problem, presenting the efficiency and

effectiveness of this polynomial method.
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Attitude trajectory optimisation

in the presence of constraints

The manoeuvre time tf and any free coefficients of the polynomial must be se-

lected in order to calculate the rest of the coefficients, defining a trajectory which

satisfies the boundary conditions. Those variables can be selected in an optimiza-

tion process, so that a certain performance index (single- or multi-objective) is

optimised, amongst the class of polynomial motions, while constraints are satis-

fied. In this chapter, dynamic constraints such as maximum torque and reaction

wheel speed are explored, which are evaluated from the quaternions and their

derivatives with an internal model (i.e. inverse dynamics). Also, path constraints

or pointing keep-out areas are introduced. While this is a nonlinear constrained

optimization problem, the use of computationally intensive algorithms (such as

sequential quadratic programming (SQP)) has been avoided. A more efficient ap-

proach as a tailored combination of root-finding and unconstrained optimization

has been used, as well as pre-computed analytical functions. The main perfor-

mance index considered is manoeuvre time. A multi-objective fuel-time cost func-

tion could be implemented if a RCS was used. However, this work focuses on the

use of reaction wheels, since they are more suited to the continuous and smooth

control provided by the trajectories planned with polynomials. Thus, alongside

time a performance index related to reaction wheels is considered, consisting on

the angular momentum stored in the wheels at the end of the manoeuvre. The

performance of the polynomial planning method is compared with an optimal

control solver, and also amongst different attitude representations.
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3.1 Time optimisation

Once the boundary conditions of a particular manoeuvre have been selected, the

remaining variable necessary to determine the polynomial coefficients (Eq. 2.6)

is the manoeuvre final time tf (provided that there are no free coefficients or they

have been given). In this section the goal of finding the minimum tf is addressed,

requiring the evaluation of the torque to check the feasibility of the trajectory.

While a generic optimiser can be used, tailored methods are proposed aiming to

maximise computational efficiency and robustness.

3.1.1 Optimising time via root-finding

The manoeuvre duration tf affects the torque profile, with shorter final times

resulting in higher torques. A criterion for choosing tf is to find its minimum

value such that the calculated maximum torque in the manoeuvre (of any axis,

in absolute value) is equal to the actuator’s torque limit ulim. In an analogous

way, other differential constraints can be considered, such as a limit on velocity,

acceleration, jerk, or the reaction wheels rate.

It is possible to obtain an expression of the planned torque as a function of time

and tf by combining the equations of rigid-body dynamics and the polynomials

representing the attitude parameters. However, due to the high non-linearity of

this expression, finding the minimum tf with a purely analytical approach is not

practical. A more efficient strategy consists in discretising the trajectory and

evaluating the torques at each node (ui(tk) for the i-th axis and k-th node). The

difference with the torque limit ulim is calculated at each node and the maximum

value of the set is obtained:

Ji = max
k

(|ui(tk)| − ulim) (3.1)

where Ji is the largest difference amongst all nodes of the i-th axis’ torque profile.

The three axes can be combined in J = max {J1, J2, J3}.

As shown in Figure 3.1, the optimum point corresponds to J = 0. If J > 0, the

final time is lower but the maximum torque is above the limit, whereas if J < 0

the trajectory is feasible but the final time can be arbitrarily large. The evolution

of J with tf is monotonically decreasing, as shown in the example of Figure 3.2.

Finding the root of this curve, corresponding to the minimum tf of a particular
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Figure 3.1: Illustration of torque profiles with different final times, with J being

a metric of the peak height
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Figure 3.2: Evolution of J (maximum torque over the limit) with manoeuvre

time

path, is performed with very few iterations. While gradient-based optimization

algorithms would use J2 to find the optimum, the J performance index allows to

(a) know if a trajectory is feasible (in terms of torque) simply by checking the

sign of J , and (b) use a root-finding algorithm, such as the bisection method,

which are more efficient than numerical gradient-based ones.

For this simulation, a large satellite with small reaction wheels has been modelled.

The rest-to-rest manoeuvre (planned with quaternions) is of 90 deg and the slew of

the spin-to-spin case (planned with axis-azimuth) is 115 deg long, with endpoint

spin rates of 1.8 deg/s. Note that the planned torque profile is a prediction based

on an internal model, and its accuracy will determine how large the difference

is between the planned and the real torque (when the trajectory is tracked with
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feedback control). Considering an additional safety margin on the torque limit or

on tf is advised to account for model inaccuracies and other disturbances (such

as solar radiation pressure, atmospheric drag, etc).
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Figure 3.3: Evolution of J (maximum reaction wheels speed over the limit) with

manoeuvre time

In an analogous way to the torque profile, the reaction wheels peaks can be found

and checked against the speed limit. The performance index (or cost) structure

shown in Fig. 3.3 features a similar behaviour to that of torque. The spin-to-spin

case is not monotonically decreasing, thus, if there was more than one zero the

first one would be chosen as corresponding to the minimum manoeuvre time.

Arbitrary move-to-move manoeuvres (such as the ones used by EO satellites) have

a similar behaviour to rest-to-rest ones, as shown in Figs. 3.4 and 3.5. For com-

parison, the same manoeuvre planned with Euler angles has been included. Note

that unlike the spin-to-spin case, where a particular axis-azimuth representation

is used, in this case the full final attitude is specified with Euler angles. The

move-to-move manoeuvre is 130 deg long with endpoint velocities of 4.5 deg/s,

using more capable actuators than in the rest-to-rest case.

In Fig. 3.4, the cost index (related to the torque peak) decreases monotonically

and asymptotically with the manoeuvre time, both with quaternions and Euler

angles. However, for the same manoeuvre Euler angles provide a noticeable longer

minimum time (the zero of the function) than quaternions. When looking at

the wheels’ momentum peak (Fig. 3.5), quaternions provide a monotonically

decreasing behaviour but Euler angles do not, which could imply the existence of
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Figure 3.4: Evolution of J (maximum torque over the limit) with manoeuvre

time, for an arbitrary move-to-move manoeuvre
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manoeuvre time

multiple zeros under certain conditions. However, in this simulation the wheel’s

momentum capacity is large enough to not being a bottleneck.

It is insightful to look at a degenerated move-to-move manoeuvre with an ex-

ceedingly long final time, regarding the fundamental differences between planning

with quaternions and Euler angles. For an arbitrarily large final time, in the ma-

noeuvre planned with quaternions (Fig. 3.6) the trajectory makes the spacecraft

brake down, loiter for most of the allocated manoeuvre time, and spin up again

when the final time approaches. In contrast, in the Euler angles manoeuvre (Fig.

3.7) the spacecraft is kept rotating, until it reaches the final state at the specified
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Figure 3.6: 7tht-degree polynomial move-to-move manoeuvre planned with

quaternions, with an arbitrarily long final time

time. This is caused by the planned profiles of the Euler angles, which reach val-

ues multiple times over 2·π on the course of the manoeuvre. Instead, quaternions

are bounded between −1 and 1. Essentially, the spacecraft motion is obtained by

inverse dynamics from the attitude profile, therefore different attitude represen-

tations will show different behaviours.

Notice that the torque at the endpoints is not zero. This is due to the prescribed

boundary conditions, which force a constant angular velocity vector on the space-

craft. However, the body is asymmetric, and a torque equal to the gyroscopic

precession will be required at the endpoints to maintain the prescribed state.

Since the manoeuvre is planned with a 7tht-degree polynomial, the torque at the

endpoints will be continuous and smooth even if non-zero.

Finally, other paths (still matching the prescribed boundary values) may have a

lower final time, which can be explored by polynomials with additional terms. In

this case, free variables are added to the system, whose value can be selected by

an optimizer. Best results are obtained with a two-layer optimization approach
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Figure 3.7: 7tht-degree polynomial move-to-move manoeuvre planned with Euler

angles, with an arbitrarily long final time

(Fig. 3.8). The outer layer explores the space of 4×k free coefficients (considering

4 quaternions, shaped with polynomials of degree m+k), using an unconstrained

optimization method with manoeuvre time as the performance index. At every

iteration of the optimizer, the root-finding algorithm runs as the inner loop, giving

the minimum feasible time for that specific trajectory. This approach is robust in

the sense that, even if the optimizer converges to a local optimum, the trajectory

will satisfy torque constraints. While there exists a global minimum time amongst

the set of trajectories given by polynomials of a certain degree, it can be reduced

if higher degrees are used. The absolute global optimum of the problem could be

that given by polynomials of infinite degree (although it would be impossible to

solve), or a computational optimal control method (although global optimality is

not guaranteed).
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Figure 3.8: Two-layer time optimization algorithm

3.1.2 Optimising time via pre-computed analytical func-

tions

In an effort to keep the computational overhead as low as possible, an analytic

function for calculating the minimum final time has been developed—the so-called

tf -function. This strategy is based on the assumption that the minimum time of

a manoeuvre mainly depends on a number of selected parameters, such as the

travelled distance.

3.1.2.1 Rest-to-rest tf -function

In the rest-to-rest case using quaternions, the rotation angle θf , representing

the length of the slew, is one of the drivers of the manoeuvre duration. In an

asymmetric spacecraft, the actuators require more power if the manoeuvre is

performed along high inertia axes. Therefore, another main driver of tf is the

moment of inertia along the rotation axis (Ie), calculated using

Ie = êT
BIêB (3.2)

where I is the matrix of of principal moments of inertia and êB the rotation axis

as previously defined.

When a large enough Monte-Carlo simulation is performed with random ma-

noeuvres, a cloud of points is obtained by plotting tf with θf and Ie, which has
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a surface pattern (Fig. 3.9). With a data-fitting tool a parametric cubic surface

can be well approximated.
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Figure 3.9: Cubic surface fitting a cloud of points corresponding to random

manoeuvres

However, the surface tf = f(θf , Ie), as obtained by data-fitting, is essentially an

average, thus a margin on the estimated tf must be added so that the torque

limit is respected in all possible manoeuvres. Despite the advantage of quickly

estimating tf , some performance is lost since the calculated manoeuvre duration

will not be the minimum possible. As an example, with the model studied in

this work, with the rest-to-rest tf -function most of the predicted times are under

30% larger than the actual minimum final time (Fig. 3.10). The larger errors

correspond to small displacements, which have short associated manoeuvre times.

The R-squared value for this example is 0.986.

3.1.2.2 Spin-to-spin tf -function

The manoeuvre final time can also be analytically estimated in the spin-to-spin

scenario. However, in this case the moment of inertia metric is no longer valid.

The angle between the initial and final pointing vectors (α), analogue to θf ,

can still be used as a parameter in the tf -function. A second parameter can
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Figure 3.10: Difference between the predicted and minimum final times, in %

(rest-to-rest)

be selected to form a surface pattern in the Monte-Carlo analysis based on the

difference between the endpoints of the angles s1 and s2 (Eq. (3.3)).

Ls =
√
|s10 − s1f |2 + |s20 − s2f |2 (3.3)

A parametric surface is obtained as tf = f(α, Ls) via data-fitting. A 4th degree

surface can be fitted, resulting in an R-squared value of 0.995. The difference

between the tf predicted by the funciton and the and optimum value can be

as high as 400%. However, Fig. 3.11 shows that, as in the previous case, high

differences correspond to short duration manoeuvres, thus the error in absolute

terms is not large.

A tf -function in the spin-to-spin case is, again, model-specific, and every set of

surface coefficients is valid only for specific endpoint spin rates. For a spinning

spacecraft featuring a limited amount of spin rate values, it is feasible to store

the function coefficients for every mode. Note that it is not possible to consider

path constraints with the tf -function approach.

3.2 Obstacle avoidance

The path of the body axes on the unit sphere can be diverted in order to avoid

pointing constraints. This is usually required by sensitive optical instruments
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Figure 3.11: Difference between the predicted and minimum final times, in %

(spin-to-spin)

that shall avoid having the Sun in its field of view to avoid damage, or by star

trackers that shall not be blinded. The static path constraints [27] or keep-out

areas are represented by cones intersecting the unit sphere. The intersecting circle

should not be trespassed by the path of the constrained body axis vI
i (t), in other

words, the angle between vI
i (t) (resolved in the inertial frame) and the cone axis

wc should not be smaller than the cone angle γc:

vI
i (t) ·wc ≤ cos(γc) (3.4)

The pointing body axis can be evaluated from quaternions with

vI
i = (q2

4 − ‖~q‖2)vB
i + 2(~qTvB

i )~q + 2q4(~q × vB
i ) (3.5)

where ~q = [q1, q2, q3]T and vB
i is the pointing axis resolved in the body frame.

3.2.1 Using waypoints

Obstacle avoidance can be achieved in a deterministic way using a suitable path

point, which implies adding an additional equation to the linear system of bound-

ary conditions. For instance, if a 4th-degree polynomial was used with 4 boundary

conditions and one waypoint, the system to calculate the polynomial coefficients

would be:
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Figure 3.12: A path crossing the keep-out area is diverted by forcing it to pass

through a determined waypoint


1 0 0 0 0
0 1 0 0 0
1 tf t2f t3f t4f
0 1 2tf 3t2f 4t3f
1 twp t2wp t3wp t4wp



ai0
ai1
ai2
ai3
ai4

 =


qi(0)
q̇i(0)
qi(tf )
q̇i(tf )
qi(twp)

 (3.6)

Where qi(twp) is the prescribed waypoint to be reached at time twp.

A single waypoint is enough to divert the path away from the obstacle. The

point is selected by calculating the nearest point of the nominal path to the cone

center and moving it to the closest point on the circle (Fig. 3.12). This implies

rotating the attitude about the axis wc× vI
i (twp) by an angle γc− γ. When time

is adimensional, the τwp = twp/tf of the diverted point is the same as the original

one, as shown in Fig. 3.12 with τclosest = τwp. The resulting path of the pointing

axis is tangent to the keep-out cone, and a new minimum tf is evaluated for the

diverted trajectory. This approach is suboptimal, but as it is deterministic it

avoids the optimisation process and a feasible motion is obtained.

The limitation of this approach is on manoeuvres with arbitrary endpoint veloci-

ties. In this case the variable tf affects the path, thus the time-minimisation and

the obstacle avoidance problems are coupled. However, in the case of spin-to-spin
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using the previously described parametrisation, the path of the pointing axis is

not dependent on tf , and an analogous approach to the rest-to-rest scenario can

be applied.

3.2.2 Using unconstrained optimisation

Obstacle avoidance can be carried out using unconstrained optimization of the

free parameters. Constraints can be taken into account in unconstrained opti-

mization with a penalty function acting as a performance index. The penalty

function, which shall be minimised down to zero for the trajectory to be feasible,

considers the keep-out area as

JOA =

{
maxk(vI

i (tk) ·wc − cos(γc)) if vI
i (t) ·wc > cos(γc);

0 otherwise.
(3.7)

where the trajectory is discretised and vI
i (tk) depicts the pointing at the k-th

node. Essentially, the magnitude of JOA in Eq. (3.7) is directly proportional to

the closest distance to the center of the cone when the trajectory path crosses it.

Therefore, during the optimization, the path ”slides down” and out of the keep-

out area. When the path of the axis is tangent or anywhere outside the keep-

out area, the penalty is constant at zero—deactivating the obstacle avoidance

optimisation process.

The obstacle avoidance penalty function can be included in the two-layer opti-

mization for finding the minimum time described in Section 3.1.1. As soon as the

path crosses a keep-out area, the obstacle avoidance algorithm is activated and

time minimization is not considered, until the penalty index JOA becomes zero.

The flow chart of the algorithm of time optimization with pointing constraints is

shown in Figure 3.13. The torque constraints are embedded in the inner loop (the

root-finding process described in the previous section), which are used to find the

minimum tf for every iterated combination of free coefficients. This tf becomes

the performance index when obstacle avoidance is not activated (JOA = 0). An

interesting property of rest-to-rest manoeuvres, for some given values of free co-

efficients, is that the axes’ paths remain unchanged when varying the manoeuvre

time tf . Therefore, in the obstacle avoidance part of the algorithm, the final time

can be adimensionalised.

Figure 3.14 shows the path of the pointing axis (black line), using an additional

term on the polynomials (k = 1 in Eq. (2.5))—thus, four free variables are in-
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Figure 3.13: Two-layer time optimization algorithm with obstacle avoidance
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Figure 3.14: Paths of the pointing body axis on the unit sphere and keep-out

circle, for the nominal trajectory (grey line) and the diverted one (black line)

cluded. The grey line shows an initial-guess trajectory (minimum polynomial

degree for matching boundary conditions) which does not satisfy the path con-

straint. While the obstacle avoidance algorithm forces the path out of the cone,
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in this case the one featuring the minimum time happens to cross the keep-out

area, making the optimizer converge to a path tangent to the circle (i.e. the

minimum-time trajectory satisfying the pointing constraint).

Again, manoeuvres with arbitrary endpoint velocities, the variable tf affects the

path, thus the time-minimisation and the obstacle avoidance problems are cou-

pled. The two-layer approach can still be used, but in this case the actual tf must

be considered in the outer layer (where path constraints are checked).

3.3 Minimisation of reaction wheels momentum

storage

Via inverse dynamics it is possible to obtain, apart from the torque profile of the

manoeuvre, the evolution of the reaction wheels’ speed. This could be necessary

in spacecraft with limited resources, where reaction wheels can become easily

saturated if they are small (relative to the spacecraft’s moments of inertia). Most

spacecraft equip reaction wheels since they are the most precise type of actuators,

and are simpler and lighter than control moment gyros (CMG). Unlike CMGs,

however, they build up speed which needs to be unloaded or desaturated. Usually,

they are unloaded with magnetorquers (when in LEO) or with a Reaction Control

System (RCS), in which case manoeuvring with reaction wheels is not exactly

propellant-less.

However, since the momentum stored in the reaction wheels can be predicted

via inverse dynamics, it is possible to optimise the trajectory so that the wheels

speed at the end of the manoeuvre is minimum or, ideally, zero. The momentum

stored in the wheels can be estimated with

hr(tf ) =

∫ tf

0

u dt+ hr(0) (3.8)

where u is the predicted torque and hr(0) is the initial angular momentum of

the wheels. The torque is computed numerically, thus it is straightforward to

numerically integrate Eq. 3.8.

The goal is to minimise hr(tf ). To this end, the degree of the polynomials shaping

the quaternions is increased by one in order to use the free coefficients to re-shape

the path. In rest-to-rest trajectories, the path and the final time are decoupled.
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Thus, as happens with torque, the wheels’ momentum tends to zero as time tends

to infinite. In order to avoid arbitrarily large manoeuvre durations, a multi-

objective optimisation is necessary where the performance index is a weighted

sum of the momentum and the final time, as:

Jr = krhr(tf )Thr(tf ) + tf (3.9)

where kr is a weighting factor.

Figure 3.15: Two-layer time optimization algorithm with reaction wheels mo-

mentum

A two-layer optimisation algorithm is implemented (Fig. 3.15), where the inner

loop finds the minimum-time trajectory (via root-finding) and the outer loop

searches the free coefficients to minimise the final momentum. In other words,

the minimum momentum trajectory will also have the minimum time possible for

that path (tf in Eq. 3.9). This approach is robust since the search of the free

coefficients space is based on pure unconstrained optimisation. Since feasibility is

controlled by selecting an appropriate tf in the inner loop, every iteration of the

free coefficients results in a feasible trajectory. If pointing constraints are present,

this algorithm can be merged with obstacle avoidance (Fig. 3.13). A heuristic

simplex-based optimisation methods has been used, yielding better results than

gradient-based methods at the expense of higher computation times (although

they are below one second, in a desktop computer using Matlab).

Figure 3.16 shows a minimum-time baseline manoeuvre planned with polynomials

of degree 7, the minimum required to match boundary conditions. The spacecraft
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Figure 3.16: 7tht-degree polynomial baseline manoeuvre

model is based on a 2000-kg body with solar panels, equipped with reaction wheels

limited to 0.15 Nm, 6000 rpm, and a moment of inertia of 0.07 kgm2. In Fig.

3.16d, the maximum final speed of the wheels is over 1000 rpm. In contrast, Fig.

3.17 shows a maneouvre planned with 8tht-degree polynomials, whose degrees

of freedom are used to minimise the reaction wheels final momentum or speed.

In this case, more weight is placed on the wheels momentum term in Eq. 3.9.

Note that the final speed of the reaction wheels in the optimised case is almost

zero. However, the manoeuvre time (tf = 434 s) is significantly larger than the

baseline manoeuvre (tf = 284 s). While the wheels momentum is minimised and

the constraints are satisfied, the spacecraft undertakes a seemingly chaotic path

(Fig. 3.18).

A compromise between final wheels speed and final time can be achieved by

balancing the weight in the performance index (Eq. 3.9). Results in Fig. 3.19

show a significant decrease in the manoeuvre time (tf = 326 s) while keeping

the wheels final momentum to relatively small values. Finally, Fig. 3.20 shows a

minimum-time trajectory amongst the set of 8tht-degree polynomial trajectories,
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Figure 3.17: Minimum final wheels momentum trajectory planned with 8tht-

degree polynomials

i.e. setting k = 0 in Eq. 3.9. The manoeuvre duration is tf = 220 s, but the final

wheels speed is much larger, of the same order of magnitude than the baseline

manoeuvre.

In conclusion, using motion planning enables feasible and optimal manoeuvring

with reaction wheels, providing a range of benefits to spacecraft and driving new

designs. Firstly, ensuring that the manoeuvre will not saturate the wheels, gives

confidence that the spacecraft will not lose control capacity even if those wheels

are small (which is not guaranteed if classical feedback control is used). This

enables a smaller margin in the reaction wheels capability, saving cost and mass

budget that can be allocated to payload. Secondly, minimising the final momen-

tum storage (i.e. the final wheels speed) could make using reaction wheels almost

propellant-less in slew manoeuvring, since there is no need for substantial desat-

uration. For those reasons, using this motion planning approach reaction wheels

can effectively replace CMGs or the RCS in its usual job of performing the slew

manoeuvres, saving fuel or augmenting the capabilities of nanospacecraft (e.g.
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Figure 3.18: Axes path of minimum final wheels momentum trajectory

cubesats) which cannot accommodate an RCS. Additionally, unlike thrusters of

a certain size, reaction wheels are capable of precise and very smooth torque pro-

files. Finally, a zero-propellant manoeuvre (ZPM) was realised as an experiment

in the ISS, using pseudospectral optimal control and CMGs as the actuators [79]

and taking into account a high fidelity dynamic model. In contrast, the motion

planning approach presented is computationally more efficient, thus this type of

ZPM manoeuvres can be computed on-board in a regular basis.

3.4 Performance comparison with an optimal

control solver

Using polynomials to shape the trajectories yields suboptimal results, in terms of

torque and time. Thus, it is worth comparing the results of this method with those

of a pseudospectral optimal control solver (PSOPT). Using a direct transcription

method for optimal control, close-to-optimal solutions can be obtained.
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Figure 3.19: Balanced final wheels momentum - time trajectory planned with

8tht-degree polynomials

3.4.1 Rest-to-Rest manoeuvres

The trajectory of a baseline rest-to-rest manoeuvre has been planned with a fixed

final time. In PSOPT, the same final time has been given and the following cost

function has been considered:

J =

∫ tf

0

uTu dt (3.10)

which is a measure of the energy spent on the manoeuvre.

Figure 3.21 shows a fixed manoeuvre time comparing both methods. The axes

path is similar in both cases. The angular velocity obtained with the polynomial

method is symmetric, accelerating the first half of the trajectory (almost linearly)

and decelerating the second half. The optimal control solution, however, has a less

symmetric profile since it accounts for the moments of inertia of the spacecraft.

While the time of the trajectory is fixed, the cost as in Eq. 3.10 is 60% higher with

the polynomial method than with PSOPT. The cost of other random manoeuvres
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Figure 3.20: Minimum final time trajectory planned with 8tht-degree polynomials

fall within this order of magnitude.

3.4.2 Single axis rotation

An interesting result arises when simulating a rotational manoeuvre about one of

the spacecraft’s axes. In this case, as shown in Fig. 3.22, the trajectory is very

similar, and the cost of the polynomial trajectory in terms of energy is higher

only by 13%.

These results suggest that, in a single-axis basis, the class of polynomial trajec-

tories naturally provide solutions with a relatively low energy cost, considering

that no optimisation of this cost function has been undertaken.

3.4.3 Time-optimal manoeuvres

Figure 3.23 depicts a manoeuvre where time is minimised. As expected, the

optimal control solution is of bang-bang type. The shape of the polynomial
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Figure 3.21: Fixed-time, minimum energy trajectory. Solid/marked lines:

PSOPT, dashed lines: 3th-degree polynomial

trajectory is essentially the same as in the fixed-time case, but the maximum

torque is allowed to be equal to the actuators’ limit (Section 3.1), in this case

of 0.15 Nm. PSOPT is shown to improve the manoeuvre time by 19%, but the

energy cost is increased by a factor of two with respect to the polynomial solution.

Therefore, the polynomial method yields trajectories with a final time relatively

close to the optimal solution, while maintaining the energy efficiency.

There exist paths that have a lower final time, which can be explored by polyno-

mials with additional terms, using the two-layer algorithm described in Section

3.1.1.

Figure 3.24 shows a minimum-time trajectory planned with a 4th-degree polyno-

mial. The last term of each polynomial is not required to match the boundary

conditions, instead it gives a degree of freedom to the optimisation (resulting in

four free coefficients, one per quaternion). The final time obtained is 179.8 s,

lower than the manoeuvre planned with a 3rd-degree polynomial (190.5 s), but

higher than the optimal value of 160 s given by PSOPT, although the latter
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Figure 3.22: Fixed-time, minimum energy trajectory about the y-axis.

Solid/marked lines: PSOPT, dashed lines: 3th-degree polynomial

method can take tens to hundreds of seconds to compute. A further increase

in the polynomial degree would improve the final time in an asymptotic way—a

polynomial of infinite degree would match the result of the optimal control solver.

However, an increasing amount of degrees of freedom makes the problem more

difficult to converge, therefore, a trade-off must be considered. This is shown

in Fig. 3.25, where the same arbitrary manoeuvre was computed with polyno-

mials of 4th, 5th, 6th, and 7th degree, each adding four extra free coefficients as

optimisation variables. The optimisation was run in a laptop with Matlab R© and

a heuristic algorithm. Results were averaged over five runs for each polynomial

degree.

3.5 Comparison of attitude representations

A polynomial of infinite degree—hence with infinite DOF—can shape any tra-

jectory using any type of attitude representation. However, using a minimum
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Figure 3.23: Minimum-time trajectory. Solid/marked lines: PSOPT, dashed

lines: 3th-degree polynomial

order polynomial (matching boundary conditions only) or one with few degrees

of freedom, the choice of attitude representation matters in the shaping of the

trajectory. This section focuses on how quaternions, Euler angles, and Modified

Rodrigues Parameters (MRP) compare when planning the same arbitrary rest-to-

rest and move-to-move manoeuvres with 3rd-degree polynomials, the performance

index being the final time.

Quaternions are the preferred choice of attitude parameters in spacecraft for their

globality (lack of singularities) and computational efficiency (the attitude matrix

has no trigonometric functions; although this benefit might be reminiscent of the

time when spacecraft processors were seriously limited). Euler angles have 90-

degree singularities, hence although visually intuitive they are unfit for spacecraft

manoeuvres. Modified Rodrigues Parameters are attractive for control because

although it has a singularity, at 360 degrees it is far away from the origin.

Different spacecraft have been considered for the rest-to-rest and the move-to-

move manoeuvres. A summary of the resulting manoeuvre times for all cases can
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Figure 3.24: Minimum-time trajectory, planned with one degree of freedom in a

4th-degree polynomial (per quaternion)
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Figure 3.25: Evolution of the optimisation solution (final time) and computa-

tional time as a function of the trajectory’s degrees of freedom (base polynomial is

of degree 3)
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Rest-to-rest Move-to-move

Quaternions 203.6 24.5

MRP 205.2 25.3

Euler angles (z-x-y) 226.5 25.9

Euler angles (z-y-x ) 326.5 unfeasible

Euler angles (shifted frame) 199.2 28.4

Table 3.1: Minimum manoeuvre times (seconds) for different representations

be found in Table 3.1.

3.5.1 Rest-to-rest case

In the rest-to-rest case a torque limit of 0.15 Nm and an inertia matrix I =

diag(316, 894, 887) kgm2 have been considered.
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Figure 3.26: Minimum-time rest-to-rest manoeuvre planned with quaternions

Figures 3.26 and 3.27 show trajectories planned with quaternions and MRP. The

body axes paths are very similar, although the velocity and torque profiles are
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Figure 3.27: Minimum-time rest-to-rest manoeuvre planned with MRP

slightly different, leading to different minimum times of 203.6 s and 205.2 s re-

spectively. The similarity in the manoeuvre is not surprising since MRP and

quaternions are both derived from the Euler axis-angle representation. However,

the initial and final MRP values must be adjusted to prevent large winding:

p0,f =
p0,f

‖p0,f‖2
if ‖p0,f‖ > 1 (3.11)

For the special case of rest-to-rest manoeuvres planned with quaternions and

shaped by polynomials with no degrees of freedom, the resulting trajectory is an

eigenaxis rotation. However, a trajectory shaped with MRP is not.

Figure 3.28 shows a trajectory shaped with Euler angles. With a minimum time

of 226.5 s, the trajectory is slower than its quaternions and MRP counterparts.

Euler angles are not unique, being able to represent the same attitude with twelve

different sequences of rotations. Figure 3.29 shows the manoeuvre shaped with
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Figure 3.28: Minimum-time rest-to-rest manoeuvre planned with Euler angles

(z-x-y)

another combination of Euler angles, resulting in a different trajectory with a

minimum time of 326.5 s, longer than the previous case due to a larger path.

Also, unwinding can be prevented by measuring the difference between the initial

and final angles and adjusting them accordingly, which can be done with a simple

algorithm.

An axis-azimuth type of representation (as the one used in the spin-to-spin case)

can improve the rest-to-rest trajectories of asymmetric body. The torque re-

sources of a spacecraft can be used most efficiently if the path of the minor axis

of inertia is minimum (i.e. a great-circle on the sphere), since reorienting this

axis implies applying torques about the other axes which have larger moments of

inertia. In this scenario, the minor axis would slew following a great-circle while

the other two would rotate about it until the final attitude is reached. To achieve

this behaviour, Euler angles can be used with an appropriate reference frame.

Figure 3.30 shows a reference frame or inertial frame where the ẑI vector defines

a plane where both body axes x̂0 and x̂f lie in, and x̂ depicts the minor axis of
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Figure 3.29: Minimum-time rest-to-rest manoeuvre planned with Euler angles

(z-y-x )

Figure 3.30: Schematics of Euler angles (z-y-x ) with shifted reference frame

inertia of the spacecraft. Overall, the new frame is defined by
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RI = [x̂0 (ẑI × x̂0) (x̂0 × x̂f )] (3.12)

The endpoint attitudes (defined as rotation matrices) resolved in the new frame

are

R∗0 = RT
I R0

R∗f = RT
I Rf

(3.13)

which can be converted back to Euler angles. If the Euler angles sequence is

z-y-x and the angles about them are s1-s2-s3, the new endpoint angles about

y are s02 = 0 and sf2 = 0. When shaping s2(t) with a polynomial and those

boundaries, the result is constant at zero, meaning that x̂(t) goes along a great-

circle whose position on it is defined by s1(t). Figure 3.31 shows the resulting

trajectory, which obtains the shortest time of 199.2 s.
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Figure 3.31: Minimum-time rest-to-rest manoeuvre planned with Euler angles

and change of reference frame
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3.5.2 Move-to-move case

0 5 10 15 20 25
time [s]

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

a
tt
it
u
d
e

q
1

q
2

q
3

q
4

(a)

0 5 10 15 20 25
time [s]

-0.1

-0.08

-0.06

-0.04

-0.02

0

0.02

0.04

0.06

a
n
g
u
la

r 
v
e
lo

c
it
y
 [
ra

d
/s

]

w
1

w
2

w
3

(b)

0 5 10 15 20 25
time [s]

-8

-6

-4

-2

0

2

4

6

to
rq

u
e
 [
N

m
]

u
1

u
2

u
3

(c)

-1
-1-1

-0.5

0z
I

-0.5 -0.5

0.5

1

x
I

y
I

00

0.5 0.5

1 1

x
b

y
b

z
b

(d)

Figure 3.32: Minimum-time move-to-move manoeuvre planned with quaternions

Figures 3.32, 3.33, and 3.34 show the manoeuvre with arbitrary boundary veloc-

ities. In these simulations an agile satellite has been considered with a torque

limit of 7 Nm and moments of inertia I = diag(400, 450, 500) kgm2. There are

no significant differences between the three types of representations, with the no-

table exception of the z-y-x rotation sequence of Euler angles. In this case, the

final angles are close to cause a singularity when applying the kinematic equa-

tions, resulting in large values of the angles’ time derivatives at the endpoint.

This results in an empty set of feasible trajectories, which can be visualised by

the torque peak-based cost structure (Fig. 3.35).

The strategy of defining a new reference frame described in the previous section

is not useful for move-to-move manoeuvres, since the minor axis does not follow

a great-circle in an arbitrary case (tf = 28.4 s). Note that a feasible trajectory

was found in this case even if a z-y-x combination was used, thus changing the

reference frame can be considered to avoid singularities in Euler angles as well as

changing the rotation sequence.
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Figure 3.33: Minimum-time move-to-move manoeuvre planned with MRP

3.6 Chapter summary

Trajectory optimisation with polynomial motion planning has been addressed. In

regards of time minimisation, the torque peak, which is related to the selected

manoeuvre time, drives the minimum time that can be chosen. With this in-

formation, the minimum time is used with a very efficient root-finding method

instead of a constrained optimisation algorithm. It has been found that trajecto-

ries generated shaping quaternions yield better results than shaping Euler angles.

An optimisation algorithm that combines the root-finding method with the search

of free coefficients of higher order polynomials is presented. Additionally, an an-

alytical method for estimating the minimum time, using pre-computed analysis,

is presented for the rest-to-rest and spin-to-spin cases.

Obstacle avoidance is addressed, which can be achieved with two alternative

methods: a more efficient waypoint-based approach, or a more versatile uncon-

strained optimisation approach (with penalty functions). Yet, unconstrained op-

timisation algorithms tend to be more efficient than constrained methods.
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Figure 3.34: Minimum-time move-to-move manoeuvre planned with Euler angles

(z-x-y)
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Figure 3.35: Evolution of J (maximum torque over the limit) with manoeuvre

time, for an arbitrary move-to-move manoeuvre shaped with Euler angles (z-y-x )

While time optimisation and obstacle avoidance are commonly studied problems,

the minimisation of the reaction wheels speed after the manoeuvre is discussed
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here. It can be achieved with the motion planning method and inverse dynamics

(requiring a numerical integration), and it can reduce the need of unloading the

wheels if they are used for slew manoeuvres, saving time and/or fuel.

The optimality of the trajectories generated by the polynomial planning method,

particularly with low-degree polynomials, is assessed by comparing it with an

optimal control solver. If an energy-based performance index is used in the

optimal control solver, the trajectories are rather similar, considering that the

lowest-degree polynomial trajectory is obtained analytically. In time-optimal ma-

noeuvres, the optimal control solver has the advantage of producing bang-bang

trajectories, but with only an extra term in the polynomial, the final time is only

worse by less than 15% (and the torque profile is smooth).

Finally, how different attitude representations behave in generating minimum-

time trajectories is studied. Quaternions are shown to fare better than MRPs

and Euler angles (besides their lack of singularities), but shifting the reference

frame can make Euler angles perform similarly.

In conclusion, planning trajectories using single polynomials to shape quaternions

is computationally very efficient with the optimisation strategies presented, while

retaining features such as time minimisation and obstacle avoidance. When the

polynomial method is compared to optimal control, the latter still produces better

solutions. However, the performance index of both is within the same order of

magnitude, while the computational expense of optimal control can be orders of

magnitude higher.

In the next chapter, the polynomial motion planning method is used with Carte-

sian coordinates to generate translational trajectories.
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Chapter 4

Uncooperative docking of a

tumbling target using polynomial

motion planning

In this chapter, the polynomial motion planning method is applied to the problem

of docking onto a tumbling target. Most aspects referring the method itself (such

as limiting numerical stability via scaling, additional DOF with higher-degree

polynomials, etc.) have been addressed in the previous chapters on attitude

manoeuvres, thus are not overly re-explained here.

The scenario is based on a tumbling Envisat, rotating at a baseline rate of 1 rpm

(6 deg/s). Firstly, the kinematics and dynamics of an axisymmetric body (an

approximation of the Envisat body) in torque-free motion is presented. The goal

is to obtain closed-form solutions that can be used in the trajectory planning

algorithm. Secondly, the polynomial motion planning method in the Euclidean

space is introduced. The baseline approach and docking strategy is presented,

where the trajectory is divided in different segments with their own particularities.

In the trajectory optimisation section, different studies are conducted relative to

the docking strategy, the effect of higher order polynomials, and the case of

a single-thruster chaser. Finally, the trajectory planning and feedback control

algorithm is discussed and simulation results are presented.

Regarding the terminology, docking is understood as the act of attaching the

chaser to the target by any means, without necessarily implying the existence of

an actual docking port. Thus, docking point is used to depict a generic point of
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contact on the structure of the target.

4.1 Free motion of an axisymmetric target

The target spacecraft is considered to be a body in torque-free motion. Small

environmental torques due to solar radiation pressure, drag, or gravity gradient,

are neglected since the duration of the docking scenario is too short for those

perturbations to have a significant effect. The rigid body equations of motion

with zero torque are

ω̇ = −J−1(ω × (Jω)) (4.1)

where ω is the angular velocity of the body resolved in the body-fixed frame B

and J is the inertia matrix. If the inertia matrix does not have products of inertia

(i.e. it is diagonal), Eq. (4.1) becomes

ω̇1 = [(J2 − J3)/J1]ω2ω3

ω̇2 = [(J3 − J1)/J2]ω1ω3

ω̇3 = [(J1 − J2)/J3]ω1ω2

(4.2)

Where the Ji are the principal moments of inertia. If the body is asymmetric, Eq.

(4.1) needs to be numerically integrated (closed-form solutions exist for triaxial

inertia matrices, but involve Jacobi elliptic functions [13]). However, analytical

solutions of the torque-free motion can be found if the body presents axial sym-

metry (axisymmetric body), as shown in Markley and Crassidis [13]. A variety

of satellites present a certain degree of axial symmetry, such as ESA’s Envisat,

despite the equipment and solar panel (Fig. 4.1). Therefore, the analytical so-

lution arising from the axisymmetric approximation can be used in the internal

model of a guidance algorithm.

Essentially, in the axisymmetric case the angular momentum H, the angular

velocity ω, and the body axis of symmetry ê1 are coplanar and the angles between

them remains constant (Fig. 4.2). The ê1 body axis rotates around the angular

momentum h following a circular path, whereas the other two body axes spin

about ê1.

When the axisymmetric body is prolate (as shown in Fig. 4.2), it has principal

moments of inertia J1 < J2 = J3. Thus, from Eq. 4.2 is clear that the component

ω1 (resolved in the body-fixed frame) is constant, and from the analysis of rigid

body motion it follows that

ω1 =
h1,B

J1

(4.3)
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Figure 4.1: Envisat satellite (ESA)

Figure 4.2: Torque-free motion of an rigid body with axial symmetry J1 < J2 = J3

where h1,B is the first component (resolved in the body-fixed frame B) of the

angular momentum vector, which is constant in the inertial frame. Solving the

differential equations of Eq. (4.2), we find the solutions

ω2(t) = ωt sin(λ0 + ωpt)
ω3(t) = ωt cos(λ0 + ωpt)

(4.4)

where

ωt =
ht,B
Jt

(4.5)

with Jt = J2 = J3 and ht,B = h2,B = h3,B. The factor ωp is known as the body

nutation rate, i.e. the spin rate of the body about ê1 or the projection of ω on
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the ê1 vector in Fig. 4.2, and its value is

ωp = (1− J1

Jt
) (4.6)

When solving the kinematic equations, it is assumed that the x axis of the body-

centred inertial frame I is aligned with the angular momentum vector h. The

direction cosine matrix A131(φ, θ, ψ) represents a 1-3-1 sequence of extrinsic Euler

rotations of the body with respect to the I frame. The corresponding angles are

θ = cos−1
(

J1ω1

‖h‖

)
φ = φ0 + ωpt
ψ = ψ0 + ωlt

(4.7)

where

ωl =
‖h‖
Jt

(4.8)

The factor ωl is the inertial nutation rate, at which ê1 and ω rotate about the

angular momentum vector, or the projection of ω on the h vector. Finally, the

values φ0, ψ0, and λ0 can be found from the initial conditions. Alternatively,

closed-form solutions in quaternions for the axisymmetric case are developed in

Maclean et al [80].
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Figure 4.3: Path of the axes ê1 (red) and ê2 (black)

Figure 4.3 shows the paths of the axes ê1 and ê2 on the unit sphere. The figure on

the left shows the natural motion of a perfectly symmetric body. The moments

of inertia are all equal, thus the equation of motion is greatly simplified yielding

a constant angular velocity vector. In this case, the paths of the axes are easily
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predictable. In contrast, in Fig. 4.3b we can appreciate how, with an axysim-

metric body, the path of the first axis is circular whereas the second axis follows

a seemingly chaotic path. However, for a purely axisymmetric spacecraft the mo-

tion of the axes can also be predicted analytically, which is useful for guidance

and control purposes in the docking scenario.

Usually, a chaser spacecraft equipped with a grappling arm will dock into the

launcher ring adapter, which would be located along the minor axis of inertia in

prolate axisymmetric spacecraft such as Envisat. The docking point is on the side

along the ê2 or ê3 axis, since the launcher ring adapter in the model considered

is obstructed by the solar panel (Fig. 4.1). Also, these axes undergo a non-trivial

motion (unlike the ê1 axis) resulting a worst-case scenario for the study.

4.2 Polynomial motion planning method

This method represents each position coordinate of the chaser spacecraft as a

time-dependent polynomial:

ri(t) = ai0 + ai1t+ ai2t
2 + ...+ aint

n =
n∑

j=0

aijt
j (4.9)

for i = 1, 2, 3, where rR(t) = [r1(t), r2(t), r3(t)]TR is the position of the spacecraft

resolved or projected on a certain reference frame depicted by the subscript R.

The velocity ṙR(t) can be obtained by differentiating the polynomial in Eq. (4.9)

with respect to time, as

ṙi(t) = ai1 + 2ai2t+ ...+ naint
n−1 =

n∑
j=1

jaijt
j−1 (4.10)

while the acceleration r̈R(t) is found by differentiating twice. Note that the

velocity and acceleration obtained by differentiating Eq. (4.9) are relative to the

R frame, which might or might not be inertial.

The coefficients aij in Eq. (4.9) can be obtained by matching the prescribed

m = n + 1 boundary conditions of the manoeuvre. This results in a system

of m linear equations that can be easily solved, given the final time tF . The

minimum number of boundary conditions defining a manoeuvre are the initial

and final position and velocity (requiring a 3rd degree polynomial to represent

the coordinates’ trajectories). A prescribed final acceleration can be enforced
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in order to smooth the trajectory at the arrival point, to which a 4th degree

polynomial is required. In this case, the system of linear equations is
1 0 0 0 0
0 1 0 0 0
1 tf t2f t3f t4f
0 1 2tf 3t2f 4t3f
0 0 2 6tf 12t2f



ai0
ai1
ai2
ai3
ai4

 =


ri(0)
ṙi(0)
ri(tf )
ṙi(tf )
r̈i(tf )

 (4.11)

where the vector on the right-hand side contains the selected boundary conditions.

The Eq. (4.11) can be solved with linear algebra solvers or finding the closed-form

expressions for the unknown coefficients.

In this docking scenario, an inertial frame I is set with its origin in the centre of

mass (CM) of the body, and a body-fixed frame B is rotating with the target.

For instance, if the planned trajectory rB(t) is chosen to be resolved in the body-

fixed frame (as depicted by the subscript B), the velocity of the chaser will be

vB
B(t) = ṙB(t), the superscript indicating that it is seen from or relative to the

B frame. Using the equations of kinematics in a rotating reference frame, the

velocity relative to the I frame can be calculated as

vI
B = vB

B + ωB × rB (4.12)

where ωB is the angular velocity of the target resolved in the B frame. Similarly,

the relative acceleration is aB
B(t) = r̈B(t), and the acceleration relative to the

inertial frame I is

aI
B = aB

B + 2ωB × vB
B + ωB × (ωB × rB) +

dωB

dt
× rB (4.13)

where the last term must be accounted for since the angular velocity vector does

not have a constant direction (although it has a constant norm). The time deriva-

tive of the angular velocity in B frame can be found by differentiating Eq. (4.4).

Finally, any generic vector wB can be resolved in the I frame as

wI = R(t)uB (4.14)

where R(t) is the rotation matrix of the frame B with respect to I, i.e. the

target’s attitude. It can be evaluated with Eq. 4.7 and R(t) = AT
131(φ, θ, ψ).

In the inverse dynamics approach the thrust is evaluated with the acceleration

profile, which is a polynomial. Therefore, since the thrust along the trajectory

can be predicted, it is possible to enforce the maximum thrust constraint. If a
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trajectory was planned such that at some point in the trajectory the commanded

acceleration could not be achieved by the Reaction Control System (RCS), the

chaser would drift off-course—the planned trajectory would be unfeasible. Note

that in

F(t) = m(t)aI(t) (4.15)

the mass is time-dependent, accounting for fuel consumption. With the rocket

equation it is possible to numerically evaluate the mass at every point tk of the

trajectory, as

m(tk+1) = m(tk)e(∆v(tk)/(geIsp)) (4.16)

where ∆v(tk) = ‖v(tk+1)−v(tk)‖, ge = 9.81 m/s2, and Isp is the specific impulse

of the RCS.If the time step is small, the exponential function can be approximated

(first-order Taylor series), resulting in

m(tk+1) = m(tk)

(
1− ∆v(tk)

geIsp

)
(4.17)

Alternatively, if the fuel consumption is much smaller than the initial wet mass,

or m(tf ) ≈ mwet, in Eq. (4.15) we can consider a constant mass and the thrust

becomes a time-dependent polynomial. The mass flow can be related to the thrust

with

F (t) = ṁgeIsp (4.18)

where F (t) = ‖F(t)‖. Combining 4.18 and 4.15 the following is obtained:

ṁ =
mwet

geIsp
‖aI(t)‖ (4.19)

where ṁ = dm
dt

, thus Eq. 4.19 can be numerically integrated to evaluate the

approximated total fuel consumed fc:

fc =

∫ fc

0

dm =
mwet

geIsp

∫ tf

0

‖aI(t)‖dt (4.20)

where tf is the duration or final time of the trajectory.

Compared to Eq. 4.16, this approximation is computed 50% faster. Note that a

the fuel consumption and thrust profile predicted with mwet will always be larger

than one calculated with the more accurate m(t), thus there is no risk of reaching

the thrust limit due to this approximation.
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4.3 Approach and Docking strategy

In the considered scenario, the chaser starts from a standing position 50 m away

from the target. We consider a keep-out sphere enclosing the target and all its

appendages (antennas, solar panels), and centred at its CM. The trajectory of the

chaser, from the standing position to the docking point, is designed as a sequence

of three segments:

Segment 1. The first segment brings the chaser from the initial position to a

point aligned with the docking axis, at a distance equal to the radius of the

keep-out sphere. This position is fixed in the body frame.

Segment 2. Secondly, the chaser follows this point, essentially performing body-

fixed hovering over the target for a certain duration. This segment allows

for a safe go/no-go decision time before the final segment.

Segment 3. Finally, the chaser moves within the keep-out sphere towards the

docking point following an obstacle-free linear path.

This strategy focuses on safety and ensures obstacle avoidance in a robust way.

Every segment has its own particularities, thus the polynomial motion planning

method is implemented in different ways.

4.3.1 Segment 1 - First approach

In order to obtain a polynomial trajectory we need to define the boundary con-

ditions and the manoeuvre time. In the first segment, the trajectory is planned

in the inertial frame I. The initial state of the chaser is the current standing

position rI(0), 50 m away from the target’s CM, and the current velocity ṙI(0),

which should be close to zero. The initial time t0 and the final manoeuvre time

tf of segment 1 are provided by an optimiser (detailed in the following section)

so that fuel consumption is minimised and the thrust limit is satisfied.

The final position is given by the motion of the hovering point at the final time,

as

rI(tf ) = R(tf )rhp,B (4.21)
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Figure 4.4: First approach segment schematics. The chaser spacecraft goes from

a standing position to intersecting a moving point over the target

where rhp,B is the prescribed hovering position resolved in the body frame (a

constant vector) and the target’s attitude at the final time R(tf ) is predicted

with Eq. (4.7). The final velocity is

ṙI(tf ) = ωI(tf )× rI(tf ) (4.22)

where the angular velocity is evaluated with Eq. (4.4). Finally, a desired final

acceleration is enforced corresponding to the acceleration at the hovering point:

r̈I(tf ) = ωI(tf )× ṙI(tf ) +
dωI

dt
(tf )× rI(tf ) (4.23)

Those boundary conditions, along with the manoeuvre time tf , are used in Eq.

(4.11) to obtain the polynomial coefficients shaping the trajectory.

4.3.2 Segment 2 - Hovering

In the hovering segment, the chaser tracks a point over the target fixed in the

B frame, for a certain duration tf = ts2. For this purpose, the polynomial plan-

ner in closed loop is used with a receding horizon, i.e. at each sample step the

trajectory is re-computed with the same final time ts2. Best results are obtained

by planning the trajectory in the B frame, since the commanded acceleration

accounts for the fictitious accelerations arising in a rotating frame, which are pre-

dicted with the internal model of the target’s motion. Using trajectory planning

for tracking yields a better performance than classic closed-loop regulators, if the

loop frequency is low.

The initial conditions correspond to the current state resolved in B. Specifically,

the velocity must be relative to B. The final position vector is rhp,B and the
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Figure 4.5: Hovering segment schematics. The chaser spacecraft follows a fixed

point over the target

final velocity (as seen from B) is zero. No final acceleration is specified in this

segment. The commanded acceleration profile (relative to the I frame) must be

obtained with Eq. (4.13). The approximate attitude and angular velocity of the

body-fixed frame can be evaluated in near-real time with the analytical equations

described in Section 4.1.

As seen from the body frame point of view, if the current position of the space-

craft is offset from the hovering point, it will come back to the desired (predicted)

position in a finite time ts2 and following a linear path. However, if the sample

time Ts at which the trajectory is recomputed is smaller than ts2, the new tra-

jectory will be shorter in distance but the prescribed final time will still be ts2,

therefore the spacecraft will converge to the desired hovering position asymptoti-

cally. Besides, when the spacecraft and target current states are updated and the

final target state is predicted, there will be errors that might make convergence

difficult. Hence, the sample time Ts and the final time (receding horizon) ts2 must

be tuned taking these considerations into account.

4.3.3 Segment 3 - Docking approach

When the go decision has been made, the chaser spacecraft stops hovering to

initiate the “descent” towards the docking point along the docking axis, a linear

approach relative to the body-fixed frame B. In this segment, the chaser is in-

side the keep-out sphere, thus the path defined must be obstacle-free and must

be followed accurately to prevent collision risk. As in the hovering segment, the

trajectory is planned in the B frame. The spacecraft must follow a linear path to

avoid obstacles, therefore the motion is planned in a single coordinate (aligned
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with the docking axis), while the other two coordinates—perpendicular to the

docking axis—are set to zero. However, as in the first segment, the manoeu-

vre must be executed in a fixed time ts3. At each time step, the trajectory is

re-computed with the current spacecraft state as the initial conditions and the

remaining manoeuvre time tf = ts3− t. The final conditions, in B frame, are the

docking point position rdp,B (parallel to rhp,B), zero relative velocity (although a

residual “touchdown” velocity can be enforced depending on the docking system),

and zero relative acceleration. The final relative acceleration is set to zero, so that

the inertial acceleration points towards the target at the moment of contact, since

the spacecraft is only applying the centripetal acceleration to maintain itself on

the docking point. The rationale behind this requirement is to prevent the plume

of the thrusters from interacting with the target’s surface. As in segment 2, the

commanded acceleration profile, which includes the fictitious accelerations due to

the rotating frame, is obtained with Eq. (4.13) and the equations of motion of

the axisymmetric body.

Figure 4.6: Docking segment schematics. The chaser follows an obstacle-free path

towards the docking or attachment point

4.4 Trajectory optimisation

This section presents two strategies for designing the trajectory that brings the

chaser from its initial standpoint to the docking point. Essentially, the manoeuvre

is divided into segments with different characteristics, and a polynomial is used

to shape the motion of each segment. The optimisation of the trajectory in terms

of fuel is discussed.
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4.4.1 3-segment strategy

This section focuses on the minimisation of the fuel consumed mainly in the

first segment, amongst the class of trajectories defined by 4th degree polynomials

(matching 5 boundary conditions—including final acceleration), considering a 3-

segment strategy. The duration of the hovering segment is chosen arbitrarily,

while the duration of segment 3 can be selected such that the fuel consumption is

minimal. In segment 1, one of the optimisation variables is the manoeuvre time

tf (an input in Eq. (2.6)). (Here it is considered that tf = ts1, which are used

interchangeably.)
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Figure 4.7: Fuel consumption (blue-solid) and max. thrust (green-dashed) along

every manoeuvre as a function of manoeuvre time tf .

The case study considers a 100-kg spacecraft with an RCS of Isp =50 s. Figure

4.7 shows the evolution of fuel consumption for different manoeuvre times tf

from an initial position 50 m away from the centre of mass of the target. This

plot represents the structure of the optimisation cost function, featuring multiple

local minima, where a gradient-based optimiser might get stuck in. However,

since the computational overhead is low due to the analytical prediction of the

target’s motion, it is feasible to implement an exhaustive search (brute force) of

the optimisation search space, at least as a way of finding a good initial guess for

a gradient-based or heuristic optimisation.

The other optimisation variable considered is the initial time t0, or the waiting

time before starting the approach. This waiting time allows the target’s docking
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axis to rotate to a more favourable position with respect to the standing position

of the chaser.
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Figure 4.8: Fuel consumption as a function of tf , for different t0 cases (ranging

from 0 to 200 s)

Figure 4.8 shows the cost function structure (as in Fig. 4.7) for several t0 values

ranging from 0 to 200 s (for clarity, only 7 cases are shown). There is, thus, a

global minimum for certain values of tf and t0. Figure 4.9 shows the evolution of

the minimum fuel consumed as a function of t0. In this case, the minimum fuel

values found in 4.8 (in the tf domain) for every t0 case are plotted, with a denser

mesh. We can observe a repeating pattern, with a fuel consumption improvement

of 43% in the best case with respect to the worst case.
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Figure 4.9: Minimum fuel consumed (over the range of tf ) as a function of t0

93



Chapter 4 Uncooperative docking of a tumbling target using polynomial motion
planning

α

δ

Minimum fuel consumed (kg)

 

 

0 100 200 300

−80

−60

−40

−20

0

20

40

60

80

0.4

0.42

0.44

0.46

0.48

0.5

0.52

0.54

0.56

Figure 4.10: Fuel consumption as a function of the initial standing position (in

polar coordinates, constant distance at 50 m)

Figure 4.10 shows that the initial standing position is also relevant to the fuel

consumption. Specifically, it shows that the most unfavourable starting positions

are along the angular momentum vector h, either in front of it or at the back (as

seen in the consumption peaks at α = 0 and α = 180). The h vector is visualised

in Fig. 4.11, where the body axes revolve around it.

Figure 4.11: Direction of angular momentum vector h of a rotating asymmetric

body (h is aligned with inertial x-axis)

Note that the optimisation variables of initial position and initial time are some-

what redundant, e.g. apart from waiting for the target to rotate to a favourable

position the spacecraft can reposition itself with respect to the target. However,

repositioning takes time and fuel, and the spacecraft must be able to move into

the optimal position within the waiting time, which complicates the optimisation
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process and the operations. Therefore, stemming from the results shown in Fig.

4.10, in an operational scenario it would be desirable to choose an arbitrary initial

position as long as it lies on a favourable region, e.g. close to the plane perpendic-

ular to h containing the target. Then, from this position, the fuel consumption

would be optimised by searching only the t0 and tf variables. Said optimisation

can be computed on-board or on the ground.

The feasibility of the trajectory in terms of maximum thrust must be ensured,

requiring constrained optimisation algorithms. If computational resources are

limited, unconstrained optimisation with penalty functions could be used (al-

though they do not specifically enforce constraints). In Fig. 4.7 the tf value

corresponding to the lowest maximum thrust is close to that of the optimum fuel.

Nonetheless, the maximum thrust should be checked at every iteration, and a

higher tf than the fuel-optimum might be chosen as a result of the constrained

optimisation. Also, it must be ensured that the path does not intersect the keep-

out sphere enclosing the target. Varying t0 and tf can modify the path enough

to avoid the simple spherical obstacle, and the final acceleration condition helps

generating collision-free paths by avoiding sharp turns close to the endpoint.

During the hovering segment, the fuel consumption rate is constant and its du-

ration is pre-determined by mission requirements. As to the optimisation of the

third segment, only the ts3 = tf variable is considered. Since the trajectory is

planned relative to the body frame, the fuel consumption does not depend sig-

nificantly on the target’s attitude. Therefore, the ts3 can be a pre-determined

value regardless of the trajectory parameters of segment 1—i.e. the optimisation

processes of the first and third segments are decoupled.

Figure 4.12 shows the fuel consumption for a range of segment durations, with a

minimum at ts3 = 25 s. However, the larger the final time is, the lower the thrust

peak will be. Hence, a compromise solution should be selected by the optimiser if

the actuators’ capabilities are limited. Finally, in this work a requirement on final

acceleration is considered, to avoid the plume of the thrusters from interacting

with the target’s surface. If this requirement was relaxed, faster trajectories with

less fuel expenditure and maximum thrust could be designed.

In this case study, the initial position has been fixed. The trajectory parameters

for a minimum fuel consumption are an initial time of t0 = 0 s, ts1 = 70.91 s, and

ts3 = 25 s. The hovering time is arbitrarily set at ts2 = 10 s.
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Figure 4.12: Segment 3 (with zero final relative acceleration and zero initial

relative velocity): Fuel consumed (left axis) and maximum thrust (right axis), for

a range of segment durations

Figure 4.13 shows the planned position, velocity, and acceleration of the chaser,

in the inertial frame and relative to the target’s body frame. During the first

segment, the chaser undergoes a high-low-high acceleration profile, during which

the chaser acquires a certain speed, then turns the trajectory to match the motion

of the hovering point. The relative velocity to the body is zero during hovering

and the total acceleration is almost constant (since it only compensates for the

centrifugal acceleration). At the very end of the third segment the position and

velocity profiles approach their final values more smoothly, due to the requirement

of zero final relative acceleration (which corresponds to the centripetal inertial

acceleration at the docking point). At the start of the third segment, there

is an acceleration peak, the maximum of the overall manoeuvre, which can be

reduced by increasing the duration of the third segment at the cost of a larger

fuel expenditure. In this case, if the acceleration peak was halved, the maximum

thrust requirement of the RCS would be reduced by 50%, lowering the size and

weight of the thrusters. This would imply doubling the segment duration which

would increase the fuel consumption by 25%.

The fuel consumed is shown in Fig. 4.14. The final seconds of the first segment,

the hovering segment, and the first half of the third segment experience the

highest consumption rate. Different strategies or requirements could lower the

overall fuel consumed, such as not matching the accelerations between segments

or removing the hovering segment.
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Figure 4.13: Trajectory of 3-segment strategy. The relative trajectory is from

the body frame B.

Figure 4.15 shows the trajectory in the inertial frame, with the chaser arriving

to the keep-out sphere tangentially to the hovering point, following the hovering
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Figure 4.14: Fuel consumption of the 3-segment trajectory
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Figure 4.15: 3-segment trajectory in the inertial frame I. Arrows depict the

acceleration vector. The path of the docking axis is shown on the keep-out sphere.

position, and moving into the sphere (a spiralling path as seen from I). The

trajectory seen from the body-fixed frame shown in Fig. 4.16 gives a better

insight to the three-segment strategy, where the chaser follows a linear path inside

the keep-out sphere from a fixed location over the docking point. Note how the
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Figure 4.16: 3-segment trajectory in the body frame B. Arrows depict the

acceleration vector.

docking path is linear and much more thrust-intensive.

It is interesting to look at a trajectory with an arbitrarily long ts1 time, to gain

some insight on how the final times parameters affect the trajectory (Fig. 4.17).

If a long final time is imposed the trajectory experiences winding, moving away

only to come back towards the target, so that the chaser is in motion yet arrives

at the specified (long) time. Twice the necessary fuel is spent. Since the only

degree of freedom of the trajectory shaped by those polynomials is the final time,

the optimisation is computationally efficient, but it is not possible to adjust the

trajectory to a more efficient approach, such as just moving slower or coasting.

However, a requirement for an arbitrary final time is not necessary, and the results

presented show that by carefully selecting (via optimisation) the final times and

boundary conditions it is possible to obtain feasible manoeuvres with low fuel

consumption.
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Figure 4.17: 3-segment trajectory in the inertial frame I. Arrows depict the

acceleration vector. The path of the docking axis is shown on the keep-out sphere.

4.4.2 2-segment strategy

The hovering segment, on the surface of the keep-out sphere, allocates time for

ensuring a correct alignment before the final approach and for a safe abort ma-

noeuvre. Alternatively, fuel can be saved by removing the hovering segment from

the trajectory, and entering the sphere with a certain velocity. This insertion

velocity, or vB
B,ins, is parallel to the docking axis and specified relative to and

resolved in the body frame. Thus, vB
B,ins becomes the initial velocity of segment

3, and the final velocity of segment 1 (when converted to the inertial frame).

Although there is no hovering segment (segment 2), the docking approach will be

still called segment 3 for consistency with the nomenclature.

Regarding the docking approach segment (segment 3), there are two free variables—

the initial velocity (vB
B,ins) and the final time or segment duration (ts3). If the

performance index of the optimisation is the fuel consumption, the cost structure

is shown in Fig. 4.18, which features a global optimum.

Figure 4.19 shows the minimum fuel consumption vs. the initial velocity, for all

the final times. In other words, for any initial velocity, the minimum fuel is found

across the range of ts3. In this case, in segment 3 the optimal point is found

at an initial or insertion velocity of 0.7 m/s and a trajectory duration of 23 s.

However, the insertion velocity vB
B,ins is also the final velocity of segment 1, and as

a boundary condition it affects its trajectory. The minimum fuel consumption (for

a range of waiting times t0 and final times ts1) is (roughly) linearly decreasing with
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Figure 4.18: Segment 3: Fuel consumption as a function of the initial (or inser-

tion) velocity and the segment duration
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Figure 4.19: Segment 3: Minimum fuel consumption for the range of final times,

as a function of the initial (or insertion) velocity

the insertion velocity, with the minimum at ‖vB
B,ins‖ = 0 m/s (Fig. 4.20). The

case portrayed considers a fixed initial position (in a favourable area as depicted

by Fig. 4.10), and a free final acceleration (unlike the 3-segment scenario, thus

the polynomial is of 3rd degree).

Hence, the fuel optimisation must combine both segments. The sum of combined

consumptions is shown in Fig. 4.21, where the global optimum corresponds to

an insertion velocity between each segment’s optimum value. In the case shown

here, the optimum trajectory parameters are ‖vB
B,ins‖ = 0.39 m/s, t0 = 32.7 s,

ts1 = 180 s, and ts3 = 26.8 s. Note that the aforementioned figures depict the
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Figure 4.20: Segment 1 (no final acceleration is enforced): Minimum fuel con-

sumption for the range of initial and final times, as a function of the final (or

insertion) velocity
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Figure 4.21: Segments 1 and 3: Total minimum fuel consumption as a function

of the final (or insertion) velocity

structure of the performance index which has been obtained with a brute force

computation. Before the manoeuvre is executed, these four parameters must be

found with an optimisation algorithm that should find a solution as close to the

global optimum as possible in a relatively short amount of time.

Figure 4.22 shows the planned position, velocity, and acceleration of the chaser,

in the inertial frame and relative to the target’s body frame. The last 27 seconds

correspond to the docking segment. Notice how the relative acceleration of the

final segment has a parabolic shape, which slows down the chaser (as seen from the
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Figure 4.22: Trajectory of 2-segment strategy. The relative trajectory is from

the body frame B.

target) until the final velocity is zero on the surface (as depicted by the final offset

in the relative position figure). However, the inertial acceleration, i.e. the actual
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acceleration commanded to the chaser, experiences a peak at the intersection

point which counteracts the centripetal and coriolis accelerations (in this case

the initial relative acceleration is close to zero). In comparison to the docking

segment, the acceleration applied during the approach segment is relatively low.

This is due to the long time allocated for segment 1, in which the chaser is slowly

accelerated to the desired intersection position and velocity—in this case a final

acceleration is not specified as a boundary condition.
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Figure 4.23: Fuel consumption of the 2-segment trajectory

The fuel consumed is shown in Fig. 4.23. The fuel consumed in the last segment

is almost the same as the much longer first segment, due to the higher acceler-

ation (thrust) involved. The thrust jump at the intersection can be avoided by

prescribing the final acceleration of segment 1 to be equal to the initial accelera-

tion planned in segment 3. Although the fuel expenditure will be higher, it might

avoid some precision loss in a real system by smoothing the trajectory.

Figure 4.24 shows the path of the chaser in the inertial frame. The trajectory

penetrates the keep-out sphere, in contrast with the hovering scenario in which

the caser approaches the keep-out sphere tangentially (Fig. 4.15). This is due to

the radial component of the terminal velocity of segment 1. It can be visualised

how the acceleration is small during segment 1, until the thrusters kick in when

the chaser enters the keep-out sphere in order to follow the docking axis. When

the path is represented in the body frame (Fig. 4.25), large winding appears due

to the long duration of segment 1, during which the target keep revolving.
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Figure 4.24: 2-segment trajectory in the inertial frame I. Arrows depict the

acceleration vector. The path of the docking axis is shown on the keep-out sphere.
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4.4.3 Higher order polynomials

So far, the polynomials have had the necessary degree so that all their coefficients

can be calculated from the boundary conditions. In this case, the free variables

were the initial and final time. However, more free variables can be included by

increasing the order of the polynomial. The system of equations given by the

boundary conditions (Eq. (4.11)) would be underdetermined, but the additional

coefficients can be guessed. Thus, if there are 5 boundary conditions and the

polynomial of each coordinate i is of degree 5 (i.e. with 6 coefficients), the system

becomes 
1 0 0 0 0
0 1 0 0 0
1 tf t2f t3f t4f
0 1 2tf 3t2f 4t3f
0 0 2 6tf 12t2f



ai0
ai1
ai2
ai3
ai4

 =


ri(0)
ṙi(0)

ri(tf )− ai5t5f
ṙi(tf )− 5ai5t

4
f

r̈i(tf )− 20ai5t
3
f

 (4.24)

In Eq. (4.24) the additional free coefficients, corresponding to the higher order

terms, are included in the known boundary conditions vector. Note that here

the final time tf corresponds to the trajectory duration, since the initial or wait-

ing time is offset to zero. Therefore, they become optimisation variables that

can further minimise fuel consumption (the performance index), since essentially

more degrees of freedom are included in the trajectory. With this approach, the

boundary conditions will always hold for any value of the free coefficients, since

the rest of the coefficients are calculated by matching the boundary conditions.

The order of the polynomial can be arbitrarily large—there will be more variables

to be found in the optimisation process, increasing the computational cost but

also improving the optimum value.

Thus, it is possible to test how much the trajectory can be optimised and at

which cost. If the first segment is optimised with no additional terms, the fuel

consumed is 0.42 kg. From a fixed standing position, only the initial and final

time are considered in the computation, which took 0.1 s to obtain the optimum

(Matlab R© script on a laptop PC). Then, polynomials with increased degree can

be used. If a 5th-degree polynomial is used with the same number of boundary

conditions, 3 new variables are included (a coefficient for each coordinate). In this

case, the consumed fuel is 0.33 kg, computed in 0.67 s. The 6th- and 7th-degree

polynomials were also tested.

Results are shown in Table 4.1 and Fig. 4.26. In the figure, the actual waiting

times of the trajectories are different, but they are all offset to zero in order to
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Case Fuel consumed (kg) Computation time (s)

4th-deg. poly. 0.42 0.10

5th-deg. poly. 0.33 0.67

6th-deg. poly. 0.27 1.71

7th-deg. poly. 0.26 2.73

Table 4.1: Optimal fuel values and computational cost using polynomials of dif-

ferent degrees (5 boundary conditions, segment 1)
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Figure 4.26: Comparison of fuel consumption for trajectories shaped with differ-

ent polynomials (5 boundary conditions, segment 1)

compare the duration of the manoeuvres. Firstly, it seems clear that after 2 ad-

ditional terms in the polynomial (6th-degree), there is no significant improvement

but the computational time is increased by 60%. Secondly, the lower consumption

trajectories shaped by higher degree polynomials tend to have a higher duration.

Thirdly, higher degree polynomials feature a near-zero consumption rate in mid-

trajectory, meaning that the chaser is essentially coasting. This suggests that a

”bang-off-bang” type of manoeuvre is more fuel-efficient.

In this study, unconstrained optimisation has been used with the Nelder-Mead

algorithm has been used. However, in an operational scenario the maximum

thrust and other possible constraints should be included in the optimisation,

either in terms of penalty functions (efficient but not robust) or with an explicitly

constrained optimisation algorithm (robust but less efficient). Finally, note that

the motion of the target is evaluated at every iteration of the optimisation, thus

the fact that it can be computed analytically is fundamental to increase the
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computational efficiency.

4.4.4 Obstacle avoidance

In the baseline scenario, the keep-out surface is a sphere of a certain radius,

enclosing the rotating target. The final segment takes place within the sphere,

but collisions are avoided by keeping the chaser on a prescribed safe linear path

(or very close to it, given some margins). Outside the volume of the sphere there

are no obstacles to collide with, therefore the path of the first segment must not

intersect the sphere. The distance between the chaser and the sphere’s surface is

ds(t) = ‖r(t)‖ − re (4.25)

where ds(t) is the distance between the chaser and the sphere’s surface, re is the

radius of the sphere, and textbfr(t) represents the polynomial trajectory with

the origin located at the centre of the sphere. The obstacle avoidance constraint

implies that the norm of the chaser’s position shall be greater than the keep-out

sphere’s radius at any time, which can be formally described as

min
t
ds(t) ≥ 0 ∀ t ∈ [t0, t0 + tf ] (4.26)

The value of mint ds(t) depends on the optimisation variables (t0, tf , and any

free coefficients), and is one of the an inequality constraints of the optimisation

problem. The minimum of ds(t) should be found with an exhaustive search

by discretising the trajectory to ensure global optimality. However, during the

optimisation it was very unlikely to find an iteration whose trajectory intersected

the keep-out sphere. This can be explained by the simple, smooth trajectories

generated by polynomials of relatively low order and the choice of reasonable

boundary conditions. However, a spherical shape enclosing a slender cuboid leaves

a lot of inside volume obstacle-free, where the chaser could fly safely. Also, the

hovering or insertion point to the docking approach is relatively far away from

the body, and a significant amount of fuel is spent during this final segment.

Hence, a non-spherical keep-out volume better fitting the shape of the body could

improve the performance of the manoeuvre. Figure. 4.27 hows a detailed shape

of a satellite based on Envisat, including its large solar panel and its SAR. A

cylinder with an elliptical cross-section minimises the obstacle-free volume inside

the keep-out geometry.
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Figure 4.27: Keep-out cylinder of elliptical cross-section enclosing a satellite

model based on Envisat

Note that the cylinder rotates about the centre of mass of the system, located

at the satellite body. The implicit equation of the cylinder with elliptical section

and aligned along the x direction is

y2

a2
+
z2

b2
= 1 ∀x ∈ [−L1, L2] (4.27)

where a and b are the semiaxes of the elliptical base. The chaser’s position vector

is expressed in the body frame with the target’s attitude matrix:

rB(t) = RT (t)rI(t) (4.28)

The cylinder has a finite length, thus the chaser could be inside it if r1B(t) ∈
[−L1, L2], and the closest distance to the surface occurs on the plane x = r1B(t),

which intersects the cylinder forming an ellipse. Thus, the closest distance of the

point w = (r2B(t), r3B(t)) to an ellipse must be found, for all the discrete times

tk. However, it is not possible to calculate it analytically—it requires numerical

root-finding. An analytical approximation is used, which serves the purpose of

obstacle avoidance nonetheless. The line passing by the centre of the ellipse and

w is

(x, y) = c
w

‖w‖
(4.29)

where c is a parameter that can be found by replacing Eq. 4.29 into Eq. 4.27,

in order to obtain the intersection p of this line with the ellipse. Finally, the

distance dc(t) = ‖w − p‖ can be calculated, and its minimum value over all the

(discrete) time domain is the constraint function for the cylinder.
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Figure 4.28: Detail: Trajectories (no free coefficients) in the body frame B,

with a detailed shape of the satellite and solar panel. With and without obstacle

constraints.

Figure 4.28 shows trajectories shaped by 4th-degree polynomials and 5 boundary

conditions, i.e. the trajectory is only determined by the initial and final times. In

the case shown, if no obstacle avoidance is considered, the trajectory intersects

the cylinder impacting the solar panel. When the obstacle is taken into account in

the optimisation, the trajectory avoids intersecting the cylinder while minimising

fuel. The duration of the first trajectory is 113 s, while the second is 84 s. With

the same boundary conditions, as seen in Fig. 4.29 the fuel consumption with a

keep-out cylinder is significantly lower than with a sphere.

Finally, in order to improve the efficiency of the obstacle avoidance algorithm,

only the points with rI(t) < max(L1, L2) (plus a certain margin) should be

considered for a potential collision. Thus, only final part of the trajectory, from

where this condition is first satisfied, should be converted to the body frame and

checked for possible collisions. While keep-out surfaces with complex geometries

that accurately fit the target can be considered, it is advisable to use convex

shapes to facilitate the optimisation.
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Figure 4.29: Fuel consumptions of two trajectories (no free coefficients) consid-

ering a cylindrical keep-out volume and a sphere.

Another aspect of obstacle avoidance is the case where a propulsion system failure

occurs. In this scenario, a fail-safe or drift-away trajectory is that in which the

velocity vector does never point towards the target. In the hovering segment, the

spacecraft would naturally drift away in case of thruster failure, since centripetal

force would no longer be applied. Segment 3, however, can be single-point failure.

Precisely, this is why the hovering phase is introduced: to give the opportunity

of a last health check. In segment 3—a linear path towards the docking point—

the relative radial velocity could be limited, so that when it is added with the

predicted tangential velocity at every point, the resultant points away from the

(spinning) target. Since the constraint of zero final acceleration makes the radial

velocity decrease as the spacecraft approaches the docking point, a complete fail-

safe segment 3 is achievable. In segment 1, the simplest way to ensure a fail-safe

situation is to use a keep-out sphere, instead of a surface closely fitting the target.

With a sphere and hovering point, the polynomial trajectories naturally provide

a spiral-in approach; hence at any point the spacecraft would drift away in case

of propulsion failure. A smallest keep-out surface means a less fuel-expensive

hovering and final segments, but trajectories might not be fail-safe. In this case,

a penalty function can be introduced in the simulation to avoid the velocity vector

from pointing to the target. The resulting fail-safe trajectory, however, reduces

the fuel savings made by choosing a non-spherical keep-out surface.
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4.4.5 Torque constraints of a single-thruster chaser

The baseline scenario of this work considers a chaser spacecraft with 6-DOF

control, i.e. the translational motion is decoupled from the rotational motion.

This assumption stems from the requirement that the chaser must constantly

point its cameras and range-finders independently of its flight path. This would

be allowed by a set of RCS thrusters on the spacecraft. However, in this section it

is discussed how a spacecraft with a single thruster can perform the same docking

manoeuvre (the target-pointing requirement is not considered). In this scenario,

the ADCS system steers the spacecraft according to the direction of the planned

acceleration vector. The attitude control system is not specified (e.g. reaction

wheels or attitude-only small thrusters) but its torque limit is low enough so that

it must be enforced as a constraint in the trajectory optimisation process.

During the optimisation, the torque profile T(t) is numerically evaluated with

the normalised acceleration vector â(t) (whose elements are time polynomials),

which is

â(t) =
r̈I(t)

‖r̈I(t)‖
(4.30)

If the angle between the acceleration vectors â(t) and â(t+ dt) is

dθ = cos−1(â(t) · â(t+ dt)) (4.31)

then

θ̇(t) =
dω

dt
=

cos−1(â(t) · â(t+ dt))

dt
(4.32)

which can be approximated with a sufficiently small dt← ∆t. Using the second-

order Taylor expansion, the inverse cosine function can be avoided:

cos, dθ ≈ 1− dθ2

2
≈ â(t) · â(t+ dt)) (4.33)

thus

dθ =
√

2(1− â(t) · â(t+ dt))) (4.34)

which can replace the term dθ in Eq. 4.32. The angular acceleration of â(t) can

be similarly evaluated with

θ̈(t) ≈ (θ̇(t+ ∆t)− θ̇(t)) 1

∆t
(4.35)

Finally, assuming that the torque vector lies in the plane orthogonal to â (there

is no torque applied along the direction of the acceleration vector, which in turn
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is fixed to the body and parallel to the thruster direction) and the moment of

inertia Ich is the same in any direction in this plane, the torque is

T(t) = Ichθ̈(t) (4.36)

The assumption of equal moment of inertia in the â plane would be valid in

the case of a cylindrical body, which most likely the chaser spacecraft is not.

Additionally, if the total torque vector is composed by two or more vectors corre-

sponding to actuators in different directions, the torque limit is not the same in

all directions. However, these assumptions can provide a fair enough prediction

of the torque profile used to ensure the feasibility of the trajectory in terms of the

attitude actuators. Worst-case parameters should be chosen for robustness—the

highest Ich and the lowest torque limit Tlim.

Figure 4.30 shows the torque profile of the trajectory (segment 1) where the

torque limit is not considered. The optimisation variables are the initial and final

time (no free polynomial coefficients).
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Figure 4.30: Torque profile of a trajectory shaped with 4-th-deg. polynomials.

No torque constraint is considered.

Due to the continuous nature of the polynomial functions that shape the trajec-

tory), there are no instantaneous changes in the acceleration direction (except

at the intersection points between segments). Therefore, the acceleration vec-

tor changes direction smoothly and an attitude system should be able to track

it. However, there is a singularity where the acceleration reduces its magnitude

along a fixed direction, reaches zero, and increases again in the opposite sense.

In this case, the spacecraft should instantaneously slew by 180 deg (unless it
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had a second thruster pointing in the opposite sense). In Fig. 4.30, situations

close to this singularity cause the high torque peaks which rend a single-thruster

spacecraft unable to follow this trajectory.
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Figure 4.31: Torque profile of a trajectory shaped with 4-th-deg. polynomials.

Maximum torque is limited to 1 Nm.
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Figure 4.32: Segment 1 of a trajectories shaped with 4-th-deg. polynomials. Both

the torque constrained and unconstrained cases are shown.
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When the torque constraint is taken into account in the optimisation, with a

torque limit of Tlim = 1 Nm and a moment of inertia of Ich = 310 kgm2, a feasible

trajectory is found. The new torque profile is shown in Fig. 4.31, where the

maximum torque in the profile is equal to the torque limit. Figure 4.32 shows

the trajectories in the inertial frame of the torque-constrained and unconstrained

cases. Note how the constrained case the trajectory is less linear, which induces

an overall higher acceleration magnitude, which avoids the singularity case previ-

ously described. However, the fuel consumed is higher, at 0.52 kg as opposed to

the 0.42 kg of the unconstrained case. Note that the feasible (torque-constrained)

trajectory has a similar duration to the unconstrained one, but the initial time

happens 4 s later—enough to substantially modify the trajectory.

However, the lowest maximum torque that a trajectory with only two optimi-

sation variables (initial and final time) can find is Tmax = 0.55 Nm (0.56 kg

consumed). Thus, if a lower torque limit was required, higher order polynomials

would be required. With one additional term feasible trajectories are found with

a torque limit of 0.41 Nm (Fig. 4.33b), and 0.6 kg of fuel consumed (as opposed

to the 0.33 kg of the unconstrained case). As shown in Fig. 4.33a, the torque

peak in the unconstrained case is much higher than the one in Fig. 4.30, yet the

attainable torque limit is lower due to the additional degrees of freedom.
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Figure 4.33: Torque profile of a trajectory shaped with 5-th-deg. polynomials.

Maximum torque is limited to 0.4 Nm.

In segment 2, an analogous approach is conducted. In conclusion, on the one hand

a single-thruster spacecraft is a simpler system than a 6-DOF one; on the other
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hand the trajectory planning is more complex and the solutions are more fuel-

consuming. Also, the fact that the chaser is not able to observe the target at all

times makes feedback guidance and control impossible, unless there is an external

observer (e.g. another spacecraft in close proximity or a fractioned navigation

system).

4.5 Simulations

4.5.1 Guidance and control approach

The final conditions of the trajectory are obtained using a prediction of the tar-

get’s attitude at a certain time tf . An axisymmetric body approximation is used,

which allows to evaluate the target’s motion analytically. However, there will be a

discrepancy between the internal model and the real inertia matrix. This results

in an offset between the predicted and actual position. Many spacecraft have

some degree of axial symmetry, so the matrix of inertia can be roughly approx-

imated to be purely axisymmetric. The actual target inertia matrix accounted

for in the simulation is [39]

Jsc =

 17023 397 −2171
397 124826 344
−2171 344 129112

 (4.37)

However, the axisymmetric inertia matrix implemented in the internal model of

the trajectory planner is

Jmdl =

 17000 0 0
0 127000 0
0 0 127000

 (4.38)

causing the actual target’s attitude to diverge from the predicted one as time

goes. The error between the predicted and actual natural motion of the target

can be visualized in Fig. 4.34. Thus, the smallest the sample time at which the

current state of the target is updated, the lowest the error will be.

When the spacecraft is idle at the prescribed initial/standing position, the trajec-

tory optimisation of the first segment is run (either on-board or ground-based).

The trajectory parameters are obtained, i.e. the initial or waiting time t0, the

final time or trajectory duration ts1, and any free coefficients of polynomials with

additional terms (beyond the matching of boundary conditions). The trajectory
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Figure 4.34: Path of the axes ê1 (red-dashed) and ê2 (black-solid) for the actual

and the approximated bodies

parameter of the third segment (duration) is predetermined since it does not

depend on the current state of the target, being planned in the body frame.

During the manoeuvre, the optimised trajectory parameters remain fixed. How-

ever, the predicted and actual attitude of the target diverge. To overcome this

divergence, the set of polynomial coefficients (which are determined by the bound-

ary conditions) are re-computed at the sample rate of the navigation system,

which determines the current rotational state of the target and the chaser’s rel-

ative position. The acceleration profile is commanded to the RCS until the next

refreshment of the trajectory.

Figure 4.35: Guidance system block schematics

As shown in Fig. 4.35, this approach creates a feedback loop, which makes the sys-

tem robust to the aforementioned model inaccuracy and other disturbances. The

vector ci(tk) contains the polynomial coefficients of the coordinate i = {1, 2, 3},
which is updated at every sample time tk by the trajectory planner block (ex-

cept for any free coefficients, which are fixed). In the trajectory planner block,

the final state of the target is analytically evaluated at the remaining time-to-go

from the time at the sample (tgo = ts1 − tk), and equating the initial boundary
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conditions to the state at the sample (i.e. r(0) = rk and ṙ(0) = ṙk), the trajectory

coefficients can be updated with
1 0 0 0 0
0 1 0 0 0
1 tgo t2go t3go t4go
0 1 2tgo3t2go4t3go
0 0 2 6tgo12t2go



ai0
ai1
ai2
ai3
ai4

 =


ri(0)
ṙi(0)

ri(tgo)− ai5t5go
ṙi(tgo)− 5ai5t

4
go

r̈i(tgo)− 20ai5t
3
go

 (4.39)

Note that after updating the coefficients with tf = tgo (Eq. 4.39), the clock time

is reset to zero, although it is also possible to plan the polynomial with a non-zero

initial time equal to the clock time at the sample. Since only minor adjustments

are made to the trajectory, it is not necessary to re-check the constraints that were

already satisfied in the trajectory optimisation. When the coefficients are updated

at every sample time (Ts =1 s in the example of Fig. 4.35), they are passed into

the reference trajectory block. In this block, the instantaneous acceleration is

calculated with the polynomial using the corresponding coefficients and the clock

time t. The output acceleration is commanded to the RCS system (unmodelled,

but assumed to output the required thrust to match the acceleration profile). A

schematic diagram applicable to segments 1 and 3 is shown in Fig. 4.36. The

chaser follows the planned (or predicted) trajectory until the states of the chaser

and target are updated at every sample time tk, forcing a re-direction of the

trajectory given the new predicted final state of the target.

The different segments follow this guidance scheme each with a particular flavour.

The hovering and final approach trajectories (segments 2 and 3) are planned in

the trajectory planner block relative to the body frame, thus, unlike segment 1,

the target’s final attitude is not calculated there. Instead, the current attitude

of the target is calculated in the reference trajectory block using the last known

state and the time from it (t− tk). This predicted attitude is used to convert the

planned trajectory from the body frame to the inertial frame, to obtain the actual

commanded acceleration. (In other words, it evaluates the fictitious forces the

chaser has to counteract in order to follow the body-frame trajectory as planned).

Since the reference trajectory block works in real time (or at the highest possible

frequency), using an analytical approach to predict the target’s motion (such as

the one presented in Sec. 4.1) is critical for obtaining an acceleration profile as

smooth as possible. In contrast, while the maximum frequency of the trajectory

planner block can also be very high, it is limited by the update rate of the

navigation system.
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Figure 4.36: Schematics of the guidance approach (segments 1 and 3)

Finally, during the hovering segment, a receding horizon approach has been used

with the same polynomial method in order to regulate the position of the chaser.

The chaser reaches the desired final position (i.e. the hovering point) from the last

known state at the specified receding horizon time. Or more accurately, it reaches

the predicted final position, using the polynomial acceleration profile calculated

in the last sample time. If the sample time Ts is equal to the receding horizon

time Trh, a new sample will be obtained at the end of the calculated trajectory. In

a perfect world, the chaser would be right at the hovering point, but there will be

an error proportional to the internal model inaccuracy (and other perturbations

if present). Hence, a new trajectory will be computed in order to bring the chaser

to the new predicted final position in Trh seconds. As shown in the schematics of

Fig. 4.37, there will always be an offset given by the time between samples and

the internal model accuracy.

4.5.2 Results

In the simulation initial conditions, the chaser’s standing position distance is 50

m. The chaser spacecraft has a wet mass of 100 kg, its RCS has a maximum

thrust magnitude set to 15 N in any direction (which is a simplification of the

cube defined by the total thrust vector), and an Isp of 50 s (cold gas). The target
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Figure 4.37: Schematics of the guidance approach (segment 2 with receding

horizon)

is based on Envisat, with a keep-out surface of cylindrical shape with elliptic

base. Its body has dimensions 10×2×2 m, and the solar panel 10×4 m. The

3-segment strategy is implemented with the same parameters as in Sec. 4.4.1. At

the start of the manoeuvre, the target ê1 body axis has an angle with h of 70 deg,

and the magnitude of the angular velocity is 6 deg/s (1 rpm). The simulation

propagates the orbits of the two bodies to account for the virtual acceleration of

orbital relative motion. The target is in a 800 km circular orbit inclined 98 deg.

The guidance scheme is implemented as shown in Fig. 4.35. The baseline sample

time is 1 s [81], although recent advances using LIDAR-based pose estimation

techniques [48] improve the 1-second sampling rate for pose estimation of the

target.

The purpose of this section is to demonstrate the feasibility of the polynomial

planning method using the guidance strategy previously described. Simulations

have been performed shaping the trajectory using a) polynomials with additional

terms (or two free coefficients per polynomial), and b) polynomials with the

minimum degree. In the first case, the trajectory has a duration of 112.3 s, while

in the second case it has a longer duration of 113.3 s. The initial time has been set

to zero. Although both durations are similar, the free coefficients in the first case

modify the trajectory (in the first segment) so that the fuel consumption is lower.

Both cases have the same prescribed hovering time (10 s) and third segment

duration (17 s). The body-fixed hovering occurs 1.5 m above the docking point.
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Figure 4.38: Trajectory of the simulation in the inertial frame (minimum-order

polynomial). A 7-meter radius sphere is shown for scale.

4.5.2.1 Minimum-order polynomials

Figures 4.38 and 4.39 show the trajectories in the inertial and body frame, re-

spectively. The actual or simulated trajectory is compared with the one used

for calculating the chaser motion during the optimisation process. The actual

trajectory diverges from the predicted one mostly due to the axisymmetric ap-

proximation of the target used in the internal model to evaluate its motion. The

hovering and the docking segments—which are critical due to the proximity to

the target—match the prescribed paths with precision, as seen in the trajectory

expressed in the body frame.

In Fig. 4.40 the thrust profile is represented, with the two dashed vertical lines

separating the segments of the trajectory. Close to the end of the first segment the

thrust experiences jittering, since as the time-to-go tends to zero, any error would

induce infinite acceleration. This effect is mitigated by starting the tracking of

the hovering point (with receding horizon) a few seconds before the actual ts1

time. Similarly, the thrusters are cut-off one second before reaching the final

time of segment 3. As shown in Fig. 4.41, the difference between the predicted

fuel consumption, which has been optimised, and the actual one is not large—

however, a safety margin should be considered if the fuel budget is tight.
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Figure 4.39: Trajectory of the simulation relative to the body frame (minimum-

order polynomial).
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trajectory segments.
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Figure 4.41: Predicted and actual (simulated) fuel consumption (minimum-order

poly.). Vertical lines separate trajectory segments.

Figure 4.42 show the position, velocity and acceleration relative to the target’s

body frame. The chaser is shown maintaining its fixed position at the hovering

point (relatively close to the target but still at the edge of the obstacle free area),

before accelerating to make contact smoothly with the docking point below.

4.5.2.2 Polynomials with two additional terms

Figures 4.43 and 4.44 show the trajectory shaped using polynomials with two

additional terms and the fuel consumption. The fuel consumption is lower than

the one obtained using minimum-order polynomials, but the difference between

the predicted and the actual consumption is higher. Large values of the free

coefficients may cause larger divergences of the actual trajectory with respect to

the predicted one, due to the increased sensitivity of the polynomial functions

to changes in the boundary conditions. The sensitivity could be limited if the

magnitude of the free coefficients was limited in the optimisation, making the

actual trajectory diverge less from the predicted one, despite the internal model

inaccuracies.

Another simulation is performed where the free coefficients have one order of

magnitude less than the previous case. As seen in Fig. 4.46, the predicted fuel

consumption at the end of the first segment is higher than the one in Fig. 4.44,

since some optimisation variables have been limited. However, the difference

between the predicted and the actual values is smaller, as seen in Fig. 4.45, and
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Figure 4.42: Position, velocity and acceleration components relative to the body

frame (minimum-order poly.).

is of the same order as the minimum-order case (Fig. 4.41). Nonetheless, the

better optimisation of the first case compensates the reduced divergence of the

second, and the actual fuel consumption is the same in both cases. It could be

good practice, however, to choose the limiting of the free coefficients since it is

a controllable factor—rather than hoping that the difference with the predicted

optimal consumption will not be too high.

Also, note that the distance between the actual and predicted paths is rather

similar in both cases (Figures 4.43 and 4.45), and also in the minimum-order

polynomial case (Fig. 4.38). The divergence of the actual path with the predicted

one poses a risk of collision if this constraint is not taken into account at every

re-computation of the trajectory (which it isn’t, in order to simplify the on-board

algorithm during the manoeuvre). However, as seen in the body frame (Fig. Fig.
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Figure 4.43: Trajectory of the simulation in the inertial frame (two free coeffi-

cients). A 7-meter radius sphere is shown for scale.
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Figure 4.44: Predicted and actual (simulated) fuel consumption (two free coeffi-

cients). Vertical lines separate trajectory segments.

4.39), the divergence is small enough so that an intersection of the actual path

with the keep-out surface is unlikely.

Alternatively, depending on the computational resources available, the free coef-

ficients could be re-optimised at every sample time during the manoeuvre. How-

ever, this makes the software design much more critical, since convergence of the
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Figure 4.45: Trajectory of the simulation in the inertial frame (two free coef-

ficients). Dotted lines: coefficients with limited magnitude; solid: unconstrained

magnitude. A 7-meter radius sphere is shown for scale.
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Figure 4.46: Predicted and actual (simulated) fuel consumption (two free coeffi-

cients with limited magnitude). Vertical lines separate trajectory segments.

optimisation to a feasible solution should be ensured (otherwise, the manoeuvre

should be aborted if a feasible solution was not obtained within the allocated

sample time).
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4.5.2.3 Re-optimisation after waiting time

It has been shown that the initial time of the trajectory, which allows for the

target to rotate to a favourable attitude before starting the manoeuvre, has an

influence on the fuel expenditure (Fig. 4.9). However, if the waiting time is long,

the chaser will initiate the manoeuvre with the target at a different initial attitude

that the one it was used to optimise the trajectory’s first segment, leading to a

trajectory with a higher divergence (from the predicted one) than one with t0 = 0.

This divergence is exacerbated in the case of polynomials with additional terms,

which leads to a higher fuel consumption. However, this effect is significantly

minimised if the free coefficients are updated with the target’s attitude moments

before the predicted initial time, so that the predicted and initial attitudes of the

target are the same. In this case, the optimisation is simplified by the fact that

the initial time and final time are fixed, and the previously found coefficients can

be used as an initial guess.
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Figure 4.47: Predicted, original, and re-computed (1st segment) trajectories

(polynomials with two additional terms) shown in the inertial frame
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Figure 4.48: Fuel consumption of the predicted, original, and re-computed (1st

segment) trajectories (polynomials with two additional terms)

Figure 4.47 shows a manoeuvre with a waiting time of 38 s and a duration of 81 s,

where the trajectory is shaped with 6th-degree polynomials (two extra coefficients

per coordinate). The original trajectory that the chaser would follow with the

trajectory parameters obtained before the initial time diverges from the predicted

trajectory. The trajectory which uses the re-computed free coefficients follows

more closely the predicted one and spends less fuel (Fig. 4.48).

4.5.2.4 Robustness to long sample times

One of the characteristics of the guidance method presented is its ability to endure

a low sample rate thanks to the internal model. In the uncooperative docking

scenario, longer-than-usual sample times are likely due to complex vision-based

navigation systems. In this subsection, the guidance method is stressed by testing

a range of sample times. The test sample times are Ts = 1, 5, 10, 30 seconds,

and the metric chosen for performance comparison is the relative position error

during the critical segments—hovering and final approach. The cylindrical keep-

out surface and the docking axis aligned with the 3rd body axis are considered.

Figure 4.49 shows the error in relative position, during hovering and final ap-

proaches (marked by the vertical lines), for different sample times. The range of

the y-axis in the figures is the same for all cases (± 20 cm). Expectedly, a very

low error is obtained with a 1 s sample time. A maximum of 5 cm error is ob-

tained with 5 s (Fig. 4.51b) but the error at the end of the third segment is below
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(c) Ts =10 s
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Figure 4.49: Relative position error of the hovering and final segments, for dif-

ferent sample times.

1 cm. Higher errors are obtained with Ts =10 s, but still within the 5 cm range.

The error is much larger with a sample time of 30 s, where for the most part

of the 2nd and 3rd segments the manoeuvre is performed in open-loop. Whether

or not a 15-cm error is acceptable depends on the requirements of the mission

(the trajectory is visualised in Fig. 4.50). Additionally, note that the altitude

component (r3) has a better accuracy than the other components, implying that

the chaser oscillates about the hovering point at roughly the same distance from

the target and close to the keep-out surface.

Regarding the receding horizon time approach used in the hovering segment, its

ratio over the sample time defines how rapidly the chaser corrects its position

(the smaller it is, the more aggressively the chaser will react). However, the

receding horizon time should not be larger than the designated hovering time, or
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Predicted

Actual

Figure 4.50: Close-up detail of the spacecraft: Final segments of a trajectory

simulated with Ts =30 s. The light brown trajectory represents the trajectory

obtained in the first optimisation, while the blue one is the simulation result.

the error at the beginning of the final segment would be larger than the minimum

possible. Some tuning of those parameters is required, and during this study it

was found that receding horizon times somewhat larger than the sample time

(1 to 3 times) was a fair trade-off—with the exception of sample times larger

than the duration of the hovering segment. Figure 4.51 illustrates these points

by comparing different receding horizon times (1 s and 6 s, for a simulation with

a fixed sample time of 1 s).

4.6 Chapter summary

A trajectory planner based on polynomial shaping of the chaser spacecraft co-

ordinates has been presented. A three-segment trajectory approach has been

proposed for docking safely with an uncooperative target. A keep-out sphere has

been used as a means for simple and safe obstacle avoidance, as well as a more
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(b) Ts =1 s, Trh =1 s
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(c) Ts =1 s, Trh =6 s
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Figure 4.51: Relative position error of the hovering and final segments, comparing

different receding horizon times (with same Ts =1 s).

complex cylinder with elliptical base. Given some boundary conditions, the only

variable required to define a trajectory is the manoeuvre duration, making this

approach computationally efficient. Other variables such as the initial time and

free coefficients of higher-order polynomials can be considered in order to further

optimise the trajectory. Via inverse dynamics, fuel and thrust can be evaluated,

leading to the minimisation of fuel consumption (amongst this class of polynomial

trajectories) while ensuring the feasibility of the motion. Obstacle avoidance is

also taken into account, with a prescribed keep-out surface enclosing the target

with its appendages. The trajectory planning method depends on the prediction

of the target’s attitude and motion a certain time of arrival. In order to keep

computational cost low, an axisymmetric approximation has been considered, for

which closed-form solutions of the target’s attitude motion exist. Due to the
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discrepancy between the internal and actual model of the target’s inertia matrix,

the trajectory planner is implemented in a closed-loop fashion whose frequency

is limited by the pose estimation sensors.

In conclusion, a feasible and quasi-optimal trajectory is quickly obtained before

the manoeuvre is executed, which is followed by re-computing the polynomials’

coefficients with the updated boundary conditions. Results show that this guid-

ance scheme is able to successfully reject the model inaccuracy disturbance, a

relatively low sampling rate, and the fictitious acceleration due to the orbital

relative motion.

There are many possible variants to the approach strategy, such as matching

accelerations between segments to ensure thrust smoothness, which results in

different fuel consumptions. Since the goal of this work is to show the functionality

of the polynomial planning method, not all the possible alternatives have been

presented. In a real ADR mission, an extended analysis would be undertaken

tailored to the specific requirements and constraints, where the theoretical tools

and some recommendations are provided in this chapter.

This work focuses on guidance and control, however a good navigation system

is fundamental to accurately predict the current state of the target. It has been

shown that a long sample time is not an insurmountable challenge, thus, more

time can be invested in obtaining precise sensor data. In the simulations, the or-

bital dynamics and a non-diagonal inertia matrix have been modelled. Given the

short duration of the manoeuvre compared with the orbital period of the system,

the ”formation flying” dynamics were negligible (equal results are obtained if the

chaser-target pair is modelled in a deep space environment). A perfect RCS and

navigation systems have been considered. However, given the deliberately large

error of the internal model, the robustness of the guidance method presented has

been put to test all the same.

Regarding the use of higher-order polynomials (in the optimisation of the first

segment), with no free coefficients considered, it is possible to satisfy all the

constraints with small variations of the initial time and duration only. The per-

formance index (fuel) can be further optimised if more degrees of freedom are

considered in the form of the coefficients of the polynomials’ additional terms.

However, in the cases studied, the difference in the fuel consumption optimal

value between a minimum-order polynomial and one with two additional coeffi-
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cients is not very high (a 35% improvement, Table 4.1), showing that good results

can be obtained using low computational resources.
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Chapter 5

The Attitude Stabilisation

Electromagnetic Module concept

for detumbling debris

In this chapter, the ASEM system is designed and the feasibility of the concept

is assessed.

The Envisat case is considered again as the baseline scenario. In this work,

a trade-off discussion of various architectures is realised. The control problem

of detumbling a spacecraft by magnetic means is addressed, firstly using a 2D

simplified model in order to obtain some quick estimations during the system

optimisation. A preliminary sizing of the system elements is realised, where

the polynomial motion planning method is used to size the propulsion system

(and demonstrate the feasibility of autonomous docking). Finally, simulations are

performed, using an orbital model, where different cases are tested and compared.

5.1 Baseline architecture selection

The fundamental concept consists in an external module, piggyback-carried by

the chaser or servicing spacecraft, whose purpose is to stabilise the tumbling

motion of the target in order to facilitate the docking of the chaser. The concept

requires the module to be moved from the chaser spacecraft to the target and to

be be physically attached to the surface of the target. The module as a system

includes an actuator and a power source or fuel in order to detumble the target
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when attached to it. In this section, a variety of possible architectures for this

concept module are outlined.

5.1.1 Actuator systems

Different alternatives regarding the actuators can be considered:

5.1.1.1 Thrusters

The module may carry a cluster of thrusters to stabilise the target acting as an

externally attached RCS. This module would be attached as far as possible from

the centre of mass (CM) of the target (to maximise the lever arm length), and

also away from its principal axes of inertia (to be able to actuate on the three

of them). Envisat features a set of 15 N monopropellant hydrazine thrusters,

generating torque in pairs. Thus, for a back-of-the-envelope sizing, 30 N thrusters

are considered with an Isp of 230 s, weighting an estimated 800 g each. An ideal

case is considered where the target is spinning at 1 rpm about one axis (with a

moment of inertia of 127000 kgm2), and the module with the thruster(s) is placed

with a 5 m lever arm (Fig. 5.1).

Figure 5.1: 2D representation of the spinning target, with the module attached

on one end.

If the torque is

T = Fr = ω̇I (5.1)

where F is the thrust, r the lever arm length, I the moment of inertia about the

spin axis, and ω̇ = ∆ω
∆t

. The thrust can be related with the mass flow rate ṁ,

specific impulse Isp, and gE = 9.81, as

F = ṁgEIsp (5.2)
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where ṁ = ∆m
∆t

for a constant thrust. By combining Eqs. 5.1 and 5.2, it is pos-

sible to evaluate the fuel consumption and detumbling time with the parameters

previously outlined. In this case, the thruster would use 1.2 kg of propellant to

nullify the spin rate in 90 s.

However, in a real scenario, the target would be tumbling about all axes. Ideally,

the module should be placed on one end of the target, so that maximum torque

along the major axes is achieved. It should be aligned with the minor axis of

inertia, and the thrust directions should be parallel to the other axes, so that

there is no torque coupling. However, torque coupling will exist since the exact

moments of inertia and centre of mass position would be an estimation. In order

to control the rotation about the minor axes, trusses would be needed in order to

provide a lever arm to thrusters placed on their tips (Fig. 5.2). These thrusters

could also compensate for torque coupling.

Figure 5.2: 3D representation of the module with two trusses, placed on one end

of the target along its minor axis. Arrows depict the direction of thrust.

In the particular case of Envisat, however, one end of the body is cluttered with

instruments and the other one (where the launcher adaptor ring is) is shadowed

by the solar panel. Thus, it is no easy task to attach the module on either end of

the satellite. Alternatively the module could be placed at any other point on the

target, such as on one side, if there were trusses that provided controllability in 3

DOF. However, the system would be heavier and more complex, the presence of

torque coupling would cause more fuel expenditure, and it would be a challenging

control problem. Finally, a simpler cold gas propulsion system could also be

considered, instead of a hydrazine monopropellant system. However, for the

impulse required (275 kgs), the mass estimate of the cold gas system would be

slightly higher [2].
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5.1.1.2 Reaction wheels

Using the same simplified spinning model, reaction wheels can be sized in order to

dampen the rotation of the target. The angular momentum of the target spinning

at 1 rpm is 13300 Nms. In order to stop the rotation of the target, the reaction

wheel must be able to absorb this amount of momentum. For comparison, a 270

kg control momentum gyroscope (CMG) has a maximum angular momentum of

less than 4800 Nms (data based on the CMG of the International Space Station

[82]).

Figure 5.3: CMG mounted on the International Space Station—astronaut for

scale (NASA)

While a ballpark sizing of the momentum storage actuators needed to equip the

module has not been realised, the fact that the largest existing CMG would not

be able to detumble the baseline target makes it reasonable to believe that this

option leads to a dead end.

5.1.1.3 Magnetorquers

Magnetic torquers, also known as magnetorquers or torque rods, are used in

spacecraft for post-launch detumbling operations (amongst other uses such as

reaction wheel desaturation or coarse attitude control), making them a natural

choice to consider. Moreover, magnetorquers are compact, simple, and reliable

devices. For a rough sizing the system, a simplified 2D model of a spacecraft

rotating in a constant magnetic field is considered, where a control law actuating

the magnetorquers stabilises it. Again, the model is inspired in Envisat, which

rotates at 1 rpm about the axis of largest inertia. The magnetic flux density

(or simply the magnetic field) B corresponds to an orbit 1000 km high. In Fig.
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5.4, the reference frame is fixed on the body while the magnetic field vector B

rotates, and 2 magnetorquers (depicted in black) are placed perpendicular to one

another.

Figure 5.4: Simplified model of a body spinning in a magnetic field

The magnetorquers generate a dipole moment m along their axis, which interacts

with the environmental magnetic field resulting in a torque orthogonal to both

vectors:

T = m×Bs (5.3)

where T is the torque, m is the magnetorquers’ moment and Bs is the Earth

magnetic field relative to the body frame.

The conventional control law for detumbling is the so-called B-dot, where the

magnetic moment generated by the actuators is proportional to the time deriva-

tive of Bs.

m = −CḂs =

−CBE sinαα̇
CBE cosαα̇

0

 (5.4)

where C is a control parameter, BE is the magnetic field magnitude and α is

the angle of the magnetic field vector with respect to the X-axis of the body

frame. Using the law of 5.4 on the simplified 2D model, two magnetorquers with

a maximum magnetic moment of 400 Am2 stabilise the rotation in 90 days. (In

comparison, Envisat’s magnetorquers output a magnetic moment of 315 Am2.)

This is a long stabilisation time, which could be reduced to more reasonable val-

ues by increasing the size and mass of the magnetorquers. However, note that

138



Chapter 5 The Attitude Stabilisation Electromagnetic Module concept for
detumbling debris

the torque of the B-dot law is proportional to the angular rate of the body, hence

the angular rate decreases asymptotically with time. To avoid this dynamical

behaviour, an alternative on-off control law (also known as commutation) can be

applied, where the magnetorquers generate a constant maximum magnetic mo-

ment in either direction according to the relative direction of B [16]. The downside

is that there is a loss of efficiency, since the magnetorquers always operate at full

power but m is not always orthogonal to B (only the orthogonal projection m

with respect to B generates useful torque). A compromise between the two is a

modified B-dot law where the magnetic moment is constant in magnitude and

always orthogonal to Bs, therefore the torque is constant and the angular rate

decreases linearly instead of asymptotically. This is achieved by eliminating the

speed factor α̇ from Eq. (5.4). Using this modified B-dot control law, the target

is stabilised in 20 days, using 6000 Wh.

Taking advantage of the chaser being in close proximity of the target (with the

module attached to it), the chaser could generate a magnetic field to help decrease

the stabilisation time. If the chaser stands 15 m from the target, in order to

double the Earth magnetic field magnitude at this distance, an electromagnet

in the chaser would have to generate a magnetic moment of 3.5·105 Am2, three

orders of magnitude greater than Envisat’s own magnetorquers. Hence, the mass

would be of the order of metric tons for the electromagnet alone.

5.1.1.4 Power source

In the case of magnetorquers, a power source is required. Alternatives include

batteries, solar panels, and fuel cells. Exotic systems such as wireless energy

transfer (to be transmitted from the chaser to the module) have a too low TRL,

and radioisotope thermal generators (RTG) are too costly, hence they are not

considered. A priori, solar panels are a less-than-optimal solution since the target

is tumbling, likely causing an eclipse at every revolution and having an average sun

incidence angle. If the solar panels are on eclipse as much as they are on daylight

(accounting for the target spinning and the Earth eclipses), and considering a

sun incidence (average) of 55 deg, 3 magnetorquers consuming 10 W each would

require a 70×70 cm array. The battery would weigh under 1 kg. Fuel cells have

relatively high specific power (275 W/kg [83]) and specific energy (500 Wh/kg

[84]). However, they require the handling and storage of hydrogen and oxygen,

which adds complexity. Batteries, on the other hand, are much simpler energy
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storing devices. Rechargeable or secondary batteries have specific energies of 60-

80 Wh/kg, which is rather low for this mission (although new developments could

bring it up to 200 Wh/kg [83]). However, primary batteries have energy densities

over 500 Wh/kg (higher than fuel cells) but they are not rechargeable, and must

be isolated enough to survive several days in an space environment.

5.1.2 Docking methods

Two alternative methods are proposed to approach and attach the module to the

target: a harpoon-tether system and an autonomous propulsion system.

5.1.2.1 Harpoon-tether

In the harpoon-tether strategy (Fig. 5.5), first, the chaser spacecraft hovers in

close proximity to the target satellite. Then it fires a harpoon towards a specified

spot on the target (taking care of not piercing a fuel tank). As soon as the harpoon

is firmly attached, the module moves along the tether using a pulley towards the

target. During this phase the attitude of the module could be controlled to some

extent by pivoting the point in the pulley where tension from the tether is applied.

Finally, after contact with the target satellite, the module is locked in place by

applying tension to the tether, pressing it against the surface. This operation

is performed with a tumbling target, thus it has to be carried out quickly to

avoid the tether from tangling with the satellite and its appendages. (As a rough

approximation, in Fig. 5.5 the target appears static.)

Figure 5.5: Schematics of the harpoon-tether docking strategy.
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Consequently, the contact speed would be relatively high, requiring a suspension

system capable of absorbing the kinetic energy softly. For instance, a requirement

could be set so that the module shall reach the target in 5 seconds. In the worst

case scenario, where the module docks along an axis perpendicular to the spinning

axis, at 1 rpm this time span would allow for a 30 deg. rotation during the

approach. If the target stands 15 m away from the centre of the target (barely

outside of a 25 m wide obstacle-free area) the contact speed would be 6 m/s. This

value could be halved if the module was spring-released at 3 m/s.

5.1.2.2 Autonomous propulsion

An alternative docking method for the device would be the use of an autonomous

propulsion system, so that it can manoeuvre from the chaser to the target. This

method requires the implementation of complex on-board GNC capabilities, due

to the challenge of docking with an uncooperative tumbling target. However, it

allows the chaser to stand farther away from the target, and there is the possibility

for the module to abort the manoeuvre and repeat. Cold gas or monopropellant

hydrazine systems are scalable enough to fit into a small module. Given the results

obtained in Chapter 4, the module may use propellant in the order of hundredths

of grams. The set of thrusters configuring the reaction control system (RCS)

should provide 6 DOF motion, so that pointing is independent from translation.

5.1.2.3 Attachment to the target

One of the challenges of the concept proposed is how the module is attached to

the target. The use of robotic arms in the module are discarded to keep the

complexity as low as possible. The first assumption is that the module docks

on the honeycomb sandwich panels usually found in satellites (the ”skin” of the

satellite, see Fig. 5.6) or a similarly soft material.

Once the module has made contact with the target at the prescribed docking

point, the module must anchor to the panel firmly enough so that the torque

exerted by the actuators do not detach it. In this sense, the attachment strength

required if detumbling with thrusters will be higher than in the magnetorquer

case. An existing similar case is that of Philae, the lander of the Rosetta mission,

which was required to attach itself to the cometary surface to prevent it from
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(a) Honeycomb sandwich (b) Harpoon piercing a panel (Airbus DS)

Figure 5.6: Honeycomb panels are used to recover spacecraft. Harpoons are being

tested to penetrate on them and capture debris.

floating away, given the weak gravity field. The system is composed by a nadir-

pointing harpoon that is fired upon contact, and subsequently drills on the landing

gear anchor to the surface. The same method can be used in the scenario at hand,

only adapting the harpoon and drills to the properties of the target’s structure.

(Some lessons should be learned from the Philae experience, e.g. why did the

harpoon fail.) A more exotic yet promising method involves using a space-rated

adhesive being developed at the JPL [85], which mimics the glue-free adhesion

of gecko paws. The module could get attached upon contact and applying some

pressure with thrusters or the harpoon.

5.1.3 Decision

A variety of alternatives have been considered for the module system. On the ac-

tuators side, the thruster option has strong constraints regarding the attachment

point and orientation (to avoid torque coupling), and the system is not compact

due to the trusses required (they could be deployable, at the cost of increased

complexity). However, the detumbling time is fast, and the same RCS system can

be used to dock autonomously. Also, a thruster along the direction of the minor

axis could be used for de-orbiting, provided that enough propellant is carried on

and the axis misalignment is small. Magnetorquers take much longer to stabilise

the target, but they are simple, reliable, and compact.

Regarding its power source, solar panels are low weight and preliminary calcula-

tions show a manageable area is required, but given the fact that they would be

body-mounted (on one side only) and that the orientation cannot be controlled,
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they are not a robust solution. Fuel cells have a relatively high energy density,

but it is difficult to manage and store hydrogen. In this sense, primary batter-

ies have similar energy density, while being much simpler and robust devices.

Rechargeable batteries, however, have low energy density. Thus, a battery of a

reasonable size would need to un-dock, fly back to the chaser, recharge, and dock

again to achieve full stabilisation. If reusability is required, A fuel cell system

could store all the energy needed for a single detumbling operation, and it could

be refuelled to service other targets. However, the Envisat mission (as is the case

study in this work) would most likely be a single-target mission, given the large

size of the satellite.

Given these considerations, a module equipped with magnetorquers powered by a

primary battery is selected as baseline architecture in this work. The drawbacks

of this system is that magnetorquers can only operate at LEO, and in orbits

parallel to the magnetic equatorial plane, a residual spin about the magnetic

field direction will remain.

Regarding the docking strategy, the harpoon method is simple, however, it is

a one-shot scenario (not robust) and the technologies associated with harpoons

fired at satellites have not been space-proven yet. Besides, this method forces

the chaser to stand close to the target. The autonomous approach requires an

RCS system and state-of-the-art GNC components. However, it allows the chaser

to stand farther away from the target, and provides the possibility of aborting

the approach and having a second chance—thus, this option is selected over

the harpoon-tether. To anchor the module to the target, the thrusters apply

downward pressure while drills penetrate the surface. If the space-rated adhesive

technology were ready for implementation, it would likely be a more reliable

alternative.

5.2 Control law for magnetic detumbling

Before presenting the preliminary design of the system, this section discusses the

control laws governing magnetic detumbling with magnetorquers. A simplified

2D model is analysed, where analytical expressions can be obtained to be used

in the preliminary system optimisation. Then, the modified B-dot used in the

simulations is presented.
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5.2.1 2D model analysis

In the simplified 2D scenario, as previously presented in Sec. 5.1.1.3, a large

satellite is spinning about one of its axis at 1 rpm, immersed in a constant mag-

netic field. For a given magnetorquer design that provides a magnetic moment

of 400 Am2 and consumes 8 W of power, the performances of three control laws

are compared. Those are the B-dot law (Eq. 5.4), the on-off or commutation law

[16] (where the magnetorquers apply full magnetic moment in either direction

according to the relative direction of B), and the modified B-dot that is proposed

in this work.

Figure 5.7 shows the time evolution of the angular rate during the stabilisation

process. On one hand, the B-dot law is the least effective regarding the stabi-

lization time, and although the mean power used in the overall process is small,

the large final time implies larger energy expenditure, as shown in Fig. 5.8. On

the other hand, the on-off law provides the minimum final time, but the fact

that full power is constantly applied to the actuator, even if no effective torque

is produced, makes it inefficient in terms of energy. The modified B-dot law is

a fair compromise, achieving a relatively good stabilisation time (Fig. 5.7) with

minimum energy expenditure (Fig. 5.8). Therefore, the system will be sized

taking this control law into account.
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Figure 5.7: Stabilisation time for different control laws

The control for the magnetic moment for the modified B-dot is:
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Figure 5.8: Energy spent using different control laws

m =

−CBE sinα
CBE cosα

0

 (5.5)

Where C is a control parameter and α is the angle of the magnetic field vector

with respect to the X-axis of the body frame, obtained using magnetometers.

The B field relative to the body frame is:

Bs =

BE cosα
BE sinα

0

 (5.6)

Applying Eq. 5.3 we have the torque (normal to the plane):

T = −CB2
Ek̂ = α̈I3k̂ (5.7)

Where I3 is the model’s inertia about the rotation axis. If α̈ = ω̇ and we integrate

Eq. 5.7 with respect to time, the equation for the angular rate is:

ω3 = ω3i −
CB2

E

I3

t (5.8)

Where ω3i is the initial angular rate. By finding
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C =
ω3iI3

B2
Ets

(5.9)

and using Eq.(5.5) we can obtain the maximum magnetic moment needed by the

magnetorquers in order to stabilise the target spinning at ω3i in ts:

mMT =
ω3iI3

BEts
(5.10)

5.2.2 Modified B-dot

In this subsection, the modified B-dot for the full 3D scenario is developed, con-

sidering sets of 2 and 3 orthogonal magnetorquers.

The B-dot is a classic and most popular control law for detumbling or stabilising

the rotation of spacecraft. Since the orbital angular rate is small compared to

the tumbling of the spacecraft, the Ḃ term can be approximated, and the B-dot

law becomes

m = −C(B× ω) (5.11)

As mentioned before, the B-dot dissipates the spacecraft angular rate asymptotically—

since as the angular rate decreases, the control effort also decreases. Additionally,

the control effort is also proportional to the angular distance ∠Bω (peaking at

π/2). Thus, in order to derive a control law that dissipates rotational energy

rapidly, it is required to apply the maximum control effort available during the

whole detumbling process. The total moment m applied by the magnetorquers

should always lie on the plane defined by B in order to maximise the efficiency

of the torque generated as

T = m×B (5.12)

Additionally, in order to effectively dissipate rotational energy, the torque T

should be parallel and opposed to the orthogonal component of ω with respect

to B, or ω⊥. Hence, assuming that m is orthogonal to B, the desired torque is

T = ‖m‖‖B‖ω̂⊥ (5.13)

where

ω⊥ = (I3 − B̂B̂
T

)ω (5.14)

with I3 being the identity matrix. (The vectors can be visualised in Fig. 5.9.)
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Figure 5.9: Vector representation of magnetic control

The necessary magnetic moment vector, orthogonal to B, ω, and T, is thus

m = mmax
ω ×B

‖ω ×B‖
(5.15)

where mmax is the maximum magnetic moment that can be achieved in this di-

rection. A simple solution would be to set mmax = mMT (a single magnetorquer

maximum moment). In this case, m would be constrained in a sphere of radius

mMT , but the capability of the three magnetorquers combined would be under-

used. The domain of actual maximum values is the surface of a cube defined by

the three orthogonal magnetorquers, of 2mMT edge length. In Eq.5.15 (equiva-

lent to m = mmaxm̂), the factor mmax is limited by the maximum moment of the

individual magnetorquers. Assuming that the magnetorquers are aligned with

the body basis vectors, the possible magnitude of the m vector is calculated for

each component, as

ki =
mMT

m̂i

(5.16)

for i = 1, 2, 3, and m̂i being the components of m̂. The smallest ki is chosen as

the vector magnitude, or mmax = mini ki.

The latter control law assumes that there are three magnetorquers that can build

an m vector in any direction of the Euclidean space. However, in this study the

possibility of having only two magnetorquers (even in the 3D case) is considered.

In this case, the magnetic moment vector lies in the plane defined by the basis

vector ê3, if the magnetorquers are aligned with ê1 and ê2. Thus, either (a) the

torque is parallel to ω⊥ but m is not perpendicular to B (Fig. 5.10a), or (b) m

is orthogonal to B, butT is not parallel to ω⊥ (Fig. 5.10b).
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(a) T parallel to ω⊥ (b) m orthogonal to B

Figure 5.10: Vector representation of magnetic control with two magnetorquers.

The m vector lies in the arbitrary ê3 plane (not shown).

In the first case, the magnetic moment vector lies in the intersection between the

ê3 plane and the ω⊥ plane:

m̂ =
ω⊥ × ê3

‖ω⊥ × ê3‖
(5.17)

which is not necessarily perpendicular to B (implying an efficiency loss). The

magnitude of the magnetic moment vector is calculated as in Eq. 5.16 (the third

component is null).

In the second case, m is perpendicular to B, thus it lies in the intersection between

the ê3 plane and the B plane:

m̂ =
B× ê3

‖B× ê3‖
(5.18)

The torque T generated by mi should oppose the angular velocity vector at least

in part, thus the angle between Ti and ω⊥ should be larger than π/2 in order to

dissipate energy. Thus, a sign factor is used in m = simmaxm̂, where si is

si = −sgn(T · ω⊥) (5.19)

As a final remark, this control law tends to dissipate the component of the angu-

lar velocity vector ω orthogonal to the magnetic field vector B. Hence, at some

point the magnetorquers could drive the system to a state where ω is parallel to

B. At this point, the magnetorquers tend to align themselves to B, generating

an orthogonal component of velocity, while at the same time they try to dissipate

that velocity component. In the case of an inertially fixed magnetic field, this
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state is locked. In the real world, as the spacecraft moves along the orbit, the

direction of B changes, separating it from ω, a situation where the magnetor-

quers can work. However, if the magnetorquers are very powerful relative to the

spacecraft’s inertia, they will quasi-instantaneously dissipate the newly generated

orthogonal component, driving ω again to a parallel state with B, without hav-

ing been able to dissipate a significant amount of energy. The result in this case

is the magnetorquers locking the spacecraft in this state, and rotating it with

B. Avanzini [86] proposed a variant of the B-dot law that avoid this situation

by selecting an appropriate gain, however, the control effort also depends on the

angular rate.

However, in the scenario considered here, the spacecraft has a large mass relative

to the magnetorquers torque, hence the stabilisation process spans tenths of or-

bits. This allows the vector B to separate enough from ω, so the magnetorquers

can dissipate energy using the control law described in Eq. 5.15 without risk of

locking the spacecraft rotation.

5.3 Preliminary design

In this section, the different subsystems of the module are outlined, and a prelim-

inary system optimisation is undertaken. The system elements discussed are the

propulsion system (which allows the module to move from the chaser to the tar-

get), the navigation and attitude determination system, the magnetorquers, the

battery to power them, and the control law to detumble the target by magnetic

means.

In Fig. 5.11 the module features a propulsion system, including drills on the legs.

The magnetorquers are placed perpendicular to one another. In order to have a

compact device, each rod is divided in two parts and placed in parallel, forming

a square. In the model of Fig. 5.11, only two pairs of orthogonal magnetorquers

are shown. However, a third magnetorquer perpendicular to the other two could

be included, either deployable or fixed. Also, the number of fuel tanks shown

are twice what would be needed in the case under study. The battery and other

subsystems of the module (power distribution, on-board computer (OBC), and

communications) are placed at the centre of the module.
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Figure 5.11: ASEM module with a propulsion system, two pairs of magnetorquers

(the two full magnetorquers are cut in half), and drills

5.3.1 System elements

Here the expressions and assumptions for the preliminary design of several ele-

ments of the system are outlined.

5.3.1.1 Propulsion system

A propulsion system allows the module to fly autonomously from the chaser to

the target satellite, in order to softly dock onto it. In this scenario, the module

incorporates a set of thrusters (providing 6-DOF control) and propellant tanks,

along with the necessary plumbing. Also, it shall be accompanied by a robust

and performing GNC system, to manoeuvre safely to the specified spot on the

surface of the tumbling target. Finally, once it makes contact with the surface,

drills on the legs anchor the module in place.

The two considered options for the propulsion system are cold gas and mono-

propellant hydrazine [83]. The first is simple and reliable, but has low specific

impulse (50-80 s). Thrust is provided by pressurised gas, which requires rela-

tively bulky tanks but low-weight and simple thrusters. The second option uses

an exothermic decomposition of the propellant (usually hydrazine, N2H4), which

provides a higher specific impulse (200-230 s). The high toxicity of hydrazine is an

issue when handling and storing the propellant. Considering the thrust require-

150



Chapter 5 The Attitude Stabilisation Electromagnetic Module concept for
detumbling debris

ments specified above, the mass of a 3 N hydrazine thruster is about 500 g, while

a typical 3 N cold gas thruster weighs up to 20 g (and is much smaller). Thus,

just the added mass of the set of hydrazine thrusters is higher than a cold gas

system with the same requirements, including tanks. A comparison between both

systems can be visualised in Fig. 5.12, where cold gas systems are more appro-

priate for low-impulse scenarios (such as the one under study). Therefore, a cold

gas system is selected for its mass and reliability, with nitrogen as the propellant

for its storage density, performance and lack of contamination concerns.

Figure 5.12: Comparison of propulsion systems relating mass and total impulse

[2]

A docking manoeuvre is simulated with the motion planning method for unco-

operative docking described in Chapter 4. The module’s initial position is 50

m away, and the target is rotating at 1 rpm. The trajectory has three distinct

segments: initial approach to a point above the docking location, hovering for

10 s, and final approach along the docking axis. The obstacle keep-out area is

defined by a cylinder enclosing the target. An estimated wet mass of 30 kg has

been considered. Note that the end boundary conditions are selected so that the

thrusters plume is not directed towards the target’s surface. Figure 5.13 shows

the simulated path of the module in body frame.

Figure 5.14 shows the total thrust profile of the docking trajectory. In the first

segment, the fuel is minimised, resulting in relatively low maximum thrust. At
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Figure 5.13: Path of the module resolved in the target’s rotating body frame (the
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Figure 5.14: Thrust profile for a 25-kg module docking to the target (including

10 s of hovering)

the beginning of the final segment there is a thrust peak. The selected duration

of the final segment influences the magnitude of the initial torque peak and the

fuel consumed. The minimum-fuel duration causes a peak of 2 N, thus it has been

allowed to last a few more seconds in order to reduce it to 1.5 N. The parameters
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considered for this sizing (target rotation rate, module mass, etc) are an over-

estimation, which adds some margin to the system. For instance, if the tumbling

rate was reduced to 0.5 rpm, the thrust peak would be of 1 N. However, in the

hypothetical case that the target was tumbling at 2 rpm, the thrust peak would

be 4 N and the fuel consumption would double (Fig. 5.15).
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Figure 5.15: Path of the module resolved in the target’s rotating body frame,

tumbling at 2 rpm.

A set of 14 thrusters distributed across the module structure can provide full

control (see Fig. 5.11). Where four thrusters are aligned with the main motion

direction, each thruster shall provide at least 0.4 N. Directions with only one

thruster shall ensure a minimum of 1.5 N, whereas directions with two thrusters

must provide 0.75 N. An average mass of 15 g is considerd for all thrusters, with

a total set weight of 210 g.

In this baseline manoeuvre 77 g of propellant are consumed, considering a specific

impulse of 70 s for the nitrogen cold gas system. Since the order of magnitude of

the propellant mass is small compared to the module mass, a safety factor of 3

has been applied, totalling 231 g. This would allow for several docking attempts,

or provide more flexibility to the operators in face of unforeseen events. The
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corresponding volume at a typical operating pressure of 135 bars is, according to

the ideal gas law, 1.5 litres. The mass of the spherical tanks is calculated using

σ =
Pr

2t
(5.20)

which relates the tensile stress of the material (σ), the pressure (P ), radius (r)

and thickness (t).

Given the estimated volume, if we divide it in two tanks, each one will have a

radius of 5.8 cm. Selecting aluminium as the tank material we have the value

for its allowable stress, and thickness can be evaluated, resulting in an estimated

tank mass of 0.1 kg. If we add a 20% of the overall tankage mass for mounting

hardware and propellant management devices [83], the total tank and pipe system

weighs 0.24 kg. A pressure regulator must be included, with an estimated mass

of 300 g (as made by Moog). Summing up the mass of propellant, tanks and

thrusters, the overall cold gas propulsion system has an approximated mass of 1

kg.

5.3.1.2 Navigation and attitude determination

The concept proposed, where the module docks autonomously with the tumbling

target, needs a state-of-the-art GNC system. Since the target is uncooperative—

no state data comes from it—the module needs to determine its own state and

that of the target. To determine the state (attitude and angular velocity) of the

target, an observer requires computer vision systems and LIDARs [87], which can

be implemented together for redundancy and increased accuracy. However, it the

scenario considered in this chapter, an external observer can monitor both the

target and the module approaching it. The chaser spacecraft, having more re-

sources, could take the greater share of image processing, while easily determining

the module’s position relative to the target (given the vantage point of view). Al-

ternatively, and depending on the bandwidth available for ground communication,

the module could be remotely piloted. It would soften the GNC requirements,

but it is unclear whether this approach would be more reliable or simpler than

an autonomous one. In any case, the trajectory would be sub-optimal.

Once the target is attached to the target, the controller requires information on

the local Earth magnetic field vector. Magnetometers are simple devices that di-

rectly sense the direction of the magnetic field, but if magnetorquers are switched
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on, they will disturb the measurements. This implies that during the magnetome-

ters operation the current through the magnetorquers should be turned off so that

the B-field can be measured. This process is inefficient and may lead to insta-

bilities. However, it is possible again to use the chaser as an external observer,

so that it determines the target’s attitude (knowing the orientation of the mag-

netorquers attached to it). Using its own magnetometers and inertial reference

sensors, the chaser spacecraft can obtain the direction of the local B-field. Then

the orientation of the B-field relative to the target will be calculated and sent to

the module.

5.3.1.3 Battery

Primary batteries are not rechargeable, but have a much larger specific energy

(SE, in Wh/kg) than rechargeable secondary batteries. The battery should be

sized to store enough energy to detumble the target satellite using magnetorquers.

With the mean power required by the magnetorquers and the stabilization time,

the mass of the battery of a certain type can be approximated simply using its

SE value. Similarly, the energy density can be described as the energy per unit

volume (ED, in Wh/l), thus the approximate volume of the battery can also be

obtained. It is desired to select a battery with high SE and ED, as well as a

good temperature range. Lithium-carbon monofluoride (CFx) primary batteries

are very efficient, low weight and compact. According to a NASA manual [88],

they have a specific energy up to 625 Wh/kg and an energy density up to 1070

Wh/l (specifications of more modern models of this type of battery, e.g. the ones

manufactured by Quallion, are similar).

The battery mass and volume are calculated using the mean value of the total

power. In our model, the power applied to each magnetorquer is a sinusoidal wave,

phased 90 degrees according to the control law (Eq. 5.5). Since the magnetic

moment is proportional to the power, and if P is the maximum power applied to

a single magnetorquer, then the total power as a function of the angle α with the

magnetic field vector Bs is:

Ptotal = P (− sinα + cosα) (5.21)

The mean value is calculated as follows:
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〈Ptotal〉 = P
1

π

∫ 5π
4

−π
4

(− sinα + cosα)dα = P
2
√

2

π
(5.22)

5.3.1.4 Magnetorquer design

The simplest magnetorquer is a solenoid or wire coil. Most of them, also known

as torque rods, have a ferromagnetic core inside the coil greatly amplifies the

magnetic moment generated when a current is applied, when the magnetic field

generated orients the molecular dipoles in the material. Once all the molecular

dipoles are oriented, the core saturates and no longer amplifies the magnetic field

regardless of further increases in current. It is important for cores to have a high

relative magnetic permeability (µr), so that magnetisation is easily achieved, and

high saturation points. However, for attitude control magentorquers, it is also

important for the magnetic field to exhibit low hysteresis and linearity. Typical

core materials are ferrite alloys, with a minimum relative permeability of µr =

2000.

The equations governing the electromagnetism of a solid core solenoid can be

found in [89]. The design approach is based on the saturation point (as in Black

[90]), which corresponds to the maximum magnetic moment the magnetorquer

can deliver. The magnetic dipole moment m for a solenoid with air core is simply

a function of its cross-section area A, the current I, and the number of loops of

the wire coil N , as expressed in Eq. 5.23. The direction of the magnetic moment

is given by the normal of the cross-section area, n̂.

m = NIAn̂ (5.23)

The total magnetic field in the core is:

B = µ0(H + M) (5.24)

where µ0 is the magnetic permeability of free air, H is the magnetic field intensity

in the core, and M is the magnetization vector field (or magnetic dipole moment

per unit volume). For a solenoid with solid core, we can obtain the magnetisation

vector with this expression relating it to the magnetising field :

H =
NI

l
−NdM (5.25)
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where l is the length of the magnetorquer and Nd is the demagnetising factor,

evaluated with the following expression:

Nd =
4(ln

(
l
r

)
− 1)(

l
r

)2 − 4 ln
(
l
r

) (5.26)

Notice that this factor is a function only of the core geometry, where r is the

radius. For long thin rods, as considered in this work, Nd � 1. Assuming

linearity between the dipole moment and current, B and H can be related as:

H =
B

µ0µr

(5.27)

where µr is the relative magnetic permeability of the core material and µ0 =

4π10−7 is the permeability of free space—a constant. The magnetic moment due

to the magnetisation of the ferromagnetic core is (vector norms are used)

mC = VCM = VC(
B

µ0

−H) (5.28)

where VC is the volume of the core, and M has been replaced using Eq. (5.24).

The term H can be neglected in Eq. (5.28), using (5.27) and knowing that

µr � 1. Then, Bs being the saturation magnetic field in the core, and assuming

that the contribution to the magnetic moment due to the core magnetisation is

much larger than that of the solenoid alone, the maximum magnetic moment is

mMT = VC(
Bs

µ0

) (5.29)

Finally, combining Eqs. (5.24) and (5.25):

NI

l
= Hs +Nd

Bs

µ0

(5.30)

where Hs = Bs/(µ0µr).

In order to size the magnetorquer, it is important to know the properties of the

wire for the solenoid.

lw =
RAw

ρw
=

R

Rw

(5.31)
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Eq. 5.31 relates the resistance with the geometry of the wire (lw and Aw are

the length and cross-section area of the wire) and its specific resistance, either

in terms of copper resistivity ρw [Ωm] or resistance per metre Rw [Ω/m]. The

number of turns of the wire can be related to resistance:

N =
lw

2πr
=

R

Rw2πr
(5.32)

where the resistance R can be expressed in terms of power, voltage and/or current

using Ohm’s law V = RI. Also, it is possible to relate the term NI/l, obtained

in Eq. (5.30) from the magnetic saturation or the maximum magnetic moment,

with the rod geometry and wire resistance:

NI

l
=

V

Rw2πrl
(5.33)

Which, in terms of the maximum magnetic moment is:

mMT =
V A

Rw2πrk1

(5.34)

where

k1 =
1

µr

+Nd (5.35)

5.3.2 System optimisation

Using the expressions described in the previous section, the characteristics of a

magnetorquer (mass, power, etc) can be obtained, with the goal of minimising the

mass of the system and the stabilisation time. However, since the battery needs

to store the energy required for the detumbling operation, the power drawn by

the magnetorquers and the stabilisation time affect the battery mass. However,

the stabilisation time and the maximum magnetic moment are related by Eq.

(5.10). In other words, using the 2D model, the interdependency between the

battery and magnetorquer designs is approached analytically, which simplifies

the optimisation process. Nonetheless, a detailed simulation is required in order

to validate or refine the preliminary design. Note that two magnetorquers are

considered.
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The angular rate for this case study has been set to 1 rpm, or 6 deg/s. While

there is no exhaustive study on the tumbling rates of inoperative satellite in LEO,

Nishida and Kawamoto [7] consider that 1 rpm falls into the medium range of

angular rate, requiring some slow-down before capture. Castronuovo [6] highlights

that a robotic arm could capture a Soyuz (7 tons) spinning at 4 deg/s, with a

peak torque of 80 Nm.

First, the properties of the core, wire, and battery are selected. A ferrite core is

used, which has a minimum µr =2000, a maximum density of ρ = 5240 kg/m3,

and a saturation magnetic field of Bs =0.5 T. Suitable wires for the solenoid

are 24, 28 or 32 AWG (American Wire Gauge). The low-resistivity 24 AWG is

selected since it provides, for the same mass as its counterparts, more reasonable

values of current, voltage, and coil turns. Finally, the battery is a CFx type,

described in Section 5.3.1.3. The design variables left to size the system are:

the magnetic moment of the magnetorquer, the power, and the geometry of the

ferromagnetic rod. The design process is summarised:

Problem parameters

• Orbit altitude h = 1000 km (determines geomagnetic field strength)

• Initial angular rate ω3i = 6 deg/s (flat spin)

• Target moment of inertia I = 129112 kgm3

System parameters

• Frozen

– Wire 24 AWG Rw = 0.084 Ω/m, ρw = 8940 kg/m3

– Battery CFx SE = 625 Wh/kg, ED = 1070 Wh/l

– Ferromagnetic core µr = 2000, ρc = 5240 kg/m3

• Optimisation variables

– Magnetic moment mMT or stabilisation time ts

– Power P

– Magnetorquer slenderness λ

Design process

1. Calculate stabilisation time ts for the given mMT (Eq. 5.10)

2. Magnetorquer volume and geometry (Eqs. 5.29 and 5.37)
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3. Required voltage (given the mMT , geometry, and wire resistivity, Eq.

5.34)

4. Number of wire turns (given geometry and power, Eq. 5.32)

5. Magnetorquer mass (wire mass and core mass, from geometry and

materials’ density)

6. Battery mass (given ts, 〈Ptotal〉, and SE)

7. Total mass (battery and magnetorquers)

In (5.29), the maximum magnetic moment of the magnetorquer and the saturation

magnetic field (a property of the ferromagnetic material) give the volume of the

core, thus its mass is constant for a prescribed magnetic moment. However, the

mass of the wire depends on the length of the rod, or more accurately (since the

volume is constant), the slenderness ratio

λ = l/d (5.36)

where d = 2r is the diameter of the core. Given the core volume VC , the diameter

is

d =

(
4VC
πλ

)1/3

(5.37)

For a given magnetic moment and power, Fig. 5.16 shows the wire mass as a

function of λ.

10 15 20 25 30 35 40 45 50

Slenderness ratio λ

0

1

2

3

4

5

6

7

W
ir
e

 m
a

s
s
 (

k
g

)

Figure 5.16: Wire mass as a function of the slenderness ratio of the core (for

m =400 Am2 and P =10 W)
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In terms of mass, the more slender the better, since less turns are required in the

coil. For the same applied power higher current will go through, which could limit

the slenderness. However, the requirement for the magnetorquer to be compact

is more restrictive than the currents involved. In a full optimisation of all the

variables, the slenderness of the minimum-mass system would be the maximum

allowed. In this work, a slenderness ratio of λ =25 is selected.

Having fixed the geometry variable (λ), the optimisation variables are the mag-

netic moment (related to the stabilisation time) and the power. In Fig. 5.17, the

mass of the system as a function of power is shown, for a given magnetic moment.
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Figure 5.17: Mass of magnetorquers and battery as a function of power (for

m =400 Am2 and λ =25)

Figure 5.17 shows that for every magnetic moment, there is a certain power that

minimises the total mass, which is the sum of the magnetorquers’ mass (decreases

logarithmically) and the battery’s mass (increases linearly).

Figure 5.18 shows that the minimum total as a function of the stabilisation time

(this is, for every time the optimal power is selected), thus there is a trade-off

decision between those two parameters. The breakdown of the different elements

of the system shows that the bulk of the mass is due to the magnetorquers, not

the battery, which remains between 5.5 and 3.5 kg for the span shown. Figure

5.19 shows the magnetic moment of the magnetorquers required to stabilise the

target in the specified times.

Selecting the stabilisation time is now the main design decision. It is desirable

to minimise the time, while keeping the mass of the system low. On one hand,
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Figure 5.18: Mass of the system (magnetorquers and battery) as a function of

the stabilisation time

0 10 20 30 40 50 60 70 80 90

Stabilisation time (days)

0

100

200

300

400

500

600

700

800

900

1000

M
a
g
n
e
ti
c
 m

o
m

e
n
t 
(A

m
2
)

Figure 5.19: Mass of the system (magnetorquers and battery) as a function of

the magnetic moment

mass minimisation is relevant not only for launch costs, but also for the fact

that a lighter module will be more agile when reaching the target satellite from

the chaser spacecraft. On the other hand, high stabilisation times increase the

operational cost, the amount of time that the spacecraft flies in close proximity

to the target (thus spending more fuel), and the risk of failure associated to long

operation times.

If, according to the simplified 2D model, the target is to be stabilised in 19.5

days, 400 Am2 magnetorquers are required. With these specifications, the op-

timal power is 4.8 W, with a voltage of 18.7 V and a current of 0.25 A. Each
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magnetorquer is 0.9 m long and 37 mm thick, the wire makes 7500 turns forming

4 layers, and its overall weight is 6.9 kg. To rend the module more compact,

the magnetorquers can be cut in half. The battery weighs 3.2 kg and its volume

is 2 litres. The combined mass of two magnetorquers and the battery (the two

elements of the module which depend on the stabilisation time) is 17 kg. Adding

1 kg for the propulsion system, and an estimate of 15% in terms of structure and

avionics, the total mass is 20.7 kg.

5.4 Detumbling simulations

In order to outline a preliminary design, a 2D model and simplified dynamics

has been used. In this section, simulations of a realistic scenario have been re-

alised, including the orbital dynamics and a model of the Earth magnetic field

[16]. The effects of atmospheric drag, solar radiation pressure, and gravity gra-

dient are neglected, their torques being three orders of magnitude below that of

the magnetorquers. Consequently, their effects are imperceptible in compared

simulations but they slow down considerably the simulation speed.

In the baseline scenario, an orbit similar to that of Envisat is considered, with an

inclination of 98 degrees and an altitude of 1000 km. The principal moments of

inertia of the target satellite are I = [17023 124825 129112]T kgm2. The module,

attached to a side of the target, can be equipped with two or three orthogonal

magnetorquers, assumed to be aligned with the principal axes of the target. The

initial angular velocity of the satellite is ω0 = [0.07 0.04 0.07]T rad/s, whose norm

equals approximately 6 deg/s or 1 rpm. The satellite is tumbling, thus its angular

velocity vector is not aligned with any axis and it changes according to the free

motion of an asymmetric rigid body. The magnetorquers in the simulation provide

a maximum magnetic moment of 400 Am2 each. The actuators progressively

stabilise the tumbling of the target until a threshold of 0.01 rpm is achieved, then

they are turned off.

Three orthogonal magnetorquers can generate a magnetic moment in any direc-

tion. The third magnetorquer could be deployed once the module is attached to

the target, so that the system is compact while stored and during the manoeuvre.

Figure 5.20 shows that the target is stabilised in 12.2 days, achieving a pure spin

in 6 days. From this point onwards, the angular rate decreases linearly. However,
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the mass of the additional magnetorquer (7 kg) must be taken into account, along

with a required 4.1 kg power source.
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Figure 5.20: With 3 magnetorquers, evolution of the angular velocity components

in the body frame
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Figure 5.21: With 2 magnetorquers, first variant of the control law where T is

parallel to ω⊥

Since the Earth magnetic field relative to the satellite varies with the target’s

position along the orbit, two magnetorquers suffice for stabilisation purposes,

although the control law has limitations, as discussed in Sec. 5.2.2. The two
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Figure 5.22: With 2 magnetorquers, second variant of the control law where m

is orthogonal to B

variants of the control law for two magnetorquers have been simulated. In the

first case, where T is parallel to ω⊥, the satellite is stabilised in 14 days and a

4.6 kg battery (Fig. 5.21); in the second case, where m is orthogonal to B, the

stabilisation takes 15.9 days and a 4.8 kg battery (Fig. ??). Furthermore, in the

first case a pure spin is achived much earlier.

Other scenarios can be considered for an Envisat-like satellite, and three magne-

torquers in the detumbling module. A 1 rpm figure has been used for the baseline

scenario in this work, but the latest data on Envisat’s rotational state [39] shows

that it is tumbling at about 0.5 rpm. In this case, three magnetorquers can sta-

bilise it in 6.1 days. If the target was found to rotate at 2 rpm (mainaining the

rest of the parameters of the baseline scenario) it would be stabilised in 22.5 days,

using a battery of 7.2 kg.

Alternatively, at 1 rpm, if the target was in a 500 km high orbit (where the

magnetic field is stronger) it would be stabilised in 9.4 days, 3 days less than

at 1000 km. If the target was placed in a 2000 km orbit (the conventional limit

of the LEO region) the stabilisation would take 20.5 days (however, the large

majority of debris objects in the LEO region are located between 400 and 1100

km [1]).

At low inclination orbits, the external magnetic field vector does not change as

much with respect to the orbit position. In those cases, control by magnetic means

165



Chapter 5 The Attitude Stabilisation Electromagnetic Module concept for
detumbling debris

Scenario Time (days) Battery (kg) Module (kg)

Baseline, 3 MT* 12.2 4.1 30.0

Baseline, 2 MT, ctrl. (a) 14.0 4.6 22.5

Baseline, 2 MT, ctrl. (b) 15.9 4.8 22.8

ω =0.5 rpm, 3 MT 6.1 1.9 27.5

ω =2.0 rpm, 3 MT 22.5 7.2 33.6

h =500 km, 3 MT 9.4 3.2 29.0

h =2000 km, 3 MT 20.5 6.4 32.7

i =30 deg, 3 MT 21.5 7.1 33.5

mMT =600 Am2, 2 MT 10 4.6 28.8

mMT =600 Am2, 3 MT 7.6 3.9 39.1

Table 5.1: Simulation results for different scenarios. *MT = magnetorquers.

is not as effective—in the ideal case of an equatorial orbit on the geomagnetic

reference frame, one axis would remain uncontrolled. For instance, in an orbit

with an inclination of 30 degrees, three magnetorquers would take 21.5 days to

stabilize the satellite.

The baseline scenario considers 400 Am2 magnetorquers. If 600 Am2 were used

(weighting an estimate of 9.7 kg each), with three and two magnetorquers the

target would be stabilised in 7.6 and 10 days respectively, and the energy con-

sumption would be lower.

Table 5.1 summarises the results for different scenarios (the module mass includes

the propulsion system and the structure (15% of total system mass)). With three

magnetorquers, the module mass is around 30 kg. Using two magnetorquers, the

mass is less than 23 kg and the module is more compact, but the stabilisation time

is somewhat longer (2.2 days). If a total mass of 30 kg is acceptable, then using

two 600 Am2 magnetorquers might be a good compromise between mass and

stabilisation time. However, a set of three magnetorquers, which provide greater

control capability, may be an option more robust to unforeseen situations.

Comparing these results to the estimation made using the 2D model, the stabil-

isation time using two 400 Am2 magnetorquers with a constant torque is about

20 days. However, this result is obtained if the same conditions are set in the

simulation. In the simulation the stabilisation times obtained are lower, but the

energy spent is higher and heavier batteries are required (as opposed to the 3.2 kg

one of the simplified model). Generally speaking, the battery shall be oversized
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by a certain safety factor to allow for uncertainties and for longer stabilisation

times than expected.

5.5 Chapter summary

A concept that tackles the problem of detumbling an uncooperative target has

been presented. The concept is based on a 20-30 kg compact module carried

by the chaser spacecraft, which is attached to the target using drills or a space

adhesive. The transfer from the chaser to the target is realised with its own

cold gas propulsion system, using the guidance method presented in Chapter

4. Once attached, a set of two or three magnetorquers proceed to stabilise the

tumbling motion of the target, powered by primary batteries. The concept has

been dubbed Attitude Stabilisation Electromagnetic Module (ASEM). A reusable

version could use fuel cells as the power source, and thrusters can be considered in

a future work with a focus on underactuated attitude systems. The feasibility of

this concept has been studied using the Envisat satellite as the baseline scenario.

A simplified model has been used to obtain analytical expressions (relating mag-

netic moment, stabilisation time, and energy) which help providing an order of

magnitude of the sizing parameters. On the one hand, the 2D model can be con-

sidered a worst-case scenario since the angular velocity is aligned with the largest

axis of inertia (while in the 3D case it is pointed in an arbitrary direction), and

the magnetic moment is constant and limited to the maximum capacity of a single

magnetorquer. On the other hand, the simplified model has a constant magnetic

field vector orthogonal to the angular velocity, whereas in the simulations the

magnetic field vector changes with time. Thus, the preliminary results need to

be refined after analysing simulations of every special case, but results indicate

that a priori the initial guess can be considered an over-estimation.

Additionally, a modified B-dot control law has been proposed. It can stabilise a

spacecraft faster than the popular B-dot control and is more efficient than the

on-off method. However, it is not applicable to cases where the magnetorquers’

capability is so large (relative to the spacecraft mass) that the angular velocity

becomes locked with the magnetic field. (The baseline scenario is far from this

case.) Additionally, the modified B-dot been adapted to function with two mag-

netorquers. Two variants of the law have been devised, but results show that

the first variant (T parallel to ω⊥) is overall better than the second. Generally,
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three magnetorquers 400 Am2 stabilise the target faster (13.5 days), but the total

module mass is larger (around 30 kg). In constrast, a module with two magne-

torquers weights 22 kg and can stabilise the target in 16.6 days. A compromise

solution can be a two-magnetorquer module with 600 Am2 capacity.

Simulation results show that the time required for stabilisation varies with the

inclination and altitude of the orbit (the Envisat orbit inclination is favourable for

magnetic actuation). Nevertheless, the majority of the satellites in LEO are not

placed in low inclination orbits, the most problematic for the use of this system.

A figure of 1 rpm for the angular velocity has been used, but the current tumbling

rate of Envisat (as of 2014) is 0.5 rpm, which can be stabilised in 6.1 days.
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Conclusions

6.1 On the polynomial motion planning method

6.1.1 Conclusions and discussion

A polynomial motion planning method has been presented, and applied in dif-

ferent ways to a variety of problems. The broad applications under study have

been attitude manoeuvres and docking manoeuvres to an uncooperative tumbling

target. In the first, quaternion attitude coordinates (lying in a 4D hypersphere

space) are shaped with polynomials; in the second, three independent Cartesian

coordinates are used—which are more intuitive and are not normalised.

Although the scenarios are very different, there are aspects of polynomial planning

method applicable to both. For instance, an appropriate selection of boundary

conditions, to match the rotation of the target in the docking case, but used to

minimise vibrations in attitude manoeuvres.

In the docking problem, feedback was introduced by re-computing the trajectory

during the manoeuvre, in order to update it to the current state of the target

and to reject external perturbations. In the attitude problem, the trajectory was

planned once and it was tracked using a simple PD controller. (An open-loop

approach could still be feasible if the internal model is accurate and the spacecraft

is very rigid, with a linear controller nullifying any residual error a the end of the

manoeuvre. Trajectory tracking was not used in the docking scenario since the

sample frequency of the controller would not be high enough to deliver good

performance. Besides, the internal model in the attitude scenario would be more
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accurate than the docking scenario, where the target is a little-known piece of

debris or an old satellite. In contrast, only minor adjustments are required in the

attitude trajectory to achieve the final state.

In the special case of hovering, a receding horizon approach is used (in a sim-

ilar way as in Model Predictive Control). Higher order polynomials are a way

of introducing more degrees of freedom in the trajectory, and the potential nu-

merical issues can be solved with scaling (not a problem for the orders used

in this work). Regarding optimisation strategies, efficient unconstrained meth-

ods can be applied, and the root-finding approach can be used in the attitude

case. In obstacle avoidance, simple attitude manoeuvres crossing a keep-out cone

can be solved efficiently with a waypoint, although in the more complex case of

docking, where the keep-out volume is still convex but it rotates, the trajectory

has to be re-shaped by iterating its variables (initial and final times and free

coefficients). Generally, however, in the optimisation with or without path con-

straints, relatively good solutions can be obtained by adjusting time only, using

a minimum-order polynomial that just matches the boundary conditions, making

it an efficient suboptimal method.

Overall, an effort for computational efficiency has been made, through a variety

of strategies. At the same time, the polynomial family of functions seems to

naturally provide good trajectories in the applications studied, since low-order

polynomials perform relatively well. Also, while higher-order polynomials im-

proved the trajectory (in terms of the performance index), feasible solutions can

be also found with low-order polynomials. Also, just one free coefficient (per

coordinate) can yield a measurable improvement.

Inherently, trajectory planning is a robust approach, since the constraints are

taken into account and a feasible motion is ensured before the manoeuvre even

starts. It is, of course, subject to the accuracy of the internal model (which cannot

be too complex, if time-consuming numerical integration is to be avoided), and

the convergence rate of the optimisation algorithms. Unconstrained optimisation

with penalty functions is suggested in this thesis as a more efficient approach

than constrained optimisation algorithms. The problem with unconstrained op-

timisation is that, despite penalty functions modifying the performance function

accounting for the constraints, technically speaking it could converge into an in-

feasible solution. However, if the constraints are not satisfied, the optimisation

could be run again with different initial guesses or adjusted weights—in any case,
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the manoeuvre would not executed until a feasible motion is found. Constrained

optimisation methods will not output an infeasible solution, but if the problem

is too constrained, it might not converge at all.

In terms of the applications of this method, apart from the general benefits of

attitude trajectory optimisation (e.g. agile satellites, nano-spacecraft), flexible

spacecraft is a promising one. On the one hand, this method enables the use of

reaction wheels (delivering precise and smooth torque), even if they do not have

high power or momentum storage, since those constraints are taken into account

and prevent the wheels from saturating mid-manoeuvre. On the other hand, the

continuous and smooth polynomial trajectories, with emphasis in the endpoints,

is shown to effectively reduce vibrations. Interestingly, Singh [91] devleops an

input-shaped control which uses to minimize the tip deflection of appendages and

spillover vibrations. The torque profile obtained with the input-shaped method

is made of discrete jumps (although not bang-bang), but if the discretisation was

infinitesimally small, or an interpolation of the discrete torque profile was realised,

the result would be a smooth, sinusoidal-like shape. This type of shape is the

same as the one obtained with inverse dynamics in this polynomial trajectory

planning.

While the planning method has been applied to the attitude case in a variety of

forms, it has also been applied with the very specific purpose of uncooperative

docking. Unlike attitude manoeuvres, where using on-board trajectory planning

is an optional feature in most missions, docking to a tumbling target is a scenario

that has never occurred and where trajectory planning might be the only way to

comply with the mission requirements. Additionally, the three-segment docking

strategy is designed to enhance robustness and focus on specific guidance prob-

lems in each of them (first, moving around the obstacle up to its surface; second,

perform hovering to lock in the docking point and axis and allow a safe abort

before entering the keep-out area; third, follow an obstacle-free linear path down

to the docking point). Hence, in this thesis it has been shown how polynomial

motion planning for guidance and control, combined with a segmented trajec-

tory approach and an appropriate keep-out surface, is a feasible method to be

considered.
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6.1.2 Future work

During the research there have been, however, dead ends. In the rotational mo-

tion case, the dynamic equations of motion the torques depend on quaternions,

angular velocity, and angular acceleration. The components of angular velocity

and acceleration are themselves a function of quaternions and their derivatives,

through the kinematic equation. Quaternions are time polynomials, whose coeffi-

cients are in turn a function of the final time (a variable) and endpoint quaternions

(boundary conditions). In this thesis, the time domain was discretised and the

torques calculated at every node with the dynamic equations (i.e. inverse dy-

namics), reconstructing the torque profile. Since the torque peaks (the maxima

and minima of the torque profile) depend on the final time, then they could be

evaluated analytically with the roots of the derivatives of the dynamic equations.

Similarly, a derivative-based approach could be undertaken to obtain the final

time that makes the highest torque peak be equal to the torque limit—which

corresponds to the time-optimal solution (of polynomial trajectories). Although

the approach is analytical it is also rather complex, the main reason being that

the polynomials are in fact rational—since the quaternions are normalised. (At-

tempting to generate code with symbolic mathematics software either crashed or

resulted in thousands of code lines.) However, using Taylor differential algebra

(TDA) [92, 93] could be a potential start point, since it can be used to manipulate

polynomials as a whole.

In the case of attitude manoeuvres, work was done to apply the motion plan-

ning method to rotation matrices, which is the only global and unique way of

representing attitude. The approach was shaping individually several elements of

the matrix, but the orthogonality and normalisation conditions could not be met

satisfactorily and without the presence of singularities.

In the docking scenario, a new guidance strategy could be developed. First, an

optimal trajectory is planned in the ground (using powerful computational re-

sources) and sent it over to the chaser. The chaser would then track it in the

body frame, so that the endpoint of the trajectory is the docking port, regard-

less of any inaccuracy in predicting the attitude of the target at the end of the

manoeuvre. In order to track this path, the polynomial planning method can

be used with a receding horizon. The trajectory segment between sample times

could be approximated with a polynomial (i.e. a sort of Taylor approximation,
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not necessarily linear), and the thrust profile computed via inverse dynamics. Al-

ternatively, an existing robust control method could be used to track the optimal

trajectory.

A natural follow-up of this thesis is a study on the implementation of the algo-

rithms proposed (and others) in the embedded systems of a spacecraft on-board

computer, since emphasis has been made on the computational efficiency. A

physical testbench should be built for the purpose, if an existing one is not avail-

able. Various aspects should be investigated such as the best way to organise

the computer’s architecture (e.g. separate processors for different layers of the

algorithm, FPGA or CPU implementation), the computational resources utilised,

the optimisation of the algorithms, and the code’s language. Ultimately, a flight

test would rend this motion planning method flight-proven—ESA’s cubesat OPS-

SAT, designed as a flight testbed for space software and to be launched in 2016,

is an opportunity in this regard.

6.2 On the ASEM system

6.2.1 Conclusions and discussion

A concept for stabilising a tumbling target is presented and developed. A small

external module carried by the chaser kg, separates when the chaser is in close

proximity flight and performs a docking to the tumbling target. At this point,

the module has the mission of detumbling the debris so that the chaser, a larger

and less sturdy spacecraft, can approach it slowly. In this thesis, magnetorquers

are proposed as the detumbling actuators, powered with a non-rechargeable bat-

tery, and the system is dubbed ASEM for Attitude Stabilisation Electromag-

netic Module. This configuration yields a 20-40 kg module that can stabilise an

Envisat-based target rotating at 1 rpm in 12-8 days.

In conclusion, the module is compact and lightweight enough to be carried by

the chaser spacecraft. Potentially, more than one module could be carried on the

chaser to use on several targets, or a reusable version could be devised. An ASEM

system may allow the designer of the chaser spacecraft to relax the requirements

on agility and size, since it does not have to manoeuvre to approach and capture

a tumbling target. Instead, this task is performed by the module, which can

use the polynomial planning method for guidance and control. Since the module
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is small compared to the target, it can be considered a point-mass in terms of

obstacle avoidance.

When the angular momentum of the target is high (e.g. in large tumbling satel-

lites), the ASEM would save the extra mass associated with a strong robotic arm

requiring to withstand high torque loads. Also, the collision risk for the chaser

would be greatly reduced. Regarding the navigation aspect, the fact that an ex-

ternal observer is available (the chaser), it might facilitate the state estimation of

both the module and the target. This might also help during detumbling, when

the magnetic field measurement can be performed by the chaser, relieving the

module from having to turn-off the magnetorquers during the measurement.

Overall, the concept proposed intends to provide a new alternative to the existing

pool of detumbling systems and methods.

6.2.2 Future work

Other configurations are possible, such as using fuel cells, solar panels, or a

rechargeable battery as power source, or thrusters as detumbling actuators. Among

those alternatives, the most feasible options could be fuel cells, which are recharge-

able, and thrusters, although the control system might present serious challenges

due to the limited choice in the thrusters location on the target.

This system could be considered as an element within the wider scope of an ADR

mission, for instance a parametric study of a campaign to remove various targets.

It could be assessed its impact at system level on other ADR elements such as

robotic arms or deorbiting devices.

In this thesis, a fast detumbling magnetic control law has been presented—fast

in relative terms, when the MOI of the body is large with respect to the torque of

the magnetorquers. If this condition does not hold (for instance in cases when a

spacecraft can be detumbled in one or two orbits) it has been mentioned that this

control law brings the system to a locked situation, where the angular velocity

vector is parallel to the magnetic field vector (even if the latter is moving along

the orbit). A study was undertaken with the goal of developing a fast detumbling

control law (i.e. achieving a linear decrease of angular rate by means of constant

torque, instead of asymptotic) for the case of high-power magnetorquers. A

number of methods were tried, including an attempt (unsuccessful) of using an
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optimal control solver, and many simulations were performed. The modified B-

dot method proposed by Avanzini [86] aimes to solve this problem (and even

becomes a main reference of the Markley and Crassidis book [13]). Although it

is an asymptotic law, it can detumble a spacecraft pretty fast, but it was found

in some simulations that it could also lock the spacecraft angular velocity. In

any case, a lot of insight was acquired in the magnetic detumbling problem, and

future efforts to develop a time-optimal, constant-torque detumbling control law

could be fruitful. The key might be to not let the angular velocity vector come

close (in angular terms) to the magnetic field vector. A lead to this problem

could be to not only take advantage of the time-varying nature of the magnetic

field along the orbit, but also the precession and nutation motions of asymmetric

bodies.

There are other possible future work suggestions, regarding ASEM and uncoop-

erative docking, that could be deemed more outlandish. For instance, it would

be interesting to consider manned docking, via remote control. The performance

of a trained operator could be compared to that of the polynomial motion plan-

ning or any other method. Yet another guidance approach, besides autonomous

trajectory planning or remote control, is using machine learning to train a neu-

ral network, in the same way that is applied to self-driving cars. In fact, this

approach has already been studied by Furfaro [94] in the case of asteroid and

planetary landing.

Finally, the idea of an external module to act on a target spacecraft could be used

to help the Kepler space telescope (an exoplanet finder). Due to a mechanical

failure it was left with only two reaction wheels, but the engineers of the mission

managed to make the most of those in the extended K2 mission [95]. Nonetheless,

its performance was compromised. However, a study could be realised to assess

the feasibility of a service mission, where an external module equipped with a

reaction wheel is attached to the Kepler spacecraft.
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