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Abstract

The reliable operation of protection systems depends on the correct settings of

protective devices, which can be extremely numerous and complex within mod-

ern protection schemes. It has been realised that, despite multiple instances of

checking, and verification and quality control processes, setting errors may remain

undetected until an in-service mal-operation event is experienced. Furthermore,

while the network evolves, the originally correct settings may be rendered erro-

neous under certain specific (unanticipated) situations. These issues present a

strong need for a solution that allows comprehensive validation of settings and

checking of the actual performance of the protection system with the settings

applied in a variety of operational contexts.

To address these requirements, this thesis presents the outcomes of research

concerned with developing and demonstrating an intelligent system-based solu-

tion incorporating hybrid Rule-Based (RB) and Model-Based (MB) approaches -

the system has been termed the Power system Protection Smart Tool (PPST). It

is shown that the combined RB and MB approaches are effective in complement-

ing each other for the settings and performance validation tasks with enhanced

reliability and automation. The advantages of the proposed methodology are

demonstrated through case studies with actual network and settings data.

To maximise the applicability of the developed scheme, the considerable chal-

lenges of automating the use of existing settings data stored in a wide range of

proprietary formats is also reported. A solution that has been developed which

represents settings using IEC 61850 standardised file format and data model is

described, along with a proposed methodology that will enable power utilities to

migrate from existing approaches to the proposed future approach based on stan-

dardised protection settings. Adoption of these recommendations would facilitate

a shift from protection systems being largely single-vendor solutions to becom-

ing truly open platforms, capable of supporting the settings validation system as

reported in this thesis and any other future applications that require access to



and/or manipulation of protection settings. Conclusions and future work con-

cerned with moving the developed system to becoming a “business as usual”

application are also included.
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have been extremely supportive to my research. Their guidance and inspiration

are truly invaluable for my PhD and future career. I’d also like to express my

gratitude to my colleagues in the Advanced Electrical Systems group at Strath-

clyde, who have been really kind and helpful.

Special thanks to Dr Victoria Catterson and Dr Steven Blair. I’m really grateful

for their help and input to my PhD.

My gratitude extends to National Grid for the financial and technical support to

this research. I’d like to thank Wen An (who is now working in China Southern

Power), Tahasin Rahman, Nick Tart, Alasdair Chamberlain and Indy Sokhey for

their valuable contributions to my work.

My sincere thanks also go to Dr Hon-wing Ngan and colleagues in Hong Kong

Polytechnic University and CLP Power for hosting my visit to Hong Kong. The

experience is extremely valuable to my research and future career.

Finally, I’d especially like to thank my families and friends for their support and

encouragement over the years. This thesis is dedicated to them.

i



Contents

Acknowledgements i

List of Figures x

List of Tables xiii

Glossary of Abbreviations xiv

1 Introduction 1

1.1 Introduction to the Research . . . . . . . . . . . . . . . . . . . . . 1

1.2 Justification for Research . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Principal Contributions . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4 Thesis Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.5 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.5.1 Journal Article . . . . . . . . . . . . . . . . . . . . . . . . 9

1.5.2 Conference Papers . . . . . . . . . . . . . . . . . . . . . . 9

2 Review of Fundamentals of Power System Protection 11

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.2 Electrical Faults . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.3 The Protection System . . . . . . . . . . . . . . . . . . . . . . . . 15

2.3.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.3.2 Protective Relays . . . . . . . . . . . . . . . . . . . . . . . 16

2.3.3 Reliability of the Protection System . . . . . . . . . . . . . 18

2.4 Main Protection Functions . . . . . . . . . . . . . . . . . . . . . . 20

ii



2.4.1 Differential Protection . . . . . . . . . . . . . . . . . . . . 20

2.4.2 Distance Protection . . . . . . . . . . . . . . . . . . . . . . 23

2.4.3 Overcurrent Protection . . . . . . . . . . . . . . . . . . . . 25

2.5 Management of Protection Settings over the Life Cycle of the Ap-

plication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.6 Existing Research Activities and Commercial Systems Associated

with Protection Settings . . . . . . . . . . . . . . . . . . . . . . . 31

2.6.1 Systems for Calculation of Protection Settings . . . . . . . 31

2.6.2 Adaptive Protection Setting Systems . . . . . . . . . . . . 36

2.6.3 Existing Systems that May Be Used for Protection Settings

Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3 Review of AI Techniques 41

3.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.2 Rule-Based (RB) Systems . . . . . . . . . . . . . . . . . . . . . . 43

3.2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.2.2 Application of RB Systems to Power System Protection . . 45

3.3 Model-Based (MB) Systems . . . . . . . . . . . . . . . . . . . . . 47

3.3.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.3.2 Application of MB Systems to Power System Protection . 49

3.4 Case-Based Reasoning (CBR) . . . . . . . . . . . . . . . . . . . . 52

3.4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.4.2 Application of CBR to Power System Protection . . . . . . 55

3.5 Machine Learning Techniques . . . . . . . . . . . . . . . . . . . . 56

3.5.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.5.2 Applications of Machine Learning to Power System Protec-

tion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.6 Selection of AI Techniques for the Validation of Protection Settings 61

3.6.1 Why an RB and MB Hybrid Approach is Adopted? . . . . 61

3.6.2 Other AI Techniques for the Settings Validation Task . . . 64

iii



3.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4 Facilitating Settings Data Manipulation and Enabling Efficient

Engineering Processes for Power Protection Systems 66

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.2 Existing Approaches for Protection Settings and the Shortcomings 69

4.3 IEC 61850 Data Model and the SCL Format . . . . . . . . . . . . 70

4.3.1 IEC 61850 Data Model . . . . . . . . . . . . . . . . . . . . 70

4.3.2 The SCL Format . . . . . . . . . . . . . . . . . . . . . . . 72

4.4 IEC 61850 Protection Setting Conversion Tool (PSCT) . . . . . . 73

4.4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.4.2 Data Translation . . . . . . . . . . . . . . . . . . . . . . . 74

4.4.3 Code Generation . . . . . . . . . . . . . . . . . . . . . . . 78

4.5 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.5.1 Facilitating Automatic Manipulation of Protection Settings 80

4.5.2 Simplifying the Existing IED Configuration Process . . . . 82

4.6 Case Study: Multi-Vendor Overcurrent Protection Analysis . . . . 85

4.6.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.6.2 Converting Proprietary Setting Files to SCL-Based Files . 88

4.6.3 Manipulating the SCL-Based Files for Coordination Vali-

dation and Optimisation . . . . . . . . . . . . . . . . . . . 90

4.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5 A Hybrid RB and MB Intelligent System for the Validation of

Protection Settings 93

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.2 The Overall Architecture of PPST . . . . . . . . . . . . . . . . . . 94

5.2.1 The Process of Protection Settings Validation Using PPST 95

5.3 RB Module . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.3.1 Reasoning Strategy and Development Platform . . . . . . 98

5.3.2 The Structure of the RB Module . . . . . . . . . . . . . . 99

5.3.3 Knowledge for Protection Settings Validation . . . . . . . 101

iv



5.3.4 Reasoning Process . . . . . . . . . . . . . . . . . . . . . . 108

5.4 MB Module . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

5.4.1 The Structure of the MB Module . . . . . . . . . . . . . . 112

5.4.2 Validation Template Generator . . . . . . . . . . . . . . . 114

5.4.3 Network Model Generator . . . . . . . . . . . . . . . . . . 116

5.4.4 Event Generator . . . . . . . . . . . . . . . . . . . . . . . 118

5.4.5 Interface with DIgSILENT PowerFactory Simulation Engine 119

5.4.6 RB Interpretation of MB Results . . . . . . . . . . . . . . 120

5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

6 Case Studies 125

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

6.2 The PPST Prototype . . . . . . . . . . . . . . . . . . . . . . . . . 126

6.3 Case Study 1: Validation of Protection Settings for Feeder Differ-

ential Protection . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

6.3.1 RB Validation . . . . . . . . . . . . . . . . . . . . . . . . . 129

6.3.2 MB Validation . . . . . . . . . . . . . . . . . . . . . . . . 136

6.4 Case Study 2: Validation of Protection Settings for Feeder Dis-

tance Protection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

6.4.1 RB Validation . . . . . . . . . . . . . . . . . . . . . . . . . 142

6.4.2 MB Validation . . . . . . . . . . . . . . . . . . . . . . . . 145

6.4.3 Further Investigations . . . . . . . . . . . . . . . . . . . . 150

6.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

7 Conclusions and Further Work 154

7.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

7.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

7.2.1 Enhancement of the MB Module . . . . . . . . . . . . . . 157

7.2.2 Migration of System from Off-Line to On-Line Mode of

Operation . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

7.2.3 Further Development of the Prototype Tool for Industrial

Application . . . . . . . . . . . . . . . . . . . . . . . . . . 158

v



7.2.4 Comprehensive Study of the Settings for Existing and Fu-

ture Systems - Roll out of the Process to the Entire System 159

7.2.5 RB Validation Based on Common Protection Settings Data 159

A Creation of Equivalent Network Models in the MB Module 160

A.1 Creation of Simplified Network Models . . . . . . . . . . . . . . . 160

A.2 Creation of Standard Network Models . . . . . . . . . . . . . . . 163

B Supplementary Information for Case Studies in Chapter 6 171

B.1 Circuit Data for Case Studies . . . . . . . . . . . . . . . . . . . . 171

B.2 Settings Validation Rules . . . . . . . . . . . . . . . . . . . . . . . 175

B.2.1 Validation Rules for Case Study 1 . . . . . . . . . . . . . . 175

B.2.2 Validation Rules for Case Study 2 . . . . . . . . . . . . . . 177

B.3 Calculation of Associated Variables in the Rules . . . . . . . . . . 178

B.3.1 Calculation of the Line Charging Current Ic . . . . . . . . 178

B.3.2 Calculation of the Minimum Fault Current If min . . . . . 178

B.3.3 Sensitivity Check of Differential Protection . . . . . . . . . 180

B.3.4 Calculation of Distance Zone 3 Resistive Reach . . . . . . 182

B.4 Rules for Automated Analysis of MB Simulation Results . . . . . 183

B.4.1 Rules for Automated Analysis of MB Simulation Results in

Case Study 1 . . . . . . . . . . . . . . . . . . . . . . . . . 183

B.4.2 Rules for Automatic Analysis of MB Simulation Results in

Case Study 2 . . . . . . . . . . . . . . . . . . . . . . . . . 184

Bibliography 203

vi



List of Figures

2.1 A typical power network [But01] . . . . . . . . . . . . . . . . . . . 13

2.2 Main SC fault types in three-phase AC networks [Y. 13] . . . . . 13

2.3 Main elements in a typical protection system . . . . . . . . . . . . 16

2.4 The development of relay technology [Gri11] . . . . . . . . . . . . 17

2.5 Basic principle of differential protection . . . . . . . . . . . . . . . 21

2.6 Two-ended differential protection using numerical relays [Bla13] . 22

2.7 Biased characteristic of differential protection [Gri11] . . . . . . . 23

2.8 Distance protection characteristics . . . . . . . . . . . . . . . . . . 25

2.9 IDMT characteristics [Gri11] . . . . . . . . . . . . . . . . . . . . . 27

2.10 Generic process for the management of protection settings over the

life cycle [CIG13] . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.1 General architecture of an RB expert system [Lug09] . . . . . . . 44

3.2 The basic principle of MBR [DMM03] . . . . . . . . . . . . . . . . 48

3.3 The modelling of a feeder unit protection scheme . . . . . . . . . 50

3.4 The process for CBR [AP94] . . . . . . . . . . . . . . . . . . . . . 54

3.5 An artificial neuron [Lug09] . . . . . . . . . . . . . . . . . . . . . 58

3.6 An artificial neural network [Mit97] . . . . . . . . . . . . . . . . . 58

3.7 Neural network used for tripping decisions in a distance protection

application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.1 PDIS logical node in a tree representation . . . . . . . . . . . . . 71

4.2 Overview of PSCT and potential applications of the translated

SCL-based settings format . . . . . . . . . . . . . . . . . . . . . . 74

vii



4.3 Translation process between proprietary setting formats and the

SCL format . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.4 Mapping example: positive and negative resistive reach . . . . . . 76

4.5 The code generation and data translation process . . . . . . . . . 79

4.6 Translation of setting policies to individual IED type’s rules . . . 81

4.7 Existing IED configuration process defined in IEC 61850-6 [IEC03] 83

4.8 Proposed IED configuration process . . . . . . . . . . . . . . . . . 84

4.9 Overview of the multi-vendor overcurrent coordination demonstra-

tion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.10 Conversion of a XRIO file to an SCL-based setting file . . . . . . 88

5.1 The overall architecture of the PPST . . . . . . . . . . . . . . . . 95

5.2 The process of validation of protection settings using PPST . . . 97

5.3 The typical structure of a Drools rule . . . . . . . . . . . . . . . . 99

5.4 The structure of the RB module . . . . . . . . . . . . . . . . . . . 100

5.5 Interaction with the inference engine through knowledge sessions . 101

5.6 Knowledge translation and management . . . . . . . . . . . . . . 103

5.7 Rule for checking the application of the IED . . . . . . . . . . . . 104

5.8 The source code for checking the application of an IED type . . . 105

5.9 An example rule for checking the power swing blocking function

configuration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

5.10 Setting of resistive reach to avoid load encroachment . . . . . . . 107

5.11 The process of RB validation of protection settings . . . . . . . . 109

5.12 MB validation of protection settings . . . . . . . . . . . . . . . . . 111

5.13 Schematic of the MB module architecture . . . . . . . . . . . . . 112

5.14 The process of MB protection settings validation . . . . . . . . . . 113

5.15 Network models used for MB validation of protection settings . . 117

5.16 The interface between MB module and PowerFactory simulation

engine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

5.17 An example observation from MB simulation . . . . . . . . . . . . 121

viii



5.18 Example expectations of a distance protection scheme in a circuit

diagram view . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

6.1 The main GUI of PPST with differential protection settings data

imported . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

6.2 Graphical analysis tool to assist protection settings validation . . 128

6.3 The circuit and the IEDs involved in the case studies . . . . . . . 129

6.4 The RB validation results for IED 1 . . . . . . . . . . . . . . . . . 132

6.5 Detailed information on the identified error in k2 . . . . . . . . . . 133

6.6 A text-based file containing the summary of validation results of

IED 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

6.7 Network models populated for DIFF SENS . . . . . . . . . . . . . 137

6.8 Network model populated in template DIFF STAB . . . . . . . . 138

6.9 MB validation result when there is no setting error . . . . . . . . 138

6.10 Overview of the case study of validating a distance protection scheme141

6.11 The RB validation results for distance protection . . . . . . . . . 143

6.12 The details on the identified errors . . . . . . . . . . . . . . . . . 143

6.13 The MB validation for distance protection . . . . . . . . . . . . . 147

6.14 The network model for the validation of distance protection . . . 148

6.15 Protection operation details under simulated events . . . . . . . . 148

6.16 MB validation results . . . . . . . . . . . . . . . . . . . . . . . . . 149

A.1 Simplified model for GREN41-SUND42-1 . . . . . . . . . . . . . . 161

A.2 Minimum fault condition with respect to GREN41 end . . . . . . 161

A.3 Positive, negative and zero sequence network connection during a

Ph-E fault . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

A.4 An example of standard model . . . . . . . . . . . . . . . . . . . . 164

A.5 Representing minimum impedance to LV side using an equivalent

transformer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

A.6 Sequence network of the minimum impedance scenario . . . . . . 168

B.1 Network for the case studies . . . . . . . . . . . . . . . . . . . . . 172

B.2 Single-end infeed with a 100 Ω resistive fault at the remote end . 179

ix



B.3 Biased characteristic of differential protection [Gri11] . . . . . . . 181

B.4 Setting of zone 3 resistive reach to avoid load encroachment . . . 183

B.5 Source code for checking the incorrect operation of Zone 1 gnd

under the template Dist Pro 1ph . . . . . . . . . . . . . . . . . . 185

x



List of Tables

2.1 Proportion of all faults experienced by various power system ele-

ments [Y. 13] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3.1 The observables for the unit protection scheme . . . . . . . . . . . 51

3.2 Propagation of the observables from the inputs . . . . . . . . . . . 51

3.3 Propagation of the observables from the outputs . . . . . . . . . . 51

3.4 Summary of the strengths and shortcomings of the RB and MB

approaches for validation of protection settings . . . . . . . . . . . 62

4.1 Overcurrent coordination constraints . . . . . . . . . . . . . . . . 86

4.2 Mapping of IED 1’s settings to IEC 61850 data objects . . . . . . 89

4.3 Mapping of IED 5’s settings to IEC 61850 data objects . . . . . . 89

4.4 Original and refined IEC 61850-based settings . . . . . . . . . . . 91

5.1 Validation rules for zone 3 resistive reach . . . . . . . . . . . . . . 108

5.2 Rules for validating zone 4 reach using remote end zone 2 reach . 108

5.3 Validation templates for feeder differential protection . . . . . . . 116

5.4 Example templates and associated fault events for MB validation

of feeder distance protection . . . . . . . . . . . . . . . . . . . . . 118

5.5 Example rules for identifying incorrect operations of Zone 1 ph . . 123

6.1 The description of the settings being investigated in case study 1

[Als11a] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

6.2 The values of the settings being investigated in case study 1 . . . 131

6.3 The detected setting errors in IED 1 . . . . . . . . . . . . . . . . 134

xi



6.4 The detected setting errors in IED 2 . . . . . . . . . . . . . . . . 134

6.5 The source equivalent impedance for the constructed network mod-

els . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

6.6 The description of settings being investigated and their original

configured values [Als11b] . . . . . . . . . . . . . . . . . . . . . . 142

6.7 Identified errors in RB module and generated suggestions . . . . . 144

6.8 Validation templates for feeder distance protection . . . . . . . . . 146

6.9 Equivalent source impedance in the network model . . . . . . . . 146

6.10 Configuration of local and remote transformers . . . . . . . . . . . 146

6.11 The detected incorrect operations in MB validation . . . . . . . . 149

6.12 The designed and implemented values the distance protection set-

tings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

A.1 Summer minimum fault level data of GREN41 node . . . . . . . . 163

A.2 Fault level data of COTT41 node . . . . . . . . . . . . . . . . . . 164

A.3 Example transformers data . . . . . . . . . . . . . . . . . . . . . . 169

A.4 Configuration of the equivalent transformer model . . . . . . . . . 170

B.1 The data of transformers . . . . . . . . . . . . . . . . . . . . . . . 172

B.2 The data of feeders . . . . . . . . . . . . . . . . . . . . . . . . . . 173

B.3 Minimum fault levels data and the associated fault contributions

from connected elements . . . . . . . . . . . . . . . . . . . . . . . 174

B.4 Validation rule for the setting Phase Diff . . . . . . . . . . . . . . 175

B.5 Validation rule for the setting Auto-Reclose . . . . . . . . . . . . 175

B.6 Validation rules for the setting Is1 . . . . . . . . . . . . . . . . . . 176

B.7 Validation rules for the setting Is2 . . . . . . . . . . . . . . . . . . 176

B.8 Validation rules for the setting k1 . . . . . . . . . . . . . . . . . . 176

B.9 Validation rules for the setting k2 . . . . . . . . . . . . . . . . . . 177

B.10 Validation rules for R3 Gnd Res Fwd and R3 Ph Res Fwd . . . . 177

B.11 Validation rule for IN3 Current Set . . . . . . . . . . . . . . . . . 178

B.12 Rules for the analysis of differential protection simulated operations184

B.13 Expectations for Dist Pro 1ph template . . . . . . . . . . . . . . . 184

xii



B.14 Expectations for Dist Pro 3ph template . . . . . . . . . . . . . . . 185

B.15 Expectations for Dist F1 1ph template . . . . . . . . . . . . . . . 185

B.16 Expectations for Dist F1 3ph template . . . . . . . . . . . . . . . 186

B.17 Expectations for Dist R1 1ph template . . . . . . . . . . . . . . . 186

B.18 Expectations for Dist R1 3ph template . . . . . . . . . . . . . . . 186

xiii



Glossary of Abbreviations

AC Alternating Current

AI Artificial Intelligence

ANN Artificial Neural Network

API Application Programming Interface

CB Case-Based

CBR Case-Based Reasoning

CX Circuit Breaker
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Chapter 1

Introduction

1.1 Introduction to the Research

Protection systems defend power networks against abnormal operating conditions

by isolating faulty components - typically within milliseconds - to minimise equip-

ment damage, the risks of wide-area blackouts, and other unsafe or undesirable

conditions. The reliable operation of protection systems depends on the correct

design and application of numerous configuration parameters within protective

devices, such as the status (enabled or disabled) of protection functions, dis-

tance protection zone reaches, overcurrent protection pick-up current, etc. These

parameters are known as “protection settings”.

There are numerous examples of evidence which indicated that relying solely

on protection engineers for decision making and validation in the setting of protec-

tive devices can still lead to some unexpected (or hidden) errors, despite multiple

instances of checking, and thorough verification and quality control processes

[Sie11a, AS09, Uni04]. These errors may result from erroneous calculations,

from engineers’ misunderstanding or mistranslating of setting policies, or from

potential errors in the process of the application of settings to the protection

devices or in the approval or commissioning processes. Failure to identify these

errors may result in in-service mal-operation events, or even large-area blackouts

[Uni04, AS09].
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Furthermore, power networks have been experiencing, and will continue to

experience, significant changes over recent years, with the decommissioning of

large-scale fossil-fuelled synchronous generation, the introduction of converter-

interfaced sources and HVDC interconnectors both between separate systems and

within large systems, potential incorporation of large-scale energy storage, the

increase of system loading, varied fault levels, etc. [Wor07, Mac08] These changes

mean that existing setting policies or knowledge may no longer be adequate or

valid under all circumstances. The originally correct settings may be rendered

erroneous under certain specific (unanticipated) situations. These issues result

in a strong requirement for a method and associated tools that are capable of

comprehensively assessing and validating existing protection settings.

Increasing network complexity and the large number of protective devices

in the system mean that a manual process for validation of protection settings

can be extremely challenging. In 2003, National Grid in the GB had to under-

take an urgent review of 41,264 relays with approximately one million separate

parameters in four weeks following a protection mal-operation event in London

[Uni04, Nat03]. Although the task was completed in four weeks, it required ur-

gent arrangements with significant manual input (e.g. a fully dedicated team,

appointment of external contractors, etc.), which can be very costly. The sur-

veyed relays are for backup protection and mostly with conventional types (e.g.

electromechanical relays), each of which only contains multiple setting parame-

ters. The task may be further challenged with the introduction of multi-function

numeric protection Intelligent Electronic Devices (IEDs), where hundreds of set-

ting parameters may be available in each device [SMB+10]. Validation of a single

modern protection scheme with protection IEDs can take hours of an engineer’s

fully dedicated time. In practice, the time budgeted for such a task can be more

than a week due to the availability of engineers. Given the numerous protection

schemes available in the network, the validation process can be extremely time-

consuming and costly if conducted manually. Furthermore, a manual validation

process is also subject to additional human errors, which is not fully reliable.

Existing work in the area of protection settings has mainly focused on the
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automation of the protection settings calculation and coordination functions

[EAJMB05, LL96, LYYJ90, KSS97, KSK+93, SL00]. Such systems are not read-

ily suitable for the settings validation task for the following reasons: a range of

setting values can be valid, so any inconsistency between the calculated values

and the actual settings cannot be used to indicate errors; the validation of set-

tings also involves the checking of the functional configuration, which is difficult

to be achieved by these calculation tools. There are existing systems can be used

for the validation of settings [BGK+14, A. 14, ETA15, Ele15]. However, such

systems provide no check against setting policies, which is not acceptable for a

practical system. Furthermore, these systems are mostly Model-Based (MB) and

require significant manual input for the population of network models, configuring

protection IED models, analysing simulation results, etc.

The research reported in this thesis is concerned with the design of a method

and an associated intelligent system that allows comprehensive and automatic

validation of protection settings. The suitability of existing Artificial Intelligence

(AI) techniques for validation of protection settings is investigated and assessed

in the context of practical industrial applications, and based on this analysis, a

hybrid Rule-Based (RB) and MB approach has been proposed and implemented.

Such an approach is considered to be the most suitable solution for addressing

the settings validation and protection performance verification challenges.

The RB module checks the settings against network operators’ setting policies

and experts’ knowledge, ensuring that all the settings are compliant with the asso-

ciated regulations. The MB module performs further means of checking through

simulation-based validation of the actual performance of the protection system

in the context of the element(s) of the primary system that are protected, using

a fully integrated modelling environment that sources system data and drives the

simulation package used by the network operator (in this research, the work was

funded by National Grid and the system has been developed to integrate with

their information systems but, as far as possible, the system has been developed

to be generically applicable).

The entire validation process is automated. Specifically, significant manual
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input, as is often required in existing MB systems, is avoided by a mechanism

that allows the interaction with a commercially-available simulation engine to

manipulate its function and data for the settings validation task. The simulated

results returned from the MB module are automatically analysed by the RB

module. The combined RB and MB approaches are proved to be effective and

complementary, offering a satisfactory solution for the settings validation task.

The highly automated validation process allows the time required for validating

a modern protection scheme to be scaled down to minutes from days. In this

thesis, the methodology is demonstrated through the design and implementation

of an intelligent system PPST. The key advantages of such a system are demon-

strated through case studies based on actual network and settings data in the

GB transmission network.

One of the major challenges encountered in the design and implementation

of PPST is the difficulties associated with manipulating existing settings data

stored in proprietary file formats. This can introduce a significant burden in the

development and maintenance of the system. Such difficulties are also experienced

by any software applications that require access to and manipulation of protection

settings data. The dissertation documents the investigation of said challenges

and describes a proposal to address these problems through the use of the data

model provided by IEC 61850 [IEC10a] with the System Configuration description

Language (SCL) format to represent protection setting data in a standard fashion.

The benefits of such a standardised approach are evaluated and a solution that

allows network operators to migrate from existing approaches to the new approach

based on the use of standardised settings is explained and demonstrated.

1.2 Justification for Research

RB expert systems have been extensively used in power system applications, in-

cluding power system event classification and analysis [SBG02], protection failure

and event diagnosis [MDM+96, VRF+99, PWN92], and service restoration and

planning and implementation of remedial actions [KV91, PL97]. The successful
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application of RB systems has automated laborious tasks and provided exten-

sive support for engineers in some cases. The function of validation of settings

is mainly based on network operators’ setting policies and experts’ knowledge,

which can largely be represented readily in the form of rules, making them nat-

urally suited to implementation in an RB system [HDB12]. RB systems also

provide excellent explanation facilities, which is extremely useful for locating the

identified errors and making suggestions for corrections and remedial action.

However, the main shortcoming of RB systems in the context of this work is

that when specific problem instances or scenarios are not defined in setting policies

and therefore excluded from the rule base, the system may fail in detecting specific

errors. Furthermore, the RB approach is not capable of assessing the validity of

the actual setting policies themselves.

These problems can be addressed by MB systems, which contain functional

knowledge of the physical systems and are capable of simulating a wide range

of system conditions and the correct (and certain modes of incorrect) protection

responses, including those that may not be anticipated during configuration and

setting of the protection systems.

However, MB systems may encounter difficulties in fully encompassing the

setting policies within the performance validation process. For example, it is

required that differential settings should be the same at all ends of circuits and

the functions within the multi-functional IEDs should be configured (enabled or

disabled) as required. Such checks can be difficult to be achieved solely by the

MB approach since the settings violating the policies may still function correctly

in response to certain fault events. As discussed previously, the checking against

setting policies is more suitable to be addressed using an RB approach, hence the

complementarity of the two approaches. The RB approach can also facilitate the

automation of the MB validation process, e.g. analysis of the simulation results,

thus minimising manual input.

Existing setting files stored in various formats have introduced significant

challenges for developing and maintaining systems that require access and ma-

nipulation of protection settings [A. 13b, AV07, CBB+13, HBC+13, SMB+10],
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including the settings validation system as reported in this thesis. Further-

more, the existing approach for representing and managing protection settings

is considered complex, resulting in inefficient system engineering and manage-

ment [SMB+10, Apo05, E3 10, Bur12, G. 14, X. 14a, ENT12]. These challenges

are investigated in the research reported in this dissertation, and a solution to

represent settings data in a standardised format and data model provided by IEC

61850 is proposed. The key benefits of such an approach is that it eliminates the

need for proprietary file formats and software tools, and allows a more efficient en-

gineering process to be developed. The standardised format of protection settings

is easier to interpret and manipulate using software, which significantly reduces

the burden of designing, implementing, and maintaining protection schemes. The

proposed approach offers support to the PPST and any other systems that require

access and manipulation of protection settings.

Through the presented work, the thesis considers all aspects associated with

the automatic validation of protection settings task, from the data manipula-

tion to the reliability and automation of the intelligent system. Adoption of the

methodologies and recommendations allows comprehensive validation of settings

to be performed with minimal manual input required and facilitates a more effi-

cient process for protection systems management and engineering.

1.3 Principal Contributions

This research provides the following contributions to knowledge:

• Comprehensive investigation of AI techniques that are suitable for valida-

tion of protection settings and proposal of a novel methodology that applies

a hybrid RB and MB approach for settings validation, which is capable of

effectively performing the targeted task with enhanced system reliability

and automation.

• Implementation of a hybrid intelligent system (PPST) that combines RB

and MB modules for the validation of protection settings and demonstration

of its operation in two case studies.
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• Design and demonstration of the operation of an RB module that per-

forms the tasks of automatic protection settings validation and MB results

analysis within a hybrid system, and development of associate rules for

performing such tasks.

• Design and demonstration of the operation of an MB module that al-

lows MB settings validation through the interaction with a commercially-

available simulation engine, where an automatic process is established to

populate equivalent network models, install and configure relay models, cre-

ate and simulate system events, and analyse simulation results to highlight

identified abnormal protection operations.

• Investigation of challenges in manipulating existing proprietary protection

settings data and a proposal and demonstration of the use of standardised

data model and file format provided by IEC 61850 to represent settings. The

proposed approach simplifies the manipulation of settings data for future

automatic applications and settings data management.

• Proposal of a novel IED configuration process based on the common repre-

sentation of protection settings, which is significantly streamlined compared

with existing processes and simplifies the task for the design and implemen-

tation of multi-vendor protection, automation and control systems.

• Design and implementation of a tool that allows automatic bi-directional

translation between proprietary settings and IEC 61850-based settings. A

methodology for code generation element is proposed and implemented to

facilitate the rapid development of functions to support the settings data

conversion between proprietary formats and the standardised format for

new relay types and protection functions. This provides a solution for utili-

ties to migrate from existing proprietary approaches to the future approach

based on the standardised settings.
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1.4 Thesis Overview

This thesis is organised as follows. Chapter 2 provides an overview of power sys-

tem protection, including its role in power system operation, the main protection

functions and their fundamental principles, and the various tasks and consider-

ations associated with protection settings. Existing activities and tools that are

associated with protection settings are reviewed and discussed.

Chapter 3 reviews a number of AI techniques and their applications in power

system protection, based on which a hybrid RB and MB approach is proposed

for the protection settings validation task. The reasons of why such an approach

is selected are discussed.

Chapter 4 presents the process and outcome of the investigation of the chal-

lenges in manipulating protection settings data stored in proprietary formats. A

standardised approach is proposed for representing the settings data. The key

benefits of such an approach are discussed. The methodology for network op-

erators to migrate to the proposed approach from existing approaches is also

presented.

Chapter 5 presents the details on the proposed hybrid RB and MB method-

ology through description of the design and operation of the intelligent system

PPST.

Chapter 6 presents two case studies using actual network data and setting

files to demonstrate how the RB and MB modules can be used for identifying

setting errors, and how the proposed hybrid system can offer an improved system

performance with enhanced reliability and automation.

Chapter 7 summaries the work presented in the thesis, highlights the key

challenges faced and the contributions of the research to address these challenges.

Suggestions on the further investigation and research are also provided.
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1.5 Publications

The following publications have been completed during the course of this PhD:

1.5.1 Journal Article

Enabling Efficient Engineering Processes and Automated Analysis for Power Pro-

tection Systems

Q. Hong, S. Blair, C. Booth, V. Catterson, A. Dyśko, and T. Rahman,

submitted to IEEE Journal of Systems

1.5.2 Conference Papers

A Model-based Approach for Automatic Validation of Protection Settings

Q. Hong, C. Booth, V. Catterson, and A. Dyśko

PAC World Conference, Glasgow, UK, 2015

Improving IEC 61850 interoperability and simplifying IED configuration through

the standardisation of protection settings

Q. Hong, V. Catterson, S. Blair, C. Booth, A. Dyśko, and T. Rahman

CIGRÉ Session, Paris, France, 2014

Translating Proprietary Protection Setting Data into Standardised IEC 61850

Format for Protection Setting Validation

Q. Hong, A. Dyśko, V. Catterson, C. Booth, S. Blair, and T. Rahman

IET Developments in Power System Protection (DPSP), Copenhagen, Denmark,

2014

Standardisation of Power System Protection Settings Using IEC 61850 for Im-

proved Interoperability

Q. Hong, S. Blair, V. Catterson, C. Booth, A. Dyśko, and T. Rahman

IEEE Power & Energy Society General Meeting, Vancouver, Canada, 2013
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Intelligent System for Detecting “Hidden” Errors in Protection Settings

Q. Hong, A. Dyśko, and C. Booth

International Universities Power Engineering Conference (UPEC), London, UK,

2012
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Chapter 2

Review of Fundamentals of

Power System Protection

2.1 Introduction

This chapter reviews the fundamentals of power system protection. Focus is

placed upon the topics associated with protection settings, which is the main ap-

plication area covered by this research. It starts with an introduction of electrical

faults, which are the main abnormal conditions that protection systems operate

against and the key elements to consider during the setting of protection devices.

Section 2.3 provides an overview of protection systems, which covers the operat-

ing principles, main protective devices, issues associated with reliability, and the

role of protection settings. In Section 2.4, the main protection functions used in

transmission networks are introduced, along with discussions of the main con-

siderations in setting the said functions. The management of protection settings

over their life cycle is introduced in Section 2.5, which is an important consid-

eration such that a solution of settings validation can be developed to best fit

within the processes adopted within any particular organisation and to maximise

the potential usage of the developed system. In Section 2.6, a review of existing

activities associated with protection settings is presented, and the reasons why

existing systems are not readily suited the settings validation task are discussed.
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2.2 Electrical Faults

Electricity is transmitted from generation sources to end users through power

networks and faults may occur at any point on the networks. As shown in Figure

2.1, the generated electrical energy is firstly stepped up to high voltage levels

(typically 400 kV, 275 kV and 132 kV in the GB) to minimise current and there-

fore losses for large power transfers. The electricity is then transmitted over

long distances through transmission networks and stepped down to appropriate

voltage levels (typically 33 kV, 11 kV and 240 V) to supply consumers through

distribution networks.

Electrical faults are phenomena that lead to abnormal currents and voltages

in the power networks, which can mainly be categorised as open phase (OP)

and short circuit (SC) faults [IEE06]. OP faults are typically caused by broken

conductors. [SKS+00, RBM01] report a number of research activities concerned

with the detection of OP faults. In the context of power system protection and as

the main topic of this thesis, the vast majority of electrical faults are SC faults in

nature, which are characterised by the presence of high currents in the network -

the current only being limited by the impedance from the sources to the fault (and

the return path) and the short circuit current provision capability of the sources

supplying the current to the fault. SC faults, if not isolated in a timely fashion

and in the proper fashion (i.e. ideally only isolating the faulted component or

network section), may cause severe damage to electrical equipment, system-wide

disturbances, or even wide-area blackouts.

In three-phase AC power networks, SC faults mainly have the following types

(as illustrated in Figure 2.2): phase-to-earth (Ph-E) fault, phase-to-phase (Ph-

Ph) fault, two-phase-to-earth (Ph-Ph-E) fault, and three-phase (Ph-Ph-Ph) fault

[Y. 13]. Zf is the fault impedance, and the faults with zero impedance are called

bolted SC faults [GSO12]. SC faults can also be classified as symmetrical and

unsymmetrical types. Symmetrical faults are three-phase balanced (e.g. Ph-Ph-

Ph faults), whereas unsymmetrical faults are unbalanced in three phases (e.g. all

fault types except Ph-Ph-Ph faults as shown in Figure 2.2).
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Figure 2.1: A typical power network [But01]

Figure 2.2: Main SC fault types in three-phase AC networks [Y. 13]
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Power system element Probability of faults(%)

Overhead lines 50

Underground cables 9

Transformers 10

Generators 7

Switchgear 12

Other equipment 12

Total 100

Table 2.1: Proportion of all faults experienced by various power system elements [Y. 13]

SC faults are mainly caused by the failure of insulation, which can be as a

result of overvoltage (e.g. induced by a lightning strike) or the weakening of

the insulators caused by ageing, chemical pollution, snow, etc. [Y. 13] Table 2.1

lists the statistics of proportion of all faults experienced by various power system

elements. It can be seen that the overhead lines have by far the highest risk

of faults. Therefore, it is prudent to use overhead line protection as examples

and case studies for illustration of the proposed methodology for protection set-

tings validation in this thesis, although the method is applicable to any and all

protection settings functions and applications.

Fault level calculations and flows of fault currents through the various paths

are key for determining protection settings. National Grid (and other transmis-

sion network operators) typically carries out comprehensive fault studies on an

annual basis and publishes openly the associated results - both for the present

system configuration and for a period of several years into the future using in-

formation relating to anticipated future changes to the system [Nat14]. The

calculated fault current can, for example, be used in the selection of pick-up cur-

rent setting and time dial value of the overcurrent protection scheme so as to

provide fast operation and proper coordination with other protective equipment

(more details on this topic are presented in Section 2.4). The methodology for

calculating currents for various fault situations can be found in [IEC01].
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2.3 The Protection System

2.3.1 Overview

The protection system defends the power network against the most potentially

severe consequences of faulty conditions by detecting and isolating faults within

milliseconds so as to minimise the damage to equipment and disturbances to the

overall system. Figure 2.3 shows the main elements in a typical protection sys-

tem. The voltage transformer (VT) and current transformer (CT) are measure-

ment devices that sense the voltage and current in the primary system, convert

the quantities to appropriate smaller-scale secondary values, and feed them to

the protection relays, which are the main protective elements that contain logic

and algorithms to determine the existence of faulty conditions that they may

be required to react to (more details on protection relays are available in Section

2.3.2). Sometimes only VTs or CTs are used, depending on the type of protection.

If a fault is detected, the relay, if responsible for the main protection function of

the item of equipment upon which a fault has been detected, will issue a tripping

signal to associated circuit breakers (CXs) as quickly as possible, which will then

operate to isolate the faults from the system. If the protection detects the fault

but determines that the fault is remote, then it may delay its tripping output so

that other protection systems closer to the fault location may react first - if the

fault is detected as still being present on the system after a pre-determined time

delay, then the relay may trip to provide backup.

In some cases, e.g. differential protection, local measurement information is

not adequate for detecting faulty conditions, so communication links are required

to obtain required measurements from other sources (e.g. the remote end relay

for the protection of a transmission line)[Bla13]. Communications may also be

used to transfer tripping (or inhibiting of tripping) signals between protective

devices. It is clear that the operation and configuration of protection schemes

can be a complex task.
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Figure 2.3: Main elements in a typical protection system

2.3.2 Protective Relays

As already stated, the protective relays are key elements within a protection sys-

tem, and are responsible for detecting faults and making decisions on actions to

take when a fault occurs such that only a minimal element of the faulted power

system is disconnected. As shown in Figure 2.4, the development of relay tech-

nology can be classified into four main stages, from the earliest electromechanical

devices to modern state-of-the-art numerical relays, often employing multiple mi-

croprocessors within a single unit.

In this thesis, focus of investigation and development is on the validation of

settings and the anticipated in-service performance from numerical relays, al-

though all relay types may still be employed in existing systems. This is because:

numerical relays are being increasingly used and any new devices installed in the

transmission system are invariably of numerical type; numerical relays normally

have many more settings than the other relay types, so they represent the main

challenges for settings validation. The methodology presented in this thesis is

equally applicable to all relay types. The only difference is the way of accessing

and manipulating the protection settings data, since numerical relays are nor-

mally equipped with software tools for management of settings, while other types

of relay do not have such features. The following paragraph provides an overview

of numerical relays, and the details of other types of relay can be found in [Gri11].

Numerical relays were firstly introduced in around 1985. They are also referred

as protection IEDs. These types of relay are equipped with advanced comput-

ing technologies, which allows efficient real time signal processing and algorithm

16



Figure 2.4: The development of relay technology [Gri11]
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executing. Powerful microprocessors with relatively large memory capacities are

used, allowing multiple protection functions that were implemented previously

using separate devices to be integrated into a single element. While the capabil-

ity of numerical relays has been significantly enhanced compared to other relays,

there are concerns from engineers and users over the potential degradation of

reliability as a result of integrating multiple protection functions in one device

[Gri11]. To allay those concerns and improve performance, many numerical relays

are equipped with self-monitoring functions. In practice, while a single numerical

relay may be capable of providing multiple protection functions, each protection

scheme is equipped with dedicated devices to avoid failure of multiple protection

functions resulting from a problem with a single multi-functional device. This is

particularly evident in transmission networks protection, where high reliability of

the protection system is required.

2.3.3 Reliability of the Protection System

The reliability of protection systems can be measured by its dependability and se-

curity. The dependability is the degree of certainty that a protection system will

operate when it is required, while the security is the degree of certainty that a pro-

tection system will not operate when it is not required [SMB+10]. Dependability

requires the protection system to be sensitive enough to detect faulty conditions,

i.e. faults within the protected zones. Security requires the protection system

to remain stable (i.e. not to operate) for non-fault conditions, transients and for

external faults to which the protection system in question should not respond.

Furthermore, protection may be required to respond instantaneously to certain

faults, but with a delayed operation if operating in backup mode. Therefore, a

protection system responding either more quickly or more slowly than required

could be classed as an error and a degradation.

To enhance the reliability of protection systems, duplicate, and in some cases

triplicate, levels of redundancy are employed in the main protection schemes by

transmission network operators in GB, with one or two dedicated backup schemes

also being applied. The reliability is subject to a wide range of factors, which can
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be summarised as follows [SMB+10]:

• Design of protection schemes. A proper design will make sure the protec-

tion system still provides adequate functionality to isolate any abnormal

conditions even with the loss or malfunction of certain components. This is

normally achieved by careful selection of protection functions and manufac-

turers’ devices to be used, duplicating main protection functions, and the

properly use of backup protection both locally and from adjacent circuits.

Protective devices from different manufacturers are commonly used within

a single scheme to provide redundancy so as to ensure that any common

or design-mode failures introduced by a specific manufacturer do not result

in the complete failure of the scheme, as might be the case with duplicate

devices from the same manufacturer.

• Setting of protective devices, which includes the correct configuration of

functions, correct calculation of numerical settings, etc. Proper settings

allow only faults within protected zones to be isolated while maintaining

the stability against non-fault conditions and external faults.

• Maintenance of protection system. Regular maintenance of the protection

assets (including review of settings) is essential to ensure the system is com-

pliant with all requirements specified in associated standards or guidance

documents.

• Failure of physical devices such as relays, CXs, communication channels,

etc. This is normally addressed by careful modelling of these devices and

applying probabilistic analysis of potential failures, thus to analyse and

quantify potential risks so that mitigating actions may be taken if required.

Apart from the last factor that is relevant to hardware devices, the other three

factors can be relevant (to an extent) to the protection settings validation task.

For protection schemes, it is important to make sure that the protection functions

being used conform to the design and policy and that the correct protection

devices (relay type, production model, etc.) have been used. The settings of
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protective devices can be validated before implementation to minimise the risk

of errors. The maintenance of the system, which includes the review of settings

data is essentially a repeat of the settings validation task. Therefore, a solution

that allows comprehensive protection settings validation, if correctly designed

and implemented, will act to enhance the reliability, and potentially improve the

performance of the protection system. The factors described above are taken into

account during the investigation of such a solution as reported in Chapter 5.

2.4 Main Protection Functions

In this section, a brief review of main protection functions used in transmission

networks is provided, which includes differential, distance and overcurrent protec-

tion. The main considerations for setting these functions with regards to overhead

line protection are discussed. Other protection functions that are frequently used

in power systems include over/under-voltage protection, over/under-frequency

protection, circuit breaker fail protection, transformer and busbar protection,

etc. To enhance brevity and relevance of this section, these are not included

in this chapter and more details on these protection functions can be found in

[Gri11].

2.4.1 Differential Protection

Differential protection is a form of unit protection, which only detects and isolates

faults within a certain zone without reference to other parts of the network. In

the GB transmission network, it is mainly used for the protection of feeders,

transformers and busbars. The operating mechanism of differential protection

is based on the Merz-Price principle [Gri11], which is illustrated in Figure 2.5.

For an external fault (Figure 2.5a), the current at End 1 and End 2 have same

magnitude and direction, so the secondary current If1 sec and If2 sec equals to

each other both in magnitude and direction, resulting in zero differential current

(i.e. Idiff =0 A) so the protection stays stable, although in practice there may

be errors in CT outputs during external faults due to inaccuracies or saturation
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(a) External fault

(b) Internal fault

Figure 2.5: Basic principle of differential protection

at high current levels, but biasing and other means of addressing this have been

successfully developed and incorporated within differential protection systems.

More details on this are included later.

If an internal fault occurs as shown in Figure 2.5b, the current at the both

ends will have different directions and it is highly probably that they will also

have different magnitudes. As a result, the currents from each end will both

contribute to Idiff , which is normally much larger than the relay current setting

thereby triggering the protection operation.

Figure 2.6 shows a typical arrangement of practical overhead line differential

protection using numerical relays, where communications between the local and

remote end relays are used for the comparison of the measured current thus to

determine the existence of fault conditions.

In reality, as mentioned previously, even for external faults or under normal
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Figure 2.6: Two-ended differential protection using numerical relays [Bla13]

operating conditions (especially during heavy load conditions), currents measured

at both end may not be identical. The difference between the these currents is

called spill current, which is caused by a number of factors including: the CTs

on both ends are not totally identical; the transmission line’s shunt capacitance

leads to line charging current, which would be taken from the inward current;

and the circuits are not entirely symmetrical at the two sides.

To avoid mal-operation resulted from spill current, numerical IEDs normally

adopt a biased operating characteristic as shown in Figure 2.7, where Is1 is the

minimum pick-up current setting; Is2 is the biased current threshold beyond

which a different biased slope is used; and k1 and k2 are the settings to con-

trol the slopes of the biased characteristic. For internal faults, the differential

current Idiff is much higher than the biased current Ibias (around twice in magni-

tude), allowing sufficient sensitivity to be provided. For external faults or heavy

load conditions, Ibias is large, and the characteristic would require a very large

Idiff for the protection to operate, which the spill current does not normally

reach, thereby the stability of the protection is maintained. Accordingly, the set-

ting of the parameters (Is1, Is2, k1, k2) should be carefully chosen such that both

satisfactory sensitivity (against minimum-current internal faults) and stability

(against maximum-current external faults) can be achieved. The minimum pick-

up current setting (Is1) should also consider the circuit charging current to avoid

mal-operation.

In practice, it is also necessary to consider the communication delay between

the differential relays to ensure that phasors that were measured at the same

point in time are compared. This can be addressed by various delay compensation
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Figure 2.7: Biased characteristic of differential protection [Gri11]

methods, or by the use of accurate GPS-based time tagging of measurements at

the ends of the protected zone. More details on such topics can be found in

[Gri11].

2.4.2 Distance Protection

Distance protection is a form of non-unit protection, which does not indepen-

dently protect a specific part of the network but provides backup by overlapping

the zones of protection [Gri11]. It uses measured voltage and current to deter-

mine the impedance between the relay point and the fault. Since the impedance

of the line is proportional to its length, the measured impedances can be used

to indicate the distance between the relay and the fault. Distance protection

schemes normally have three or more protection zones, each of which is set to

a specific impedance value, which is referred as distance protection zone reach,

to represent its coverage in the network. If the measured impedance is within

the zone reach (with the same direction), the corresponding zone element will

become active. Depending on the zone that detects the fault, different actions

may be taken (e.g. issuing a trip/blocking signal) and various delays may be

applied before the actions are executed.

The number of protection zone elements available is subject to the protection

IED’s capability, although some network operators will have a policy and may

not use some of the available zones. The following provides a typical example

23



of an IED containing four protection zones, where a description of each zone is

provided, along with the intended application and main considerations for the

protection devices’ settings.

• Zone 1. An instantaneous tripping zone, aiming at providing immediate

clearance of faults in the protected line while avoiding mal-operation for

faults beyond the protected zone. The over reaching phenomenon may be

due to the inaccuracy of measurement and circuit parameters, effects from

parallel circuits, etc. Therefore, it is common that a reduced value (typically

80%) of the protected line impedance is adopted.

• Zone 2. A delayed tripping zone that provides backup to Zone 1 and the

remote end busbar protection. Typical delay is 0.5 s. The zone reach should

be set to cover all faults on the protected line that are not covered by Zone

1 while see reaching beyond the remote end such that backup is provided

for the busbar at the remote substation. Typically, 150 % of the protected

line impedance is adopted in the GB transmission network, but it is subject

to the loading condition and the elements connected to the remote end.

• Zone 3. An offset zone that provides delayed backup to Zone 1 and Zone

2 (on the forward direction) and backup clearance for faults at adjacent

infeeding circuit and the local busbar (i.e. on the reverse direction). Typical

delay applied on both directions is 1 s. The forward reach is set beyond

Zone 2 reach, typically as 0.8 × Z1 + 1.5% (in per unit value on 100 MVA

base and Z1 is the positive sequence impedance of the protected feeder).

The settings should avoid the reach to the LV side (through transformers)

and load encroachment. The reverse reach is normally set as 10% of the

forward reach. In some IEDs, such as [Als11b], the offset characteristic can

be provided by a separate protection zone.

• Zone 4. A reverse-looking zone used for the blocking of the remote end

Zone 2 over-reach when required. It is not a tripping zone and the reach is

normally set to cover all impedance seen by the remote end Zone 2 element.
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(a) Mho characteristic (b) Quadrilateral characteristic

Figure 2.8: Distance protection characteristics

The characteristic of distance protection can be plotted using an R/X dia-

gram as shown in Figure 2.8, where two widely used characteristics Mho and

Quadrilateral (Quad) are presented. There are other distance protection charac-

teristics such as Plain Impedance, Lenticular, etc. [Gri11]. Any fault that is seen

within the protection zone boundary (i.e. circle for Mho and quadrilateral shape

for Quad) will activate the corresponding zone elements. Multiple elements may

be active at the same time, and will issue tripping signal according the set time

delay (for tripping zones).

2.4.3 Overcurrent Protection

Overcurrent protection operates when the measured current exceeds a pre-set

threshold. In the GB transmission network, overcurrent protection provides

backup protection for electrical components such as overhead lines, transform-

ers, interconnectors, etc. The operating time depends on the characteristic used

and the associated settings. Definite Time (DT) and Inverse Definite Minimum

Time (IDMT) are the two most widely used characteristics. DT only considers

whether the measured current exceeds the threshold, and if so, the protection will

operate with a fixed delay. The disadvantage of DT is that the operating time is

independent of the fault current level. Even with a very large fault current, the

same delay is applied to isolate the fault as the faults with small currents, which
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is extremely undesirable since it may provide either relatively slow clearance for

high current fault or relatively fast clearance for low current faults (or overload

conditions), offering little flexibility. IDMT addresses this problem by introducing

a current-dependent operating time characteristic. When the measured current

exceeds the pre-set threshold, the relay will operate with a time delay that is

inversely proportional to the magnitude of the fault current, i.e. the larger fault

current will result in smaller operating time. Figure 2.9 shows examples of IEC

standardised IDMT characteristics: Standard Inverse (SI), Very Inverse(VI) and

Extreme Inverse(EI) [IEC09]. These curves are governed by equations containing

coefficients with different values. An SI curve is defined by the following equation:

t = TMS × 0.14

(
If
Is

)0.02 − 1

where t is the operating time; TMS is the time multiplier setting; If is the fault

current; and Is is the current setting. The coefficient values for other character-

istics can be found in [IEC09].

For the setting of IDMT overcurrent characteristic, it is important to firstly

consider the curve types to be used (e.g. SI, VI, EI, etc.). For example, in the

GB transmission network, the SI type is adopted for the backup transmission

line protection, while VI is commonly used in the cases where the current would

decrease substantially as the distance from the power source increases [Gri11].

The current setting (Is) determines the current beyond which the relay becomes

active. Therefore, it should be chosen such that minimum fault condition can

be detected while remaining stable for normal operating conditions (e.g. peak

load condition). Both of Is and TMS determine the time delay for the relay

to operate given a certain fault current, so the settings should ensure that the

required delay is achieved under specified fault conditions. Furthermore, the

settings should also consider the coordination with local and adjacent protective

devices such that upstream protection devices provides back-up protection for

downstream devices with suitable margins [Gri11].
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Figure 2.9: IDMT characteristics [Gri11]
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2.5 Management of Protection Settings over

the Life Cycle of the Application

In practice, network operators normally have their own well established process

for the management of protection settings over their life cycle of application. It is

important to take the setting management process into account during the design

of the system for settings validation, since it will help to identify the appropriate

stage(s) in the process where the validation system should be deployed, based

on which optimal design can be adopted to best suit the practical needs of a

particular organisation’s practices.

The actual processes for settings management can be different for different

network operators. Nevertheless, these approaches can be represented using a

generic process as shown in Figure 2.10. Details on the specific tasks at each step

are reported in [CIG13]. The whole process can be divided into the following four

stages [CIG13]:

1. Preparation: this stage identifies the need for adding new devices, replace-

ment of existing assets or the change of existing settings due to changes on

the network, and the scope of the work (e.g. the new settings to be devel-

oped, the modification to be made, etc.) is identified and the associated

activities are initiated.

2. Settings calculation: this stage reviews associated documents (setting poli-

cies, standards, guidance, etc.), based on which calculations of the settings

are conducted including coordination studies with other protective devices.

3. Commissioning and test: this stage applies the settings to the devices and

performs associated tests to ensure the settings are entered correctly and

the devices will operate as expected.

4. Review and record: this stage records and stores the settings in certain

formats and location for documentation purpose.
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Figure 2.10: Generic process for the management of protection settings over the life
cycle [CIG13]
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Over the life cycle of the protection settings, multiple software tools (e.g.

settings calculation tools, setting management tools, etc.) may be deployed; doc-

uments with different formats and versions may be used; and different groups

of people (in-house engineers and contractors) may work on the process. Set-

ting errors may be introduced at any stage. The main source of errors can be

summarised as follows:

• Incorrect selection of solutions. This may include making mistakes in choos-

ing protection functions for protection specific equipment (although this is

rare), configuration of protection functions in a multi-function protection

IED, etc.

• Calculation errors. This can be due to mis-understanding and translation

of associated policies and guidance, mistakes in calculations (e.g. fault

calculations), failure in finding satisfactory settings to meet associated re-

quirements, etc.

• Mistakes in data transfer, entry and recording. During the settings calcula-

tion, the settings data may be transferred multiple times involving several

engineers and setting data sheets or software tools; when the calculations

are completed, the settings need to be applied to the relay and then doc-

umented. Any step of this process could suffer from human errors being

introduced [SMB+10].

• Other sources of errors. This could result from any mistakes during the

actual programming and implementation of settings on the device, or dur-

ing testing and commission of the equipment associated with protection

settings.

From the above discussions, it can be concluded that any stage in the process

is potentially subject to errors. Therefore, this thesis proposes that the settings

validation system should be the last line of checking of the exact settings applied

to the physical devices. This is best performed in the commission and test stage,

30



when the setting file should be checked using the settings validations method pre-

sented in this thesis and then applied to the devices without any changes involved.

However, this can be difficult in practice, since the existing protection settings are

stored in proprietary files, which means that in many cases the setting file cannot

be accessed readily by third party applications directly, but need to be converted

to appropriate accessible file formats before the data can be read and analysed.

Such inconveniences result from proprietary setting file formats, along with dif-

ficulties in manipulating settings data due to the use of proprietary data models

to represent settings. This is the main motivation for the research presented in

Chapter 4, where a solution to represent settings data using a standardised data

model and file format is proposed to address these challenges, and a tool for con-

version of settings from a range of proprietary formats to this standard format

has also been developed and reported in Chapter 4.

2.6 Existing Research Activities and

Commercial Systems Associated with

Protection Settings

This section provides a review of research activities and commercial systems that

are relevant to protection settings, including the systems that can calculate pro-

tection settings and commercial systems that can be used in some way for the

purpose of settings validation. Discussion of the reasons why these techniques

are not readily suitable for the entire validation task are provided.

2.6.1 Systems for Calculation of Protection Settings

Extensive research on the topic of automatic calculation of protection settings

has been undertaken. It can be categorised into three main approaches: topo-

logical analysis, optimisation theory and AI [EAJMB05]. A brief review of the

approaches of topological analysis and optimisation theory is provided, and a

more detailed investigation and review of AI techniques is presented, as they are
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most relevant to the research reported in this thesis.

In the topological analysis, linear graph theory [DRVP84, RVDP84, BS88,

PPS91] and functional dependency theory [JKSD92] are used. The linear graph

approach begins with a determination of the minimum set of starting relays,

which are also referred as break points. The network is described using a graph

where nodes are represented with vertices and lines with edges. The characteris-

tics of the graph are then related to a number of matrices. The break points are

derived from the manipulation of the matrices. The setting is firstly performed

in the break points, after which the other relays are set in sequence to coordinate

with their primary relays. In the work reported in [JKSD92], the concept of func-

tional dependency is applied. Back-up relays are considered to have functional

dependencies on primary relays. Such information is used for development of

algorithms for the determination of break point set, which is a group of relays

that should be primary set during the coordination process.

Optimisation theory is used in [CSS96, UPR97, PU01, AADK+03], where the

setting problem is formulated as the process to determine the optimal value of

a objective function. The objective function being optimised is the operating

time of primary relays while the settings are represented as the variables of the

function. The optimisation technique is then applied for determination of the

optimal (minimum) value of the operating time with the constraint of the settings

and coordination criteria.

Although the literature referred to above describes high quality research out-

puts, the practical applications of such techniques are limited as only basic set-

tings are considered in these work while in modern numeric relays there are many

other settings for configuring various functions and features, which are difficult

to be considered in these approaches.

Another approach that has been widely adopted for protection setting and

coordination is the application of AI techniques (particularly expert systems).

Early work on the employment of computer programs to reduce calculation bur-

den dates back to the 1960s [Tsi64, R. 77]. The systems are considered not very

effective due to the lack of full incorporation of experts’ knowledge [LYYJ90].
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A computer-aided approach has also been adopted, where interaction between

the program and engineers were required to include the engineers’ knowledge to

the setting process [DV84]. However, the issues still remained since the programs

were not designed with any inbuilt heuristic knowledge and required manual input

throughout the setting process, which largely limits these systems’ capability and

practical applicability. Since the 1980s, the development of expert systems made

it possible to integrate engineers’ knowledge within computer programs, and ex-

tensive research on the application of expert systems for protection settings has

been conducted. In the following paragraphs, a number of selected activities are

presented.

Lee et al. conducted extensive research on the application of expert systems

for setting and coordination of protective devices in both transmission and dis-

tribution networks [LYYJ90, LCAY01, LL96]. [LCAY01] proposes a method that

uses heuristic rules for the setting of protective devices in distribution networks.

Heuristic rules are defined and used for guiding the search of a solution that

can meet both constraints from the protective devices and the coordination re-

quirements. Protective devices are considered as pairs of backup and primary

devices (e.g. relay-recloser, recloser-fuse, etc.), each of which is assigned with

a certain coordination priority that is reflected in the rules. Pairs with high

priority are set initially to make sure their constraints and requirements have

the highest chance of being satisfied. The knowledge is also equipped to reduce

the number of infeasible settings being suggested, based on information from the

adjacent devices. Compared with early computer programs, which do not incor-

porate heuristic knowledge and may involve large numbers of trials and errors

before all constraints can be satisfied, the authors claim that the use of heuristic

knowledge for guided search significantly reduces the number of trials required,

thus largely increases the efficiency. However, the system only considers limited

number of settings and can be difficult to be applied in current practical systems

where, a wide range of protection IEDs with large numbers of settings and diverse

functions are increasingly being used.

In [LYYJ90], an expert system is proposed for the setting of relays in trans-
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mission systems. In this work, an object-oriented (OO) approach is used, where

frames containing lists of properties are used to represent relays’ specification and

system information. The OO approach facilitates data retrieval and manipula-

tion, which is also used in the work reported in the thesis (through the use of

Java language for implementation). The rules are translated from documented

guidance and engineers’ knowledge, which includes the knowledge for selecting

which rules to use, knowledge relating to settings calculation and coordination,

etc. The authors claimed the use of the expert system had expedited the re-

lay setting process with increased accuracy and consistency. The shortcoming of

the system, as claimed by the authors, is the lack of consideration of practical

functions, e.g. the need for manual input of fault data. Similar applications of

expert systems for automatic protection settings and coordination are reported in

[KSK+93, KSS97]. A key disadvantage for these systems to be widely adopted in

practical applications is that they only consider a certain protection function, e.g.

overcurrent protection, whereas multiple protection functions may be available in

a single unit in practice.

[EAJMB05] introduces a methodology for transmission system distance pro-

tection setting based on simulated events and their consequences. The proposed

approach consists of two main phases. The first phase generates credible events

(i.e. various faults with source impedance variation, change of load, etc. ) that

defines the desired boundary limits of the target relay’s protection zones. For

example, for the primary protection region, i.e. the protected line, the maximum

and minimum impedance measured under the various events at the desired zone

reach point are recorded. Based on the results of the first phase, i.e. the boundary

limits of the protection zones, coordination analysis is performed (through the

use of predefined coordination rules) such that actual settings (e.g. zone reach,

characteristics, time delay, etc.) can be determined, which can meet the coordi-

nation requirements and the boundary limits (as defined in the first phase). The

outcome of this methodology is the zone reaches, zone time delay, operating char-

acteristics, fault detection settings and minimum relay sensitivity represented in

voltage and current. The limitation of the work is the lack of the consideration of
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the capability of the actual devices to be applied during the calculation process.

For example, different protection devices may have different number of distance

protection zones and different supported characteristics. Without incorporat-

ing such information in the calculation process, it can be difficult for optimised

settings to be obtained.

Apart from expert systems, other AI techniques have also been used for the

setting and coordination of protection devices. [SL00] proposes the use of evolu-

tionary algorithm (EA) for protection settings and coordination. The operation

of protection relays and other system equipment are formulated into a set of op-

timisation equations and constraints. The objective is to obtain a coordination

solution such that minimum operating time is achieved. EA is capable of parallel

search of the optimal solution for multi-variables, which in this case are relay

settings. During the optimisation process, a group of setting values are generated

and passed to constraints checking and objective calculation, and the results are

used as the basis for the next phase generation of protection settings. Those

settings with fewer constraint violations and smaller operating time would tend

to survive in the EA generation process, therefore newly settings would tend to

approach a solution with fewer constraints validation and smaller operating time.

Normally a fixed number of generations is applied, and the number of genera-

tions required for achieving optimum relay settings are case-dependent. Although

the reported work represents a novel application of AI technique in addressing

the complex protection setting and coordination problem, the application of the

proposed system in practice can be limited. This is because only basic settings

have been considered in the work; the number of iterations required to adopt

satisfactory results is case-dependent; and it is possible that after a pre-defined

number of iterations, the generated settings still can not well fulfil the coordina-

tion requirements.

The above work on automatic protection setting and coordination is not read-

ily suitable for the validation of settings, although the task is very relevant. This

is because the calculated values generally are only applicable for one setting so-

lution, and there may be a range of valid settings available. The inconsistencies
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between the calculated values with the actual settings do not mean there are er-

rors. The various pieces of other work also do not consider checks against setting

policies, in which requirements of the settings under specific system conditions

(e.g. minimum fault condition) are specified. The calculated values may meet

the coordination requirements, but failure in meeting the requirements in setting

policies is not permitted. Furthermore, for a settings validation system, it is also

desired that the validity of the policies can be validated through the assessment

of the actual performance of the protection system with the settings that conform

to the policies. There is no provision in such any of the reviewed systems for this

task.

2.6.2 Adaptive Protection Setting Systems

Research on adaptive protection setting has been increasingly conducted in re-

cent years [OGH03, XLD94, ADB14, CBD15]. Adaptive protection dynamically

selects or changes protection settings to reflect changes in the primary system con-

ditions to ensure optimised protection performance under all scenarios. In this

section, two examples of work related adaptive protection settings are presented

and reviewed.

[OGH03] proposed the application of an algorithmic-knowledge-based ap-

proach for adaptive on-line setting and coordination of protection devices in

meshed networks. The expert system obtains the network topology informa-

tion and setting data from the SCADA system. When changes of the state of

the network are detected, the system performs short-circuit calculations and ver-

ifies whether the existing settings and coordination still valid. New coordination

will be carried out if mis-coordination is detected. The coordination process is

performed starting with break point relays (the locations that open the mesh by

minimum number of circuit breakers), and then primary and backup relay pairs

are considered iteratively in sequence until a solution that satisfies the coordi-

nation criteria is found. The engineers’ knowledge is translated into rules for

verifying distance protection zone reaches, pickup current setting of overcurrent

protection and coordination (considering the time dial of overcurrent protection).
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Around 20 rules are derived. The authors claim such an adaptive scheme can re-

duce the operating time and number of erroneous coordination compared to fixed

settings. In this work, only basic settings (e.g. distance zone reaches) are consid-

ered without detailed consideration of various protection characteristics available.

This limits its practical application where various protection characteristics and

features are commonly available, and therefore must be considered.

[XLD94] proposes an adaptive protection scheme for microprocessor-based

distance relays so that they can respond to various network conditions while

providing fastest operation and being more sensitive to faults without losing se-

lectivity or stability. This work is proposed to address the scenario where no

communication is available to provide fast inter-tripping from the remote end of

the protected line. An example of the inter-tripping scheme is that if a fault is

detected in zone 1 of one relay but in zone 2 of the other in a two-ended network,

a signal is typically sent instantaneously from the zone 1-detecting relay to the

other relay to override the zone 2 delay timer to trip as quickly as possible. This

is because the fault is deemed to be located in the protected line as it is seen

by both relays in the positive direction and should be isolated instantaneously

[Gri11]. Various system operating conditions, such as different fault impedances

and source impedances, may result in the measured fault location being different

from the actual location, which may then lead to zone 1 overreach or underreach.

An ideal tripping region in the impedance plane is proposed and it is defined

by the measured impedance under a wide range of system operating conditions.

The region is represented using a number of lines, and any faults measured in

this region will be tripped instantaneously. When a change of the system exceeds

a certain limit (e.g. a switching action in the system), an updated ideal tripping

region will be calculated on-line to adapt to the new system condition. Through

the presented methods, the authors believe a minimum margin for zone 1 setting

can be achieved, thus providing larger coverage of instantaneous operation of

protected line. Although such an approach may allow a fast operation for faults

that were not covered by zone 1 as in conventional approaches, the potential

errors from physical devices (e.g. CT and VT errors) may affect the scheme’s
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performance and have not been considered.

The adaptive scheme is not a comprehensive solution for validating protection

settings although it has an element of settings validation involved in its operation,

i.e. the detection of mis-coordination when the network changes. In addition to

the reasons associated with inability to check against setting policies as stated

previously, the validation of settings requires a more comprehensive process to

be a practical solution, including not only the check of coordination, but also the

functional configuration, the sensitivity and stability under different fault level

conditions, safety margin against CT and VT inaccuracies and normal loading

conditions, etc. The methods used for detection of mis-coordination normally

use a single RB approach using basic rules without the validation of its actual

performance during operation, so the reliability or the coverage of all scenarios

that may be encountered cannot be guaranteed.

2.6.3 Existing Systems that May Be Used for Protection

Settings Validation

There are existing commercial products that may be used for validation of protec-

tion settings, although their use for this purpose not have been originally intended

[Ele15, ETA15, DIg11a, Sie15, A. 14]. The common characteristic of such sys-

tems is that they all provide a platform that allows modelling of power networks,

along with a library of relay models that can be supplied with settings data for

the simulation of their behaviour under various system conditions. Taking [Sie15]

as an example, in order to perform the settings validation, the network model is

created initially. The relay models are then installed with the settings applied.

Various fault events are then simulated across the network and the operation of

the relays is assessed.

The disadvantages of such systems for the settings validation task are:

• The network model and the relay models are normally manually created and

configured, which can be very time consuming and may require significant

manual input.
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• The systems usually require the whole network to be built for the simulation.

This provides little flexibility for scenarios when only one or a small set of

relays’ settings are being validated and only a small element of the network

is required for the simulation. This can be addressed by a mechanism that

automatically populates equivalent network models (with different levels

of detail) to suit various validation needs. However, such a mechanism is

currently not available.

• The systems, relying solely on simulation outputs, provide no check against

settings polices.

• Most of the systems also require manually created test scenarios and analy-

sis of simulated results, which is not only time consuming but also not fully

reliable or scalable to an organisation-wide application as business as usual.

2.7 Summary

This chapter has provided a review of the fundamentals of power system pro-

tection with a focus on the topics associated with protection settings. It can

be concluded that any power system is always at risk of electrical faults, which

can bring significant equipment damage, system disturbances and even large area

blackouts. The protection system detects and isolates the faults within millisec-

onds to minimise the effect of the faults. The overall reliability of a protection

system can be assessed in terms of its dependability and security, which are both

closely linked to protection settings. The main considerations for the settings

depend on the protection functions being used, but the overarching objective is

to achieve the minimum operating time and the smallest disconnected area of

the primary system following a fault. The settings are normally managed by

well-established standardised processes over the life cycle of the application, but

any stage of this settings management process is at risk of the introduction of

errors. This information on settings management is important for the design of

the intelligent system for settings validation as reported in Chapter 5.
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The main research activities associated with protection settings includes sys-

tems for automatic calculation of protection settings and adaptive protection

schemes. It has been shown in this chapter how the reviewed related research

has fundamental shortcomings - many of the developed systems are not readily

suitable for the validation of settings within a practical implementation. There

are existing commercial systems that have been reported and can be used for the

validation of settings, but again they have limitations due to the potential need

for significant manual input during the validation process. The shortcomings of

these existing systems are addressed by the methodology and design approaches

developed through the research reported in this thesis.
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Chapter 3

Review of AI Techniques

3.1 Overview

The field of AI was initiated in the 1950s, and its primary concern is to inves-

tigate effective ways for understanding and applying intelligent problem solving,

planning, and communication skills to practical problems [Lug09]. The definition

of AI can vary from different perspectives, but it can be generally summarised

as the field of study to make machines behave (think, reason and act) with in-

telligence as human beings, using computing techniques [RN10]. The gestation

of AI can date back to 1943, when Warren McCulloch and Walter Pins proposed

a model of artificial neurons that had computational capabilities and suggested

that a properly designed network of neurons could be used for learning. In 1956,

a workshop was held in Dartmouth College (US), where attempts were made to

describe intelligence and learning so that machines could effectively solve prob-

lems and improve their “knowledge” over time [RN10]. The workshop led to the

creation of a computer program by Allen Newell and Herbert Simon, who claimed

that the program was capable of thinking non-numerically and thereby solving

the venerable “mind-body” problem [RN10]. The outcome of the workshop at

Dartmouth showed that the issues addressed and the methodologies used by AI

cannot be classified according to any existing disciplines at that time, and there-

fore AI should be classed as a separate field of study and research. This marked
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the formal birth of AI. Since then, AI has received considerable research attention

and a number of notable successful applications [Lug09, M. 94].

From 1980, AI effectively became an industry with the successful deployment

of a number of commercial expert systems, which led to significant savings for

companies [RN10]. Such successes also motivated the power industry to develop

and apply expert systems to address problems in its domain, such as alarm pro-

cessing, fault diagnosis, service restoration and remedial action, and guidance

for preventive maintenance [M. 94]. The state-of-the-art of AI covers a broad

range of applications, including robotic vehicles and speech recognition [RN10].

In power industry, intelligent agent-based systems have been increasingly inves-

tigated and used in many applications, e.g. condition monitoring, power system

restoration, market simulation, network control, etc. [MDC+07]

AI can be decomposed into a number of sub-disciplines concerned with differ-

ent applications, which include expert systems, automated reasoning and theorem

proving, modelling human performance, machine learning, game playing, natural

language understanding and semantics, planning and robotics, and AI languages

and environments [Lug09]. Among these application areas, expert systems use

domain specific knowledge for problem solving; automated reasoning and the-

orem proving solves problems by considering the problems as theorems to be

proved from the background information that are treated as axioms; modelling

human performance aims to simulate the process that human solves problems;

and machine learning is an area which targets the improvement of machines’

behaviours based on previously encountered situations and experiences. In this

chapter, a number of the most widely-used AI techniques in these application

areas are reviewed and critiqued. This is important and relevant to the problem

being addressed by the research reported in this thesis. Other techniques (e.g.

game playing and AI languages and environments), are deemed to be outside the

scope of the research area reported here and are therefore not considered further.
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3.2 Rule-Based (RB) Systems

3.2.1 Overview

An RB expert system uses rules to represent domain knowledge for problem

solving. The rules are typically in the form of “If-Then” (or “When-Then”)

statements, where “If” (or “When”) defines the particular set of conditions or

problem context and “Then” executes actions (or triggers the interrogation of

other rules) in response to the specific rule’s conditions being fulfilled. Figure 3.1

illustrates the general architecture of RB expert systems, which typically contain

the following components [Lug09]:

• Knowledge base. This stores the rules translated or derived from domain

knowledge. Usually, the knowledge base is maintained separately from the

main application such that the rules can be conveniently modified and ex-

tended (ideally without changes being required to the main program).

• Knowledge base editor. Such editors are available in many expert systems

to assist the maintenance of the knowledge base, e.g. adding, removing or

updating the rules.

• Case-specific data. This information, stored in working memory, is asso-

ciated with the case under consideration, which include the input data to

be analysed (also referred to as facts), information for retrieving associated

rules, conclusions, etc.

• Inference engine. This module is responsible of matching the input facts to

associated rules and determining whether the rules should be fired and the

sequence for the firing of rules.

• User interface. The interface is provided to facilitate the interaction between

the system and the users, and can be deigned in various forms such as menu-

driven, question-and-answer, graphical/touchscreen-based, etc.
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Figure 3.1: General architecture of an RB expert system [Lug09]

• Explanation subsystem. This module provides functionality for explanation

of the reasoning process and to provide justifications for any conclusions

made by the system.

The process to match the input facts with the associated rules in the inference

engine is called pattern matching, which can be controlled according to two main

strategies, i.e. forward and backward chaining.

Forward chaining is data-driven, i.e. the data are inserted into the working

memory and rules are used to reason about the input data for decision-making or

for drawing of conclusions. This strategy is most suitable for the situations where

all preliminary facts are known [Rud10]. An example of a forward chaining engine

is Drools [Red13] and an example of using Drools for implementing a condition

monitoring system is reported in [RMJ10].

Backward chaining, in contrast, is goal-driven. Instead of placing facts in the

working memory for reasoning, the method starts with the goal to be achieved

and tries to identify the rule(s) with the conclusion that matches the goal. The

conditions of the rule are then become sub-goals and matched to other rules’

conclusions. The process continues to iterate until the facts that can satisfy all the

sub-goals are found [Lug09]. Prolog [Bra01] is an example that uses backward-

chaining for reasoning, which is used by [McA96] for protection performance

assessment.

RB expert systems provide a powerful solution for the problems that pre-

viously required significant input from domain experts. The strengths of the
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technique include [Lug09]:

• The ability to use domain experts’ knowledge in a direct fashion, which is

particularly useful in applications that rely predominantly on heuristics.

• Good explanation facilities to identify the source(s) of problems.

• Ease of deployment and flexibility for updates. The domain knowledge is

mostly represented in the form of rules, making it naturally suitable to be

implemented using an RB approach. The separation of the knowledge base

from the reasoning engine provides the flexibility for rules to be added,

removed and edited without major changes to the system.

However, RB systems also suffer from a number of weaknesses [Lug09]:

• The rules are highly heuristic but normally do not contain detailed func-

tional knowledge of the domain.

• The system relies on the scenarios defined in the rule base for problem

solving. If a novel problem instance is experienced, the system may simply

fail.

• The rules translated from knowledge are usually task-dependent and offer

limited reasoning flexibility, which is not consistent with human reasoning

processes. The explanations often merely associate the detected symptoms

with solutions, without deeper theoretical explanations being possible.

3.2.2 Application of RB Systems to Power System

Protection

Following the successful application of AI techniques in various domains (e.g.

medical diagnosis and chemical analysis), power engineers were motivated to ap-

ply RB expert systems for problem solving during the 1980s, and since then ex-

tensive development and application of RB systems in power systems have been

undertaken [M. 94]. In the general domain of power engineering, recent applica-

tion of RB systems include the analysis of partial discharge data for condition
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monitoring [RMJ10], classification and analysis of power system events [SBG02],

load forecasting [KEDH02], etc.

The area of power system protection has also seen extensive application of

expert systems. The paper [M. 94], published in 1994, provides a detailed de-

scription of potential applications of expert systems in power system protec-

tion. Many of the specified applications have been realised, which include pro-

tection failure and event diagnosis [MDM+96, VRF+99, PWN92], protection de-

sign [BTRS94, TBRS94], protection setting and coordination [EAJMB05, LL96,

LYYJ90, KSS97, KSK+93], fault diagnosis and location[KNUF92, MIK+95, FK86],

service restoration and remedial action [KV91, PL97], etc. In the following para-

graphs, an example RB expert systems relating to these applications is selected

and presented.

Tan et al. proposed a Back-up Protection Expert System (BPES) for optimal

fault clearance performance and to strive to avoid cascading outages in transmis-

sion networks [TCK+00, TCM+02]. A methodology is developed to accurately

locate the fault so as to only operate the circuit breakers that are required to

isolate the fault. The BPES systems are installed in substations and require

the access to topology information of the protected network, the open/closed

states of circuit breakers and the operational response of the existing protection

relays. This information is shared among the systems through dedicated com-

munication links. When a fault occurs, each equipment is assigned with a value

called Action Factor (AF) based on the active elements of the relays that it is

being protected. Active forward elements in the relays contribute positive values

while active reverse elements contribute negative values. Different elements, e.g.

distance protection zones, are assigned with different magnitudes of contribution

based upon the coverage of their protection zone. Active primary protection zones

(e.g. distance protection zone 1) are assigned with larger AF values compared

to back-up protection zones (e.g. distance protection zone 2). The fault location

task is achieved by the evaluation of the equipment’s overall AF value using pre-

defined rules, where the equipment with largest AF value is considered to contain

the fault. Once the location of the fault is determined, BPES can identify the
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minimum set of circuit breakers to open for fault isolation and send blocking

signals to avoid any unnecessary trips so as to prevent cascading outages. This

work represents a good attempt on addressing the potential wide-area blackouts

due to backup protection. However, the authors do not seem to have considered

the possibility of errors in protection settings (e.g. incorrectly configured distance

zone reaches) which may lead to an incorrect AF value being calculated and result

in failure to locate the faults accurately. The need for dedicated communication

links for the systems that are installed in various substations may constrain their

practical application due to potentially high costs.

There are also extensive applications of RB systems for assisting protection

setting and coordination tasks, which are reported in Chapter 2.

3.3 Model-Based (MB) Systems

3.3.1 Overview

An MB system is a knowledge-based application where the analysis is directly

founded on the specification and functionality of a physical system [Lug09].

Model-Based Reasoning (MBR) has been widely used in power system applica-

tions. A typical approach of MBR is illustrated in Figure 3.2, where the observed

physical devices’ behaviours (i.e. observations) are compared with the predicted

behaviours (i.e. predictions) from the models. The detected discrepancies are

used for the diagnosis of any failures of physical components. This approach is

called consistency-based MBR. The fundamental element of any MBR system is

the reasoning engine that controls the propagation of data flow through the model

and compare simulated results to actual measured data [MDDM03]. The other

approach is abductive-based reasoning, which uses models with fault behaviours

and tests whether the abnormal operation observations align with the model-

based outputs for specific problems/models. In many places, the term “MBR”

is generally used to refer to the mode of consistency-based MBR [PW03], and

this section adopts this convention and focuses primarily on reviewing this type
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Figure 3.2: The basic principle of MBR [DMM03]

of approach.

The MBR (consistency-based) relies upon the use of models with correct be-

haviour, which are descriptions of physical devices/objects and their reaction to

certain input stimuli. The creation of models of physical systems for qualitative

simulation and reasoning requires modelling of the internal physical components,

the internal structures, and the interconnections and interactions between com-

ponents [Lug09].

To use MBR for diagnostic purposes, it is also required to have appropriate

measurements from the physical devices (e.g observed inputs and outputs) such

that actual observations can be compared to the model-generated predictions. An

example of modelling of a differential protection scheme for diagnosis of protection

operation is presented in Section 3.3.2.

Unlike RB approaches, which define causes and their corresponding effects in

the knowledge base, the models contain the causal and structural information of

physical devices, which allows them to react to a wide range of input stimuli,

including those that were not anticipated during implementation. Therefore, it

is considered to offer higher reliability than RB systems which may simply fail if

a problem instance is not defined [Lug09]. With detailed functional knowledge

inbuilt within models, MB systems are particularly useful in scenarios that involve

complex interactions among multiple components. Once the models are created,

they can be reused so that the effort to apply MBR for diagnosis can be minimised.

In the domain of power system protection, models of equipment such as feeders,
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transformers, and protection relays are available in many commercially available

software packages. The work reported in [MDDM03, DMM03] proposed a toolset

that allowed the application of existing models for various tasks in the power

engineering domain.

3.3.2 Application of MB Systems to Power System

Protection

As discussed in Chapter 2, there are a number of commercially available MB

systems [Ele15, ETA15, DIg11a, Sie15, A. 14] that can be used for the purpose

of validation of protection settings. The common shortcoming of these systems

is the potential requirement for significant manual input for tasks such as con-

structing network models and analysing the simulation results. These systems,

although have some weaknesses for the settings validation task, are widely used

for simulating the behaviours of protection systems to assist the analysis and

understanding of protection functions. A methodology is proposed in Chapter

5 that avoids such laborious manual process, and in the proposed approach the

principle of MBR is adopted.

MBR has been used in power system protection applications for automatic

analysis of protection operation [MDM+96, BMM+98], alarm processing [EDM+13],

fault location [BDF+93], fault diagnosis [LFST94], etc. In this section, an ex-

ample of MBR system is reviewed and examined for investigation of how the

reasoning process can be performed automatically.

Reference [MDM+96] reports an MBR system that is integrated within an

decision support system (DSS) for validation of protection operation. The DSS

system contains two RB modules for alarm processing and fault diagnosis re-

spectively. The motivation of the work is to automate the engineers’ work to

analyse protection operations following disturbance events (e.g. faults). In this

work, the General Diagnostic Engine (GDE) developed by Kleer and Williams

[KW87] is used, where the overall protection system model is developed by the

interconnection of individual components’ models with correct behaviours. The
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(a) Unit protection scheme

(b) Model of the unit protection scheme

Figure 3.3: The modelling of a feeder unit protection scheme

authors claim that such an approach is proved to be appropriate for describing

protection schemes. The consistency-based reasoning approach is applied, where

the data from fault recorders (i.e. observables) is propagated through the de-

veloped protection system model and detect whether there are any discrepancies

and conflicts between the observed and predicted behaviours.

Figure 3.3 shows an example on how a unit protection scheme is modelled in

the presented work. The CTs are represented using a block, within which the

conversion factor from primary to secondary side is defined. The COMPARE

block models the relay’s operation by taking the inputs from CTs and outputting

a boolean value to indicate whether a tripping signal is issued or not. TR1

and TR2 represent tripping relays, which are the devices that are responsible of

sending the tripping signal to circuit breakers. CX1 and CX2 model the circuit

breakers’ operation, where if tripping signal is received, the status would be

changed to open. The diagnostic process is performed by injecting the data

from fault recorders into the model, and observing the outputs at each stage. If

a discrepancy is detected, a set of faulty candidates is generated based on the

path the data flow propagates. For example, Table 3.1 shows the inputs and

outputs that are observed during an internal fault, where it can be seen that

CX2 fails to operate. The objective is to identify the component(s) that leads to
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the operation failure. The observables (i.e. the observed inputs and outputs) are

propagated through the model from both the inputs and the outputs in steps as

shown in Table 3.2 and Table 3.3 respectively, where the details are represented

in the format: device = predicted value (propagated devices).

Input to CT1 = 23400∠33.3°

Input to CT2 = 32400∠215.6°

CX1 status = OPEN

CX2 status = CLOSED

Table 3.1: The observables for the unit protection scheme

Input to CT1 = 23400∠33.3°()

Input to CT2 = 32400∠215.6°()

CT1 = 23400∠33.3°(CT1)

CT2 = 32400∠215.6°(CT2)

COMPARE = TRIP(CT1, CT2, COMPARE)

TR1 = TRIP(CT1, CT2, COMPARE, TR1)

TR2 = TRIP(CT1, CT2, COMPARE, TR2)

CX1 = OPEN (CT1, CT2, COMPARE, TR1, CX1)

CX2 = OPEN (CT1, CT2, COMPARE, TR2, CX2)

Table 3.2: Propagation of the observables from the inputs

TR1 = TRIP(CX1)

COMPARE = TRIP(CX1, TR1)

TR2 = NOT TRIP(CX2)

COMPARE = TRIP(CX2, TR2)

Table 3.3: Propagation of the observables from the outputs

From Table 3.2, discrepancy between the actual and predicted CX2 status is

detected, and the devices that the data has propagated through are recorded,

i.e. < CT1, CT2, COMPARE, TR2, CX2 >. When the observables are prop-

agated from the reverse direction (i.e. from the outputs to inputs) as shown in
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Table 3.3, a conflict relating to the predicted behaviour of COMPARE block is

detected, where the set of equipment involved are < TR1, CX1, TR2, CX2>. Set

multiplication is performed on the two propagated device sets and the faulty ele-

ment candidate sets can be produced as <CX2>, <TR2>, <COMPARE, CX1>,

<COMPARE, TR1>, <CT1, TR1>, <CT2, CX1> and <CT2, TR1>, where

duplicated members in each set is combined and supersets of the listed sets are

discounted. Any of the adopted candidate sets can explain the failure of the pro-

tection operation. Statistical methods are applied to determine the most likely

failed element(s), where failures due to single elements is considered more prob-

able than those resulted from multiple elements.

Such a system, although it automates the task of analysing the protection

operation, does not always provide an output containing information relating to

the specific failed component, as shown in the example where multiple candidate

sets are generated. Furthermore, only basic elements in a protection scheme

have been modelled, and other elements such as communication links are not

considered, which may also be responsible for certain failures. The models of

the protection relays are also very simplistic and could not be relied upon to

emulate performance accurately under all circumstances, therefore limiting the

applicability of the tool.

3.4 Case-Based Reasoning (CBR)

3.4.1 Overview

RB systems presented in Section 3.2 solve problems through searching for matched

problem instances and their corresponding solutions/conclusions in the knowledge

base. Whenever the system comes across to the same problem, the reasoning pro-

cess will be performed again without referring to the previous experience. This

is in contrast to reality, where experts, while perhaps applying rules, would also

refer to their experience to seek similar cases so that a solution can be found

and re-applied to the case being encountered at the present time. When a same
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or similar scenario is found, a solution can be developed based on the previous

solutions without reasoning from first principles. CBR effectively adopts such an

approach by introducing a memory-centred cognitive model, where past experi-

ence can be remembered and used for guiding the problem solving [Xu94]. A key

component of the CBR system is the case base, which is the database of problem

solutions and may be defined by experts’ knowledge or may reflect results of pre-

vious search-based successes or failures [Lug09]. When a solution to a problem is

found after the search of the case base, the case will be saved for reasoning future

cases.

The process of CBR is illustrated in Figure 3.4 and involves the following

main steps [Lug09]:

1. Using the data relating to the present case to retrieve appropriate cases

from the case base. This step is performed on the basis of similarity of the

available cases to the targeted problem/present case, which is determined by

their common features. Indexing terms for each case are typically used, and

some terms may be weighted relative to the others. For example, when a

doctor diagnoses a patient, he/she would probably recall his/her experience

to seek similar cases based on the observed symptoms to draw conclusions

on the nature of the patient’s problem. Some symptoms may be specific to

a disease, so they are considered as salient features when determining the

similarities.

2. Modify the retrieved case so that it can be applied in the current situation.

Often the retrieved case is not a complete match, or directly applicable, to

the current case, so the reasoner needs to make modifications to the case so

that it can be used for the targeted problem. Taking the medical diagnosis

discussed earlier as an example, the patient may have many symptoms that

match to a specific disease, but there are also some symptoms of the disease

not observed from the patient, or the patient may have other symptoms that

are not matched to the specific disease. In such circumstances, the doctor

may need to “adjust” the case in his/her mind, e.g. considering the possi-
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Figure 3.4: The process for CBR [AP94]

bility of existence of two diseases simultaneously or a completely different

“solution”, so that a solution that best matches the observed symptoms

may be adopted.

3. Apply the transformed solution to the targeted problem and revise whether

the solution is satisfactory or not. If not, further iteration from the previous

steps may need to be performed, or a new case may have to be entered once

an actual diagnosis is found if there are no cases that are applicable in the

present case base.

4. Record the case for future use. The solution and the corresponding results

of successes or failures are saved in the database for future cases analysis.

CBR involves representing experts’ knowledge and experience relating to data

and processes to learn from its experience to improve overall system performance.

Therefore, CBR systems can be considered to be a combination of both expert

systems [McA96] and machine learning systems [Xu94].

The advantages of using CBR include [Xu94, Lug09]:

• The system can be encoded using historical knowledge, cases and other

sources directly without the need for a deep understanding of the knowl-

edge itself. This simplifies the knowledge acquisition process and is partic-
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ularly suitable for situations where a domain is not well understood or the

knowledge is not complete.

• Provision of short-cuts for reasoning. CBR does not perform complex rea-

soning on generating a solution for the problem as is the case for RB or MB

systems. If an appropriate case can be found, the problem can be solved

by providing the solution directly from the previous case that matches the

present case, which can be more efficient than other approaches.

Although CBR may offer compelling benefits, the downside of this technique

is that there is normally not a sufficient explanation of the reasoning results when

a solution is found. As the number of cases increase in the database, the time and

the computation capability required to search the entire case base for a solution

may also increase. Furthermore, the determination of the similarity of cases can

be difficult, which may involve significant effort for the development of indexing

and similarity matching algorithms.

3.4.2 Application of CBR to Power System Protection

Compared to RB and MB systems, CBR is less widely applied in the domain of

power system protection. One example of the application of CBR is reported in

[WSM+01b, SWM+01, WSMM01, WSM+01a], where CBR is used in the pro-

posed Design Engineering Knowledge Application System (DEKAS) to assist the

design of protection systems in transmission network. The existing approach is

considered to have several shortcomings, which include difficulties in efficiently

making use of experts’ experience for dealing with new cases that are similar to

past designs, barriers relating to knowledge and experience dissemination and the

lack of a mechanism to automate the protection design process. In the reported

work, the authors investigate and demonstrate the use of CBR to address these

issues.

The task of designing protection systems depends on a number of factors in-

cluding the network topology, the equipment being protected and the existing

protection schemes in the surrounding areas. These factors are considered as
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features that determine the solution (i.e. an optimum of the protection scheme

design), and the cases that share similar features are considered to have similar

protection requirements. These features are described using indexing parame-

ters which are weighted based on design experts’ experience that was captured

and validated during knowledge elicitation sessions, where previous cases relating

to design of protection systems were analysed, defined and recorded in terms of

indexing features (inputs) and the ultimately-defined detailed protection design

(the output). The weightings the of the indexing parameters determine the influ-

ences of the features when evaluating the similarities between the cases. Through

the use of CBR, the system allows the documents and associated information from

most relevant and similar cases to be retrieved and presented to the engineers,

which has benefits for engineers, particularly for those who do not possess exten-

sive experience in the design task. However, the reported work appears to require

manual input to make changes to retrieved cases so that an optimised and spe-

cific solution can be obtained for the current case, and no provision appears to be

made available for inclusion of new solutions within the case base automatically

to extend the system’s capability.

3.5 Machine Learning Techniques

3.5.1 Overview

The field of machine learning is concerned with the study of how to develop com-

puter programs that can automatically improve their behaviours based upon prior

experience [Mit97]. The capability for learning is considered to be an important

property for intelligent entities [Lug09]. In order to establish such learning capa-

bility, various approaches may be taken. In this section, two of the most widely

used approaches in the domain of power system protection, artificial neural net-

work (ANN) and genetic algorithm (GA), will be investigated.

The study of ANNs is inspired by biological neural networks, which are formed

by densely interconnected neurons [Mit97]. In a human brain, there are a sig-
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nificant number (1011) of neurons, operating in parallel [Alp10]. Each neuron is

connected, on average, to 104 other neurons. It is this highly connected structure

and the parallel processing capability that allow human brains to perform com-

plex computations [Mit97]. The motivation for ANNs is to model the biological

neural system so as to capture such powerful parallel computation and learning

capabilities.

ANNs are formed by interconnected simple units referred as artificial neurons,

and each unit may take a number of inputs and produces a single output. Figure

3.5 shows an artificial neuron, where xi is the input, wi is the weight of each

input, net is the net input computed by the sum of weighted inputs, and f(net)

is the activation function that transforms the net input to an certain output. An

ANN containing only one such unit is called a perceptron [Mit97], and it uses

the threshold function as activation function, i.e. if the calculated net value is

greater than a pre-defined threshold, the neuron outputs 1, otherwise -1. The

learning process of a perceptron is effectively the process of adjusting the input

weights and the activation function so as to provide the desired outputs. There

are also other widely-used activation functions, such as piecewise-linear function

and sigmoid function, which are further discussed in [AS97].

Single perceptrons can only process linear decisions, i.e. only output boolean

values. For more complex tasks, e.g. speech recognition, ANNs with multilayer

interconnected artificial neurons are used. A typical ANN with three layers is

shown in Figure 3.6, where there is an input layer with four inputs, an output

layer with two outputs, and a layer in the middle (referred as a hidden layer)

with 4 neurons.

The learning process for multilayer ANNs can be performed by a number of

algorithms, and the back propagation algorithm is one of the most commonly

used methods [RN10]. To allow the ANNs to learn, certain amounts of training

data must be available, which specifies the desired outputs given specific inputs.

The back propagation algorithm calculates the errors between the actual and the

desired outputs, and the errors are propagated backward to the network layers

and used by a gradient descent optimisation method to find the most suitable
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Figure 3.5: An artificial neuron [Lug09]

Figure 3.6: An artificial neural network [Mit97]

set of weights that can minimise the errors between inputs and desired or target

output(s). When using ANNs for problem solving, it is crucial that the inputs and

outputs are properly defined, which are numerical values encoded to reflect real

world objects (e.g. the features or symptoms of a problem on the input and the

nature/category/quantity relating to the solution on the output layer). ANNs

have been very widely used in forecasting and classification applications such

as forecasting of sea level [FTKM12], classifying raw data from sensors [Lug09]

and face recognition [Mit97]. Recent research in this area has been increasingly

focusing on the application of Deep Neural Networks (DNNs, i.e. ANNs with

more than 2 hidden layers) to address complex tasks such as speech and image

recognition [BS14, GB10], where improved results compared to using conventional

ANNs have been observed. In the domain of power engineering, an example

application of DNNs for the diagnosis of partial discharge data is reported in

[CS15].

GA is another popular machine learning approach, and it is inspired by the
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evolution process of human and animals, where the fittest individuals have the

best chance of survival, and if they breed with other fit individuals, then even fit-

ter offspring may be produced as the species multiples and evolves. The ultimate

objective of such an approach is to populate a group of entities that can best

fulfil the goal of the task in hand. A numerical term called “fitness” is typically

used to measure the level of how much the entities meet the associate goal. For

example, if the task is to find the best strategy for playing chess, the fitness can

be defined as the number of games that an entity wins against the others among

the current population [Mit97]. GA is an algorithm that allows performing this

learning process, where hypotheses (i.e. potential solutions) are encoded in a

form such that variations can be introduced and selection of the fittest options

from within a population can be performed. Bit strings are often used for such

representation purposes, and the interpretation of bit strings depends on the ac-

tual application. The learning process starts with an initial set of hypotheses,

where operations such as random mutation and crossover (i.e. recombining the

features of the existing hypotheses) are performed for populating the next gen-

eration of hypotheses (or candidates). At each generation, the hypotheses in the

current population are evaluated using the measure of fitness, and the relatively

fitter hypotheses have higher possibility to be selected as seeds for the next gen-

eration. The process is iterated until a pre-defined iteration number has been

reached or a predefined satisfactory level against the goal has been achieved by

the generated hypotheses. General applications of GA include learning rules for

robot control, optimising circuit layout and selection of artificial neural network

topology [Mit97].

3.5.2 Applications of Machine Learning to Power

System Protection

The domain of power system protection has seen extensive application of machine

learning techniques, including adaptive protection [Slu97], protection coordina-

tion [SL00], improving protection performance [CJ98], fault location [JBRRGM14],
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etc. An overview of a system that uses evolutionary algorithm for protection co-

ordination has been provided in Section 2.6.1.

The paper [CJ98] reports the use of ANN as an alternative computation ap-

proach to optimise distance protection performance. In this work, ANN is used

as a pattern classifier, which is capable of recognising changes in power system

condition (e.g. the change of the infeed to the protected circuit when a fault oc-

curs), so as to provide more accurate zone reaches. The developed neural network

is shown in Figure 3.7, where the inputs are the normalised three-phase voltage

and current magnitudes measured at the busbar, and the output is the tripping

decision based on the given inputs. The structure of the ANN, i.e. the num-

ber of inputs, outputs, and the layers, are determined empirically. The neural

network is trained using data from simulated faults with different locations and

impedance, and the back propagation algorithm has been adopted for learning.

The authors claim the results show that the trained network is capable of pro-

viding very high accuracy in terms of proper trip/no trip decisions around the

targeted reach point.

Although the work demonstrates effectively the use of ANNs to make decisions

on whether to trip or not under various system conditions, it potentially requires

a very large number of fault events to be simulated so that enough training data

can be adopted for tuning the ANN to be accurate under all scenarios that may

be encountered. Furthermore, the work is aimed at addressing the accuracy of

zone reaches, but it appears that only zone 1 reach has been considered and the

effects of CT and VT errors are not taken into account, which may affect the

performance of the scheme. Additionally, if changes to the power system were

made that were not in the training data, then the capability of the scheme to

operate under such conditions may be questionable.
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Figure 3.7: Neural network used for tripping decisions in a distance protection appli-
cation

3.6 Selection of AI Techniques for the

Validation of Protection Settings

In the previous sections, various AI techniques and their applications in the field

of power system protection have been reviewed. The outcomes have been used

for the evaluation of the most suitable approach of the validation of protection

settings, which is the targeted task in this research work. A hybrid RB and

MB system is considered to be capable of comprehensively performing the set-

tings validation task and has been adopted. In this section, the reasons on why

such a hybrid approach has been selected, as opposed to other available tech-

niques/approaches, are discussed.

3.6.1 Why an RB and MB Hybrid Approach is

Adopted?

In this research work, an RB and MB hybrid approach has been adopted as the

solution for comprehensive validation of protection settings. The need for such

a hybrid system is due to the inherent weaknesses of the selected techniques in

performing the validation task, which can be complemented by the other tech-

nique’s strengths. The attributes of the RB and MB approaches for the settings

validation task are summarised in Table 3.4, which are discussed in detail in the
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rest of the section.

Strengths Shortcomings

RB • Naturally suitable for represent-

ing setting policies

• May fail if a problem instance is

not defined in the rule base

• Excellent explanation facilities

• High level of automation

• Flexibility to cope with updates

in setting policies

• Not capable of validating pro-

tection performance

MB • Incorporation of functional

knowledge of physical systems, al-

lowing detection of problems that

may not be anticipated during im-

plementation

• Difficulties in incorporating set-

ting policies and knowledge during

validation

• Capability of validating actual

protection performance through

simulation

• Potential need for significant

manual input

Table 3.4: Summary of the strengths and shortcomings of the RB and MB approaches
for validation of protection settings

The validation of protection settings is conducted based primarily on the

network operators’ setting policies. In practice, it is mandatory that all of the

configured settings conform to the requirements specified in the policies. These

policies are written mostly in the style of rules, making them naturally suitable

to be implemented in an RB system. Furthermore, the RB approach can offer

excellent capability for explaining the output reasoning and rationale that under-

pins the suggested solution, providing a convenient way for engineers to quickly

locate setting errors, identify the causes, and take corrective actions. The reason-

ing process, if implemented properly, can be largely automated with minimised

requirements for manual input. The separation of knowledge storage, reasoning

control processes and case-specific data provides flexibility for rules to be added,

deleted and edited without affecting the overall system. Such a feature that al-

lows flexible and straightforward rule management is important and beneficial,
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since it is likely that the knowledge of settings validation will need to be updated

as the network evolves in the future.

However, the main disadvantage of the RB approach is that it can only detect

problems defined in the rule base, which may not cover all possible scenarios. As

mentioned previously, new scenarios may also arise in the future as the network is

modified. If a problem instance is not defined, the system may simply fail [Lug09].

The RB approach is also at risk of not being able to identify any shortcomings

or errors in the setting policies, because the policies only specify requirements of

the settings without checking the performance of the protection system. There

may be scenarios during the actual operation that are not anticipated, e.g. a

specific network configuration that has not been considered in the setting policies,

the lack of consideration of effects of fault contributions from various connected

routes, etc. These issues mean that the RB approach on its own does not offer a

satisfactory solution for the settings validation task under all circumstances.

MB systems incorporate functional knowledge of physical systems and are

capable of reacting to a wide range of system conditions, which offers an attractive

capability for identifying problem instances (especially during operation) that

are not anticipated during the system design or implementation. Such positive

characteristics are very complementary to RB approaches and can address the

several aforementioned shortcomings of the RB approach.

The disadvantages of MB systems are the difficulties in including the setting

policies within the MB validation process. For example, it is required that the

setting of feeder differential protection should be the same at all ends of circuits

and the functions within the multi-functional IEDs should be configured (enabled

or disabled) as required. Such checks can be difficult to be achieved solely using

the MB approach, since the specific settings that are in violation of the policies

may still function correctly under a wide range of fault events. As discussed

previously, the checking against setting policies is more suitable to be addressed

using an RB approach, hence the complementarity of the two approaches.

Consequently, a hybrid RB and MB approach has been adopted, which is

shown to be capable of comprehensively performing the validation of protection
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settings. The RB approach executes the validation function through rules trans-

lated from setting polices. In cases where unanticipated scenarios are encountered

that are not fully defined in the rule base, the MB module is provided as a further

means of performance checking to highlight any potential problems. The analysis

of the simulation results can be automated with the aid of the RB approach to

minimise requirements for the manual input during the validation process.

3.6.2 Other AI Techniques for the Settings Validation

Task

Compared to the proposed hybrid RB and MB approach, other AI techniques, as

reported in this chapter, do not offer satisfactory solutions.

ANNs are mainly used for classification and forecasting applications, and GA

is most suitable for optimisation purposes. These techniques address problems

with different focuses and nature from the settings validation task, so they are not

suitable to the targeted application being investigated in this thesis. Furthermore,

machine learning techniques generally involve changes being made to a system’s

behaviour based upon previous experience. In order for such system to operate

as desired, a set of training data is needed, which is not readily available in the

case of settings validation. In practice, it is desirable that any system performing

the validation task should produce fixed outcomes when the same settings data

and network data are inserted, so as to avoid confusion and clearly indicate any

sources of problems or deficiencies. This can be difficult to achieve with machine

learning techniques and does not add values compared to the proposed approach.

The application of CBR for the settings validation task would also be difficult.

Although it is possible to define cases that specify the typical settings in the con-

text of certain network topologies, system conditions and protected equipment,

there are many more details that would need to be included in the case defini-

tion, e.g. the settings available in different relay types. Furthermore, significant

effort would be required to translate the requirements specified in the policies

to a range of cases, and such an approach does not offer any extra compelling
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benefits compared to the proposed hybrid RB and MB approach.

3.7 Summary

AI is a broad discipline with the objective of making machines behave with intel-

ligence in a similar fashion to human beings. Among the extensive applications of

AI techniques, this chapter has reviewed the techniques that are widely applied

in the areas most relevant to the research reported in this thesis. The reviewed

techniques include RB expert systems, MB systems (including MBR), CBR and

two machine learning techniques. Based on the outcome of the review, an RB

and MB hybrid approach has been proposed which is considered to be capable of

performing comprehensive validation of protection settings. The other AI tech-

niques, while potentially being applicable to elements of the task of protection

settings validation and performance checking, do not offer compelling benefits

compared with the proposed approach and may require significant extra efforts

for implementation and maintenance.
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Chapter 4

Facilitating Settings Data

Manipulation and Enabling

Efficient Engineering Processes

for Power Protection Systems

4.1 Introduction

To perform the validation of protection settings, one of the key steps is to in-

vestigate the methods for accessing and manipulating the settings data. Such

a task can be challenging because the existing settings data are typically stored

in vendor-specific proprietary formats, which require specific software tools to

access. Consequently, the existing IED configuration process (an important step

during the engineering of a protection, automation and control system for config-

uring IED functionalities, e.g. communication and protection functions) is also

complex, involving multiple proprietary tools.

This chapter investigates the aforementioned issues in detail. In [HBC+13],

the author proposed a solution that used the data model provided by the stan-

dard IEC 61850 [IEC10a] and its standardised System Configuration description

Language (SCL) to represent protection settings. In recent years, new IEDs that
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adopt the SCL format to store protection settings have been implemented [Sie13],

which forms an important step towards a vendor-independent solution. However,

there are still unresolved issues: 1) the automatic access and manipulation of

existing proprietary protection settings data remains difficult for intelligent ap-

plications, and 2) for network operators to migrate to the new approach that is

based on standardised settings, the transition process would be extremely chal-

lenging given the large amount of existing legacy data.

The key contribution of the work reported in this chapter is the design and de-

velopment of an open framework to address these remaining challenges in the most

effective way so as to enable efficient engineering processes and automatic anal-

ysis for protection systems. As an illustration of how such open framework can

be implemented in practice, a Protection Setting Conversion Tool (PSCT) that

allows automatic conversion between proprietary settings data and IEC 61850

SCL-based data has been developed and is presented. PSCT supports a number

of IEDs from different vendors [ABB12, Als11b, Als11a, GE 12a] and protec-

tion schemes including distance, overcurrent, and differential. A code generation

module has been developed allowing rapid prototyping of extended modules to

support data conversion for new IED types and other protection functions.

The adoption of the recommendations and the methodologies presented in

this chapter will facilitate the settings data manipulation for any future software

applications (e.g. the settings validation system as reported in this thesis - but

also other applications that require access to settings). Based on this common

representation method, a novel IED configuration process is proposed, which is

significantly streamlined compared with existing standardised approaches. It is

shown how PSCT can be used to support the integration of legacy proprietary

data to the proposed novel configuration approach.

There are a number of professional working group activities that are associated

with and can be facilitated by the work presented in this chapter:

• The IEEE Power System Relaying Committee Working Group H5 (PSRC

WG H5) published a report [IEE13] promoting SCL as a common format

for IED configuration. A new working group, H27 (Common Format for
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Relay Settings Data: COMSET), has also been started [IEE14].

• CIGRE Working Group B5.50 (WG B5.50) [G. 14] is working on a solution

for vendor-independent IED configuration, which is addressed in Section

4.5.

• CIGRE WG B5.27 published a report [CIG14] on “Implications and Benefits

of Standardised Protection and Control Schemes” where the standardised

format of protection setting files is recommended.

• CIGRE WG B5.31 proposed potential improvements for the management of

protection settings in [CIG13]. The main recommendations include: man-

agement of settings should take full advantage of IEC 61850; the engineering

process should become more closely integrated with the protection setting

process; improved software tools are needed to correctly, securely, and effi-

ciently exchange and manipulate protection settings; version management

of protection settings is essential; and protection settings should be capable

of being accessed by various stakeholder groups.

The research presented in this chapter addresses all of the aforementioned

working group activities. In particular it demonstrates steps and tools required

to meet all aforementioned WG B5.31’s recommendations for future protection

setting management.

This chapter is organised as follows. Section 4.2 further discusses the short-

comings of the existing proprietary formats for storing protection settings. In

Section 4.3, a review of the data model and the SCL format provided by IEC

61850 is presented. The methodology (as demonstrated through the implementa-

tion of PSCT) is presented in Section 4.4. The benefits and potential applications

of PSCT are discussed in Section 4.5. Such benefits are demonstrated in Section

4.6 through a case study in which the PSCT is used to convert IEDs’ proprietary

setting files to SCL-based files for multi-vendor protection function analysis.
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4.2 Existing Approaches for Protection

Settings and the Shortcomings

It is reasonable to assume that, in the modern power systems engineering envi-

ronment, system data should be readily accessed, exchanged, and manipulated

by software applications automatically. For example, in the mobile telephony

and internet industries, standards permit the exchange of texts, emails, images,

videos, voice and other data between devices running different operating systems

and produced by different manufactures, as well as being able to access data on

one device/server from others, but this level of standardisation and interoperabil-

ity is not yet apparent in the power industry. While standardised data models

and formats are increasingly being used for power system data representation,

storage, and exchange [IEC03, MAM+06], protection settings data are typically

stored in vendor-specific formats, such as an arbitrary “binary” representation,

Comma-Separated Value (CSV), and plain text. These formats are difficult to

access, interchange, and manipulate automatically. Further difficulties, as re-

ported in [A. 13a, A. 13b, AV07, IEE13, CBB+13, HBC+13, SMB+10], include:

the need for vendor-specific tools to access data; the use of different data models,

e.g. different representations of physical quantities and naming conventions; and

different data formats used to represent the data model. Such shortcomings asso-

ciated with the development of intelligent system for settings validation is further

discussed in Section 4.5. The large variety of proprietary formats also presents a

significant burden for engineers, who must maintain knowledge of all these for-

mats and the associated software tools, often in an environment of increasing

workloads and time pressures.

Furthermore, the existing IED configuration process (for configuring IED func-

tions such as protection and control) based on proprietary protection settings is

complex [IEC03], which involves using a vendor-independent system configura-

tion tool and various vendor-specific IED configuration tools [HBC+13]. Conse-

quently, multi-vendor protection, automation, and control systems are difficult
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to implement and are, therefore, largely unavailable to network operators. There

is a strong desire from users and stakeholders for a vendor-independent “top-

down” IED configuration solution [SMB+10, G. 14, Apo05, E3 10, Bur12, X. 14a,

ENT12].

4.3 IEC 61850 Data Model and the SCL

Format

4.3.1 IEC 61850 Data Model

IEC 61850 is an international standard for power system automation and com-

munications [IEC10a]. The implementation of this standard enables communi-

cations interoperability among IEDs from various vendors. A standardised data

model and SCL file format are defined to facilitate interoperability across different

vendors’ devices. Application functions are decomposed into functional entities

entitled logical nodes [IEC10c], e.g. PDIS for distance protection as shown in

Figure 4.1. Within each logical node, there are data objects, which are instances

of common data classes [IEC10b], to describe the functions they represent, e.g.

PoRch represents the polar reach (diameter of the Mho diagram) while DirMod

represents directional mode of the protection zone in a PDIS logical node. The

data objects contain a set of data attributes that formally specify their details,

e.g. the numerical value(s), the units, etc.

Currently, the use of data objects for protection settings within protection

logical nodes is not mandatory and is not widely adopted. Although there may

be concerns about the feasibility to represent protection settings using a common

data model given the various proprietary functions and features available, expe-

rience of the PSRC H5 and H27 working groups’ activities has revealed that the

majority of existing protection functions and features can be represented using a

standardised data model. The benefits of such an approach are demonstrated in

the case study presented in Section 4.6.

In this work, the distance protection logical node proposed by PSRC WG
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Figure 4.1: PDIS logical node in a tree representation

H5 [IEE13] and the other logical nodes defined in IEC 61850-7-4, have been

adopted for the implementation of PSCT. Should the IEC 61850 standard be

updated in the future with new or extended logical node definitions, a solution

has been provided by introducing a code generation module that can update

the PSCT to adapt to the new standard without a requirement for significant

changes. Further details are presented in Section 4.4.3. For protection settings

that are not currently defined in the standardised logical nodes, the information

may be lost without manual intervention. However, these settings are generally

associated with vendor-specific features which may not be available in other de-

vices. Presently, the majority of the settings can be retained and are sufficient

for the applications as presented in Section 4.6.

Due to the nature of protection settings, issues associated with proprietary

protection functions and features must be considered. It is proposed that the

standardised settings should act as a uniform interface between the internal im-

plementation of the IED and the external applications, i.e. the implementation of

the protection algorithms and logic can remain vendor-specific but standardised

data model and format can be adopted to facilitate the manipulation of settings
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data from external applications. The operation logic between logical nodes and

the mapping of logical nodes to physical IED inputs/outputs are not defined by

IEC 61850 and therefore must be specified using a vendor-specific tool. This topic

is addressed in [HVNS08].

4.3.2 The SCL Format

Presently, protection setting data are typically stored in the following formats:

arbitrary binary files, manually-created text files, files exported from binary files

into a text- or XML-based format, and databases. SCL is a standardised file for-

mat based on XML syntax and defined in IEC 61850-6 for information exchange

and description of substation functionality [IEC10a]. An IED Capability Descrip-

tion (ICD) file, written using the SCL, is used to indicate the logical nodes and

other parameters supported by an IED. The key advantages of using the SCL

format to represent protection settings, as opposed to using proprietary formats,

include:

• Compared with binary files, which can only be assessed using vendor-specific

software tools, the SCL format is fully documented and is openly accessible.

• An SCL-based file is formally structured and self-descriptive. Vendor-

specific files may use an arbitrary representation, which varies between

vendors.

• CSV is a text-based format which only directly supports flat tabular data.

The description of data must be encoded in the column title or provided

manually in additional written documentation. By contrast, the SCL for-

mat is semantically rich, i.e. it inherently and unambiguously defines phys-

ical quantities and units, and allows for a hierarchical data structure.

• XRIO [Omi11], based on XML syntax, is proposed for protection testing

purposes. However, the representation of parameters is proprietary. In con-

trast, the proposed SCL format adopts an existing standardised data model,

which directly provides the syntax for storing logical node parameters.
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• The SCL format is part of the IEC 61850-6 standard and it provides a

common format for representing a modern substation automation system

[IEC03]. Therefore, protection settings data can be stored alongside the

other system data presented in a SCL file, which facilities data integration.

• The SCL is formally defined by an XML schema [W3C14], which allows

the validation of SCL files to be conducted automatically [BCBB13]. The

generation and manipulation of an SCL file can be automatically performed

by model-centric software such as the Eclipse Modelling Framework (EMF)

[Ecl14b] (more details are described in Section 4.4).

4.4 IEC 61850 Protection Setting Conversion

Tool (PSCT)

This section describes the design of the PSCT, which facilitates interoperability by

converting from a range of proprietary formats for representing protection settings

to the SCL format. The implementation of this design represents the culmination

of research into how to provide protection settings data for applications such as

that developed system in this research for detecting errors in setting files, but the

tool is also generically applicable to any and all applications that require access

to settings.

4.4.1 Overview

PSCT is implemented using the Java programming language [Ora14]. As illus-

trated in Figure 4.2, PSCT consists of a data translation module and a code

generation module. The proprietary protection setting files are converted into

standardised SCL files by the data translation module. The code generation

module automatically generates codes allowing rapid prototyping the support for

new IED types and protection functions while requiring minimal manual input.
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Figure 4.2: Overview of PSCT and potential applications of the translated SCL-based
settings format

4.4.2 Data Translation

The data translation process shown in Figure 4.3 involves three main steps: data

importing, mapping, and exporting.

4.4.2.1 Protection Setting Data Importing

The data importing step is required to access the protection settings data from

the original data source for further manipulation and processing.

Binary setting files generally cannot be accessed directly without using vendor-

specific tools. However, these files can normally be exported by the vendor’s tool

as text, typically in CSV format, or as XML files. The data importer described

contains parsers that are capable of interpreting the files generated by a number

of vendors’ tools for IEDs [Als11b, Als11a, GE 12a, ABB12]; further details are

described in [HBC+13].

For settings stored in a database, parsing is not necessary because settings

can be retrieved directly in software with reference to the database schema. If

the settings data resides in a source that cannot be easily parsed, the importer

also supports manual input of the data, i.e. the tool provides an interface for the

user to manually enter data.

The output of the importing step is a Java object representation of the re-

quired protection functions, which includes setting values.

74



...
...

...

SC
L 

C
re

at
o

r

p
ro

_i
ed

: I
ED

S1
:

A
cc

es
sP

o
in

t

se
rv

er
: S

er
ve

r

 p
ro

te
ct

io
n

: 
LD

ev
ic

e

zo
n

e1
_P

h
:

LN

zo
n

e2
_P

h
:

LN

zo
n

e1
_G

n
d

:
LN ...

Ps
Im

p
R

ch
:

D
O

I

se
tM

ag
:S

D
I

va
l:

V
al

f:
D

A
I

...

0
..

*

0
..

*

1
..

*

1
..

*

0
..

1

0
..*

0
..

*

0
..

*

0
..

*

IE
D

A
cc

es
s

Po
in

t
Se

rv
er

LD
ev

ic
e

0
..

*

SD
I

LN

D
O

I

A
ny

LN

D
A

I
V

al
0

..
*

 J
av

a 
o

b
je

ct
 f

o
rm

 
o

f 
th

e
 IE

D

IE
C

 6
1

8
5

0-
6

 
X

M
L 

sc
h

e
m

a

Ja
va

 c
la

ss
 m

o
d

e
l o

f 
IE

C
 6

18
50

-6

IE
C

 6
18

50
 

Tr
an

sl
a

to
r

SC
L 

fi
le

Ex
p

o
rt

G
en

er
at

e
EM

F

In
st

an
ce

 o
f 

th
e 

SC
L 

m
o

d
el

P
ro

p
ri

et
ar

y 
se

tt
in

g 
fi

le

Im
p

o
rt

D
at

a 
Tr

an
sl

at
io

n
 P

ro
ce

ss

Im
p

o
rt

Ex
p

o
rt

P
ro

p
ri

et
ar

y 
to

 S
C

L 

SC
L 

to
 p

ro
p

ri
e

ta
ry

 

Figure 4.3: Translation process between proprietary setting formats and the SCL format
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Figure 4.4: Mapping example: positive and negative resistive reach

4.4.2.2 Mapping from the Proprietary Settings to Standardised

Data Objects

The mapping step is performed by the IEC 61850 Translator, shown in Figure

4.3, which contains the bi-directional mapping relations between the proprietary

settings data and the IEC 61850 data objects. Figure 4.4 shows an example

of mapping from the settings (represented using a proprietary format) within a

commercially-available IED [Als11b] to the IEC 61850 data model. PDIS is the

logical node defined in IEC 61850 to represent a distance protection zone. One

distance protection zone (e.g. Zone 1 ph) is modelled using one PDIS logical node.

The setting parameter R1 Ph. Res. (Zone 1 phase resistive reach) is mapped to

the PDIS’s data object PsRisRch (positive resistive reach). Some of the IED’s

specific features may not be configurable and/or visible to the user, and must be

obtained manually. For example, in the original IED there is no corresponding

settable parameter for NgRisRch (negative resistive reach), because the negative

resistive reach is fixed at 25% of the positive resistive reach. The information

therefore has to be derived from the vendor’s information relating to the IED.

The building of mapping relationships between IEC 61850 data and propri-

etary parameters is the only manual intervention required within PSCT and is

only needed once per IED type. All of the other implementation work is facili-

tated by a code generation module introduced in Section 4.4.3.
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4.4.2.3 Exporting Protection Setting Data as SCL Files

IEC 61850-6 provides an XML schema for its data model, which defines the struc-

ture, contents, and semantics of a correctly formatted XML document [W3C14,

IEC03]. As illustrated in Figure 4.3, the XML schema provided by IEC 61850-6 is

used by the open source EMF software [Ecl14b] to automatically generate a Java

class form of the schema. EMF is built on the Eclipse platform and is designed

to facilitate the development of software based on structured models. A similar

application of this tool is described in [BCBB13].

The exporting step is performed by the SCL Creator, as shown in Figure 4.3.

This uses both the class structure generated by the EMF and the mapping results

from the IEC 61850 Translator to create an instance of the model, i.e. it creates

the relevant logical node objects. EMF also supports the automatic conversion

between valid XML files and Java objects, and this feature is used by the SCL

Creator to automatically export the instance of the model (in Java object format)

as an SCL file (in XML format).

Validation of the generated SCL files can also be performed by importing each

file using EMF, which automatically checks the syntax against the XML schema.

The validator introduced in [BCBB13] performs further validation actions such

as verifying the use of unique names and valid types.

An SCL file can also be converted back to a proprietary data format, so that

the existing IEDs, which only support proprietary settings, can take advantage

of some of the benefits of storing settings data in a common, SCL-based format.

This is important for applications that require manipulating data from existing

IEDs, as demonstrated in Section 4.6.

The reverse conversion can be achieved by PSCT through the following steps:

1. An SCL file is automatically imported into the PSCT using EMF, to create

an instance of the SCL model.

2. The reverse mapping process is performed by the IEC 61850 Translator to

create a Java form of the IED with the setting values.
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3. The Java object can then be exported to any required vendor-specific for-

mat.

It is important to note that the reverse mapping process is only applicable

to IEDs with the same capabilities; for IEDs with different capabilities, some

information may be lost [MAE+04]. For example, if there are five instances of

PDIS available within the SCL file data but the targeted IED only supports four

distance protection zones, the information relating to one PDIS zone cannot be

implemented by the IED without manual intervention.

4.4.3 Code Generation

Manual implementation of the translation process would require significant pro-

gramming time and effort to cater for the large variety of existing IED types and

protection functions. In particular, the process of creating an instance of the SCL

model, which involves building the internal details of logical nodes and assign-

ing values to the relevant data attributes, can be extremely time-consuming if

performed manually. Therefore, an automatic code generation module has been

developed, which significantly reduces the time and effort required to implement

a translator for new IED types and protection functions.

The code generation process, illustrated in Figure 4.5, starts with a regroup-

ing of the original IED’s parameters to better match the IEC 61850 modelling

approach. This process is referred to as “IED setting organization”. The vendor-

specific settings for different IED types may be grouped and managed in different

ways and these conventions are often not well aligned to the IEC 61850 data

model. For example, the distance zone reach, status and time delay settings for a

given IED [Als11b] are allocated to different groups, while in IEC 61850 all such

settings need to be represented in one logical node. The IED setting organisation

step groups the original setting parameters into blocks that provide all the set-

tings required by the corresponding IEC 61850-7-4 logical node, i.e. each block

maps to a single logical node instance.

The result of the IED setting organisation exercise is used to initialise the
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Figure 4.5: The code generation and data translation process

IED Detail Java class, which contains detailed information about the IED, i.e.

the available functions and parameters. As shown in Figure 4.5, this information

is then used for generating the IED Object and Translator classes, which are used

in the data translation process to represent the IED in Java object form and to

perform conversion, respectively.

The mappings between the proprietary data and the IEC 61850 data are IED-

dependent, which means that any time the system is extended to incorporate

settings from a new type of IED, there is a one-off requirement to manually

develop the mapping relationships for that IED model. This is the only step that

requires manual input during the implementation of the translation process, and

the mapping development only needs to be performed once for each IED type.

The code generation module automatically handles the other time-consuming

and complex implementation steps, i.e. the majority of the coding work has been

automatically performed.

The DataTypeTemplate file, which is a placeholder for the DataTypeTemplate

section in the exported SCL file, is an XML file that contains the standardised

definitions of all data types that are required by the SCL files, e.g. the logical node

types, data object types, and data attribute types. This file does not need to be

manually customised for each IED. The information provided by the IED Detail

object and the DataTypeTemplate file is used to generate the SCL Creator class,
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which creates an instance of the SCL model.

The key benefits of the code generation process are: it allows rapid develop-

ment of a data translation process while requiring minimal manual effort; it hides

the complexity of building an SCL file from the user because the hierarchical

structure of the SCL model is automatically generated; and any future changes

to the standardised IEC 61850 data model are reflected in the DataTypeTem-

plate file and the XML schema, which are both automatically utilised by the

code generation module. This provides a convenient framework for updating the

PSCT system over time without requiring significant effort, which is particularly

useful when the existing standard is updated.

4.5 Applications

4.5.1 Facilitating Automatic Manipulation of Protection

Settings

As mentioned previously, settings stored in proprietary formats bring significant

challenges for software applications that require to access and manipulate the

data automatically. Taking the intelligent system for the validation of protection

settings being investigated in this thesis as an example, one of the elements used

for validating the settings adopts an RB approach (further discussions are pro-

vided in Chapter 5). As shown in Figure 4.6, while the majority of the knowledge

(stored in the setting policies) used to define the various rules remains generally

similar, specific sets of rules must be defined for certain IED types due to propri-

etary data models used. If the setting policies are changed, it is very laborious

to update the system.

Additionally, settings stored in proprietary binary files normally do not permit

the access from third-party automatic applications. Accordingly, vendor-specific

tools are required to export these settings to accessible file formats such as text,

CSV, etc. A specific data parser is required for each IED type to extract the

settings data. Each IED type also requires an specific element that contains the
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Figure 4.6: Translation of setting policies to individual IED type’s rules

detailed description of the settings and function in the IED and the associated

functionalities to manipulate these IED specific data. The difficulties in handling

the settings data in a generic way means that continuous development is required

to incorporate support for new IED types. This introduces a significant burden

on the development of the tool and difficulties in maintenance of the system. All

systems that may require access to and manipulation of protection settings data

would suffer such difficulties.

By storing protection setting data in a standardised format, rules can be de-

fined using a common, as opposed to proprietary, representation of protection

settings. While there may still be some IED-specific features need to be consid-

ered, the number of rules that must be included is significantly reduced. Updating

rules that are based on a common representation format is also much simpler,

i.e. there is no need to retrospectively update rules for each IED type separately,

since all IEDs utilise a single common format of input data that is independent

of particular IED type/vendor. Furthermore, the task of accessing and manipu-

lating the settings data is also significantly simplified as the data can be handled

in generic manner.

The use of SCL-based setting files can be extended to many other potential

applications of automatic protection system analysis and design, including: pro-

tection testing [AV07], event and disturbance analysis [A. 13b, A. 13a], protection

coordination [SL00], and protection diagnostics and simulation [DMM03]. Fur-

thermore, adaptive protection schemes would also be significantly more practical

to implement with standardised settings [CBB+13].
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4.5.2 Simplifying the Existing IED Configuration

Process

The existing IED configuration process, as defined in IEC 61850-6, is illustrated in

Figure 4.7 and involves the following steps (the numbers of the steps correspond

to the numbers denoted in the figure):

1. The ICD files are generated by IED configuration tools or are retrieved from

relevant databases.

2. The ICD files are imported to the vendor-independent system configura-

tion tool together with the System Specification Description (SSD) file to

carry out system level configuration, e.g. configuration of communication

functions required for protection and control purposes.

3. A System Configuration Description (SCD) file is generated and sent back to

the vendors’ IED configuration tools for further IED-specific configuration.

4. The process of specifying protection settings is manually executed in each

vendor-specific IED configuration tool and the data are saved in separate

binary files and are uploaded to the IEDs.

The main disadvantage of this existing process is that it involves many steps

and various software tools. Each vendor’s IED configuration tool can be sig-

nificantly different from the others, often requiring additional training for and

experience of protection engineers. This adds unnecessary complication to the

implementation of a coordinated protection, automation, or control scheme where

the details of each IED type must be considered [SMB+10, Bur12, X. 14b].

To address these shortcomings, a simplified IED configuration process based

on the common representation of protection settings with the aid of the proposed

data conversion platform PSCT has been proposed as illustrated in Figure 4.8,

which includes the following steps:

1. For legacy devices, the original setting files are translated into SCL files

through the parsing, mapping and exporting process described in the pre-
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Figure 4.7: Existing IED configuration process defined in IEC 61850-6 [IEC03]

vious section. For new IEDs which support the proposed processes, this

step is not needed.

2. The new ICD file is imported into the system configuration tool where the

engineers configure the protection settings, if needed, at a system planning

level, without considering details about which vendors’ products will be

used.

3. The SCD file is imported directly to each IED, and the IEDs retrieve the

protection setting information from the SCD file and apply the settings

automatically.

The developed approach utilises SCL-based files for the entire IED configura-

tion process. The whole configuration process including both system-level config-

uration and the selection of protection settings is performed by a single vendor-

independent system configuration tool. It is significantly streamlined compared

with existing processes and eliminates the reliance on proprietary software. The

task of configuring multi-vendor systems is thereby significantly simplified. Ex-

isting proprietary legacy data can be integrated to the process through the use
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Figure 4.8: Proposed IED configuration process
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of PSCT. Depending on the capability of the IEDs receiving the converted SCL-

based setting data, some information may be lost or further manual configuration

of the IEDs may be required (similar to the reverse mapping process described

in Section 5.2).

The presented process addresses CIGRE WG B5.31’s and WG B5.50’s recom-

mendations for taking full advantage of IEC 61850 for future protection setting

management and vendor-independent engineering processes, including the repre-

sentation of protection settings. Furthermore, the use of a common protection

settings format, which is semantically well-defined and can be readily serialised

to a text-based XML file, facilitates version management.

It is important to note that the proposed approach represents an ultimate goal

for addressing the difficulties associated with multi-vendor systems. In the pro-

posed process, IEDs are required to interpret protection settings from SCD files,

which is not available in most existing IEDs. Although this is feasible, it poten-

tially requires a firmware update to be issued by the IED vendors. Alternatively,

vendors’ IED configuration software could be updated to accept SCL-based set-

ting files with the methodology proposed in this paper. This still requires vendor-

specific software, but it avoids proprietary data formats, which would still be very

beneficial to users. In any case, the work presented in this thesis supports both

approaches and minimises the manual effort required.

4.6 Case Study: Multi-Vendor Overcurrent

Protection Analysis

In this section, a case study is presented to illustrate the difficulties faced by

software applications when attempting to automatically manipulate existing pro-

prietary setting data. It also demonstrates how a common representation of

protection settings can significantly simply the task. PSCT is used to convert

existing proprietary setting files into the SCL-based setting files, which are then

use for analysis of the protection function.
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No. Constraints

1 Time margin between IEDs and fuses: ≥ 0.15 s

2 Time margin between IEDs: ≥ 0.3 s

3 Current setting of IEDs:

≥ 105% Max load;

≥ 3× Largest downstream fuse rating.

4 IED 1, 2, 3: IEC Extremely Inverse;

IED 4, 5: IEC Standard Inverse.

Table 4.1: Overcurrent coordination constraints

4.6.1 Overview

For an overcurrent protection scheme, it is important to ensure that faults are

cleared within a minimum time, while maintaining coordination with neighbour-

ing protection devices. Presently, coordination requires systematic calculation of

devices’ operating times for faults at various locations to check whether the coor-

dination is achieved - although this process is often carried out in detail for a range

of system conditions and then a standard “template” or “look up table” is issued

for use by engineers based on the parameters of the system being protected. The

process can be difficult to perform automatically due to the proprietary setting

formats used. In this case study, the proprietary setting files are converted to

common SCL-based files using PSCT for automatic analysis and validation of the

overcurrent protection coordination. The distribution network used in this case

study is shown in Figure 4.9a. There are five IEDs from three different vendors

installed [ABB12, Als11b, GE 12a]. The scenario presented here is based on the

example documented in [Gri11]. The coordination constraints of the overcurrent

protection are summarised in Table 4.1.
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<Parameter Id="ID_35_04">
 <Name>I&gt;1 Current Set</Name>...

      <Value>1240</Value>…
<Parameter Id="ID_35_06">

 <Name>I&gt;1 TMS</Name>...
 <Value>1</Value>…

<Parameter Id="ID_35_02">
 <Name>I&gt;1 Function</Name>...

      <Value>ID_35_02_3</Value>...
<EnumList>

 <EnumValue EnumId="ID_35_02_3">
    IEC E Inverse
 </EnumValue>   ...

…
<DOI  name="StrVal"...>

 <SDI name="setMag"...>
 <DAI name="f"...>
      <Val>620</Val>...

<DOI name="TmMult"...>
 <SDI name="setMag"...>
 <DAI name="f"...>
      <Val>1</Val> …

<DOI name="TmACrv"...>
 <DAI  name="setCharact"...>

 <Val>12</Val> ...

IED 1 
IED 1 SCL file

XRIO file

Figure 4.10: Conversion of a XRIO file to an SCL-based setting file

4.6.2 Converting Proprietary Setting Files to SCL-Based

Files

As shown in Figure 4.9b, the setting data of the IEDs are stored in a number of

proprietary formats represented with CSV, plain text, and XRIO. These files were

imported into PSCT and converted to SCL-based files, which were successfully

validated using EMF and the validator described in [BCBB13]. Figure 4.9b shows

a segment of IED 5’s CSV-based setting file and the resultant SCL-based file after

automatic conversion. Another example is shown in Figure 4.10, which shows the

conversion of IED 1’s XRIO-based setting file.

It is clear that the proprietary files have different data formats and use vendor-

specific data models to represent protection settings. This means that the ma-

nipulation of these files has to be performed in an IED-specific manner, which is

clearly a challenge for the development and maintenance of intelligent applica-

tions. However, SCL-based settings files are readily accessible for manipulation

by generic vendor-independent software. The associated mapping details of a

selection of IED 1 and IED 5 settings to IEC 61850 data objects in the PTOC

logical node are documented in Table 4.2 and Table 4.3.
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Proprietary IEC 61850

Current setting Current Set 1240 mA StrVal 620 A

Curve type Function IEC E Inverse TmACrv 12

Time multiplier TMS 1 TmMult 1

Note:

1) Current Set is represented in secondary value;

2) TmACrv with a value of “12” stands for IEC Extremely Inverse.

Table 4.2: Mapping of IED 1’s settings to IEC 61850 data objects

Proprietary IEC 61850

Current setting Pickup 1.10 pu StrVal 3300 A

Curve type Curve IEC Curve A TmACrv 11

Time

multiplier

TD

Multiplier
0.35 TmMult 0.35

Note:

1) Pickup: Ibase = 3000A;

2) TmACrv with a value of “11” stands for IEC Standard Inverse.

Table 4.3: Mapping of IED 5’s settings to IEC 61850 data objects
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4.6.3 Manipulating the SCL-Based Files for

Coordination Validation and Optimisation

An example application, developed for demonstration purposes, imports the re-

sultant SCL files and subsequently deduces the overcurrent coordination charac-

teristics of the devices to which the data relates (this is plotted in the top-right

corner of Figure 4.9b). It is shown that the coordination requirements listed in

Table 4.1 have been fulfilled by the original settings. However, the operating time

for IEDs 1 and 2 for a fault at Bus C is 0.355 s, which can be reduced to approx-

imately 0.15 s through modification of settings. It is also desirable that all the

curves are shifted downward for reduced operating times overall, with associated

benefits to operating safety.

The settings are refined based on the common data model and the refined

settings are listed in Table 4.4. The coordination diagram using the refined

settings is shown in the bottom-right of Figure 4.9b which shows that coordination

is maintained while the overall operating times have been reduced. The key

advantage during the process is that the access to and the refinement of the

settings can be performed automatically in a generic way, which is not possible

to achieve with proprietary settings. Presently, the IEDs are not able to interpret

these SCL files directly. Therefore, to update the IEDs’ settings, the data in

the SCL files are converted back to the proprietary format and applied to the

corresponding IEDs manually. This step can be avoided if vendors provide new

IED firmware to accept the SCL-based settings directly (as proposed in Section

4.5). Alternatively, vendors’ configuration software could be updated to accept

the SCL-based setting files. This still requires vendor-specific software, but it

avoids proprietary data formats used in the exchange of information between

individual IEDs and external software applications, which is highly beneficial

from an interoperability perspective.

Developing applications that require manipulation of multiple vendors’ set-

tings files is clearly challenging. The case study shows that this problem can be

addressed using the common representation of protection settings proposed in
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Original Settings / Refined Settings

TmAcrv StrVal (A) TmMult

IED 1, 2 12 / 12 620 / 480 1 / 0.724

IED 3 12 / 12 1060 / 1050 0.85 / 0.653

IED 4 11 / 11 3000 / 3000 0.275 / 0.2

IED 5 11 / 11 3300 / 3300 0.35 / 0.275

Table 4.4: Original and refined IEC 61850-based settings

this research. This provides significant benefits: convenience for network opera-

tors and system integrators, and confidence in the validity of protection settings

due to the avoidance of manual input.

4.7 Conclusions

This chapter has demonstrated the use of the IEC 61850 data model and the SCL

format to represent protection settings. The PSCT software allows automatic bi-

directional conversion between proprietary settings data from various vendors

and the proposed common format. The code generation module within PSCT

provides a solution for rapid development which supports conversion modules for

new IEDs and protection functions.

The advantages of using a common representation for protection settings have

been demonstrated, and two potential applications and their associated benefits

have been discussed. It has been shown that the SCL-based protection settings

format is easier to interpret and manipulate using software (e.g. the settings

validation system being investigated), which significantly reduces the burden of

designing, implementing, and maintaining protection schemes. A novel IED con-

figuration process using the proposed approach has been developed, which is

streamlined compared to existing approaches. The PSCT software presented

in this chapter provides evidenced supports for network operators to adopt the

approach. Examples have been given which demonstrate manipulating existing

protection setting data from multiple vendors, and examples of translating ex-
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isting protection setting data to a common representation format have also been

presented.

The work presented in the chapter addresses many recommendations for fu-

ture protection setting management made by CIGRE WG B5.31. Specifically,

IEC 61850 has been extended to represent protection setting data; the newly-

developed IED configuration process has facilitated the integration of the pro-

tection setting process within the overall engineering process; the version man-

agement of protection settings becomes significantly easier when the data are

represented in a common SCL-based format; and the protection setting conver-

sion tool provides enhanced support for protection setting data access, exchange,

and manipulation by various stakeholder applications and groups. The work also

addresses IEEE PSRC WG H5, H27 and CIGRE WG B5.27’s recommendations

relating to the need for a common format for protection settings.
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Chapter 5

A Hybrid RB and MB Intelligent

System for the Validation of

Protection Settings

5.1 Introduction

In Chapter 3, a hybrid RB and MB approach has been proposed for the validation

of protection settings, and discussion relating to why such an approach is consid-

ered as the most effective and comprehensive solution for the settings validation

task has been presented. In this chapter, details of the proposed methodology

are presented and demonstrated through description of the design and operation

of the intelligent system, termed PPST.

The chapter begins with an introduction of the overall design of PPST, where

the functional allocation of the main components is introduced, along with a de-

scription of the process for validation of protection settings using PPST. The RB

and MB modules are the two main functional elements of the overall system that

perform the validation task, and the designs of these two modules are described

in detail in Section 5.3 and Section 5.4 respectively.
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5.2 The Overall Architecture of PPST

The overall architecture of PPST is illustrated in Figure 5.1. The system has been

implemented using the Java programming language [Ora14]. PPST contains the

following main elements:

• RB module: responsible for checking the settings against the rules trans-

lated from the setting policies. The module also performs automated anal-

ysis of the MB simulation results to minimise any manual input required

during the MB validation process.

• MB module: responsible for performing a further means of checking of the

settings using simulation-based validation, which is achieved through the

interaction with the commercially available DIgSILENT PowerFactory sim-

ulation engine [DIg11a]. The original functions available in PowerFactory

simulation engine are encapsulated into new functions that are specifically

designed for the settings validation task, through which the population of

network models, application of settings data to IED models, and creation

and simulation of pre-defined fault events can be performed automatically.

As noted previously, the simulation results from this module are analysed

by the RB module, thus allowing the entire MB validation process to be

automated.

• Data importer: the element imports network data and setting files, and

stores them in the internal database for the use by other elements during

the validation process.

• Database: an internal place holder for the settings data and network data.

• Graphical User Interface (GUI): this enables interaction between the users

and PPST. For example, the users can input case-specific data (e.g. the

protection scheme to be validated) and the system can display validation

results through the GUI module. The GUI is also equipped with a graphical

analysis tool that allows the viewing and graphical analysis of protection
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Figure 5.1: The overall architecture of the PPST

characteristics to facilitate the settings validation task. An example of the

use of the graphical tool for analysing distance protection zone characteris-

tics is presented in Chapter 6.

The validation of settings is performed on the basis of protection schemes,

each of which may involve multiple protective devices. For the protection of a

specific component in the network, there may be multiple protection schemes

available, e.g. for feeder protection, there are differential and distance protec-

tion schemes equipped. These schemes operate independently, so they are also

validated separately. Validation of the settings from a single protective device

can also be undertaken, but settings are not validated against the rules that may

require the access to the other protective devices’ settings in the same scheme

(e.g. for coordination checks). In such cases, the un-validated settings and rules

are highlighted.

5.2.1 The Process of Protection Settings Validation

Using PPST

The process for validation of protection settings using PPST is presented in the

flow chart in Figure 5.2, and can be summarised through description of the fol-

lowing main steps:
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1. The setting files and network data are imported to a database in PPST

through the data importer, and the case-specific information (e.g. the in-

tended protection scheme to be validated) is supplied by the users.

2. The settings data are inserted into the RB module for validation against

the rules translated from the setting policies.

3. If there are any errors identified in the RB module, the erroneous settings

will be highlighted, and suggestions for potential rectification of the errors

are provided, along with the details of the rules that the settings violate.

The generated suggestions are only for supporting decisions in settings im-

provement, based on which engineers may amend the setting(s) manually

and repeat the RB validation process. If there is no error detected, the

process will proceed to the MB stage.

4. Validation templates are retrieved by the MB module according to the case-

specific information, which are then used as the basis to populate appropri-

ate network models, apply settings to IED models, and perform simulation

under various credible system events. Validation templates are defined for

specific testing purposes, and contain information about the network models

to be used and the fault events to be applied. Further details are provided

in Section 5.4.

5. The MB results are analysed automatically using an RB approach when the

simulation is complete. Such a step is to automatically identify any unde-

sired protection operation under all of the events that have been simulated.

6. If any incorrect operation identified, it indicates that there are still remain-

ing problems that have not been identified by the RB module, either due

to deficiencies in the rule base or in the policies themselves. These prob-

lems could be setting errors, weaknesses in the protection system design,

or any hidden problems during operation that have not been anticipated

by the policies. In such cases, the setting policies are reviewed (manually)

with the aid of generated heuristic messages about the identified undesired
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Figure 5.2: The process of validation of protection settings using PPST

operation, so that any potential weaknesses can be corrected and the miss-

ing scenarios can be added to the policies. When the setting policies are

reviewed and improved, the rules for settings validation are updated for

future validation.

The presented flow chart represents a default process adopted for validation

of protection settings. In practice, there is no need to stop to amend settings

if any errors are identified in the RB module before proceeding to MB module.

Therefore, the whole process can be iterated automatically, allowing validation

for large number of setting files. If errors are identified in some setting files (may

be in both stages), the settings can be amended and the validation process can be
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repeated. Only settings that pass the validation in both modules are considered

as correct.

5.3 RB Module

5.3.1 Reasoning Strategy and Development Platform

The primary task for designing the RB module is to select an appropriate rea-

soning strategy (i.e. forward-chaining, backward-chaining, or a combination of

the two) [Lug09]. This directly determines the platform and the associated RB

inferences engine to be used for implementation and also the architecture of the

RB module.

For the validation of settings, forward-chaining strategy is adopted in this

work, because both settings and circuit data are known and the main objective

is to draw conclusions on whether the settings are correct based on the provided

data. This situation is naturally suited to the use of forward-chaining approach,

which is effectively data-driven. The forward-chaining strategy is also well suited

to the other main role that the RB module plays, i.e. facilitating automated

analysis of the results from the MB module, where conclusions relating to the

validity of protection operations are drawn based upon available simulation results

data. More details on the analysis of MB results are discussed in Section 5.4.

In this work, Drools [Red13] has been selected as the platform for imple-

menting the RB module, which provides a forward-chaining inference engine and

facilities for convenient rule development and management. There are a number

of benefits in using Drools as the development platform [HDB12]:

• Declarative programming and understandable rules: compared with pro-

cedural code, Drools rules are much easier for users to understand, which

helps to explain the process of how a decision has been made.

• High inference efficiency: compared to other inference algorithms, ReteOO,

the algorithm used by Drools, provides high efficiency in terms of matching

the rules with the object data (i.e. protection settings) [Red13].
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Figure 5.3: The typical structure of a Drools rule

• Ease for development and deployment: Drools can be easily integrated with

other software tools such as Eclipse [Ecl14a], which provides an excellent

user interface, making it much easier to edit and manage rules as well as

to get immediate feedback and validation. Furthermore, Drools is based

on Java, which has excellent general compatibility and interfaces, and can

be run in any operating system, which is beneficial for the deployment of

the system as it is not tied to a particular operating system or hardware

platform.

In Drools, rules are represented in the “when-then” style as shown in Figure

5.3, where the “when” part defines the conditions for the rule to fire and the

“then” part describes the actions to take or conclusions to draw when the condi-

tions are fulfilled. A list of attributes can be defined within each rule to control

the rule execution, e.g. determining the priority of the rules to fire. The rules

are simply text-based files, which is easily accessible and convenient for updates.

5.3.2 The Structure of the RB Module

The overall architecture of the RB module is illustrated in Figure 5.4, where it

can be seen that the rules are stored in the production memory while the input

data (i.e. facts to be reasoned about) are stored in the working memory. There

are mainly two types of rules that have been included in the rule base, i.e. the

rules for settings validation and for MB results analysis. These rules are stored

and managed separately in dedicated rule packages. When performing a certain

task, only the associated rules will be invoked without affecting the others.
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Figure 5.4: The structure of the RB module

The inference engine at the centre of the process depicted in the figure con-

trols the rule matching and execution process. The pattern matcher (within the

inference engine) matches the facts to the relevant rules according to the defined

conditions. When the conditions of a rule are fulfilled, the rule will become ac-

tivated. If multiple rules’ conditions are met simultaneously, all of the rules will

become activated and the agenda within the inference engine determines the se-

quence to fire the rules using a conflict resolution strategy, which can be defined

by assigning salience values to the rules in their attributes or using the default

last-in-first-out order [Red13].

The interaction of the production memory and working memory with the in-

ference engine is achieved through elements called knowledge sessions. As shown

in Figure 5.5, when performing a reasoning task, the rule selector retrieves rule

files based on the case-specific information. For example, to select correct rule

files for validating a specific protection scheme, the rule selector needs to consider

the protection function being validated (e.g. differential or distance), the network

topology (e.g. two-ended or three-ended), the IED type being used, etc. The re-

trieved rules are used for the creation of the knowledge sessions. The facts (data)

are then inserted to the knowledge sessions, which interacts with the inference

engine to fire the rules. Such an arrangement allows different tasks (e.g. settings

validation and analysis of MB results) to be performed in different knowledge ses-

sions independently and without affecting each other. The rules are text-based

files that are stored externally to the main programs and invoked during runtime

when needed, thus facilitating the rule maintaining and management.
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5.3.3 Knowledge for Protection Settings Validation

The knowledge used for validating protection settings, as shown in Figure 5.6, has

been derived mainly from network operators’ setting policies and experts’ under-

standing and experience, gathered through interviews and dialogues conducted

through the research project. Such a process can be facilitated by knowledge

engineering techniques and tools as discussed in [Rud10, SAA+00, SWH94].

Setting policies are a group of official documents that define the requirements

relating to how the protection systems should be configured, and specify the

criteria that the settings must conform to. The experts’ knowledge allows the

incorporation of plausibility checks, which may not be specifically defined in the

policies. For example, in a certain network, the residual compensation factor

(RCF) for distance earth fault protection elements tends to lie within a certain

range. If the RCF is set outside the range, although it may not constitute a

setting error, it is still worthwhile highlighting the situation to engineers in case

there are errors that have been introduced from other sources such as erroneous

circuit data. The knowledge gathered from the engineers need to be validated to

ensure that it accurately reflects experts’ understanding on the defined scenarios.

Furthermore, a process for validating the rules translated from the setting policies

and experts’ knowledge is also required to make sure the rules have correctly

represent the associated knowledge. These validation activities can be conducted

through review meetings with experts and undertaking tests of the defined rules
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under various scenarios to determine whether the rules conform to the associated

knowledge.

Both the setting policies and the engineers’ knowledge are generic, and further

information about the protective IED is required for the rules to be developed

fully. This is mainly because of two reasons: 1) the setting parameters are pro-

prietary and the rules have to be defined over the vendor-specific settings. Such

inconveniences can be addressed by the recommendations and methodologies pro-

posed in Chapter 4 for future intelligent applications; 2) the IED itself may have

specific functions and features, which need to be considered in an IED-specific

manner, e.g. an IED may possess a feature that is not available in IEDs from the

majority of other vendors. As shown in Figure 5.6, the IED-specific information

and requirements are incorporated in the process of translation from knowledge to

rules. For each IED type and each network topology, a specific group of rules are

translated based on the vendor-specific settings, which can be further grouped

into four categories: application, function, calculation, and coordination. The

rest of the section will discuss the function of each group of rules and how they

are translated from the generic knowledge. Examples of rules are provided to

explain how the knowledge translation and rule development is achieved.

5.3.3.1 Application Validation Rules

The application validation rules check whether the required IEDs (i.e. with spe-

cific vendor, type, product model, firmware version, etc.) have been used for the

targeted application. In practice, each protection scheme is supplied with a list

of IEDs, which have been registered and comprehensively tested, and only these

IEDs are allowed to be used for the specific protection task.

Although mistakes in using a wrong IED for a specific application is a highly

unlikely event, failure in performing such a verification step may result in major

violation of safety requirements (i.e. a situation where an IED is used that has not

been comprehensively tested or approved for the specific application). Modern

IEDs normally have multiple protection functions, and each IED may come with

several product models and firmware versions, which can be very similar to each
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Figure 5.6: Knowledge translation and management
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Figure 5.7: Rule for checking the application of the IED

other. These issues can contribute to a higher risk that an incorrect IED is used,

especially for less experienced engineers who may not be very familiar with the

devices and for network operators using new protection devices that are not very

familiar to the engineers.

The current version of the prototype developed as a result of this work (as

further reported in Chapter 6) enables rules to check the IED type, and further

checks of the detailed product models and firmware versions can be included by

introduction of additional rules in future versions of the system. Figure 5.7 shows

an example rule that checks whether a specific IED [Als11b] has been used in the

required protection scheme, i.e. the feeder distance protection in this case. The

corresponding source code is shown in Figure 5.8. The rule initially searches for

IEDs with type Alstom P443, and if an IED is found and it is not used for the

feeder distance protection, it means that the IED has been used in an incorrect

application. In this example, it is assumed that the IED Alstom P443 can only

be used for feeder distance protection. The details on the error are prepared

as messages in the “then” part of the rule, which are then included in the final

results.

5.3.3.2 Function Validation Rules

The function validation rules are provided to interrogate the settings at the func-

tional level, i.e. the rules check whether the functions have been configured (e.g.

enabled/disabled) appropriately as required. Each IED may have multiple protec-

tion functions, but normally only a subset of the functions should be enabled for
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Figure 5.8: The source code for checking the application of an IED type

Figure 5.9: An example rule for checking the power swing blocking function configura-
tion

a specific application. The setting policies specify the details of how the functions

should be configured for each registered IED with reference to each protection

scheme, which are translated as function validation rules. An example rule is

shown in Figure 5.9 to check if the power swing blocking function in the IED is

disabled for the feeder distance protection function as required.

Another important aspect during the function validation is the check of fixed

settings. For each specific application, the network operators not only specify

the standard configuration of functions, but also define a list of settings that

should not be changed during the setting process unless under some exceptional
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circumstances. These fixed settings are defined so that standardised solutions can

be applied across the network and the values of such settings are normally not

dependent on specific cases. For example, the time delay for feeder differential

protection is fixed as 0 s, and this should not be changed regardless of the network

topology or operating conditions. The function validation rules therefore identify

the cases where the fixed settings have been inadvertently changed.

5.3.3.3 Calculation Validation Rules

The calculation validation rules are responsible for checking the settings that are

configured using numeric values, such as the distance protection zone reaches and

differential protection initial pick-up current setting. The translation of this type

of rules involves the calculation of the optimal setting value and comparing it

to the configured value. Due to the potential different calculation approaches

used (e.g. different number of digits applied), it is not feasible for the configured

settings to match perfectly to the optimal values as defined in the rules. To cater

for such cases, certain tolerances have been applied. For example, for feeder

distance protection, the setting policies require that the zone 3 resistive reach

should be set as follows:

“Zone 3 resistive reach should provide maximum resistive fault coverage while

avoiding load encroachment. This is achieved by selecting a resistive reach value

so that 20% margin to the maximum load is provided at 30°”.

Such a criterion in the setting policies can be illustrated in Figure 5.10, where

Rch max is the optimal resistive reach, which can be adopted by the calculations

described in Appendix B.3.4. The rules for checking such a requirement is pro-

vided in Table 5.1, where R3 is the actual zone 3 resistive reach. In this case,

a 5% tolerance is applied but only in one direction, i.e. if the configured value

is smaller, but within 5% of the optimal value, it is still considered to be cor-

rect. However, the same tolerance is not applied when the setting is greater than

the optimal value, since it potentially increases the risk of mal-operation rather

than compromising the performance, i.e. for the zone 3 resistive reach setting,

the stability of the protection function is more concerned than the sensitivity in
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Figure 5.10: Setting of resistive reach to avoid load encroachment

this context. There are also a range of values that are defined and considered

as warnings if they do not significantly deviate from the optimal values and do

not lead to a higher risk of failure in operation. In this case, the range between

90% and 95% is considered as a warning level. Any values set below 90% of

the optimal value are considered as errors, which must be reported and possibly

addressed. The tolerance to be applied depends on the specific settings, and such

information is not formally defined in the setting policies, but derived from ex-

perts’ experience. A setting parameter may be subject to a number of criteria

defined in the policies. It will only be designated to be correct if it complies with

all requirements.

5.3.3.4 Coordination Validation Rules

The coordination validation rules contain the knowledge that defines the require-

ments on how the parameters should be set to properly coordinate with other

protective devices within the same scheme. When performing the validation

against these rules, the settings from other IEDs are required. For example, for a

blocked distance protection scheme, it is required that the reverse blocking zone

reach (Zone4) should be set as follows:
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When Then

1 R3 ≤ 95%×Rch max;

R3 > 90%×Rch max

Warning: R3 can be optimised by setting

its value to Rch max.

2 R3 > Rch max Error: R3 is set beyond the maximum limit,

which may cause load encroachment. It

should be set as Rch max.

3 R3 < 90%×Rch max Error: R3 is set too small, failing in provid-

ing the maximum fault coverage. It should

be set as Rch max.

Table 5.1: Validation rules for zone 3 resistive reach

When Then

1 Z4 < Zone4 Error: Z4 is set too small, failing in

providing coverage of remote end Zone

2 reach. It should be set as Zone4.

2 Z4 > 105%× Zone4 Error: Z4 is set too large. It should be

set as Zone4.

Table 5.2: Rules for validating zone 4 reach using remote end zone 2 reach

Zone4 =
1.2× Zone2(Rmt)− Z1

0.8
(5.1)

where Zone2(Rmt) is the remote end zone 2 reach setting and Z1 is the positive

sequence impedance of the protected feeder.

The rules for checking such a criterion is shown in Table 5.2, where a 5%

tolerance is applied and Z4 is the configured value of the zone 4 reach.

5.3.4 Reasoning Process

The process of validating protection settings within the RB module is shown in

Figure 5.11, and involves the following main steps:

1. Identification of the IED-specific information (e.g. IED type) from the
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Figure 5.11: The process of RB validation of protection settings
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imported setting files.

2. The IED’s information, network data, and the case-specific information are

utilised by the rule selector for retrieving appropriate rules for the validation

task.

3. A knowledge session is created using the retrieved rules and the settings

data is inserted to the knowledge session for validation.

4. The protection settings are evaluated by the rules in terms of the valid-

ity of application to appropriate protection schemes, the configuration of

functions, calculations, and coordination with other protective devices.

5. The validation results are presented to the user.

6. If there are any errors or warnings identified, the users may amend the

settings based on the suggestions provided and repeat the validation exercise

with the amended settings. When there are no errors detected by the RB

module, the settings are forwarded to the MB module for a simulation-based

validation of protection performance.

5.4 MB Module

In the MB module, the principle of MBR is adopted for the validation of protec-

tion settings. A typical MBR approach, as introduced in Chapter 3, is to compare

the behaviours of physical devices with simulated predictions using models, and

determine any physical components’ failure or degradation through detected dis-

crepancies between observations and predictions.

In the case of protection settings validation, as shown in Figure 5.12, protec-

tion settings are applied to the IED models that are interfaced with the appro-

priate power network models, and a series of faults are simulated under a wide

range of scenarios. The simulated results are referred to as observations, which are

compared to expected protection behaviours (referred as expectations). Any dis-

crepancies between the observations and the expectations indicate the existence
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Figure 5.12: MB validation of protection settings

of problems in settings or in the design of the protection system, which is clearly

important and advantageous to know in advance of actual commissioning and

deployment of the protection scheme. The automatic detection of discrepancies

is performed by the RB module, where the information regarding the incorrect

operating elements and the nature of the detected problems is also provided.

In this section, the design of an MB module that performs the aforementioned

validation task is presented in detail. Specifically, the MB module automatically

populates equivalent network models, configures IED models using the settings to

be validated, creates a set of credible system events that cover a very wide range

of operational scenarios that could be encountered, and simulates the protection

IEDs’ behaviour in response to these events. The automated process is achieved

by an interface layer within the MB module that allows interaction with a com-

mercially available PowerFactory simulation engine to leverage its internal data

and functions to be used for the tasks of protection settings and performance

validation. As noted previously, the simulation results are inserted into the RB

module and analysed automatically, thus allowing the entire MB validation pro-

cess to be automated, which can not be achieved in any existing commercial

systems for the settings validation task.
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Figure 5.13: Schematic of the MB module architecture

5.4.1 The Structure of the MB Module

The overall architecture of the MB module is shown in Figure 5.13. The module

contains the following main components: validation template generator, network

model generator, IED model initiator, event generator, and interface layer.

The inputs to the MB module are the network data (imported automatically

by the data importer from a number of CSV-based network data files), the protec-

tion settings data (imported and interpreted by parsers in the data importer), and

case-specific information (e.g. the protection scheme being validated supplied by

the user). The outputs are the simulation results (observations) that are inserted

to the RB module for automated analysis, where a summary of assessment of all

simulated operations is provided. The simulation results can also be reviewed if

needed to facilitate the interpretation of the automated analysis results from the

RB module.

The process of using the MB module for the settings validation is illustrated

in Figure 5.14. The functional allocation of the main components and the key

steps during the validation process can be summarised as follows:

1. The validation template generator selects a validation schedule (a pre-
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defined schedule for testing a specific protection scheme - further details

are provided in Section 5.4.2) based on the supplied case-specific informa-

tion. Within each validation schedule, there may be a number of validation

templates defined for testing various aspects of the protection scheme, e.g.

sensitivity and stability of feeder differential protection scheme.

2. From the available validation templates of a validation schedule, one vali-

dation template is retrieved, which specifies the network models to be used

and the system events to be simulated.

3. The retrieved validation template is used by the network model generator

to populate network models for simulation.

4. The IED models are installed in the created network model by the IED

model initiator, and configured using the settings to be validated.

5. A set of system events are automatically generated by the event generator

based on the information presented in the validation template.

6. The system events are simulated and the results are stored.

7. Start with another validation template until all the templates have been

simulated.

8. The observations from the simulation are inserted to the RB module for

automated analysis.

5.4.2 Validation Template Generator

The MB validation process is performed according to pre-defined validation sched-

ules, and each validation schedule contains a number of validation templates for

testing a specific protection scheme. The validation template generator is respon-

sible for selecting an appropriate validation schedule for the protection scheme

being validated and retrieving the associated validation templates for simulation.

For example, FM DIFF (i.e. first main differential protection) is a validation

schedule defined for the feeder differential protection scheme. In FM DIFF, there
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are two default validation templates for testing the stability and sensitivity of

the scheme, which are described in Table 5.3. DIFF STAB is provided to test

whether the settings can provide sufficient stability under maximum external

fault conditions (with fault curents up to the switchgear rating). A network

model, termed “simplified” is used, which is a type of equivalent model that only

contains the protected equipment and its connected nodes. More discussions on

the equivalent model types defined in this work are provided in Section 5.4.3. The

maximum fault infeeds are supplied from the connected nodes and bolted Ph-E

and Ph-Ph-Ph faults are applied on both nodes to test whether the IEDs would

remain stable. The template DIFF SENS aims at testing whether the settings

are sensitive enough for detecting minimum fault conditions, which are defined

by the scenarios where only single-end infeed is available and Ph-E and Ph-Ph-

Ph faults with 100 Ω resistance occur at the remote end of the feeder. In this

template, two simplified models are populated with single-end infeed from either

end, and faults are applied at the end of the feeder (i.e. the opposite to the end

with fault infeed) to test whether the IEDs would operate to isolate these faults.

In Chapter 6, an example is provided to demonstrate this process in action.

The two validation templates (DIFF STAB and DIFF SENS) within the vali-

dation schedule FM DIFF are default validation arrangements and represent two

“worst-case” scenarios in terms of testing the performance of a protection sys-

tem at its limits, i.e. maximum fault-infeed external faults and minimum-infeed

highly-resistive internal faults (the maximum and minimum fault infeeds and line

data are derived from circuit data supplied by National Grid). Additional tem-

plates can be manually defined, which may use more detailed network models

for testing internal and external faults with various impedances. Further work

could investigate future performance - e.g. under progressively weaker infeeds,

with converter-interfaced sources (which may delay supply of fault current from

one end) - using different validation templates.
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Name Network model Fault event

DIFF STAB Simplified model: maximum

fault infeed (switchgear rating)

Ph-E and Ph-Ph-Ph faults at con-

nected nodes, 0 Ω

DIFF SENS Simplified model: single-end

minimum fault infeed

Ph-E and Ph-Ph-Ph faults at re-

mote end of the feeder, 100 Ω

Table 5.3: Validation templates for feeder differential protection

5.4.3 Network Model Generator

The network model generator is responsible for populating appropriate network

models as specified in the validation templates for the MB simulation. In this

work, three default model types are defined for validating various feeder protec-

tion schemes, i.e. simplified, standard and advanced network model. As shown

in Figure 5.15, these equivalent network models include different levels of details

of the network, which can be used to suit the need for testing different pro-

tection schemes. The equivalent infeed source impedance for each model type

can be further configured for different validation purposes. For example, in the

feeder differential protection as discussed in the previous section, the simplified

model type is used to test and validate both stability and sensitivity, with the

source impedance configured to simulate maximum and minimum fault infeed

conditions.

5.4.3.1 Default Equivalent Network Models

The simplified network model, as shown in Figure 5.15a, contains only the pro-

tected equipment and the nodes it is connected to. For three-ended networks,

three nodes are included in the model. Although the model is very basic, it is

sufficient to be used for certain validation functions such as the validation tem-

plates for feeder differential protection as discussed previously. In the developed

system, it is also used for simulating the protection operation of feeder overcur-

rent protection and earth fault protection, where the operating time for faults at

the local and remote ends are the main concerns.
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(a) Simplified equivalent network model

(b) Standard equivalent network model

(c) Advanced equivalent network model

Figure 5.15: Network models used for MB validation of protection settings

The standard model, as shown in Figure 5.15b, includes the protected equip-

ment and the adjacent circuits that are connected the nodes of the protected

equipment. There is also a transformer model installed at each end of the feeder

to represent the parallel-connected transformers at the two ends. In the devel-

oped system, this model has been used for the validation of distance protection

schemes, where faults can be applied in the forward and reverse directions from

the perspective of the relay’s measurement point for testing various zone reaches.

In practice, it is possible that the zone 3 reaches of distance protection may reach

beyond any immediately-adjacent feeders in the forward direction. It is normally

still acceptable to use the standard model for validation of zone 3 reaches, as

the main concern with zone 3 reaches is ensuring that they do not encroach onto

the lower voltage network (i.e. reach “through” a transformer) and that they

cover at least all adjacent circuits connected to the remote end. This check can

be achieved using this standard model. If more detailed investigations of zone 3

reaches are required, the advanced model, as described below, can be used.

The advanced model is shown in Figure 5.15c and is provided for the validation
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Template Fault Type Fault location

Dist Pro 1ph Ph-E 1%, protected feeder

Dist F1 1ph Ph-E 1%, F1 branches

Table 5.4: Example templates and associated fault events for MB validation of feeder
distance protection

of distance protection when a more detailed investigation (particularly zone 3

reaches) is required. The main difference of the advanced model from the standard

model is that equipment within three levels of depth (i.e. including primary,

secondary and tertiary branches) in the both forward and reverse direction are

included in this type of model.

Appendix A presents details relating to how these models are using the pro-

vided circuit data.

5.4.4 Event Generator

The event generator creates system events (e.g. faults) based on the validation

templates and the associated network models used. The generated fault events

contain the information about the faulted equipment, fault location, fault types,

and fault impedance. Table 5.4 shows two of validation templates defined for

feeder distance protection scheme and their fault events created. In Dist Pro 1ph,

standard network model is used, and Ph-E faults with zero impedance at all

locations along the main protected feeder (at steps of 1% along the entire feeder)

are applied, while in Dist F1 1ph, the standard network model is used, but faults

are applied on all of the adjacent feeders connected to the remote end of the main

protected feeder (referred as F1 branches). The use of the event generator allows

the creation of a large number of faults events automatically.
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5.4.5 Interface with DIgSILENT PowerFactory

Simulation Engine

The validation template generator, network model generator, IED model initia-

tor and event generator prepare all information required for simulation. The

actual simulation process is performed with the aid of an external simulation

engine using an interface layer to leverage the engine’s internal data and func-

tions to perform the defined simulation processes as a batch process. In the de-

veloped system, the commercially-available PowerFactory simulation engine has

been adopted, because:

• It includes comprehensive validated IED models for most of the existing

commercially-available protective devices and the library of devices is peri-

odically upgraded.

• It provides the interface that allows the manipulation of its simulation func-

tions and data by external applications. This is achieved through the pro-

vided application program interface (API) (discussed in more detail later).

Similar approaches that use existing models and simulation engines from

external applications are reported in [MBL+98, DMM03].

• Practically, PowerFactory is widely used by GB transmission network op-

erators to model their networks. The use of PowerFactory aligns well with

the available network data.

In practice, the use of the PowerFactory simulation engine is not a unique or

mandatory option. Any system that offers appropriate MB simulation engine and

models, and provides access to their functions for external applications can be

considered as candidates for this purpose. The methodology and design approach

presented in this thesis could be implemented using a different set of simulation

engines and input data sources, with appropriate interfaces.

The PowerFactory API provides a library of functions that allows access to

internal data and functions from external applications. This is implemented as a
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PF simulation engine

API Interface

Node 1
Relay 1

Feeder 1
Fault events

...

PF API

 
Create_Bus()
Setup_Relay()
Creat_Feeder()
Apply_Fault()

...

Encapsulated 
functions

Within MB 
module

Figure 5.16: The interface between MB module and PowerFactory simulation engine

list of Dynamic Link Libraries (DLL) files [DIg11b]. The internal PowerFactory

functions are basic and generic, e.g. there is no readily-available function for

creating and configuring a relay model. The role of the interface layer is to en-

capsulate these basic and generic functions and packages them into new functions

that are tailored for the settings validation task, and use the tailored functions

to perform and properly-configured credible simulations for the purposes of pro-

tection settings validation based on the information supplied by other elements

within the MB module (e.g. the network generator and validation template gen-

erator). Figure 5.16 shows a number of example functions that illustrate how the

interface layer interacts with the PowerFactory simulation engine for tasks such

as constructing network model, configuring IED models and applying faults.

A practical issue associated with interfacing MB module with the PowerFac-

tory API is the different programming languages used to implement the different

modules (MB module in Java and PowerFactory API in C++). This issue can

be addressed using tools such as SWIG [SWI15] which allows connections to be

made between software applications or modules created using C++ and other

modules implemented using a range of other high-level programming languages.

5.4.6 RB Interpretation of MB Results

The results data from the MB simulation has the potential to be overwhelming

if manually interpreted. This is due to the large number of protective devices
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AlstomP443

 observation

zone1_ph_trip

...

zone2_ph_trip

zone3_ph_trip

zone1_ph_time

zone2_ph_time

zone3_ph_time

Validation template

Fault event

Simulation result
Type, impedance, location. 

E.g. Dist_Pro_3ph

Figure 5.17: An example observation from MB simulation

available in the network, each of which may need to be simulated using various

validation templates and associated defined events. Therefore, the RB module is

used for the automatic analysis of the simulation results so that any undesired

operations can be detected and reported without the need for manual input,

and any erroneous behaviour can be filtered from the other large volumes of

information and brought to the attention of the user.

To develop rules for detection of incorrect operations during simulation, the

expected IEDs’ behaviours (i.e. expectations) under certain validation templates

and fault events need to be defined. In the rules’ conditions, inverse logic is ap-

plied, i.e. the conditions specify the undesired operation of an protection element

under certain simulated event within a certain validation template, if the con-

ditions are fulfilled, which would fire the associated rules, it is considered that

incorrect operations have been detected.

Figure 5.17 shows an example of how an observation from the simulated event

is defined, where it can be seen that the observation contains information relating

to simulation results for each protective element in the protection IED (e.g. the

tripping status of a distance protection zone) and the validation template and

fault event under which the protection operations are observed.
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IED 1

Dist_Pro_3Ph:

Zone 1 ph: tripped, 1-80%

Zone 1 ph: not t ripped, 85-100%

Zone 2 ph: tripped, 1-100%

Dist_R1_3Ph:

Zone 1 ph: not t rip, 1-100%

Zone 2 ph: not trip, 1-100%

Dist_F1_3Ph:

Zone 1 ph: not t ripped, 1-100%

Zone 2 ph: tripped, 1-50%

Zone 2 ph: not t ripped, 80-100%

0% 100%
0% 100%

0%100%

F1 branches

R1 branch

Protected feeder

Figure 5.18: Example expectations of a distance protection scheme in a circuit diagram
view

Figure 5.18 shows a number of examples of expected behaviours of the phase

distance zones Zone 1 Ph and Zone 2 Ph in IED 1 with respect to various val-

idation templates and fault events. For testing the distance protection scheme,

all validation templates have used the same network model (as shown in Figure

5.18). Dist Pro 3ph, Dist F1 3ph and Dist R1 3ph are validation templates for

testing IED 1’s operation when Ph-Ph-Ph faults are applied in the protected

feeder, forward remote connected branches (i.e. F1 branches as shown in Figure

5.18) and reverse branches (i.e. R1 branches as shown in Figure 5.18) respectively.

Full descriptions of these validation templates for the feeder distance protection

scheme are provided in Chapter 6, where a case study that uses such validation

templates for MB validation is also provided.

Taking the template Dist Pro 3ph as an example, Ph-Ph-Ph faults with zero

impedance are applied across the protected feeder, where it is expected that

Zone 1 Ph should trip for faults that are situated at locations that are less than

80% of the line length away from IED 1, while it should remain stable for faults

beyond 85% of the line. Here a tolerance of 5% is applied where operation or

non-operation in the reach points between 80-85% are both considered to be

acceptable. For the same template, Zone 2 Ph should trip for all fault applied in

the protected feeder. Table 5.5 lists the rules for detection of undesired operations

against exceptions in the template Dist Pro 3ph for Zone 1 Ph. In this case,

since all faults applied in Dist Pro 3ph are Ph-Ph-Ph faults with zero impedance,
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When Then

1 Template used is Dist Pro 3ph;

fault location < 80%;

zone1 Ph trip is false

Error: Zone 1 Ph has not pro-

vided a sufficient reach.

2 Template used is Dist Pro 3ph;

fault location > 85%;

zone1 Ph trip is true

Error: Zone 1 Ph has over

reached for faults beyond 85% of

the protected line.

Table 5.5: Example rules for identifying incorrect operations of Zone 1 ph

such information is not included in the conditions of the rules. The execution

(“then”) part of the rule lists the messages generated when incorrect operations

are detected.

5.5 Conclusions

This chapter has presented the hybrid RB and MB approach for validation of

protection settings and subsequent protection scheme performance through the

description of the design and operation of the intelligent system PPST. The RB

module checks the settings against the rules translated from setting policies, while

the MB module is provided for a further means of validation of protection per-

formance during operation by simulating the behaviours of protection schemes

under various system events. The provision of the MB module also allows the

potential weaknesses of the setting policies to be detected, so that improvement

on the policies can be conducted when such scenarios are identified.

The entire validation process (using both RB and MB modules) is automated

with minimum manual input. Specifically, the MB module automatically pop-

ulates network models, configures IED models, creates and simulates system

events, and analyses simulation results, which cannot be achieved in any existing

MB systems for the validation of settings. The automated simulation process is

achieved by the provision of an interface layer that allows interaction with the

PowerFactory simulation engine. The analysis of simulation results is automated
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by the application of pre-defined rules to interrogate whether the simulated obser-

vations are consistent with the defined expectations. The high level of automation

during the validation process allows a large number of setting files to be validated

with minimal manual input, which is particularly beneficial given the significant

number of protective devices and their associated setting parameters available in

the system.
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Chapter 6

Case Studies

6.1 Introduction

As a demonstration of the methodology and design approaches presented in Chap-

ter 5 for the validation of protection settings, a prototype intelligent system PPST

has been implemented. In this chapter, case studies relating to the application

of PPST for validating settings from feeder differential and distance protection

are presented. These two protection functions have been selected for demonstra-

tion because they are invariably used as the two main protection schemes for

feeder protection in the GB transmission network, and the validation of these

functions represents a major part of the task for validating the settings in the

entire network.

Section 6.2 provides an overview of the developed PPST prototype. In Section

6.3, a case study concerned with the validation of feeder differential protection is

provided, where manual errors have been introduced when entering the settings

data to the IEDs, and such errors are successfully detected by the RB module,

which allows the settings to be amended. The updated settings are re-validated

by the RB module with no error detected, and the results are verified in the

subsequent performance which is analysed by the simulation-based validation

process in the MB module. In Section 6.4, the use of PPST for validating feeder

distance protection scheme is demonstrated, where settings based on obsolete
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setting policies are detected and considered erroneous by the RB module that is

equipped with rules translated from the most-updated policies. In the subsequent

MB stage, an additional error (reflective of an actual historical incident) that is

overlooked by the RB module is detected in the performance analysis through

simulation. Further investigations of protection performance using the MB mod-

ule have been conducted, where additional problems that not detected by the RB

module are identified.

6.2 The PPST Prototype

The current version of PPST has the following main components and features:

• A data importer that is capable of automatically importing all of the net-

work data that is relevant to protection functions (including data from

feeders, transformers, and fault levels at each busbar) from CSV-based files

and storing it in the internal relational database.

• A number of parsers that allow the interpretation of settings data from

files in the formats of XRIO and CSV. The supported IED types include

[Sie11b, Sie00, Als11b, Als11a, ABB12, ABB14, GE 12a, GE 12b].

• A user-friendly GUI element that facilitates interaction between users and

the system. A graphical analysis tool is also provided for assisting the

settings validation task and to present various means of graphical analysis

of protection characteristics.

• An RB module that is capable of performing the validation of all feeder

protection schemes (i.e. differential, distance, phase overcurrent and earth

fault protection) using rules translated from a GB transmission network

operator’s setting policies. The RB module also contains rules for automatic

analysis of the MB simulation results to identify incorrect operations. The

current version of the tool allows the identification of the exact incorrect

operation units in the IEDs (e.g. a distance protection zone).
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Figure 6.1: The main GUI of PPST with differential protection settings data imported

• An MB module that is capable of automatically performing validation of

all feeder protection schemes. The current version considers feeders and

transformers in the equivalent network model, and the system events used

for testing are faults with various types, impedance and locations.

Figure 6.1 shows the main user interface of PPST, where a project has been

created, and the imported settings data and the protection characteristics (the

differential protection biased characteristic in this case) are shown. The imported

settings are presented in a tree view, which is reflective of the way that they are

structured in the original IED. The displayed protection characteristics are con-

structed using the imported settings data. The console displays key information

during the system execution, e.g. presenting any important messages relating to

any abnormal issues arising during the import of circuit and protection settings

data. A brief summary of the validation task being undertaken is provided in

the panel on the right hand side, which includes information relating to the IEDs

being used and protection scheme being validated. A panel containing multiple

buttons is provided at the bottom-right corner of the display which allows the

users to access the main functions provided by PPST, e.g. RB and MB validation

of settings, graphical analysis of protection characteristics, access to the entire
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Figure 6.2: Graphical analysis tool to assist protection settings validation

network’s circuit data, ability to display views of substations’ layouts and running

arrangements, etc.

Figure 6.2 shows an example of the use of the graphical analysis tool within

the GUI element to facilitate the validation and analysis of distance protection

settings. In this example, the maximum load and the load encroachment margin

defined by the policies are plotted. The zone reaches in relation to the transmis-

sion line impedance can be viewed in an intuitive manner. The load encroachment

margin is the boundary that the reach of the protection zones should not exceed

in order to avoid mal-operation during heavy loading conditions. In this case,

the zone 3 resistive reach has been optimised, i.e. to offer maximum resistive

fault coverage while avoiding encroachment on the defined marginal area. Such

graphical functions, although not critical to the work reported in this thesis or

the core functionality of the error detection functions, provide an useful and in-

tuitive method to assist users in analysing the validity of protection settings. As

already mentioned on a number of occasions, the RB and MB modules are the

main elements responsible for the validation task, and they are demonstrated

using examples in the next two sections.
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GREN41-SUND42-1

Figure 6.3: The circuit and the IEDs involved in the case studies

6.3 Case Study 1: Validation of Protection

Settings for Feeder Differential Protection

In this case study, a feeder differential protection scheme is validated, where

commercially available IEDs [Als11a] are used. The circuit being investigated is

GREN41-SUND42-1 within National Grid’s network, and the protection scheme

involves the use of IED 1 and IED 2 installed in the node GREN41 and SUND42

respectively as shown in Figure 6.3, with the associated equipment data provided

in Appendix B.1.

6.3.1 RB Validation

Each of the IEDs in use contains more than 100 setting parameters, among which

95 settings that are most relevant to the protection scheme have been considered

in the PPST prototype (other available settings can be relevant to functions such

as communications). To validate such a scheme, 89 rules have been implemented.

The number of rules is smaller than the settings, because one rule may be relevant

to multiple settings. For example, when checking the sensitivity of the protection
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Setting Description Available settings

Phase Diff To enable or disable the differential

protection function.

Enabled or Disabled

Auto-

Reclose

To enable or disable the Auto-Reclose

function.

Enabled or Disabled

Is1 Minimum pick-up current level of the

relay.

Numeric

Is2 The bias current threshold, above

which the higher percentage bias k2 is

used.

Numeric

k1 The lower percentage bias setting used

when the bias current is below Is1.

Numeric

k2 The higher percentage bias setting used

to improve relay stability under heavy

through fault current conditions.

Numeric

Table 6.1: The description of the settings being investigated in case study 1 [Als11a]

scheme as presented later in this section, two settings that govern the biased

characteristic of the differential protection have to be checked in one rule.

In this study, a subset of settings that contain different types of errors have

been selected for demonstration. The selected settings are listed and described in

Table 6.1. The values of the settings of the two IEDs are presented in Table 6.2,

with IED 1’s original settings containing a number of deliberately-introduced er-

rors and new settings are amended based on the RB validation results as discussed

later.

The settings are validated in the RB module, and the associated validation

rules are provided in Appendix B.2.1. Figure 6.4 shows the user interface that

displays the validation results of IED 1’s settings. The validation results are

presented in a tree view with the aid of colour coded indicators, where errors are

represented in red, warnings in yellow, and correct settings in green. The grey

indicator represents the settings that are not validated by any rules, i.e. there is
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Setting IED 1

(original)

IED 1

(new)

IED 2

CT primary 2000 A 2000 A 2000 A

CT secondary 1 A 1 A 1 A

Phase Diff Enabled Enabled Enabled

Auto-Reclose Enabled Disabled Disabled

Is1 0.2 0.2 0.2

Is2 2.0 2.0 2.0

k1 0.5 0.3 0.3

k2 1.3 1.5 1.5

Table 6.2: The values of the settings being investigated in case study 1

no associated applicable rule(s) specified within the policies. These settings are

those that are not directly allocated to any protection functions. For example, in

this case, VT ratio primary and secondary settings and the setting parameter to

control the primary or secondary value to be used for configuring numeric settings

in the IED are not validated by the RB module. While they are not checked, the

grey indication is useful, as it alerts the user to this fact and therefore the user

can manually pay more attention to the validity of these specific settings.

In the illustrated example, the parameter “Auto-Reclose”, “k1” and “k2” in

IED 1 are considered to be erroneous. The function block, “Differential”, is also

marked as erroneous because there are detected errors in its children “k1” and

“k2”. Such an approach is provided for easy location of identified errors. On the

right-hand side, a summary of the validation results is presented, which provides

information on the number of total settings, errors, warnings, etc. In this case, it

shows that 95 settings have be evaluated; 3 of the settings are considered to be

erroneous; 3 settings have not been validated; and no warnings have been raised.

For each detected error, more detailed information is also provided to specify

the currently-configured value, suggestions for improvement, and the rule(s) that

the setting violates. One example for a detected error in “k2” is shown in Figure

6.5, where it shows that the error is a consequence of the two settings (“k1”
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Figure 6.4: The RB validation results for IED 1

and “k2”), which fail to provide sufficient sensitivity under the minimum fault

condition (the definition of such a condition and more details on the reasoning

are available in Appendix B.2.1). In this case, since there are two variables

determining the sensitivity of the scheme, no specific suggested value for each

setting is provided. However, a message is generated to specify the condition

that “k1” and “k2” must fulfil during the minimum fault condition to provide

sufficient sensitivity, i.e.

Iop = Is1 + k1 × Is2 + k2 × (Ibias − Is2) <= 0.886A

where Iop and Ibias are the current required for the protection to operate and the

bias current under minimum fault condition. More details on how these quantities

are defined, and the associated calculations performed by the rules, are available

in Appendix B.2.1 and Appendix B.3.3 respectively. Where possible, PPST has

been designed to provide suggested values for the erroneous settings that would

comply with the setting policies. A number of such examples are provided in

Section 6.4.

Table 6.3 and Table 6.4 present all of the detected errors and the associated
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Figure 6.5: Detailed information on the identified error in k2

details generated from the validation results for IED 1 and IED 2 respectively.

In IED 1, “Auto-Reclose” is inadvertently enabled (detected by the functional

configuration rules); “k1” and “k2” are assigned with values that do not offer

sufficient sensitivity during minimum fault condition (detected by the calculation

validation rules); and both “k1” and “k2” are set different from the remote end

IED’s values (detected by the coordination rules), which is not permissible, and

similar errors have therefore been detected for IED 2 as shown in Table 6.4.

A summary of all validation results and the associated suggestions can be

exported in a text-based file. Figure 6.6 shows the validation summary for IED

1, where all of the information contained in Table 6.3 is represented in a text file

for documentation purpose.

Based on the information provided in the validation results, the settings of

IED 1 are amended to be the same as IED 2’s settings as shown in Table 6.2.

The settings are then re-validated in the RB module and the results show the

amended settings conform with all rules. The new settings are then inserted to

the MB module for further validation.
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Result Setting Detailed message

Error Auto-

Reclose

Should be disabled for feeder differential protection.

Error k1 During minimum fault condition, Idiff/Iop should be ≥ 1.2. Cur-

rent setting leads to : Idiff= 1.064 A, Iop = 1.242 A, Idiff/Iop

=0.857. Suggestion: Adjust k1 and k1 so that Iop <=0.886 A.

Error k1 k1 should be set the same at all ends. Local: 0.5. Remote: 0.3.

Error k2 During minimum fault condition, Idiff/Iop should be ≥ 1.2. Cur-

rent setting leads to : Idiff= 1.064 A, Iop = 1.242 A, Idiff/Iop

=0.857. Suggestion: Adjust k1 and k1 so that Iop <=0.886 A.

Error k2 k2 should be set the same at all ends. Local: 1.3. Remote: 1.5.

Table 6.3: The detected setting errors in IED 1

Result Setting Detailed message

Error k1 k1 should be set the same at all ends. Local: 0.3. Remote: 0.5.

Error k2 k2 should be set the same at all ends. Local: 1.5. Remote: 1.3.

Table 6.4: The detected setting errors in IED 2
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Figure 6.6: A text-based file containing the summary of validation results of IED 1
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6.3.2 MB Validation

In the MB module, there are two validation templates defined for the feeder

differential protection scheme, i.e. DIFF SENS and DIFF STAB.

The template DIFF SENS is provided for checking of the sensitivity offered by

the configured settings, where two equivalent network models shown in Figure 6.7

are populated. FImin 1ph and FImin 3ph are the minimum single-phase and three-

phase fault infeeds, and the detailed fault level data is available in Appendix

B.1. In Figure 6.7a, the model (referred to as GREN41 min infeed) represents

the situation where there is minimum fault infeed from the node GREN41 with

the circuit breaker at SUND42 end open, and Ph-E and Ph-Ph-Ph faults with

100 Ω resistance are applied at the remote end (i.e. SUND42) of the feeder, to

test whether IED 1 is capable of detecting such faults. The model (referred as

SUND42 min infeed) in Figure 6.7b is populated for the same purpose but for

testing IED 2’s settings. These two scenarios are considered to be the worst-

case operating conditions, where if the settings enable the IED to be capable

of detecting the faults, then it is considered that the settings offer sufficient

sensitivity for all other scenarios.

For the validation of stability, the template DIFF STAB is used, where max-

imum fault condition with single-phase (FImax 1ph) and three-phase (FImax 3ph)

fault infeed currents up to switchgear rating (i.e. 63 kA) are considered. The

model shown in Figure 6.8 is populated for the test. Ph-E and Ph-Ph-Ph faults

with zero impedance are applied at both nodes to test if IED 1 and IED 2 will

remain stable. If they do, then it is considered that sufficient stability has been

provided. The details of the equivalent source impedance in all populated mod-

els are provided in Table 6.5. These templates are simulated in the MB module

and the simulated operations are analysed using the rules presented in Appendix

B.4.1 to automatically identify incorrect operations.

A summary of the outcomes from analysing the simulated protection be-

haviours is shown in Figure 6.9. The table in the centre of the user interface

provides details on all the simulated validation templates and the associated
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Network model Node Zeq1, Zeq2 (Ω) Zeq0 (Ω)

GREN41 min infeed

model (Figure 6.7a)

GREN41 13.764 18.608

SUND42 - -

SUND42 min infeed

model (Figure 6.7b)

GREN41 - -

SUND42 9.292 9.119

DIFF STAB

model (Figure 6.8)

GREN41 3.666 3.666

SUND42 3.666 3.666

Table 6.5: The source equivalent impedance for the constructed network models

(a) GREN41 min infeed model

(b) SUND42 min infeed model

Figure 6.7: Network models populated for DIFF SENS
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Figure 6.8: Network model populated in template DIFF STAB

Figure 6.9: MB validation result when there is no setting error
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fault events, along with the assessment results of operations (i.e. correct or erro-

neous). If there are incorrect operations detected, they will be listed separately

in the bottom-left panel, with detailed information on the undesired operation

provided in the bottom-right panel. In this case, the settings have resulted in

correct operations in all of the simulations defined in the validation templates,

which verifies the RB validation results. Therefore, the two panels on the user

interface, designed for showing incorrect operations, are empty in this case. In the

following case study, scenarios where the MB module detects incorrect operations

that were not identified in the RB module are provided.

6.4 Case Study 2: Validation of Protection

Settings for Feeder Distance Protection

Setting policies are reviewed regularly and updated when necessary to ensure

the specified requirements for settings can provide optimised solutions for the

protection systems. When the policies have been updated, a key challenge is to

ensure that all settings in the network conform to the most updated version of the

policies. Currently, there is no routine provision in the GB transmission network

for comprehensive validation of protection settings after the update of the policies,

due to the numerous setting files and the associated setting parameters available.

There are cases where the settings considered correct in previous version(s) of

policies may no longer be fit for purpose for the prevailing system conditions,

and therefore considered erroneous by the current policies. In this case study, the

use of PPST to detect such scenarios is demonstrated.

In some circumstances, only relying on the rules translated from policies may

not be sufficient. In this case study, a particular scenario that is overlooked by

the RB module and is reflective of an actual mal-operation event in the GB trans-

mission system has been selected to demonstrate how the MB module can detect

incorrect protection operations to identify potential setting errors. On 28 August

2003, a protection mal-operation event led to the loss of supply in south London,

and the investigation showed that one of the main causes of the event was the in-
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correct selection of the backup IDMT relay’s rating, i.e. a relay that mismatched

to the actual CT secondary nominal current was used [Nat03]. Although such

an error was caused by a mistake in the selection of the physical devices, which

is out of the scope of this work, similar errors may arise when setting the CT

and VT parameters in modern IEDs and could lead to a subsequent failure in

the protection system. In this case study, a scenario based on this incident has

been developed. It is shown that, solely relying on the rules translated from the

policies may result in failure to detect such errors (although they are simple),

and the provision of the MB module as a further means of checking would allow

such problems to be detected so that they can be included in the RB module for

future validation.

Figure 6.10 shows an overview of the case study, where a distance protection

scheme is validated using PPST. IED 1 is selected as the protective device to

validate for demonstration. It originally contains four setting errors in its setting

file. Three of the settings (i.e. “R3 Ph Res Fwd”, “R3 Ph Res Fwd” and “IN3

Current Set”, which are described in Table 6.6) are based on old setting policies

and are now deemed to be incorrect by current policies, and they are successfully

detected by the RB module.

These settings are amended based on the generated improvement information.

However, the error in the setting of the CT secondary nominal current is not

identified since there is no corresponding rule for checking CT settings in the

rule base. As a result, the amended setting file, although still containing an

error, is considered to be correct by the RB module and forwarded to the MB

module, where simulation-based validation is conducted and incorrect operations

are identified. In the remainder of this section, detailed study of such a case using

PPST is provided.

In this study, the same circuit used in the previous case, GREN41-SUND42-1,

as shown in Figure 6.3 has been used as in Section 6.3. IED 1 and IED 2 are

commercially available IEDs [Als11b] used at each end of the feeder configured as

a blocked distance protection scheme, and they are installed at nodes GREN41

and SUND42 respectively.
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Setting files

Network data

CT: 2000 A / 1A

CT: 2000 A / 5 A
R3 Ph Res Fwd: 9.69 Ω
R3 Ph Res Fwd: 9.69 Ω
IN3> Current Set: 340 mA

Errors in IED 1 setting file

IED 1

IED 2

PF simulation engine

RB Module

MB Module

CT: 2000 A / 5 A
R3 Ph Res Fwd: 11.05 Ω
R3 Ph Res Fwd: 11.05 Ω
IN3 Current Set: 380 mA

Amended IED 1 setting file

Incorrect operation 

detected

Detected errors:

R3 Ph Res Fwd
R3 Ph Res Fwd
IN3 Current Set

Amend settings until no more 

errors detected in RB

Figure 6.10: Overview of the case study of validating a distance protection scheme
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Setting Description Value

CT primary The setting of CT primary nominal current 2000 A

CT secondary The setting of CT secondary nominal current 5 A

R3 Gnd Res Fwd Ground Zone 3 forward resistive reach 9.69 Ω (secondary)

Z3 Gnd Angle Setting of line angle for Ground Zone 3 84°

R3 Ph Res Fwd Phase Zone 3 forward resistive reach 9.69 Ω (secondary)

Z3 Ph Angle Setting of line angle for Phase Zone 3 84°

IN3 Current Set Pick-up setting for third stage earth fault

overcurrent element.

340 mA (secondary)

Table 6.6: The description of settings being investigated and their original configured
values [Als11b]

6.4.1 RB Validation

Each of the IEDs in the protection scheme contains 181 settings that are con-

sidered by PPST. There are 218 rules defined in the rule base for validation of

these settings. As in the previous case study, a subset of settings has been se-

lected for demonstration, and the description of these settings and their originally-

configured values are provided in Table 6.6.

The settings have been validated using these rules and the results are shown

in Figure 6.11. The rules that are associated with these settings are provided in

Appendix B.2.2. As it can be seen, there are 181 settings in the setting file being

assessed, among which 167 settings are considered correct, 3 errors are detected,

11 settings are not validated, and no warnings are identified. As noted previously,

the settings not validated include parameters such as CT and VT primary and

secondary nominal values, which are not covered in the policies. The details

on the detected errors and the recommendations for rectification/improvement

are summarised in Table 6.7. Figure 6.12 shows an example of the detailed

information provided for “R3 Ph Res Fwd” in the user interface, which suggests

that the detected error is due to the present setting (9.690 Ω) not providing

sufficient resistive fault coverage; with a suggested setting value (10.986 Ω) being

provided to address this shortcoming.

As mentioned previously, these detected errors are configured based on now-
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Figure 6.11: The RB validation results for distance protection

Figure 6.12: The details on the identified errors
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Result Setting Detailed message

Error R3 Gnd Res Fwd Is set too small, failing in providing maxi-

mum resistive fault coverage. Suggested setting:

10.986 Ω (secondary).

Error R3 Ph Res Fwd Is set too small, failing in providing maxi-

mum resistive fault coverage. Suggested setting:

10.986 Ω (secondary).

Error IN3 Current Set Should be set as to 10% of maximum loading.

Suggested setting: 7600 A (primary)/0.38 A

(secondary).

Table 6.7: Identified errors in RB module and generated suggestions

obsolete system conditions and policies. In the past, it was advised that zone 3

resistive reach be set more conservatively (i.e. smaller) to avoid mal-operation

during heavy loading conditions, since the potential inaccuracies of the physical

devices (such as CT, VT, and the relays) were assumed to be larger in the past.

Modern devices tend to offer better accuracy, so the setting policies have been

updated to allow the resistive reach to be set with a larger value to provide better

sensitivity to resistive faults. In this case, “R3 Ph Res Fwd” and “R3 Gnd Res

Fwd” are considered to be not adequate by the existing policies since they do not

offer sufficient resistive fault coverage according to the updated policies. The error

of “IN3 Current Set” is caused by a change in the maximum loading condition.

Historically, the maximum loading was considered to be 6800 A per phase for 400

kV networks, but this has subsequently increased to 7600 A. The setting of “IN3

Current Set” is required to be 10% of the maximum loading; accordingly, the

presently-configured value cannot fulfil this criteria due to the increased assumed

maximum loading value.

The identified settings are amended based on the generated messages and val-

idated by the RB module again, and after this subsequent analysis, no errors are

detected. As mentioned previously, the error in the setting of the CT secondary

nominal current is still not detected.
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6.4.2 MB Validation

The amended settings are then inserted to the MB module for simulation-based

validation, where the CT settings data from the setting file (rather than from the

network data) are used for configuring the IED model. The MB module interface

is shown in Figure 6.13, where the details of the simulation process are provided.

The settings are validated using a number of pre-defined validation templates as

shown in Table 6.8. In these templates, a network model with standard type

(as introduced in Chapter 5) incorporating the main protected circuit, plus the

adjacent-connected circuits, as shown in Figure 6.14 is used and the faults applied

within these templates are also detailed in Table 6.8, where the mentioned F1 and

R1 branches are illustrated in Figure 6.14. For feeders, faults at various locations,

with a step of 2% of the line length (this is configurable), are applied along the

line. The 2% fault step size is acceptable as the tolerance of zone reaches is

larger than this value (typically 5%). The details of the equivalent sources in

the populated network model are provided in Table 6.9 and the configuration of

the transformer models used to represent the local and remote parallel-connected

transformers is provided in Table 6.10. The transformer models used are of

two-winding type with primary and secondary voltage of 400 kV and 132 kV

respectively and a rating of 240 MVA. In this case study, the fault contributions

from the LV network are neglected. The details relating to how the model is

constructed are presented in Appendix A.

These validation templates containing over 500 fault events are simulated as

shown in Figure 6.13. The operation details of the protection scheme in each

simulated event is recorded and can be viewed as shown in Figure 6.15. On the

left hand side, all simulated fault events are listed; in the centre of the window

is the summary of operation details of key elements that are most relevant to

the distance protection function, where the tripping action and time (in the unit

of seconds) of each protection element are provided. In the shown example, a

Ph-Ph-Ph fault is applied at 69% of the length of the line SUND42-WYMO41-1

from SUND42 end, and phase zone 1 (zone1 ph), zone 2 (zone2 ph) and zone 3
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Validation

template

Description

Dist Pro 1ph Ph-E faults at protected branch

Dist Pro 3ph Ph-Ph-Ph faults at protected branch

Dist F1 1ph Ph-E faults at F1 branches

Dist F1 3ph Ph-Ph-Ph faults at F1 branches

Dist R1 1ph Ph-E faults at R1 branches

Dist R1 3ph Ph-Ph-Ph faults at R1 branches

Dist Loc Tx Ph-E and Ph-Ph-Ph faults at low voltage side of the local

transformer

Dist Rmt Tx Ph-E and Ph-Ph-Ph faults at low voltage side of the remote

transformer

Table 6.8: Validation templates for feeder distance protection

Node Zeq1 and Zeq2 (Ω) Zeq0 (Ω)

SUND41 8.254 8.061

STAY42 13.364 12.346

COTT41 6.511 2.911

WYMO41 8.089 8.073

Table 6.9: Equivalent source impedance in the network model

Parameter GREN41 end SUND42 end

R1 (%) 0 0

X1 (%) 6.413 7.424

R0 (%) 0 0

X0 (%) 5.740 7.176

Table 6.10: Configuration of local and remote transformers
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Figure 6.13: The MB validation for distance protection

(zone3 ph) have all tripped with various time delays. The zones with a time delay

of 9999.999 s mean these elements did not detect the fault. From this simulated

event, an incorrect operation can be identified as zone1 ph has reached to F1

branches which is not desirable.

The large amount of simulation results (from more than 500 events) are anal-

ysed automatically. This has been conducted in this study using the rules pre-

sented in Appendix B.4.2, and a summary of the analysis results are presented in

Figure 6.16, which shows that incorrect operations in six out of eight validation

templates have been detected. The abnormal operations of IED 1, detected in

each of the individual validation templates, are summarised in Table 6.11.

From Table 6.11, it can be concluded that all of the incorrect operations have

a common feature, i.e. overreaching for faults that they are not supposed to react

to. Such abnormal operations are caused by incorrect setting of the CT ratio,

resulting in the actual zone reaches being significantly larger than the reaches

should be. Table 6.12 shows the designed and the implemented zone reaches
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WYMO41GREN41 SUND42SUND41

STAY42

COTT41

IED 1 IED 2

R1 branches

F1 branch

Protected branch

Local transformer Remote transformer

400 kV/132 kV400 kV/132 kV

0-100%

0-100%

0-100%

Figure 6.14: The network model for the validation of distance protection

Figure 6.15: Protection operation details under simulated events
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Figure 6.16: MB validation results

Validation

template

Abnormal operation identified

Dist Pro 1ph Zone 1 gnd trips for faults beyond 85 % of the the line.

Dist Pro 3ph Zone 1 ph trips for faults beyond 85 % of the the line.

Dist F1 1ph Zone 1 gnd trips for faults at the F1 branches;

Zone 2 gnd trips for faults beyond 80% of F1 branches.

Dist F1 3ph Zone 1 ph trips for faults at the F1 branches;

Zone 2 ph trips for faults beyond 80% of F1 branches.

Dist R1 1ph Zone 4 gnd become activated for faults beyond 85% of the

R1 branches.

Dist R1 3ph Zone 4 ph become activated for faults beyond 85% of the R1

branches.

Table 6.11: The detected incorrect operations in MB validation
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Setting By design Implemented

CT 2000 A / 1 A 2000 A / 5 A

Zone 1 reach 10.22Ω/5.68Ω 51.12Ω/5.68Ω

Zone 2 reach 19.15Ω/10.64Ω 95.76Ω/10.64Ω

Zone 3 reach 28.13Ω/15.63Ω 140.67Ω/15.63Ω

Zone 4 reach 12.78Ω/7.10Ω 63.90Ω/7.10Ω

Table 6.12: The designed and implemented values the distance protection settings

(both phase and ground zones) using both primary and secondary impedance

values (the VT ratio is 3600). It is clear that while the theoretically-correct

values and those implemented are the same, the actual implemented reaches

using primary values are five times the correct reach values, thus leading to the

potential for mal-operations detected by the tool using the MB module and more

meaningful diagnostic and remedial suggestions could be developed.

From the overreaching elements, the associated settings can be located, from

which the errors in the conversion factors for primary and secondary values can

be identified. This would allow the actual error in the CT ratio to be diagnosed.

In the future, rules could be further developed so that more detailed heuristics

can be provided for easier error location.

In the presented scenario, although the error in CT ratio is simple, it could

be overlooked (as happened in actual practice before) and lead to failures of the

protection system. The provision of the MB module clearly allows such “hidden”

problems to be detected, which would then permit the “missing” rules to be

included in the RB module for future and enhanced validation functionality of

the tool.

6.4.3 Further Investigations

The same network arrangement and protection scheme have been further investi-

gated with the CT ratio setting error presented in the previous section corrected.

The MB validation process was repeated and additional problems were detected in

the templates Dist F1 1ph and Dist F1 3ph, where zone 2 elements in IED 1 op-
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erated for faults beyond 80% of the line SUND42-WYMO41-1 from SUND42 end.

This is problematic as the zone 2 elements in IED 1 may overlap zone 2 elements

in the protection device at SUND42 end protecting the line SUND42-WYMO41-1

(referred as the downstream IED). This means that IED 1 may operate at the

same time as the downstream IED in practice or even faster (depending on the

actual time needed to operate the circuit breakers), potentially resulting in the

unnecessary disconnection of the line GREN41-SUND42-1. In the setting poli-

cies, it is only required that the zone 2 reach should be set between 125%-150%

of the protected line’s impedance, and IED 1 has been set as 150% as required in

this case. However, the issues relating to the potential unnecessary disconnection

are currently not incorporated in the RB module. To address this problem, one

solution is to reduce the zone 2 settings in IED 1 from 150% of the protected

line’s impedance to below 131% so that the downstream IED can operate before

IED 1 for the aforementioned faults.

Further investigations have been conducted by varying the lengths of the lines

to test how the protection system will operate when potential changes are made

to the network. It has been found that when the length of the line SUND42-

WYMO41-1 reduces from 17.99 km to 14.30 km (with all the other lines un-

changed), the zone 2 settings of IED 1 will have to be reduced below 125% of the

protected line’s impedance in order to avoid overlapping zone 2 elements in the

downstream IED. However, this is presently not allowed by the setting policies.

In such cases, specific criteria for setting zone 2 reaches need to be established and

added to the RB module in order to cope with this type of network arrangements

in the future.

6.5 Conclusions

The validation of protection settings is clearly a challenging task, given the signif-

icant number of protective devices and the associated settings available. In this

chapter, it has been demonstrated how such challenges can be overcome by the

developed PPST system, which is implemented based on the methodology pre-
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sented in this thesis. The functionalities and the associated benefits offered by

PPST have been demonstrated through two illustrative and realistic case studies.

The first case study demonstrates the use of PPST for the validation of the

feeder differential protection, where 95 settings in each IED (giving a total of

190 settings in the two IEDs in the scheme) have been interrogated by the RB

module. For the protection scheme being investigated, 89 rules have been im-

plemented for comprehensive checking of the IED type application, functional

configuration, settings calculation, and coordination. Human errors have been

deliberately introduced, which result in the violation of setting policies. These

errors are successfully detected by PPST, which allows amendment of the settings

to be made. The updated settings are then checked in the MB module, where the

worst-case scenarios for the protection scheme have been simulated. The results

show correct operation of the scheme, which therefore verifies the RB results and

suggested and implemented amendments to the settings.

The second example, which is used to illustrate two main aspects of PPST

functionality, firstly presents a scenario where settings based upon obsolete set-

ting polices and system conditions do not comply with the updated policies. The

RB module interrogated 181 settings in each IED (giving a total of 362 settings

checked) and the errors are successfully detected. Secondly, it is also demon-

strated how under some circumstances, the RB module may not be capable of

anticipating and detecting all problems, which could lead to protection failure. In

the second element of the case study, an error in the CT ratio setting is introduced

which is not detected by the RB module - this is reflective of an actual historical

incident which led to a blackout of a major part of a power system. This specific

problem, while “missed” by the RB policy-based validation process, is detected

by the simulation-based validation process adopted using the MB module. A

number of potential problems that are not detected by the RB module have also

been identified in the further investigation activities using the MB module. The

detected of “hidden” problems during simulation allows the review and improve-

ment of the rule base to be implemented to enhance the functionality and breadth

of the system for future validation exercises.
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Through the second case study, it has been demonstrated that the provision

of the MB module allows potential problem instances that are not defined in the

RB module to be detected through simulation, which offers enhanced reliability

than systems based on a single RB approach. Compared to existing MB systems,

which require significant manual input for the validation task, it has been demon-

strated that the entire settings validation process can be automated in PPST, and

the enhanced automation is facilitated by the provision of the RB module for au-

tomated analysis of simulation results. This proves that the combined RB and

MB approaches are effective in complementing each other, offering a satisfactory

solution for the settings and performance validation tasks.
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Chapter 7

Conclusions and Further Work

7.1 Conclusions

The validation of protection settings and performance is essential to ensure the

reliable operation of protection and of course the protected power systems. How-

ever, the evolution and increasing complexity of the network and the large number

of protective devices (and their associated settings) make such a task extremely

challenging. Existing relevant software systems have a number of shortcomings:

the systems performing settings calculation are not readily suitable for the vali-

dation task; existing systems that can be used for the settings validation task are

mainly MB systems and require significant manual input during the validation

process (e.g. for construction of network models, configuration of protection IED

models using the settings to be validated, analysis of simulation results, etc.).

Furthermore, no system is available that can perform checking against setting

policies and indeed the validation of the setting policy itself.

In this thesis, the aforementioned problems have been addressed and the re-

sults of research into a methodology for automatic and comprehensive validation

of protection settings has been presented. A hybrid RB and MB approach has

been adopted for the validation task. The RB module checks the settings against

the rules translated from setting policies. Experts’ experience and knowledge

are also included to perform plausibility checks. The validation rules can be
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categorised into four types, focusing on different validation aspects, i.e. the ap-

plication of the IED types, the functional configuration, the settings calculation,

and the coordination with other protective devices in the same scheme. The

RB validation ensures the settings conform to the requirements specified in the

setting policies.

The shortcoming of the RB approach is the possibility that some problem

instances are not included or that there may be some inherent deficiencies in

the setting policies. The MB module has therefore been developed and included

as a further means of performance checking through the use of simulation-based

validation. The functional knowledge included in the models allows the system

to react to a wide range of conditions including those that may be unanticipated

during original configuration and implementation of the protection system and

its settings. A mechanism has been developed that allows the automation of

the entire simulation process to avoid the requirement for significant manual

input as is often the case in existing systems similar systems that have been

developed. This is achieved by the interaction with a commercially available

PowerFactory simulation engine to leverage its internal functions and data for

validation purposes.

However, the disadvantages of using a single MB approach are the difficulties

in incorporating setting policies during the validation process and the significant

manual input required for analysing simulation results. Such issues have been

addressed using the RB module, which is a more suitable option for checking

settings against policies and allows automated analysis of MB simulation results.

The combined RB and MB approaches have proven to be effective in complement-

ing each other for the settings validation task, offering a satisfactory solution and

this has been demonstrated using two case studies.

The proposed methodology has been implemented as an intelligent system

(known as PPST) and tested using data from the GB transmission system. It

has been demonstrated that PPST is capable of automating the entire settings

validation task, identifying hidden errors and providing sufficient information for

remedying any identified issues. It has also been demonstrated that, in some
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circumstances, the RB module may fail to detect specific problems that are not

covered in the setting policies, but these can be identified in the MB module,

so that the missing scenarios can be added to the rule base for future validation

task.

During the research work, it has been realised that one of the key challenges

in developing the intelligent system for automatic protection settings validation

is the existing way of managing settings data in proprietary formats, which are

difficult to access and manipulate. Such difficulties are also experienced by any

systems that require the use of protection settings data, which can result in

a significant burden being placed on the system development and maintenance

functions. Furthermore, the need for proprietary software tools to configure pro-

tection settings also leads to a complex engineering process for the protection and

automation systems.

In this thesis, a novel solution to these challenges has been proposed and

demonstrated through the use of the data model provided by the IEC 61850

standard with the SCL format to represent protection settings data. Based on

this common representation method, a novel IED configuration process is pro-

posed, which is significantly streamlined and efficient compared with the existing

approaches. It has been shown that the SCL-based protection settings format is

easier to interpret and manipulate using software, which significantly reduces the

burden of designing, implementing, and maintaining protection schemes. The de-

sign of the open platform tool (known as PSCT) that can automatically convert

existing settings data between proprietary formats and the SCL-based format has

been presented, which provides support for network operators to migrate to the

proposed approach (based on standardised settings) from existing approaches.

Adoption of the recommendations and design approaches presented in this

thesis would shift protection systems from being largely single-vendor solutions

to becoming efficient and truly open platforms, capable of supporting future

intelligent applications and tools such as automated protection settings validation

(as reported in this thesis), diagnostics, and adaptive protection schemes.
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7.2 Future Work

7.2.1 Enhancement of the MB Module

In the existing MB module, only limited validation templates for each protec-

tion scheme have been defined, and the system events simulated are mainly fault

events. The next stage of the work would investigate the definition of further

validation templates to cater for a wider array of tests. This can be achieved by

embedding experienced engineers’ knowledge within the new template definition

process, so that other types of system events (e.g. overloading, power swings and

other transient phenomena) can also be included in the simulation and the per-

formance of the protection under a wider range of circumstances can be analysed

and verified.

Furthermore, the models used in the MB module can be further extended

and improved, which could include the use of converter models to simulate the

protection performance in power systems that are dominated by non-synchronous

generations in order to assess the validity of existing setting policies in the future

scenarios; the improvement of the equivalent network models so that they can

better reflect the actual situation where the network is highly interconnected; and

the detailed and more accurate modelling of protection components (e.g. CTs) so

that more problem instances (e.g. CT saturation) that may occur in a physical

system can be identified in the MB simulation process.

The existing rules for analysing simulation results have been proven to be very

useful when there are large amounts of simulation results returned. However,

existing analysis rules cover only the fundamental checks to establish whether

any major violation of expected performance are experienced - more refined rules

that could check for more subtle problems should be developed and incorporated

in the future, so that more meaningful diagnostic and remedial suggestions could

be provided when incorrect operations are detected.
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7.2.2 Migration of System from Off-Line to On-Line

Mode of Operation

The network data currently used is stored in the form of CSV files, i.e. the system

is running in what could be termed as an off-line mode. The main disadvantage

of such an arrangement is that the data is not updated in real time, resulting in

potential failures in reflecting the actual prevailing network operating conditions

and topology.

The next step of the work can look at interfacing the system to on-line data

sources (e.g. SCADA systems) that can provide real time data of the network, so

that the most timely data is used for settings validation and the validation process

can be triggered automatically whenever changes in the network are identified.

7.2.3 Further Development of the Prototype Tool for

Industrial Application

The ultimate objective of the work is to deliver the intelligent system for industrial

applications as “business as usual”. In order to achieve this, the prototype is

required to be further developed, refined and comprehensively tested.

The existing prototype only supports a limited range of IED types and protec-

tion schemes, and only considers feeders and transformers in the network during

the validation process. Further development work is required to extend the sup-

port for a wider range of IED types and protection schemes, and to include more

network components in the validation to better reflect the actual operating ar-

rangements.

Another important aspect for future improvement is to refine the design of

the tool, so that it can be more readily extended, i.e. easier to extend support

for new IED types and protection schemes. This is important to make sure the

system can be properly maintained in the future.
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7.2.4 Comprehensive Study of the Settings for Existing

and Future Systems - Roll out of the Process to

the Entire System

Once the development, refinement and test of the prototype system are complete,

a comprehensive study of the existing settings data in the GB transmission net-

work can be performed. This allows the detection of any existing unknown errors

and potential problems with existing policies.

With the MB module, studies on how the protection system will behave in

future network scenarios (i.e. with variable fault levels, increased loading, changes

of generation patterns, etc.) can be undertaken, and this would be facilitated by

the incorporation of converter models as mentioned in Section 7.2.1. Such studies

can be of significant benefit for understanding the impact of the changes of the

network on the protection settings, and they can also help to establish new setting

policies for the future network.

7.2.5 RB Validation Based on Common Protection

Settings Data

Since the existing protection settings are stored in proprietary formats and the

existing protection IED models only support proprietary settings, the presented

methodology and the current version of the prototype have been developed based

on the proprietary approaches.

Future work can investigate developing an RB validation module based on

common protection settings. This can be facilitated by the settings conversion

tool as presented in Chapter 4. The key benefits of conducting such work is

to further prove the feasibility of the proposed approach, and the system, when

based on common settings, will be easier to be adopted for used by different

network operators (with different policies) due to the ease with which the rule

base may be updated.
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Appendix A

Creation of Equivalent Network

Models in the MB Module

For the MB validation of protection settings, equivalent network models are used

in the PPST system. There are two main elements involved when developing

equivalent models. Firstly, the level of detail within the network model is deter-

mined, i.e. identifying which parts of the actual network should be included in

the model and which part should be represented using equivalent components.

In Chapter 5, three types of network models (i.e. simplified, standard and ad-

vanced) for testing different protection schemes have been introduced. Secondly,

the equivalent sources must be configured so that they can simulate certain sys-

tem conditions (e.g. maximum and minimum fault currents). This is achieved by

proper selection of the internal impedances of equivalent sources. In the following

sections, examples relating to how equivalent components (including equivalent

sources) in the various types of network models are established are presented.

A.1 Creation of Simplified Network Models

The simplified network model is used for the validation of differential, earth fault

and phase overcurrent protection. Taking the validation of protection schemes

at the feeder GREN41-SUND42-1 (shown in Figure B.1 in Appendix B) as an
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Figure A.1: Simplified model for GREN41-SUND42-1

Figure A.2: Minimum fault condition with respect to GREN41 end

example, the corresponding simplified model is shown in Figure A.1. The sources

at the nodes GREN41 and SUND42 can be configured to simulate various system

conditions. For example, for the validation of the sensitivity of the differential

protection scheme, the model is required to be configured to simulate the mini-

mum fault level condition, which is defined by the scenario where a 100 Ω resistive

fault occurs at the remote end (with respect to the relay being analysed) with lo-

cal minimum fault infeed (established automatically from the database in PPST)

and the remote end circuit breaker open. With respect to the node GREN41, the

minimum fault condition can be adopted by the configuration shown in Figure

A.2, where FI min 1ph and FI min 3ph are the minimum single-phase and three-

phase fault infeed that are adopted from the fault level survey conducted by the

network operators (in the case of National Grid, this is done on annual basis

[Nat14]). The remote end circuit breaker is open, so there is no fault infeed from

SUND42 when a 100 Ω resistive fault occurs at the end of the feeder (i.e. the

SUND42 end). The internal positive (Zeq1) and zero (Zeq0) sequence impedance

of the equivalent source at GREN41 can be determined by the following equations

(with equations A.2 and A.3 referring to Figure A.3):
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Figure A.3: Positive, negative and zero sequence network connection during a Ph-E
fault

Zeq1 =
V√

3× FI min 3ph

(A.1)

FI min 1ph = 3× I1 =
3× VF

2× Zeq1 + Zeq0

(A.2)

Zeq0 =
3× V/

√
3

FI min 1ph

− 2× Zeq1

=

√
3× V

FI min 1ph

− 2× V√
3× FI min 3ph

(A.3)

where V is the line voltage; VF is the pre-fault phase voltage; and it is assumed

that positive and zero sequence impedances are identical [GSO12].

Table A.1 provides summer minimum fault level data at node GREN41, where

details on the fault contributions from connected equipment are presented.

From the data provided, FI min 1ph and FI min 3ph can be calculated as:

FI min 1ph = 21.250− 6.233 = 15.017kA
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Node Equipment FL1ph(kA) FL3ph(kA)

GREN41 21.250 25.090

GREN41-SUND41-1 6.684 8.863

GREN41-SUND42-1 6.233 8.311

... ... ...

Table A.1: Summer minimum fault level data of GREN41 node

FI min 3ph = 25.090− 8.311 = 16.779kA

Using equations A.1 and A.3, Zeq1 and Zeq0 can be calculated, which are

13.764 Ω and 18.608 Ω respectively (assuming a line voltage of 400 kV).

The same procedure can be repeated for the determination of the minimum

fault conditions for the protective device at SUND42 end, and the protection

scheme is required to detect faults under both scenarios. For testing the stability

of the protection scheme, the model needs to be configured to simulate maximum

external fault condition. Assuming the single-phase and three-phase maximum

fault infeeds at a node are FImax 1ph and FImax 3ph respectively, the corresponding

positive sequence and zero sequence impedances can be calculated using equations

A.1 and A.3 by replacing FI min 1ph and FI min 3ph with FImax 1ph and FImax 3ph

respectively.

A.2 Creation of Standard Network Models

The standard network model incorporates the protected feeder and the adjacent

circuits that are connected to the nodes of the protected feeder. There are also two

representative transformers included, one at each end, to represent the minimum

impedance to the LV networks through the parallel-connected transformers at

each end. This type of model is used for validating distance protection schemes in

the developed PPST system. Figure A.4 shows the standard model for validation

of the distance protection scheme applied to the feeder GREN41-SUND42-1 as

shown in Figure B.1 in Appendix B.

The internal positive and zero sequence impedances of the equivalent sources
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ELST42

GREN41 SUND42SUND41

STAY42

COTT41

IED 1 IED 2

Local representative 

transformer

Remote representat ive 

transformer

400 kV/132 kV400 kV/132 kV

Figure A.4: An example of standard model

at node SUND41, STAY42, COTT41 and ELST42 can be derived by the same

methodology as introduced in Section A.1 using fault level data at each of these

nodes. Taking the node COTT41 as an example, the fault level data at the node

is shown in Table A.2.

Node Equipment FL1ph(kA) FL3ph(kA)

COTT41 45.763 37.963

COTT41-GREN41-1 2.280 2.492

COTT41-STAY42-1 4.526 4.354

... ... ...

Table A.2: Fault level data of COTT41 node

The fault infeeds to the feeder COTT41-GREN41-1 through the node COTT41

are considered to be:

FLCOTT 1ph = 45.763− 2.280 = 43.483kA

FLCOTT 3ph = 37.963− 2.492 = 35.471kA

Using equations A.1 and A.3 with FI min 1ph and FI min 3ph substituted by

FLCOTT 1ph and FLCOTT 1ph respectively, the internal positive and zero sequence

impedance of the equivalent source at COTT41 can be adopted as 6.511 Ω and

2.911 Ω respectively (assuming a line voltage of 400 kV).

The fault level data used for developing the network model is derived from

fault level simulations conducted by National Grid using a detailed full GB

network model. The actual system is a highly interconnected network, while
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in the standard network model as discussed in this section, a number of non-

interconnected equivalent sources are used to represent the infeeds of the external

network sections to the main infeed points represented in the standard network

model. In practice, interconnections (e.g. through parallel paths that are not

faulted) between sources may act to increase/decrease fault levels in the full GB

network model.

These effects may not be modelled in the standard (reduced) network model

used in the developed system. However, it is proposed that such an approxima-

tion is acceptable, since the standard network model is used for testing distance

protection schemes, which operate based on the ratios of measured voltages and

currents, and are therefore largely independent of fault levels and any variations

therein. Furthermore, faults applied in the associated validation templates all as-

sume zero impedance short circuits, thus any effects due to changes in fault level

upon the zone reaches will be negligible. Future work should look at incorporat-

ing representative elements in the network model to emulate the interconnection

effects so that the model can better represent the actual scenarios.

For testing of whether the distance protection zones will reach to the LV net-

works through transformers - which is undesirable - a method has been developed

to represent the minimum impedance in this context, i.e. for a fault that is “in-

side” a transformer, that may be measured by the distance protection using a

representative transformer model. From analyses of the protection policies and

discussions with experts, there is some uncertainty in the exact optimal physi-

cal location of the maximum reach of the distance relays (e.g. reaching to cover

the primary winding, into the secondary winding, the entire transformer but not

beyond LV terminals, etc.). Furthermore, this situation is complicated by the

differences in transformer types, configuration and whether multiple transform-

ers from a remote busbar may be operating in parallel or not. This will clearly

change the fault current paths and apparent impedance measured by a remote

relay.

In the developed system, this complexity has been dealt with to an extent,

but further work would remain to be carried out to ensure that the system is com-
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pletely accurate and aligned with policies and experts’ needs for this complicated

situation. For now, the worst-case scenario (i.e. the minimum impedance mea-

sured by the distance protection for a remote fault at, or inside, a transformer) has

been derived from transformers’ equivalent circuits as shown in Figure A.5, where

a fault occurs at a point between the primary and secondary winding impedances

of the transformer with a minimum fault impedance, and all transformers are

connected in parallel. As already mentioned, the actual worst-case scenario may

be subject to differences in actual transformer types, connections, locations of

the faults (e.g. inside the secondary windings), network running arrangements,

etc. This situation is an area where future work could be carried out to establish

a more comprehensive understanding and modelling of worst-case scenarios to

cater for the impact of the various factors on the distance protection reach in this

context.

In Figure A.5, ZHV and ZLV are the primary and secondary impedance of the

transformer with minimum impedance (assuming Tx1 in this case), and ZT is the

overall impedance of all other transformers connected in parallel with Tx1.

The equivalent positive impedance (Zeq1) seen from the HV side of the trans-

formers can be adopted by equation A.4:

Zeq1 = ZHV 1//(ZLV 1 + ZT 1)

=
ZHV 1 × (ZLV 1 + ZT 1)

ZHV 1 + ZLV 1 + ZT 1

(A.4)

where ZHV 1 and ZLV 1 are the positive sequence impedance of the primary and

secondary winding of Tx1, and ZT 1 is the overall positive impedance of all other

transformers connected in parallel with Tx1.

For determination of the equivalent zero sequence impedance (Zeq 0 ), refer-

ring to the sequence network as shown in Figure A.6 (where VTH and ITH are

the equivalent voltage and current defined in the Thévenin’s equivalent theorem
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Figure A.5: Representing minimum impedance to LV side using an equivalent trans-
former
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Figure A.6: Sequence network of the minimum impedance scenario

[GSO12]), Zeq 0 can be derived using equation A.5:

Zeq0 = ZHV 0//(ZLV 0 + ZT 0)

=
ZHV 0 × (ZLV 0 + ZT 0)

ZHV 0 + ZLV 0 + ZT 0

(A.5)

where ZHV 0 and ZLV 0 are the zero sequence impedance of the primary and

secondary winding of Tx1 respectively; and ZT 0 is the overall zero impedance of

all other transformers connected in parallel with Tx1.

The calculated equivalent positive and zero sequence impedance are used for

configuring the representative transformer model. When a fault occurs at the sec-

ondary side of the representative transformer, it effectively represents the min-

imum impedance that the distance protection will see during fault conditions.

Therefore, if the distance protection operates for faults at the secondary side of

the equivalent transformer, it means that the settings may potentially lead to

the protection reaching into LV networks, which is not permissible. Assuming

that there are three transformers (with a rated power of 240 MVA) installed at

GREN41 end with the data shown in Table A.3.
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Parameter Tx1 Tx2, Tx3

R1 HV (%) 0.173 0.187

X1 HV (%) 9.542 10.048

R1 LV (%) 0.141 0.187

X1 LV (%) 9.542 10.048

R0 HV (%) 0.173 0.187

X0 HV (%) 8.391 9.768

R0 LV (%) 0.141 0.187

X0 LV (%) 8.391 9.768

Table A.3: Example transformers data

It can be seen that Tx1 has the smallest impedance among all transformers,

and the associated parameters of Tx1 as presented in equations A.4 and A.5 can

be calculated as:

ZHV 1 = 9.544%

ZHV 0 = 8.393%

ZLV 1 = 9.543%

ZLV 0 = 8.392%

The overall positive and zero sequence impedance of Tx2 and Tx3 are 20.010%

and 19.540% respectively. Therefore, the overall parallel-connected positive and

zero sequence impedance are:

ZT 1 = 20.010%/2 = 10.005%

ZT 0 = 19.540%/2 = 9.770%

Using equations A.4 and A.5, Zeq1 and Zeq0 of the equivalent transformer can

be calculated as 6.413% and 5.740% respectively. Table A.4 presents the details

of the configuration of the equivalent transformer model using the calculated Zeq1
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and Zeq0 values.

R1 (%) 0

X1 (%) 6.413

R0 (%) 0

X0 (%) 5.740

Table A.4: Configuration of the equivalent transformer model

The advanced model has not currently been used in the developed PPST sys-

tem. However, the principle of developing such a network model is the same as

the case for the standard model with equipment at the tertiary level from the

protected feeder in both forward and reverse directions also included. As men-

tioned previously, future work should investigate including equivalent elements

in the model to emulate the interconnection effects as in the actual system.
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Appendix B

Supplementary Information for

Case Studies in Chapter 6

This appendix provides supplementary details for the case studies presented in

Chapter 6. Section B.1 presents the circuit data of the network used in the case

studies. The settings validation rules and the associated calculation processes are

presented in Section B.2 and Section B.3 respectively. In Section B.4, the rules

used for automated analysis of MB simulation results are provided.

B.1 Circuit Data for Case Studies

Figure B.1 shows the circuit diagram for the test network in the case studies,

and the feeder investigated is GREN41-SUND42-1. The data for the elements

shown in the circuit diagram is provided in Table B.1 and Table B.2, and the

associated fault levels data is presented in Table B.3. The voltage level of the

network is 400 kV and the feeders’ data is provided in per unit with a voltage

base of Vbase = 400 kV and an apparent power base of Sbase = 100 MVA. The

transformers are assumed to be with two-winding type, a rating of 240 MVA and

primary and secondary voltage of 400 kV/132 kV.
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GREN41-SUND42-1

Figure B.1: Network for the case studies

Parameter GREN Tx1 GREN Tx2, Tx3 SUND Tx1, Tx2

R1 HV (%) 0.173 0.187 0.268

X1 HV (%) 9.542 10.048 9.895

R1 LV (%) 0.141 0.187 0.134

X1 LV (%) 9.542 10.048 9.895

R0 HV (%) 0.173 0.187 0.268

X0 HV (%) 8.391 9.768 9.564

R0 LV (%) 0.141 0.187 0.134

X0 LV (%) 8.391 9.768 9.564

Table B.1: The data of transformers
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Node Equipment FL1ph(kA) FL3ph(kA)

GREN41 21.250 25.090

GREN41-SUND42-1 6.233 8.311

Others 15.017 16.779

SUND41 33.303 33.084

GREN41-SUND41-1 5.104 5.104

Others 28.199 27.980

SUND42 30.575 30.440

GREN41-SUND42-1 5.566 5.586

Others 25.009 24.854

COTT41 45.763 37.963

COTT41-GREN41-1 2.28 2.492

Others 43.483 35.471

STAY42 21.490 21.637

STAY42-GREN41-1 3.759 4.356

Others 17.731 17.281

WYMO41 35.883 36.712

SUND42-WYMO41-1 7.314 8.162

Others 28.569 28.550

Table B.3: Minimum fault levels data and the associated fault contributions from
connected elements
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B.2 Settings Validation Rules

For simplicity and ease of understanding, the rules are presented in a descriptive

fashion in this appendix. An example of how the descriptive rule is represented in

source code format is provided in Section 5.3 in Chapter 5. In the execution part

(“then” part) of each rule, the validation result (error or warning) is provided,

along with a message that specifies the details on the detected problems.

The descriptions of the setting parameters appeared in the rules are provided

in Chapter 6. In the rules, further calculations may be involved, and the details

relating to such calculations are provided in Section B.3.

B.2.1 Validation Rules for Case Study 1

When Then

Phase Diff is set as Disabled Error: Phase Diff should be enabled for

feeder differential protection.

Table B.4: Validation rule for the setting Phase Diff

When Then

Auto-Reclose is set as Enabled Error: Auto-Reclose should be fixed as dis-

abled for feeder differential protection.

Table B.5: Validation rule for the setting Auto-Reclose
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When Then

1 Is1 < 2.5× Ic Error: Is1 should be set as least 2.5 times

of the line charging current.

2 Is1 < 10%× CTsec Error: Is1 should be set as least 10% of CT

secondary nominal current.

3 If min < 1.5× Is1 Error: The minimum fault current should

be at least 1.5 times of Is1.

4 Is1 is not set the same at all ends Error: Is1 should be set the same at all

ends.

Note: Ic is the line charging current (Section B.3.1);

CTsec is the CT secondary nominal current.

If min is the minimum fault current (Section B.3.2);

Table B.6: Validation rules for the setting Is1

When Then

1 Is2 is not set as 10× Is1 Error: Is2 should be set as 10 times of Is1.

2 Is2 is not set the same at all ends Error: Is2 should be set at all ends.

Table B.7: Validation rules for the setting Is2

When Then

1 Idiff is minimum ; Ibias < Is2;

k1 leads to Idiff < 1.2× Iop;

Error: during minimum fault condition,

Idiff/Iop should be > 1.2 so as to provide

sufficient sensitivity.

2 k1 is not set the same at all end Error: k1 should be set the same at all

ends.

Note: more details on Idiff , Ibias, Iop, and the definition of rule 1 are provided in

Section B.3.3.

Table B.8: Validation rules for the setting k1

176



When Then

1 Idiff is minimum ; Ibias > Is2;

k2 leads to Idiff < 1.2× Iop;

Error: during minimum fault condition,

Idiff/Iop should be > 1.2 so as to provide

sufficient sensitivity.

2 k2 is not set the same at all end Error: k2 should be the same set at all

ends.

Note: details on Idiff , Ibias, Iop, and the definition of rule 1 are provided in

Section B.3.3.

Table B.9: Validation rules for the setting k2

B.2.2 Validation Rules for Case Study 2

When Then

1 R3 ≤ 95%×Rch max;

R3 > 90%×Rch max

Warning: R3 can be optimised by setting its

value to Rch max.

2 R3 > Rch max Error: R3 is set beyond the maximum limit,

which may cause load encroachment. It should

be set as Rch max.

3 R3 < 90%×Rch max Error: R3 is set too small, failing in providing

the maximum fault coverage. It should be set

as Rch max.

Note: R3 is the zone 3 resistive reach, representing R3 Gnd Res Fwd and

R3 Ph Res Fwd; the details on calculation of Rch max (the ideal resistive

reach) is provided in Section B.3.4

Table B.10: Validation rules for R3 Gnd Res Fwd and R3 Ph Res Fwd
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When Then

IN3 Current Set is not equal to 0.1 ×

Imax

Error: IN3 Current Set should be set

as 10% of the maximum loading current

Note: Imax is the maximum loading current

Table B.11: Validation rule for IN3 Current Set

B.3 Calculation of Associated Variables in the

Rules

B.3.1 Calculation of the Line Charging Current Ic

Zbase =
VL

2

Sbase

=
(400kV )2

(100MVA)2

= 1600Ω

(B.1)

Ic =
VL√

3× 1
B1(pu)

× Zbase × CTratio

=
400kV√

3× 1
23.155%

× 1600Ω× 2000

= 0.017A

(B.2)

where VL is the line voltage; B1 is the feeder’s positive sequence susceptance;

CTratio is the CT ratio and the calculated Ic is represented in secondary value.

B.3.2 Calculation of the Minimum Fault Current If min

The minimum fault current If min is calculated under the condition where a 100

Ω resistive Ph-E fault occurs at the remote end with single-end infeed as shown

in Figure B.2.
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Figure B.2: Single-end infeed with a 100 Ω resistive fault at the remote end

Xs1 =
VL√

3× FI min 3ph

=
400kV√

3× (25.090kA− 8.311kA)

= 13.764Ω

Zs1 = j13.764Ω

(B.3)

Xs0 =
3× VL/

√
3

FI min 1ph

− 2× Zs1

=
3× 400kV/

√
3

21.250kA− 6.233kA
− 2× 13.764Ω

= 18.608Ω

Zs0 = j18.608Ω

(B.4)

ZL1(%) = (0.0727 + j0.795)%

ZL1(Ω) = (1.163 + j12.720)Ω
(B.5)

ZL0(%) = (0.354 + j2.098)%

ZL0(Ω) = (5.664 + j33.568)Ω
(B.6)
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ZT = 2× (Zs1 + ZL1) + Zs0 + ZL0 + 3×Rf

= 2× (j13.764 + 1.163 + j12.720) + j18.608 + 5.664 + j33.568 + 3× 100

= 307.990 + j105.144Ω

= 325.443∠18.85◦

(B.7)

|If min|(primary) = 3× VL/
√

3

ZT

= 3× 400kV/
√

3

325.443Ω

= 2128.853A

|If min|(secondary) = 1.064A

(B.8)

where VL is the line voltage; Zs1 is the positive sequence source impedance; Zs0 is

zero sequence source impedance; ZL1 is the positive sequence line impedance; ZL0

is zero sequence line impedance; Rf is the fault resistance; FI1ph min and FI3ph min

are the minimum single-phase and three-phase fault infeeds at the targeted busbar

respectively. Zs0 is calculated using the series connected positive, negative and

zero sequence networks, where details are available in [GSO12].

B.3.3 Sensitivity Check of Differential Protection

The setting of the slopes k1 and k2 (as shown in Figure B.3) in differential protec-

tion must be configured so that sufficient sensitivity is provided under minimum

fault condition, which is defined by the situation where a single-end infeed 100 Ω

resistive Ph-E fault occurs at the remote end as specified in Section B.3.2.

Under minimum fault condition,
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Figure B.3: Biased characteristic of differential protection [Gri11]

Idiff = I1 + I2

= If min + Iload + 0− Iload

= If min

(B.9)

Ibias =
|I1|+ |I2|

2

=
|If min + Iload|+ |0 + Iload|

2

=
If min + 2× Iload

2

(B.10)

Iop =

k1 × Ibias + Is1 Ibias < Is2

k1 × Is2 + Is1 + k2 × (Ibias − Is2) if Ibias > Is2.

(B.11)

where Idiff is the differential current; Ibias is the bias current; Iload is the load

current and Iop is the operating current under certain Ibias.

For the sensitivity check, it is required that k1 and k2 should be set in such

a way that Idiff/Iop > 1.2. The associated rules are presents in Table B.8 and

Table B.9 respectively.

In the shown example in case study 1, Is1 = 0.2 A, Is2 = 2 A, k1 = 0.5, and

k2 = 1.3.
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From Section B.3.2 and the equation B.9, it can be calculated that Idiff =

If min = 1.064 A. It is assumed by the policies that Iload = 1.5 A (secondary),

resulting in Ibias = 2.032 A (secondary) using equation B.10; based on equation

B.11, the current required for the protection to operate is Iop = 1.242 A. This

results in Idiff/Iop = 0.857 < 1.2, therefore violating the rule presented in Table

B.8 and Table B.9. In contrast, if k1 = 0.3, and k2 = 1.5 with the same Is1 and

Is2, following the same calculation procedure, it can be calculated that Idiff/Iop =

1.255 > 1.2, thus conforming to the associated rules.

B.3.4 Calculation of Distance Zone 3 Resistive Reach

In case study 2 reported in Chapter 6, Quad characteristic as shown in Figure

B.4 is used. It is required that the resistive reach of distance zone 3 should be set

to provide maximum resistive fault coverage while avoiding load encroachment.

To achieve this objective, it is required that 20% of load encroachment margin at

30°is provided, which is illustrated in Figure B.4. The optimised zone 3 resistive

reach Rch max can be calculated by:

Rch max =
VL√

3× Imaxload

1−20%

× (cos 30◦ − sin 30◦

tanRCA
) (B.12)

where VL is the line voltage; Imaxload is the maximum loading current (7600 A

for 400 kV network); RCA is the relay characteristic angle; and the VT and CT

ratios in the actual network are 3600 and 2000 respectively.

In the example in case study 2, RCA = 84°, from which Rch max can be

calculated using equation B.12 as 19.775 Ω (primary)/10.986 Ω (secondary).
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Figure B.4: Setting of zone 3 resistive reach to avoid load encroachment

B.4 Rules for Automated Analysis of MB

Simulation Results

This section presents information relating to the criteria used for analysing simu-

lated protection operations in the case studies presented in Chapter 6. In Section

B.4.1, rules for analysing the protection operations are presented in a descriptive

fashion. In Section B.4.2, where there are many rules involved during the results

analysis process, the expected protection elements’ behaviours under various val-

idation templates and fault events are presented for ease of understanding. An

example of how to represent such expectations in the form of rules is provided.

B.4.1 Rules for Automated Analysis of MB Simulation

Results in Case Study 1
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When Then

DIFF SENS is used;

GREN41 min infeed model is used;

IDIFF in IED 1 does not operate

Error. IDIFF should operate under

minimum fault condition.

DIFF SENS is used;

SUND42 min infeed model is used;

IDIFF in IED 2 does not operate

Error. IDIFF should operate under

minimum fault condition.

DIFF STAB is used;

IDIFF in IED 1 or IED 2 operates

Error. IDIFF should stay stable for

maximum external faults.

Note: IDIFF is the differential protection element in IED 1 and IED 2.

Table B.12: Rules for the analysis of differential protection simulated operations

B.4.2 Rules for Automatic Analysis of MB Simulation

Results in Case Study 2

For templates Dist Loc Tx and Dist Rmt Tx, the expected behaviours of IED

1 are that no elements in the IED should be tripped or activated for any fault

events applied.

Element Expectation

Zone 1 gnd Should trip for faults within 80% of the line length;

should not trip for faults beyond 85% of the line length.

Zone 2 gnd Should trip for all faults.

Zone 3 gnd Should trip for all faults.

Zone 4 gnd Should not be activated for any faults.

Table B.13: Expectations for Dist Pro 1ph template

Figure B.5 shows the source code of the rule for checking the operation of

Zone 1 gnd under the template Dist Pro 1ph in order to detect incorrect tripping

operations during faults located beyond 85% of the line as described in Table

B.13.
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Figure B.5: Source code for checking the incorrect operation of Zone 1 gnd under the
template Dist Pro 1ph

Element Expectation

Zone 1 ph Should trip for fault within 80 % of the line length;

should not trip for fault beyond 85 % of the line length.

Zone 2 ph Should trip for all faults.

Zone 3 ph Should trip for all faults.

Zone 4 ph Should not be activated for any faults.

Table B.14: Expectations for Dist Pro 3ph template

Element Expectation

Zone 1 gnd Should not trip for any faults.

Zone 2 gnd Should trip for faults within 25% of the line;

should not trip for faults beyond 80% of the line.

Zone 3 gnd Should trip for all faults.

Zone 4 gnd Should not be activated for any faults.

Table B.15: Expectations for Dist F1 1ph template
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Element Expectation

Zone 1 ph Should not trip for any faults.

Zone 2 ph Should trip for faults within 25% of the line;

should not trip for faults beyond 80% of the line.

Zone 3 ph Should trip for all faults.

Zone 4 ph Should not be activated any all faults.

Table B.16: Expectations for Dist F1 3ph template

Element Expectation

Zone 1 gnd Should not trip for any faults.

Zone 2 gnd Should not trip for any faults.

Zone 3 gnd Should not trip for any faults.

Zone 4 gnd Should be activated as long as Zone 2 gnd in the relay at

remote end trips;

should not be activated for faults beyond 85% of the R1

branches.

Table B.17: Expectations for Dist R1 1ph template

Element Expectation

Zone 1 ph Should not trip for any faults.

Zone 2 ph Should not trip for any faults.

Zone 3 ph Should not trip for any faults.

Zone 4 ph Should be activated as long as Zone 2 ph in the relay at re-

mote end trips;

should not be activated for faults beyond 85% of the R1

branches.

Table B.18: Expectations for Dist R1 3ph template
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