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Abstract

This thesis presents the development of a new experimental apparatus for neutral
atom quantum computing with Rydberg atoms. We describe the construction and
characterisation of three continuous wave lasers stabilised simultaneously on a ultra-
high finesse Ultra-low-expansion (ULE) cavity, providing long-term stability and
sub-kHz linewidth lasers with a tunable offset-lock frequency as required for high
fidelity quantum operations. High-resolution spectroscopy on a cloud of cold Cs
atoms was achieved using electromagnetically induced transparency (EIT), in order
to calibrate absolute cavity mode frequencies with respect to Rydberg transitions
and determine the cavity long-term drift of ∼ 1 Hz/s.

We have demonstrated trapping of single Cs atoms in optical tweezers and devel-
oped a high-resolution imaging system capable of sub-µm spatial resolution in the
atom plane. Coherent control of atomic qubits has been achieved via fast rotations
between long-lived hyperfine ground states as well as coherent Rydberg excitations
towards the states 50S1/2, 69S1/2 and 81D5/2. The experiment allows us to con-
trol the atoms electric field environment and minimise stray electric fields with
∼ 1 mV/cm sensitivity, in order to keep long ground-Rydberg coherence times.

We have observed Rydberg blockade between two atoms separated by 6 µm for both
states 69S1/2 and 81D5/2, showing an almost complete suppression of the doubly
excited state probability. The creation of an entangled state is deduced from the√

2 collective-enhancement of the Rabi oscillations with respect to the single atom
case. Our ability to perform double-atom experiment offers the opportunity to
implement a proof of a principle of a cNOT mesoscopic gate based on EIT, using
the Rydberg state 81D5/2 for high-fidelity operations.
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Chapter 1

Introduction

The birth of quantum physics has been one of the major intellectual adventures of

the twentieth century, that has still not revealed its boundaries. After the first half

of this century, which led to the mathematical foundations of the theory, quantum

physics has quickly left fundamental questions for applications. This has generated

a large amount of the new devices such as the laser [1] or the remarkable invention

of the semiconductor transistor [2]. The latter is closely connected to the emer-

gence of the digital computer, arising from the synergy between quantum physics

and computer science, which has revolutionized our every day life. The progress

of computational power was made possible due to the miniaturisation of the chips

containing the transistors, that has been quantified according to “Moore’s law”. The

paper of Gordon Moore [3] published in 1965, indicates that the number of transis-

tors on a chip should double every two years and this prediction has gradually been

verified over the years. However, the rate of progress is now approaching satura-

tion where the size of the transistor is comparable to the atomic size. Nowadays,

classical computers reach their limitations, facing intractable problems such as simu-

lating quantum systems like molecules or materials, as well as solving hard problems

ranging from factorisation to optimisation problems.

An alternative approach had already been suggested by Richard Feynman in 1982.

In his famous paper [4], he pointed out that if one wants to simulate complex

quantum mechanical system, it should be done by another quantum system. In

parallel, Yuri Manin [5, 6] and Paul Benioff [7, 8] proposed to develop a quantum
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Figure 1.1: Bloch sphere representation of a qubit state |ψ〉 = cos
(
θ
2

)
|0〉+ eiφ sin

(
θ
2

)
|1〉.

The state is fully described by its two spherical coordinates θ and φ. Pure quantum states
lie at the surface of the Bloch sphere, whereas quantum mixed states lie inside the sphere.
A single-qubit gate corresponds to the rotation of the state |ψ〉 on the Bloch sphere.

computer, followed by David Deutsch [9, 10] who further expanded the model of

quantum computation. Born from the association of quantum phenomena and the

progress made by classical computations, a new research field has been established,

known as quantum information science.

1.1 Qubit representation

The elementary bricks of quantum information processing (QIP) are called quantum

bits or qubits, having two orthogonal quantum states |0〉 and |1〉. In contrast to

digital information processing where information is encoded in a bit with two logical

values 0 or 1, a qubit is a quantum-mechanical two-level system that can be put in

any superposition in the form of

|Ψ〉 = α |0〉 + β |1〉, (1.1)

where α and β are complex numbers. The superposition principle [11] is one of the

foundations of the theory which, much like waves in classical physics, considers that

the addition of two states will be another valid quantum state. Each measurement on

the qubit finds state |0〉 with a probability |α|2 and state |1〉 with a probability |β|2.

2
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A useful and intuitive representation of such a single-qubit state is the Bloch sphere,

depicted in Fig. 1.1. Indeed, as the probabilities have to sum up to 1 (|α|2+|β|2 = 1),

it is equivalent to picture the qubit state on a sphere of unit radius, such that each

point on the surface of the sphere corresponds to a pure state. Thus the qubit can

be written as [12]

|ψ〉 = cos

(
θ

2

)
|0〉+ eiφ sin

(
θ

2

)
|1〉, (1.2)

where θ and φ represent spherical coordinates on this three dimensional sphere

represented by the Bloch vector (cosφ sin θ, sinφ sin θ, cos θ). It is worth noticing

that a mixed state, given by a statistical ensemble of pure states, would be described

by a vector whose length lies inside the Bloch sphere.

1.2 Quantum gates and quantum circuits

There are few implementations possible for QIP but the most useful for our work

is the “quantum circuit” model, which consists of a concatenation of quantum gates

allowing information to be processed. We ignore other approaches introduced more

recently such as one-way quantum computing [13, 14], adiabatic quantum comput-

ing [15] or topological quantum computing [16].

In analogy with classical information processing based on logic gates, quantum gates

act on single-qubit or multi-qubit with the requirement of being unitary opera-

tors [12]. While an infinite number of quantum gates would be required in order

to build all quantum operations, it has been shown [17, 18] that we can perform

any multi-qubit unitary transformation if one can realise arbitrary single-qubit ro-

tations on the Bloch sphere combined with two-qubit gates. The set of gates that

allows for implementing any quantum computation is called a universal gate set.

A common example [19] consists of two single-qubit gates called Hadamard (H)

and T gates, in combination with the two-qubit controlled-NOT (cNOT) gate. The

matrix representations of H and T in the basis {|0〉, |1〉} are given by [12]

3
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Figure 1.2: Circuit representation for the creation of the Bell State |Ψ+〉. The single-qubit
Hadamard gate H is applied to the control qubit, initially prepared in the state |0〉, and
creates the superposition state 1/

√
2 (|0〉+ |1〉). Applying a subsequent cNOT gate allows

to create the maximally entangled Bell state |Ψ+〉 = 1/
√

2 (|01〉+ |10〉) by flipping the spin
of the target qubit depending on the state of the control qubit.

ÛH =
1√
2

1 1

1 −1

 and ÛT =

1 0

0 e iπ
4

 . (1.3)

The universal two-qubit gate we are interested in implementing is the cNOT gate,

which acts on two qubits known as “control qubit” and “target qubit”. The action of

the cNOT gate is to change the state of the target qubit depending on the state of the

control qubit. If the control qubit is in state |0〉 the target is left unchanged, while

if it is in state |1〉 the state of the target qubit is flipped. The matrix representation

of the cNOT gate in the basis {|00〉, |01〉, |10〉, |11〉} is given by [12]

ÛcNOT =


1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0

 . (1.4)

Finally, a last requirement for implementing quantum computation lies in the pos-

sibility to create entanglement between qubits. This is a phenomenom that has no

classical counterpart, where the quantum state of each qubit can not be described

independently [20, 21]. This correlation between qubits can be implemented using

quantum circuits. For instance, any two-qubit maximally entangled Bell states [12]

can be derived from the association of a single-qubit gate such as an Hadamard gate

followed by a cNOT gate, as represented in Fig. 1.2.
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1.3 The rise of QIP

Quantum information science has really become rapidly attractive after Peter Shor

wrote his 1994 paper [22] on the efficient prime-factorisation problem based on a

quantum algorithm. This problem consists in decomposing a given positive integer

number into product of prime factors. For arbitrary input size N , the quantum algo-

rithm takes a number of time steps that is polynomial inN whilst the classical analog

grows exponentially. Public key-encryption systems such as RSA-cryptosystem [23]

depends on the difficulty to realise such a factorisation and would be broken via

quantum computers. This has awakened a real opportunity for developing secure

communication via quantum cryptography [24–26]. Moreover, there has been an

expanding range of possible quantum computer applications, including unsorted

database search [27], quantum image processing [28], quantum simulation [29–32]

or machine learning [33].

Various architectures have been implemented to create a scalable quantum com-

puter. Among them, trapped ions, superconducting qubits and Rydberg atoms,

which must all satisfy a set of criteria referred to as DiVincenzo criteria [18] and

given by

• a scalable physical system with well-characterised qubits,

• the ability to initialise the qubit in a given quantum state,

• long coherence times, much longer than the gate operation time,

• a universal set of quantum gates,

• the ability to measure the qubit’s state.

Nevertheless, two major challenges are related to the creation of the universal quan-

tum computer. The first one lies in the scalability of the chosen platform. Indeed, the

minimum number of qubits that would be needed to realise classically intractable

calculation varies from hundreds to thousands and beyond [34]. The second one

emerges from perturbation of the quantum states by the environment, leading to

decoherence which introduces errors. While performing a quantum operation, the
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error is defined as ε = 1 − F , where F is called the fidelity [12] (See Sec. 8.2) and

quantifies the overlap between an expected state and the experimental one. Errors

can be circumvented using error correction procedures [35], at the cost of stringent

conditions on the error threshold. Indeed, achieving fault-tolerant quantum error

correction codes requires an error threshold between 10−2 and 10−4.

1.3.1 Trapped ions

Laser cooled ions in Paul traps are among the most precisely controlled quantum

systems available [36]. The ion trap community has a wide combination of attributes

for QIP that has grown rapidly since the proposal from Ignacio Cirac and Peter Zoller

in 1995 [37]. In the same year, It was followed by the first implementation of the

cNOT gate based on the Cirac-Zoller idea with a single ion [38].

Trapped ion qubits have demonstrated high-fidelity state preparation and read-

out [39]. Some other milestones are the first realisation of deterministic quantum

teleportation of atomic qubits [40, 41], the creation of deterministic multi-particle

entangled states between 2 [42], 4 [43] and 14 qubits [44].

Moreover, single-qubit and two-qubit gates have been achieved with high-fidelities

[45, 46], entering into the regime of fault-tolerant error correction with gate errors

of ∼ 10−4 and ∼ 10−3 respectively. Rather large operation time of quantum gates

in the order of 10-100 µs are compensated by their incredibly long coherence time of

∼ 50 s [47]. Recently, the duration of quantum logic gates has been reduced by an

order of magnitude to 1.6µs [48] while maintaining high gate fidelity. Furthermore,

unprecedented large coherence time up to 10 minutes [49] has been demonstrated.

Finally, multi-qubit algorithms [36] have allowed for the demonstration of a scalable

Shor algorithm [50] and complete 3-qubit Grover search algorithm [51]. The last

challenge consists of creating a platform that could handle more than 11 ions [52]

to overcome decoherence arising from Coulomb interactions. A promising way to

tackle scalability comes from the development of microfabricated segmented ion

traps [53, 54].
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1.3.2 Superconducting circuits

Superconducting circuits based on Josephson junctions are promising candidates for

quantum computing. Indeed, these artifical atoms can be designed according to spe-

cific characteristics [55]. Moreover, they allow for scalability due to the possibility of

being routinely made on a chip using standard lithographic techniques. A universal

set of logic gates have been demonstrated with single-qubit gate fidelity of 99.92 %

and two-qubit gate fidelity up to 99.4 % [56], in the path for fault-tolerant error-

correction. Moreover, 10-qubit entanglement [57] as well as 20-qubit Schrödinger cat

states [58, 59] have been realised recently, opening the way to efficient multi-qubit

quantum algorithms. This attractive result has opened the way for commercial ap-

plications such as the company Rigetti which proposes a quantum cloud service or

companies such as IBM, D-Wave or Google for private applications. However, even

if quantum gates can be achieved with very short time of ∼10’s ns, superconducting

qubits are still limited by very low coherence time of 20− 40µs [56].

1.3.3 Neutral atoms

Due to manufacturing limitations, the fabrication of large number of artificial atoms

can’t claim full uniformity over the large range of qubits required for implement-

ing scalable QIP protocols. This can be overcome by atoms which, for the same

species and isotopes, are identical. Another key feature of cold atoms for QIP is

the long-coherence times of their ground state hyperfine levels, ideal candidates

for optical memories, with similar intrinsic performance to ions and demonstrated

storages times on the order of minutes [60, 61]. Moreover, although the previous

platforms have their own strengths and limitations, atoms provide a clear advantage

of scalability with the possibility to cool and trap large number of identical atomic

qubits [62]. This can be achieved using microscopic arrays of dipole traps [63] or

optical lattices [64]. Single atoms can be trapped in two-dimensional (2D) atomic

arrays with single site resolution using spatial light modulator (SLM) [65–67] show-

ing demonstration of quantum gate [68–70] and quantum simulation [67]. However,

this method suffers from the drawback of the optical tweezers being stochastically
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loaded [71]. Even if methods have been developed to obtain 90 % loading [72–74],

the probability to load multiple traps in a single run becomes exponentially small

for extension to large atomic arrays. This challenge has been overcome with dy-

namic reconfigurable traps using an acousto-optic deflector (AOD) [75] or SLM [76].

Another possibility consists of real-time movable optical tweezers for the creation of

defect-free 2D optical arrays of atoms [77], with the opportunity to extend to 3D ar-

chitectures of up to 72 atoms [78]. Optical tweezers traps turn out to create 3D atom

architectures with experimental duty-cycles 2 orders of magnitude [62] smaller than

conventional 3D atom trapping in optical lattice, loaded from a Mott-insulator [79].

This technique has been extended from alkali-atoms to both divalent atoms [80–83]

and molecules [84].

1.4 The choice of Rydberg atoms

Efficient implementation of entanglement and quantum gates require strong interac-

tion between atoms. However, neutral atoms in their ground states interact mostly

through negligible magnetic dipole interactions. Highly entangled states have been

engineered through controlled collisions between individual neighbouring neutral

atoms trapped in an optical lattice [85–87]. Moreover, two-atom entanglement based

on local spin-exchange has been demonstrated using mobile optical tweezers [88].

Whilst previous entanglement methods are taking place at short distances < 1µm,

highly excited Rydberg atoms (atoms with high principal quantum number n) are

a promising alternative candidate for QIP. Rydberg states have very long lifetimes,

typically of ∼ 150µs in our experiment, with extension to ∼ 350µs under future

cryogenic temperatures. This exceeds the µs-timescale for quantum gate opera-

tions. Another key property of Rydberg atoms comes from their large dipole mo-

ments ∝ n2, leading to strong and long-range dipolar interactions that can be

switched on or off over 12 orders of magnitude [89].

The first proposal to use dipole-dipole interactions for implementing fast quantum

gates between two neutral atoms, is based on the central feature of Rydberg dipole

blockade [90], as detailed later in Chap 2. This effect arises from strong dipole-dipole

interactions, shifting the doubly excited states out of resonance, within a sphere of
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a few µm surrounding one atom promoted to a Rydberg state. This has been

followed by a second proposal establishing that dipole blockade can be extended to

a mesoscopic ensemble of N atoms for quantum information processing [91]. The

evidence of Rydberg blockade has been first demonstrated in cold atomic ensembles

through suppression of Rydberg excitation [92–94] or its manifestation via sub-

Poissonian counting statistics [95]. Since then, a large range of applications based

on Rydberg blockade has been suggested, such as single atom and single-photon

sources [96], quantum non-linear optics [97], many-particle entanglement [89, 98–

101] or quantum simulation [102, 103].

1.5 QIP with Rydberg atoms

The first step towards the realisation of QIP protocols with Rydberg atoms [89]

has been the demonstration of sub-Poissonian loading of single atoms into micro-

scopic dipole traps by Schlosser et al. [71, 104] in 2001. Single atom manipulation

in optical tweezers has paved the way towards the experimental implementation

of single and two-qubit gates. In 2004, ground state manipulation of single atoms

has been demonstrated with MHz rates [105]. This was followed, in 2008, by the

first coherent excitations between ground and Rydberg states in a large ensemble of

100 atoms [106] and microscopic samples of 1-10 atoms [107]. Shortly afterwards,

in 2009, Rydberg blockade between two nearby trapped atoms was simultaneously

implemented in two groups [108, 109]. In the same year of 2010, two major break-

throughs were achieved, corresponding to the entanglement between two Rydberg

atoms mapped onto the long-lived ground states [110, 111] as well as the implemen-

tation of a cNOT gate [112, 113] using Rydberg blockade.

Furthermore, Rydberg states allow for controlled and versatile interactions either

between different atomic isotopes [114] or atomic species [115]. This is a major

advantage for embedding ancilla qubits that can be read out without perturbing the

logical qubits for quantum error correction. Moreover, taking advantage of Rydberg

long-range interactions allows for the realisation of multi-qubit gate operations such

as Toffoli [116, 117] and Deutsch gates [118], without decomposition into multiple

two-qubit gates. This makes it possible to implement Grover’s search algorithm [119,
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120] and should enable fault-tolerant quantum computing using surface code [121].

Over the last decade, the generation of two-qubit entangled state using Ryd-

berg interactions has been one of the major experimental concerns. Their low-

fidelities [68, 110, 113, 114] have only reached a maximum value of 81% either using

Rydberg dressing [122] or Rydberg blockade [123], after post-selection, and still far

from the fault-tolerant error threshold.

Recent experiments have overcome barriers to high fidelity gate operations by en-

gineering the laser systems to overcome a major technical limitation of previous

experiments arising from laser phase noise coupling to qubit evolution [124]. By

careful filtering of the laser light, it has been possible to perform ground-Rydberg

operations with F > 0.97 fidelity [125] and more recently [117] high fidelity two-

qubit and multi-qubit operations with F > 0.95, making them competitive against

performance of large scale trapped ion and superconducting qubit platforms but

without the challenges to scaling of large numbers of qubits.

1.6 Longer term hybrid system

Achieving a high-fidelity universal set of gates combined with a scalable number

of qubits remains the most challenging issue for the future of quantum computing,

with each platform experiencing strengths and weaknesses, as shown in Tab. 1.1.

Another step will require to develop a quantum network [126] in order to distribute

entanglement and information between distant nodes.

For now, superconducting qubits are leading, due to the maturity in the field of

superconducting devices and the possibility to engineer strong coupling between

qubits through microwave coplanar waveguide resonator (CPW) [127, 128]. How-

ever, as mentioned earlier in Sec. 1.3.2, superconducting qubits suffer from poor co-

herence times and make challenging to operate error corrections codes for developing

fault-tolerant quantum computation [129–131]. Nevertheless, one can consider their

coupling with another quantum system that would store the information, namely

a quantum memory, allowing to preserve a long coherence time while maintaining

fast processing with superconducting qubits. This hybrid system would combine the
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Qubit
single/two-qubit
gate error

single/two-qubit
gate duration coherence time

Trapped ions
1.0(3) × 10−6 [47]
/ 8(4) × 10−4 [45] 12 µs [47] / 30 µs [45] T ∗2 = 50 s [47]

Superconducting
6.0(5) × 10−4 [56]
/ 5.6(5) × 10−3 [56] 15 ns [56] / 43 ns [56] T ∗2 = 10 µs [56]

Atoms

Neutral atoms
3.8(2) × 10−5 [132]
/ Rydberg atoms
2.4(8) × 10−2 [117]

266 ns [105]
/ 285 ns [117]

Ground-Ground
T ∗2 = 10 ms [123]
Ground-Rydberg
T ∗2 = 17(2) µs [123]

Table 1.1: Performance of different kind of qubits

best properties of each technologies and offers an alternative route to fulfilling the

requirements for QIP.

The bridge between a quantum memory and the superconducting qubits can be

performed via a CPW resonator that acts as a quantum bus for transferring the

information from one to the other. Several quantum memories have been investi-

gated to couple with a superconducting resonator such as Nitrogen Vacancy (NV)-

centers [133, 134], polar molecules [135] or the spin of ions in solid states [136] as well

as neutral atoms with 3D microwave cavity [137]. Nevertheless, the best results for

the coupling between a quantum memory and a superconducting CPW resonator has

been achieved with atoms magneticallly trapped 14 µm above a CPW resonator at

liquid helium temperature, taking advantage of the long coherence time of ∼ 7 s [138]

offered by their hyperfine ground states and separated by 6.8 GHz [139].

However, although hyperfine ground states are ideal memory candidates, their cou-

pling with microwave photons from the CPW resonator is made via weak magnetic

dipole interactions. An alternative to achieve strong coupling between atoms and

the CPW resonator can be reached via the huge electric dipole moments of atomic

Rydberg states [120, 140, 141].

Our experiment seeks to develop such a coupling between atomic Rydberg ensem-

bles with superconducting CPW [120, 141–144]. Using atoms as a quantum memory

allows to take advantage of the long coherence time and strong optical transitions

offered by their hyperfine ground states. On the other hand, Rydberg atoms experi-

ence strong and long-range interactions as well as transitions between neighbouring
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Figure 1.3: Ensembles of atoms trapped above a CPW resonator within antinodes of the
standing wave of the field. Red arrows represent optical photons. Atoms are excited in the
Rydberg states (red spheres) and entangled at the ∼mm scale via the microwave cavity
field (green).

Rydberg states in the microwave regime, making them ideal for a hybrid system

involving superconducting circuits.

Trapping ensembles of atoms above the anti-node of superconducting coplanar

waveguide (CPW), as shown in Fig. 1.3, will allow to enter in the strong cou-

pling regime, providing the opportunity to couple ensembles of atoms for quantum

memory with superconducting qubits for quantum processing as well as realising

long-range entanglement between atomic ensembles using a cavity mediated long-

range interaction (∼mm scale).

The long term objectives for our project require design choices motivated by fu-

ture upgrades to cryogenic operation. This hybrid quantum device would offer the

potential to unlock a large panel of applications such as microwave-to-optical con-

version [145], scalable long range interactions for mm-scale entanglement between

atomic ensembles [141, 146] and cavity cooling [147], offering a new platform for

scalable quantum information processing.
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1.7 Outline of the thesis

This thesis is separated into four parts and is structured as follows : an introduction

compares different experimental platforms for the implementation of QIP protocols

and explains our motivation to realise an hybrid experiment based on the coupling of

Rydberg atomic ensembles to superconducting resonators. Part I gives an overview

of the exaggerated properties of Rydberg atoms and the theoretical background

to understand two-photon transitions. Part II describes the construction of the

experiment, the methods for trapping and imaging single atoms in optical tweezers,

along with the development of cooling lasers and excitation lasers stabilised on a

high finesse cavity. This is followed by the calibration of the excitation lasers with

respect to Rydberg transitions using EIT. Part III demonstrates coherent control of

atomic qubits either during ground state rotations or ground-Rydberg excitations,

shows evidence of Rydberg blockade between two nearby atoms and describes the

potential of our experiment to realise a mesoscopic cNOT gate based on EIT, with

high-fidelity. Finally, part IV outlines the future steps we intend to conduct.

Part I : Theoretical Requirements

• Chapter 2 gives a brief introduction on Rydberg atoms and the scaling laws

relative to their properties. Particular attention is given to the dipole-dipole

interactions between Rydberg atoms and their consequences such as dipole

blockade.

• Chapter 3 reviews fundamental results from the interaction of a two-level atom

with a monochromatic light, allowing to develop three-level atom theory to

describe two-photon transitions and understand quantum interference effect

such as electromagnetically induced transparency (EIT).

Part II : Experimental Realisations

• Chapter 4 covers the narrow-linewidth laser system, built to perform Rydberg

two-photon excitations detuned from the intermediate state, as well as its

characterisation.
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• Chapter 5 describes the experimental apparatus used to trap single atoms with

optical tweezers. This chapter also discusses about the imaging system perfor-

mances along with single atom characterisation and atom’s state preparation

using optical pumping.

• Chapter 6 presents the spectroscopy of Rydberg states using EIT, both in

vapour cell and cold atoms, allowing to calibrate cavity frequencies with re-

spect to Rydberg transitions and determine long-term cavity frequency drift

due to material aging.

Part III : Manipulation of Single and Two Qubits

• Chapter 7 presents the realisation of single-qubit rotations between hyperfine

ground states as well as coherent excitation from ground to Rydberg states.

The chapter describes the experimental implementation of Rydberg blockade

between two trapped atoms.

• Chapter 8 investigates the possibility to implement a mesoscopic cNOT gate,

based on EIT, using our experiment.

Part IV : Conclusion and Outlook

• Chapter 9 gives a summary of the achieved results and provides an outlook

into the near future of the experiment.
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Chapter 2

Rydberg Atom Properties

Rydberg atoms are atoms with at least one electron in a highly excited state [148].

In our experiment, the range of principal quantum number we will deal with is

between n = 50 to n = 81 of 133Cs. In this chapter, we will give a flavour of the

most important features of Rydberg atoms required to interpret the results presented

in this thesis. After presenting an overview of the exaggerated atomic properties

of alkali Rydberg atoms in Sec. 2.1, we will describe the strong and long-range

Rydberg-Rydberg interactions in Sec. 2.2. Finally in Sec. 2.3, we will explain the

concept of Rydberg blockade arising from dipole-dipole interactions and motivate

its use for creating entanglement and quantum gate operations. A more detailed

presentation of Rydberg atoms can be found in [148] or [149].

2.1 Rydberg atom properties

Below we consider the case of a single valence electron, as it is the case for alkali

Rydberg atoms. This enables Rydberg atoms to be approximated as hydrogen atoms

whose binding energy En in the Bohr model of atom [150] is given by

En = −hcRH

n2
, (2.1)

where h is the Planck constant, c the speed of light, n the principal quantum number

and RH the Rydberg constant for hydrogen atom.

17



2.1. Rydberg atom properties Chapter 2. Rydberg Atom Properties

We often treat the Rydberg atom as hydrogenic, whose valence electron orbits a

positively charged core with a −1/r Coulomb potential. However, we neglect the

fact that for low orbital angular momentum states with ` ≤ 3, the valence electron

has a high probability density in the core. The screening from the inner electrons

is decreased and the valence electron feels a deeper potential than the Coulomb

potential. The inner electrons can also be polarised by the valence electron. These

two interactions with the core combine to increase the binding energy of the low-

` Rydberg states with respect to hydrogenic states. A phenomenological approach

called quantum defect theory allows calculation of the binding energies. This consists

of replacing the principal quantum number with an effective quantum number n∗

characterised by the quantum defects δn,`,j in the Rydberg formula, such that

En,`,j = −hc RCs

(n∗)2
. (2.2)

Here, the Rydberg constant R∞ = mee4

8cε20h
3 [151] is weighted by the mass of 133Cs to give

an effective Rydberg constant RCs = R∞/
(
1 + me

mCs

)
= 109 736.862 7339 cm−1 [152]

and n∗ = n− δn,`,j is the effective principal quantum number.

The quantum defects δn,`,j depend on the element and the angular momentum quan-

tum numbers. Indeed, for Rydberg states, the coupling between the core and the

valence electron is so small (� 1 MHz) that we can neglect the hyperfine structure.

The quantum defects can be calculated using the Rydberg-Ritz formula [140]

δn,`,j = δ0 +
δ2

(n− δ0)2
+

δ4

(n− δ0)4
+ . . . . (2.3)

The values of δ0, δ2 . . . have been experimentally determined by spectroscopic mea-

surements [152–155] and Tab. 2.1 shows different values that we have used for pre-

State δ0 δ2

nS1/2 4.0493532 0.2391
nP3/2 3.5590676 0.37469
nD5/2 2.4663144 0.01381

Table 2.1: Quantum defect values taken from [152, 153] to calculate Rydberg transitions
used in the experiment.
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Property (n∗)-scaling
Binding Energy En,`,j (n∗)−2

Level Spacing (n∗)−3

Orbital Radius (n∗)2

Radiative Lifetime τ (n∗)3

Polarisability α (n∗)7

VdW coefficient C6 (n∗)11

Table 2.2: Scaling laws for properties of the Rydberg states [148].

dicting our Rydberg transitions (see Chap. 6).

Similarly to the hydrogen atom [150, 156], general properties of Rydberg atoms

can be derived from scaling laws dependent on the effective quantum number n∗.

Table 2.2 shows an overview of important properties and their scaling behav-

ior. For our range of principal quantum numbers, the electron radius defined as

< r >= 0.5[3(n∗)2 − `(` + 1)] can be as large as 400 nm and so loosely bound that

it results in exaggerated properties, arising from extremely large dipole moments

∝ (n∗)2. The extreme sensitivity of the Rydberg states to an electric field, which

scales as ∝ (n∗)7, hightlights the necessity to control the electric field environment of

our experiment to perform coherent excitation from ground to Rydberg states (see

Sec. 7.2.5). Additionally, the long lifetime ∝ (n∗)3 and the control over the mag-

nitude of the interactions ∝ (n∗)11 make them convenient for developing coherent

quantum gates [89, 91, 157, 158] as will be shown in Chap. 8.

2.1.1 Rydberg state lifetimes

Rydberg atoms are suitable candidates for quantum information processing due to

their long lifetime (> 100µs) which can be derived from two contributions. Firstly,

the inverse of the radiative lifetime τ0 is given by the sum over the Einstein-An`→n′`′

coefficient when decaying from a state |n`〉 to lower energy states |n′`′〉 [159] with

Γ0 =
1

τ0

=
∑

En`>En′`′

An`→n′`′ , (2.4)

where the Einstein-An`→n′`′ coefficient is proportional to the cube of the resonance
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frequency of the transition ω3
n`,n′`′ and the square of the dipole matrix element

|〈n′`′|er|n`〉|2, which means the dominant radiant decay path is still decay to the

lowest lying state despite the weak dipole matrix element.

Secondly, at finite temperature, the effect of black-body relaxation (BBR) must be

considered which occurs at a rate [159]

ΓBBR =
∑
n′

An`→n′`′
1

e~ωnn′/kBT − 1
, (2.5)

resulting in a total decay rate of

Γeff =
1

τeff

= Γ0 + ΓBBR. (2.6)

Unlike the radiative decay that couples to low-lying states, the BBR causes a dom-

inant decay to close-lying states with strong electric dipole transitions.

In our experiment, we will realise Rydberg coherent excitation towards the states

69S1/2 and 81D5/2 (see Chap. 7) which have an effective lifetime of 134µs and 163µs

at 300 K respectively, while future work in a cryogenic environment at 4 K will allow

to further increase their values to 349µs and 310µs. This is four order of magnitude

bigger than the typical lifetime of the low lying state 6P3/2 of 30 ns [160], representing

an ideal platform to perform quantum gates while minimising decoherence.

2.2 Rydberg atom interactions

In addition to the atomic properties discussed above which show Rydberg atoms

as good candidates for quantum information processing applications, another key

property lies in the ability to turn on and off the strong and long-range interactions

between two Rydberg atoms by 12 order of magnitudes [89]. At a separation distance

on the order of R ∼ 1 µm >> (n∗)2 × a0, with a0 the Bohr radius, the dipole-

dipole interactions can become predominant over the excitation bandwidth of the

lasers and play an important role in our experiment.
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Figure 2.1: (a) Dipole-dipole interactions between two atoms separated by a distance R,
making an angle θ with respect to the quantisation axis z. (b) Transformation from the
single atom states space constituted from three Rydberg states |r+〉, |r〉 and |r−〉 to the
subsystem where the pair state |r r〉 is nearly degenerate with the state |r+r−〉, separated
by an energy defect ∆.

2.2.1 Two regimes of interaction

If we limit our discussion to the case where both atoms are initially excited to

the same Rydberg state |r〉 = |n ` j〉, the atom pair state can be written as

|ψpair〉 = |n ` j , n ` j〉 = |r r〉. The electrostatic dipole-dipole interaction between

two Rydberg atoms separated by a distance R along the quantisation axis z with

θ = 0, as shown schematically in Fig. 2.1 (a), can be written in atomic units as [89]

Vdd(R) =
µ1 · µ2

R3
− 3(µ1 ·R)(µ2 ·R)

R5
. (2.7)

The dipole moments µ1,2 being associated with transitions from the state |r〉 to

other Rydberg states |r+〉 and |r−〉, having higher and lower energy respectively,

as shown in Fig. 2.1 (b). The electric dipole selection rules induces transitions to

other pair states with ∆` = ` ± 1. One finds that the interaction is dominated by

transitions to adjacent two-atom pair states with opposite parity [161].

Considering a single significant contribution from the pair state |r+r−〉, the pair-

states |rr〉 and |r+r−〉 are coupled by Vdd(R) with the energy defect ∆ defined as

∆ = E|r+〉 + E|r−〉 − 2E|r〉, (2.8)
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which represents the energy difference of the pair states at infinite separation. In

the basis {|rr〉, |r+r−〉}, the Hamiltonian describing the dipole-dipole interaction is

H =

 0 Vdd(R)

Vdd(R) ∆

 . (2.9)

Its diagonalisation leads to the eigenvalues

E± =
∆

2
±
√

∆2

4
+ Vdd(R)2, (2.10)

noting that each pair state’s eigenenergies are dependent upon the separation of the

two atoms. The interaction energies show different forms depending on the distance

between the atoms.

(i) For long range interactions such that Vdd(R)� ∆

∆EvdW ≈ −
Vdd(R)2

∆
= − 1

∆

(
C3

R3

)2

= −C6

R6
. (2.11)

In this regime, the van der Waals (vdW) interaction dominates and scales as

1/R6. The effect of the interaction is to shift the state |rr〉 by an amount

∆EvdW that depends only on the sign of the energy defect ∆. The strength of

the interaction is given by the coefficient C6 which scales proportional to n∗11

as Vdd(R) ∝ µ2 ∝ n∗4 and the energy defect ∆ ∝ n∗−3.

(ii) For short range interactions such that Vdd(R)� ∆

∆Edd ≈ ±Vdd(R) = ±C3

R3
. (2.12)

This is the resonant dipole-dipole interaction regime for short interatomic dis-

tance R, which scales as 1/R3, with the coefficient C3 ∝ µ2 ∝ n∗4. Using

external electric field it is also possible to tune ∆ ≈ 0 to realise a Förster res-

onance [162–164], allowing to acquire a long-range interaction behavior with

a 1/R3 dependence.

The transition between the 1/R3 and 1/R6 regimes occurs at the van der Waals
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Figure 2.2: Angular dependence of C6 on θ for atom-pair states (a) |69S1/2, 69S1/2〉 and (b)
|81D5/2, 81D5/2〉 with mj = 1/2 and mj = 5/2 respectively. This shows that S1/2-states
are almost isotropic whilst D5/2-states shows pronounced anisotropic interaction.

radius when Vdd(RvdW) = |∆|, where RvdW = 6
√
|C6/∆| ∝ n∗7/3.

2.2.2 Angular dependence and interaction strength

In the discussion above it was assumed that the internuclear axis was aligned with

the quantisation axis z (θ = 0). Transforming the interaction energy of Eq. 2.7

in the spherical basis allows to reveal the angular dependence of the dipole-dipole

interaction.

The dipole operator is defined as µ = −er · ε̂, where ε̂ is the electric field polarisation

unit vector, allowing to introduce the spherical dipole operators

µ−1 =
1√
2

(µx − iµy), (2.13a)

µ0 = µz, (2.13b)

µ+1 = − 1√
2

(µx + iµy). (2.13c)

The operator µ−1 drives transitions that change the magnetic quantum number by
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∆mj = −1 associated to σ−- transitions, the operator µ0 conserves the magnetic

quantum number such that ∆mj = 0 associated to π-transitions, while the operator

µ+1 drives transitions that change the magnetic quantum number by ∆mj = +1

associated to σ+- transitions. Thus the dipole-dipole operator can be written as a

function of both θ and R [165]

V (R, θ) =
(1− 3 cos2 θ)

2

(µ1−µ2+ + µ1+µ2− + 2µ1zµ2z)

R3

+
3 sin θ cos θ√

2

(µ1+µ2z − µ1−µ2z + µ1zµ2+ − µ1zµ2−)

R3

− 3 sin2 θ

2

(µ1+µ2+ + µ1−µ2−)

R3
,

(2.14)

with µiq corresponding to atom i = {1, 2} and the spherical operator q = {−1, 0,+1}.

The dipole-dipole interaction of Eq. 2.14 can be decomposed in three parts that gov-

ern the change of the total magnetic quantum number Mj = mj1 + mj2, for which

∆Mj = 0, 1 and 2 respectively. For θ 6= 0, atom-pair states with different Mj can

thus be coupled together.

Looking at our state of interest 69S1/2 and 81D5/2, we expect two different

interaction strengths arising from the anisotropy of the dipole-dipole interac-

tion [164, 166, 167].

For a pair of atoms in the 69S1/2 Rydberg state, Fig. 2.2 shows that the van der

Waals interaction is almost isotropic due to the spherical symmetry distribution

of S states. The atom-pair state |rr〉 = |69S1/2, 69S1/2〉 experiences an interac-

tion dominated with the pair state |r+r−〉 = |69P3/2, 68P3/2〉 [166] corresponding

to the smallest energy defect of ∆/2π = 0.75 GHz. In order to calculate the

magnitude of the interaction we need to take into account all of the possible pair

states dipole coupled to the initial pair state |69S1/2, 69S1/2〉. We have used second-

order perturbation theory [168] in the uncoupled basis, with a restricted basis built

from a range of principal quantum number ∆n = 10 and a maximum pair state

detuning of |∆|/2π < 50 GHz. The C6 coefficient is computed using a radial

matrix element calculated with the Numerov method [169, 170]. The coefficient

C6 = − 575 GHz.µm6 is negative, leading to repulsive interactions with a van der
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Waals radius of RvdW ∼ 3µm.

In the case of the 81D5/2 Rydberg state, the orbital angular momentum of the

initial pair state is 4. However, the configuration of our experiment leads to an

angle of θ = π/2, showing a significantly anisotropic interaction and much larger

compared to the value aligned along z (θ = 0), as illustrated in Fig. 2.2. Besides

its angular dependence, the interaction strength exhibits a strong dependence on

the magnetic quantum number mj. We have chosen the state mj = 5/2 because it

has the strongest coupling to the ground state, which is used to obtain a large Rabi

frequency for coherent Rydberg excitation in Sec. 7.2.6.

For the atom-pair state |rr〉 = |81D5/2, 81D5/2〉, the major contribution to the mag-

nitude of the interactions will come from the pair state |r+r−〉 = |85P3/2, 76F 〉.

The corresponding energy defect is ∆/2π = 0.74 GHz and the coefficient

C6 = − 1626 GHz.µm6 is three times higher compared to the C6 coefficient

of the state 69 S1/2. This atom-pair state generates strong repulsive interactions

with larger van der Waals radius of RvdW ∼ 3.6 µm.

2.3 Dipole blockade

In our experiment, we will be working on coherent excitation of two single atoms

from the ground state |g〉 to Rydberg states |r〉. Due to technical implementation

(see Sec. 7.3), the minimum experimental interatomic distance is 6µm, thereby

satisfying the condition R� RvdW where the van der Waals interaction dominates.

The effect of the van der Waals interaction on the Rydberg excitation of the pair

state |gg〉 as a function of the separation R is illustrated in Fig. 2.3.

The dipole-dipole interaction on the two atoms ground state |gg〉 and the singly

excited Rydberg state is negligible, hence independent of the separation R. An

excitation laser with Rabi frequency Ω in resonance with the transition |g〉 → |r〉

can excite the singly Rydberg excited states |gr〉 or |rg〉. In the same way, the

doubly excited state |rr〉 will be populated at large interatomic separation. As the

atoms are moved closer together, the van der Waals interaction leads to a progressive

energy shift of the doubly excited state |rr〉, until the double excitation to the state
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Figure 2.3: Rydberg dipole blockade. At long interatomic separation R, two atoms can
be excited simultaneously to the pair state |rr〉, with red and green spheres standing for
unexcited versus excited atoms respectively. Below the blockade radius Rb, the dipole-
dipole interaction shifts the doubly excited state |rr〉 out of the excitation bandwidth
Ω. The blockade prevents multiple excitations, leading to a single excitation collectively
shared and the creation of an entangled state |W〉 = (|rg〉+ |gr〉)/

√
2.

|rr〉 was shifted out of resonance with the driving field. This phenomenom is called

the dipole blockade [91] and requires the interaction shift of the doubly excited state

|rr〉 to be larger than the excitation bandwidth

|Vdd(R)| > ~×max(Ω,Γr), (2.15)

where Γr represents the natural linewidth of the Rydberg state |r〉 and Ω is the

excitation linewidth. Experimentally, the excitation linewidth Ω/2π ∼ 1 MHz is far

bigger than typical values of Γr/2π ∼ 10 kHz for our range of Rydberg states.

The volume in which only one atom can be excited to a Rydberg state is a sphere

whose limits are defined by the following equality Vdd(Rb) = ~Ω. In the van der

Waals regime, the expression of the blockade radius takes the form

Rb =
6

√
C6

~Ω
. (2.16)

The blockade radius Rb sets the minimum distance from which two Rydberg excited

atoms can be separated from each other, as illustrated in Fig. 2.3. One can deduce
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the scaling of the blockade radius knowing that the coefficient C6 ∝ (n∗)11, such

that Rb ∝ 6
√
C6 ∝ (n∗)11/6.

Therefore, if the excitation of two atoms is done within the blockade sphere such

that the interatomic separation verifies R < Rb, it is impossible to tell which atom

gets excited to the Rydberg state due to the fact that they are indistinguishable.

It is thus equally probable to obtain the states |rg〉 or |gr〉, creating an effective

superposition of both states

|W〉 =
|rg〉+ |gr〉√

2
. (2.17)

This is a way to create a symmetric maximally entangled state whose coupling with

the light field is enhanced by a factor
√

2, resulting in a collective Rabi frequency

of
√

2 Ω [91, 108, 109, 123], instead of the single atom excitation at a rate Ω.

Generalising to an ensemble of N -atoms within a blockaded volume V = 4/3πR3
b,

a single excitation is collectively shared amongst the N -atoms to create an ef-

fective two-level atom called a super-atom between the collective ground state

|G〉 = |g1, g2, g3, . . . , gi, . . . , gN〉 and an entangled collective state

|W〉 =
1√
N

N∑
j=1

exp(−ik · rj) |g1, g2, g3, . . . , rj, . . . , gN〉. (2.18)

The phase factor exp(−ik · rj) is inherent to the phase of the excitation laser at

the position of j-th atom excited to the Rydberg state and can be used to generate

single photons with directional emission [96].

The collective Rabi frequency coupling the many body states |G〉 and |W〉 by driving

the system with an electric field E becomes
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Ωcoll = −eE
~
〈G|r|W〉,

= −eE
~

1√
N

N∑
j=1

〈g1, g2, g3, . . . , gN |r|g1, g2, g3, . . . , rj, . . . , gN〉,

=
1√
N

N∑
j=1

Ω =
√
N Ω,

(2.19)

where Ω = − eE
~ 〈g|r|r〉 is the single atom Rabi frequency between the ground state

|g〉 and the Rydberg state |r〉. The collective Rabi frequency is enhanced by a

factor
√
N , showing the accessibility to high degree of entanglement from many-

body systems [94, 107, 109, 164, 171].

2.4 Summary

Rydberg atoms are a convenient source to encode a qubit due to the ability to make

them interact through strong short-range dipole-dipole and long-range van der Waals

interactions whilst maintaining long lifetimes (> 100µs) with respect to single atom

excitation rate (∼ MHz). This is an important prerequisite for quantum information

[89–91, 110, 112, 157]. Moreover, collective Rydberg excitation shared over the

blockade sphere offers a practical route to implement a many-body entangled state

[172] as we will see in Chap. 8.
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Chapter 3

Atom-Light Interactions

The simplest model of the interaction between atoms and light is that of a two-

level atom driven by a coherent optical field. This system has been exhaustively

studied [21, 173, 174] and will allows us to analyse coherent effects such as Rabi

oscillations [175] and atom trapping due to the optical dipole force [176, 177] in a

first section. Thereafter, we will introduce the concept of the density matrix [21] as

well as revealing a useful representation of the two-level system in terms of dressed

states [178]. The second section is focused on the physics of the two-photon tran-

sition in a three-level atom. We will develop the theoretical framework for under-

standing two-photon excitation, either from ground to Rydberg states or between

ground states. In particular, we will explain the occurrence of Electromagnetically

Induced Transparency (EIT) on the two-photon resonance while we will study the

possibility to describe off-resonant excitation by an effective two-level atom.

3.1 The two-level atom

Consider an atom consisting of two levels |g〉 and |e〉 separated in energy by ~ω0, as

depicted in Fig 3.1 (a). The ground state |g〉 has a long lifetime such that there is

no decay out of the ground state. The interaction between the two-level atom and

a monochromatic electromagnetic wave, characterised by a detuning ∆ = ω − ω0

with respect to the atomic transition and a polarisation vector ε, is given by the

29



3.1. The two-level atom Chapter 3. Atom-Light Interactions

Figure 3.1: (a) Two-level atom with a ground state |g〉 and an excited state |e〉 drived at the
Rabi frequency Ω with a detuning ∆ = ω − ω0 with respect to the atomic transition. The
excited state being characterised by the spontaneous emission rate Γe.(b) Rabi oscillations
of the excited state population ρee on resonance (∆ = 0) and without spontaneous emission
(blue), obtained by solving numerically the TDSE and its corresponding fit (dashed line)
with Eq. 3.6. Including dissipation leads to an exponential damping (orange), which is
well interpreted via Eq. 3.15 (dotted line).

Hamiltonian Ĥ = Ĥ0 + ĤAL where Ĥ0 = p2/2m+ ~ω0|e〉〈e| is the Hamiltonian

for the bare atom and ĤAL = − µ ·E is the Hamiltonian describing the interaction

between an electric dipole µ = − e r̂ and the electric field E . Using ultracold

atoms, we neglect the kinetic energy from the bare atom Hamiltonian Ĥ0. Moreover,

working in a semi-classical picture allows to treat the electric field as a plane wave

E = ε(E0/2e
i(k·r−ωt) + c.c.). We make the dipole approximation eik·r ' 1 which

is valid in the limit that the spatial extent of the atom is small compared to the

wavelength (〈r〉 � λ), resulting in

ĤAL =
~Ω

2
e−iωt(|e〉〈g|+ |g〉〈e|) + c.c., (3.1)

where we have introduced the Rabi frequency

Ω =
−µ · E

~
=
E0

~
〈e|er · ε|g〉 =

E0

~
〈e|µq|g〉, (3.2)

and µq={−1,0,+1} the spherical dipole operators defined in Sec. 2.2.2. Applying the

Rotating Wave Approximation (RWA), which consists of neglecting fast oscillating
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terms at the frequency ω + ω0 [177], the atom-light Hamiltonian is given as

Ĥ RWA
AL =

~Ω

2
e−iωt|e〉〈g|+ ~Ω∗

2
eiωt|g〉〈e|. (3.3)

3.1.1 Wavefunctions and Hamiltonian approaches

Following the derivation above, we can evaluate the time evolution of any wavefunc-

tion of the form |ψ(t)〉 = cg(t)|g〉 + ce(t)|e〉 using the time-dependent Schrödinger

equation (TDSE)

i~
∂

∂t
|ψ〉 = Ĥ |ψ〉. (3.4)

Injecting |ψ〉 in the TDSE enables us to obtain a set of coupled equations for the

complex amplitudes cg and ce. To remove the exponential time dependence it is

convenient to perform a frame rotation, introducing parameters c̃g = cge
− i∆t/2 and

c̃e = cee
− i(∆/2+ω0)t, resulting in new equations whose integration yields to the solu-

tions [21]

c̃g(t) =

[
cos

(
Ω′t

2

)
− i

∆

Ω′
sin

(
Ω′t

2

)]
c̃g(0)− i

Ω∗

Ω′
sin

(
Ω′t

2

)
c̃e(0), (3.5a)

c̃e(t) = − i
Ω

Ω′
sin

(
Ω′t

2

)
c̃g(0) +

[
cos

(
Ω′t

2

)
+ i

∆

Ω′
sin

(
Ω′t

2

)]
c̃e(0), (3.5b)

where Ω′ =
√
|Ω|2 + ∆2 is the generalised Rabi frequency.

For an atom initially in state |g〉 (c̃g(0) = 1), the excited state probability becomes

|c̃e(t)|2 =
Ω2

|Ω|2 + ∆2
sin2

(√
|Ω|2 + ∆2 .

t

2

)
. (3.6)

This is also known as Rabi oscillations or single qubit rotations because the atomic

evolution can be described by rotations on the Bloch sphere [21]. One can drive full

population transfer to the excited state for a pulse area Ω′τ = π, called a π− pulse,

on-resonance (∆ = 0) as shown in Fig. 3.1 (b). This will be used extensively for
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controlling coherent evolution between ground states, and ground to Rydberg states

in Chap. 7.

However, to calculate the time evolution of a large system like an ensemble of atoms,

we use an alternative approach based on the eigenstates of the Hamiltonian. By

making an expansion of the wavefunction on the complete set of eigenstates |n〉

with eigenenergies ~ωn, the time evolution from the TDSE is simply given by [21]

|ψ(t)〉 =
∑
n

cn(0)e−iωnt|n〉. (3.7)

Inspection of the coupled equations resulting from the TDSE reveals that in the

rotated frame the two-level atom can be described by the Hamiltonian [21]

H̃ =
~
2

∆ Ω∗

Ω −∆

 , (3.8)

which we can diagonalise to find the eigenvalues and corresponding eigenstates of

the system.

3.1.2 The density matrix

So far we have considered the system evolution in terms of the state vectors, solving

evolution using the TDSE. This treatment is ideal for isolated systems, but for

systems coupled to the environment it is not possible to ascribe a unitary operator

to account for dissipative effects of spontaneous emission or dephasing. Moreover,

due to the dissipation, the system is often in a statistical mixture {|ψi〉} instead of

a pure state |ψ〉 and can not be described by a state vector.

Considering a pure state |ψ〉, the density matrix is the 2× 2 matrix given by

ρ̂ = |ψ〉〈ψ| =

ρgg ρge

ρeg ρee

 . (3.9)

where the diagonal elements ρgg and ρee are called known as the populations, and

represent the probability of finding the system in state |g〉 or |e〉 respectively, such
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that ρgg + ρee = 1 and ρ̇gg = −ρ̇ee. Off-diagonal terms ρge and ρeg are known as the

coherences, dependent upon the relative phase between states |g〉 and |e〉 and have

the properties ρge = ρ†eg.

The density matrix dynamics is governed by the Liouville-Von Neumann or master

equation, the direct analog of the Schrödinger equation, given by

ρ̇ =
i

~

[
ρ, Ĥ

]
. (3.10)

Using the density matrix formalism allows spontaneous emission of the excited states

arising from the coupling with the bath of vacuum electric field modes to be taken

into account. The resulting time evolution is non-unitary and leads to the evolution

of an initially pure state into a mixed state. The coupling to the bath is described

by the Lindblad superoperator L(ρ) [179]

L(ρ) = −1

2

∑
m

(C†mCmρ+ ρC†mCm) +
∑
m

CmρC
†
m, (3.11)

where the sum is over all decay modes m. For a given decay channel from |i〉 to |j〉,

the first summation describes loss of population from state |i〉 due to emission of a

photon, and the corresponding decay in the coherence terms ρji,ij, whilst the final

term describes population being restored into state |j〉, ensuring Tr{ρ} = 1 for all

times [180].

For the two-level atom there is a single decay mode for spontaneous emission from

|e〉 to |g〉 at rate Γe which is described by the operator Ce =
√

Γe|g〉〈e|. Inserting

this into Eq. 3.11, the Lindblad operator for the two-level atom is

L(ρ) =

 Γeρee −1
2

Γeρge

−1
2

Γeρeg −Γeρee

 . (3.12)

For a real driving field, the source is never purely monochromatic but instead has

a Lorentzian linewidth γp [21]. The linewidth leads to enhanced dephasing of the

off-diagonal coherences associated with the excited state but leaves the populations

unchanged. The linewidth induced dephasing can be included by adding an addi-
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tional term to the off-diagonal dephasing rate such that γeg → γeg + γp [181]. This

can be included in the master equation by adding a dephasing term at a rate γp

to the coherences. Whilst this cannot be expressed in the general Lindblad form of

Eq. 3.11, the additional dephasing contribution Ld(ρ) can be expressed as

Ld(ρ) =

 0 −γpρge

−γpρge 0

 . (3.13)

The master equation for the time evolution of the density matrix is now modified

to the Lindblad master equation

ρ̇ =
i

~
[ρ,H ] + L(ρ) + Ld(ρ), (3.14)

which returns a set of four coupled equations called Optical Bloch Equations (OBE).

For the limiting case of ∆ = 0, an analytic solution can be found and yields to the

excited state probability given by [11]

ρee =
Ω2

2Ω2 + Γ2
e

[
1− e−3 Γet/4

(
cos(Ω̃t) +

3 Γe

4Ω̃
sin(Ω̃t)

)]
, (3.15)

where Ω̃ =
√

Ω2 + Γ2
e/16. This shows that the role of the excited state spontaneous

decay is to cause an exponential damping of the Rabi oscillations into a steady-state

ρss with a 1/e timescale of τ = 2/(3π Γe), as plotted Fig. 3.1 (b).

In general, for the case of both finite ∆ and Γe there is no simple analytic solution

for the system dynamics and instead numerical integration is performed to model

the system. However, the asymptotic steady-state can be determined from the

condition ρ̇ss = 0. Introducing a transformation of the OBE to the slow variables

ρ̃ge = e− iωtρge and ρ̃eg = e iωtρeg yields to the solutions

ρss
ee =

|Ω|2/4
(|Ω|2/2 + Γ2/4 + ∆2)

, (3.16a)

ρ̃ss
eg =

Ω

2

(∆− iΓ/2)

(|Ω|2/2 + Γ2/4 + ∆2)
. (3.16b)
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Figure 3.2: Ramsey pulse sequence (top right) and oscillatory pattern of the probability
Pe(t), obtained by varying the detuning ∆ for a π/2-pulse duration of τ = 500 ns, a Rabi
frequency of Ω′/2π = 1 MHz and a fixed free evolution time of 10µs.

3.1.3 Ramsey fringes

In order to give an estimation of the coherence time related to quantum information

protocols, the experimental benchmark method is the realisation of the so-called

Ramsey fringes. After initialisation of the state in |g〉, this protocol requires to first

apply a π/2-pulse with duration τ to create a superposition state. This is followed

by a fixed evolution time T where the qubit state can precess freely in the Bloch

sphere for varying two-photon detuning ∆, accumulating a phase φ = ∆T. Finally,

a second π/2-pulse with the same interaction time τ detects the final state. As

shown in Fig. 3.2, the probability of transferring the population in state |e〉 exhibits

an oscillatory pattern given by [21]

Pe(t) = 4
Ω2

Ω′2
sin2

(
Ω′τ

2

)[
cos

(
∆T

2

)
cos

(
Ω′T

2

)
− ∆

Ω′
sin

(
∆T

2

)
sin

(
Ω′T

2

)]2

,

(3.17)

which allows for extreme sensitivity to detect the phase φ accumulated during the

free evolution time. This provides a protocol to test the coherence of the created

state during coherent ground state Raman transfer (see Sec. 7.1) as well as coherent

Rydberg excitation (see Sec. 7.2).
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Figure 3.3: (a) Dressed atom picture for a two-level atom where the coupling Ω leads to
the creation of two new eigenstates |±〉, separated by an energy ~Ω′, such that it results
in an avoiding energy anti-crossing on resonance. (b) For large detuning ∆ � Ω, ground
and excited states are shifted due to AC Stark shift or light shift.

3.1.4 The dressed atom picture

From the Hamiltonian of the two-level atom described in Eq. 3.8, one can diagonalise

the matrix to obtain the corresponding eigenenergies

ε± = ±~
2

Ω′, (3.18)

defining two new eigenstates |±〉, called the dressed states [178], given by

 |+〉 = cos
(
θ
2

)
|e〉+ sin

(
θ
2

)
|g〉

|−〉 = cos
(
θ
2

)
|g〉 − sin

(
θ
2

)
|e〉

with the angle θ = arctan(−Ω/∆) describing the admixture between the bare states

and the dressed states.

On resonance (∆ = 0) and in the absence of the coupling term Ω, the two eigenstates

|±〉 are degenerate. The effect of the coupling Ω is to lift the energies, as shown in

Fig 3.3 (a), in order to create an anti-crossing on resonance. The higher the coupling

Rabi frequency Ω, the higher the energy splitting. Moreover, the new eigenstates |±〉

are an equal mixture of the bare atomic states |g〉 and |e〉 on resonance, yielding to

an energy splitting of the states by ± ~Ω/2, called Autler-Townes splitting [182, 183]
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3.1.5 Optical dipole trap

For large detunings (∆ � Ω), one can make a Taylor expansion of Eq. 3.18 such

that

ε± ≈ ±
~
2

(
∆ +

|Ω|2

2∆

)
, (3.19)

which results in energy shifts of the ground and excited states of ∆Eg = ~Ω2/4∆

and ∆Ee = −~Ω2/4∆ known as the AC Stark shift, or light shift, as represented in

Fig. 3.3 (b).

The AC Stark shift depends on the intensity of the laser as well as on the sign of the

detuning, and can be used to trap atoms in optical fields. For ∆ < 0, red frequency

detuning, the atoms will be trapped to regions of high intensity. However, for blue

frequency detuning corresponding to ∆ > 0, the atoms will be expelled from the

regions of highest intensity.

In our experiment, we trap atoms using a Nd:YAG laser beam (λ = 1064 nm) with

high power (∼ 10 W), which corresponds to very large negative detuning from the

cesium D2-transition, as discussed in Chap. 5.

3.2 Three-level atom

Much of atom-light interactions physics can be understood from the two-level atom,

however our experiment does need to be modeled by a three-level system. Consider

a three-level atom with ground |g〉, excited |e〉 and Rydberg |r〉 states separated by

energy ~ωeg and ~ωre respectively, as shown in Fig. 3.4 (a), in a ladder configuration.

The atomic levels are driven by two monochromatic laser fields. The first laser field

E1 at frequency ω1 drives the transition from |g〉 to |e〉 with detuning ∆1 = ω1−ωeg
while the second laser field E2 at frequency ω2 drives the transition from |e〉 to |r〉

with detuning ∆2 = ω2 − ωre. Similarly to Sec. 3.1, the magnitude of the electric

dipole coupling is described by both Rabi frequencies Ω1 = − µeg · E1/~ and

Ω2 = − µre · E2/~.
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Figure 3.4: (a) Three-level atom in a ladder configuration with a ground state |g〉, a
short lived intermediate state |e〉 and a Rydberg state |r〉 driven by two Rabi frequencies
Ω1 and Ω2 with their corresponding detunings ∆1 and ∆2 respectively. (b) Λ-system
configuration where in this case two ground states |g〉 and |g′〉 are coupled off-resonantly
to the intermediate state |e〉.

The Hamiltonian for the system in the rotating wave approximation is given by

H = H0 +Hal where

H0 = ~ωg|g〉〈g|+ ~ωe|e〉〈e|+ ~ωr|r〉〈r|, (3.20)

and

Hal = ~
Ω1

2
(e−iω1t|e〉〈g|+ eiω1t|g〉〈e|) + ~

Ω2

2
(e−iω2t|r〉〈e|+ eiω2t|e〉〈r|). (3.21)

The states |g〉, |e〉 and |r〉 can be expressed as orthogonal normalised column vectors

|g〉 = (1, 0, 0)t, |e〉 = (0, 1, 0)t and |r〉 = (0, 0, 1)t.

Moving into the rotating frame results in a Hamiltonian matrix of the form [184]

H = ~


0 Ω1/2 0

Ω1/2 −∆1 Ω2/2

0 Ω2/2 − (∆1 + ∆2)

 . (3.22)

The time evolution of a single atom is given by the density matrix which follows the

Lindblad master equation

38



3.2. Three-level atom Chapter 3. Atom-Light Interactions

ρ̇ =
i

~
[ρ,H ] + L(ρ). (3.23)

For the three-level atom there are two decay modes for spontaneous emission, one

from |e〉 at rate Γe and another from |r〉 at rate Γr, which are described by the

collapse operators [185]

Ce =
√

Γe|g〉〈e|, (3.24a)

Cr =
√

Γr|e〉〈r|. (3.24b)

3.2.1 Electromagnetically induced transparency (EIT)

In this section, we will focus on the regime of Electromagnetically Induced Trans-

parency (EIT). In the literature [149, 184], the first laser field E1 is referred as

the probe laser with Rabi frequency Ωp and detuning ∆p while the second laser

field E2 is referred as the coupling laser with Rabi frequency Ωc and detuning ∆c.

The finite-linewidth of the probe and coupling lasers are γp and γc respectively and

γrel = γp + γc corresponds to the linewidth relative to the two-photon resonance.

In the absence of the coupling laser, we are dealing with the simple case of a two-level

system studied in Sec. 3.1, driven by the probe laser field.

The optical response of a medium is determined by its susceptibility [11, 149, 184]

which, at the probe laser frequency ωp and for a uniform atomic density of ρ0 atoms

per unit volume, is related to the density matrix by [181]

χ(ωp) = −
2ρ0µ

2
eg

ε0~Ωp

ρ̃eg. (3.25)

χ is the complex susceptibility, and can be resolved into the real and imaginary

components, χ = χR + iχI. The imaginary part of χ will govern the intensity

transmission of the beam T such that
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Figure 3.5: Comparison between the imaginary part of the susceptibility χI of the two-
level atom (dashed line) and the three-level atom in the EIT condition (solid line), show-
ing the narrow transparency window on resonance. The curves have been calculated for
Ωp = Γe/10 and Ωc = Γe/2 without taking into account effect of finite laser-linewidth
(γgr = 0), and scaled with respect to χ̃ = 2ρ0µ

2
eg/ε0~Γe.

T =
I

I0

= exp(−kpχI`), (3.26)

where I0 is the light intensity in the vacuum, ` is the length of the medium and

kp = 2π/λp the wavevector of the probe laser. Injecting the steady states solution

found for ρ̃ss
eg in Eq. 3.16b provides a Lorentzian absorption profile of the probe

laser in the absence of any homogeneous line-broadening. The absorption profile is

represented by the imaginary part of the susceptibility χI in Fig. 3.5.

In the case of the three-level system it is not possible to solve the master equation

analytically. Instead, for the case Ωp � Γe, Ωc, the population can be assumed to

remain in the ground-state for all times ρss
gg = 1. Using this assumption, the steady-

state coherence for the probe transition can be evaluated, yielding to the expression

of χ in the weak probe limit given by [149, 181]

χ( ∆p) =
iρ0µ

2
eg/ε0~

γge − i ∆p +
Ω2

c/4

γgr − i( ∆p + ∆c)

, (3.27)

with γge = Γe/2 + γp and γgr = Γr/2 + γrel in analogy with Eq. 3.12 and Eq. 3.13.
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The imaginary part of χ( ∆p) is plotted in Fig. 3.5. In comparison with the two-

level atom, χI is now vanishing in resonance at ∆p = ∆c = 0, hence exhibits a

full transmission of the probe laser for γgr = 0. This narrow transparency win-

dow arising from the coupling to a third level is called Electromagnetically Induced

Transparency (EIT), with a full width at half maximum proportional to Ω2
c [184].

We could equally see that χR shows a steep slope [184] which allows for reduction

of the group velocity of the probe field and the potential to stop a light pulse [186].

Dressed states picture

The emergence of the probe field transparency in the absorption spectrum can be

understood intuitively using the dressed states picture [187]. The diagonalisation

of the Hamiltonian of Eq. 3.22 provides the new eigenstates of the three-level atom

which, at the two-photon resonance ∆p + ∆c = 0 and for γgr = 0, are given

by [149, 184]

|D〉 = cos θ|g〉 − sin θ|r〉, (3.28a)

|+〉 = sin θ sinφ|g〉+ cosφ|e〉+ cos θ sinφ|r〉, (3.28b)

|−〉 = sin θ cosφ|g〉 − sinφ|e〉+ cos θ cosφ|r〉, (3.28c)

where θ and φ are the mixing angles defined as

tan θ =
Ωp

Ωc

, tan 2φ =

√
Ω2

p + Ω2
c

∆p

. (3.29)

The corresponding eigenergies are

ED = 0 and E± =
~
2

(
∆p ±

√
∆2

p + ∆2
c + Ω2

c

)
. (3.30)

In the weak probe limit (Ωp � Ωc, Γe) and on resonance (∆p = 0), one obtains
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the eigenstates

|±〉 =
|r〉 ± |e〉√

2
, (3.31a)

|D〉 = |g〉. (3.31b)

The state |D〉 with zero-energy is the ground state and does not couple to the probe

field, which is why it is referred to as a dark-state. Inversely, the two eigenstates |±〉

are known as bright-states where the excitation probability amplitudes with respect

to the state |e〉 are equals but with opposite signs. This gives rise to destructive

interference of the excitation pathways which makes the probe laser transparent to

the atomic medium and leading to the system staying in the dark state |D〉.

3.2.2 Two-photon Raman transitions

Rather than working on resonance in a three-level ladder configuration for EIT,

coherent two-photon excitation to a Rydberg state requires large detuning ∆1 from

the intermediate state |e〉 as shown in Fig. 3.4 (a), to minimise spontaneous emission

during the excitation process that would lead to decoherence. We aim to determine

for which range of parameters this excitation scheme can be reduced to an effective

two-level system.

Rotating into the frame of averaged frequencies, we can transform the Hamiltonian

of Eq. 3.22 into an effective Hamiltonian [188] given by

H =
~
2


δ Ω1 0

Ω1 −2∆ Ω2

0 Ω2 −δ

 , (3.32)

where δ = ∆1 + ∆2 and ∆ = ∆1−∆2

2
.

Working at large detuning from the intermediate state |e〉 is a necessity to minimise

spontaneous emission. In the case where the detuning is large relative to the Rabi

frequencies (|∆1,2| � Ω1,2), the state |e〉 can be adiabatically eliminated due to fast
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variation in the population ρee such that ρ̇ee = 0 [188].

The Hamiltonian can then be re-arranged in an effective two-level Hamiltonian sim-

ilar to Eq. 3.8 in the basis {|g〉, |r〉}

Heff =
~
2

∆eff ΩR

ΩR −∆eff

 , (3.33)

where the effective detuning ∆eff = δ + ∆g
AC −∆r

AC has new terms corresponding

to the differential AC Stark shift ∆g
AC = |Ω1|2

4∆
and ∆r

AC = |Ω2|2
4∆

for the states |g〉 and

|r〉 respectively, while the effective two-photon Rabi frequency between |g〉 and |r〉

is given by

ΩR =
Ω1Ω2

2∆
. (3.34)

According to Sec. 3.1.1, the system will undergo Rabi oscillations between ground

and Rydberg states at the rate Ω′ =
√

Ω2
R + ∆2

eff with full population transfer for

∆eff = 0, corresponding to δ = ∆r
AC −∆g

AC = |Ω2|2
4∆
− |Ω1|2

4∆
, due to AC Stark shift.

One can notice the difference with EIT conditions where δ = 0 (∆1 = −∆2).

3.2.3 Important features of three-level Λ system

As shown in Fig 3.4 (b), we will perform coherent transfer between two hyperfine

ground states |g〉 and |g′〉 coupled to the intermediate state |e〉, with the Rabi

frequencies Ω1 and Ω2 respectively, in a Λ configuration. Such excitation scheme

can be described by the Hamiltonian in Eq. 3.32 by defining a new detuning ∆̃2 =

ω2 − (ωe − ωg′) such that δ = ∆1 − ∆̃2 and ∆ = (∆1 + ∆̃2)/2.

Therefore, the Λ-configuration can be described by a two-level system between the

states |g〉 and |g′〉 with the effective Hamiltonian given by Eq. 3.33. The notable

difference with the ladder configuration arises from the fact that both states are

close together, inducing another contribution to the AC Stark shift such that the

new effective detuning ∆eff = ∆1 − ∆̃2 + ∆g,TOT
AC −∆g′,TOT

AC with,
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Figure 3.6: Theoretical predictions of (a) Rabi frequencies ΩR, (b) differential AC Stark
shifts between ground and Rydberg state ∆AC as well as (c) scattering probabilities Psc

for the transition |4, 4〉 → 81D5/2 as a function of the detuning ∆ from the intermediate
state |e〉.

∆g,TOT
AC =

|Ω1|2

4∆
+

|Ω2|2

4(∆− ωHFS)
, (3.35)

∆g′,TOT
AC =

|Ω1|2

4(∆ + ωHFS)
+
|Ω2|2

4∆
. (3.36)

and where ωHFS corresponds to the hyperfine splitting between the ground states.

3.2.4 Optimised parameters estimation

The ability to perform accurate Rydberg excitation and ground-state rotations using

two-photon excitation schemes is critical in developing quantum gates. We have seen

that both excitations can be reduced to a two-level system with Rabi frequencies

ΩR = Ω1Ω2

2∆
, where Ω1,2 represents dipole allowed Rabi frequencies. It is important

to recall that this expression for the Rabi frequency is accurate for |∆| � ∆hf

[68], where ∆hf is the width of the hyperfine structure of the intermediate level
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|e〉 = |6P3/2〉 in our experiment. Appendix A gives an overview of the way to

calculate the single photon Rabi frequency for a dipole allowed transition using the

Wigner-Eckart theorem. This allows us to predict the best set of parameters to

obtain fast Rabi oscillations and preserve quantum states from decoherence.

Two-photon excitation suffers from two drawbacks that need to be reduced. The

dominant source of error in such an excitation is due to spontaneous emission from

the intermediate level |e〉. This can be evaluated from calculation of the probability

to scatter a photon during a π-pulse which for Rydberg and ground state two-photon

excitation, are given by [68]

Psc,Ryd =
γe tπ

2

(
|Ω2|2

2∆2
+
|Ω1|2

2∆2

)
(3.37)

and

Psc,Ground =
γe tπ

2

(
|Ω1|2

2∆2
+

|Ω2|2

2(∆− ωHFS)2
+

|Ω1|2

2(∆ + ωHFS)2
+
|Ω2|2

2∆2

)
, (3.38)

where tπ = π/ΩR and γe = 1/τe is the radiative decay rate from the intermediate

state |e〉. The factor 1
2
accounts for half of the population being in state |g〉 and the

other half being in state |r〉 during the π-pulse [68] corresponding to the Rydberg

excitation or the states |g〉 and |g′〉 for the case of a ground state rotation. The second

source of error is the differential AC Stark shift ∆AC arising from the effective two-

photon detuning ∆eff . Due to possible variation in Rabi frequency coming from

intensity noise or shift of the detuning, it needs to be minimised to obtain high-

fidelity Rabi oscillations and maximise population transfer.

However, to make accurate theoretical predictions of two-photon Rabi frequencies,

Stark shifts and scattering probabilities, one needs to take into account the hyperfine

structure of the intermediate state |e〉. This is obtained by modifying Eq. 3.34 and

summing over all dipole allowed excitation pathways via the intermediate state fe,

such that the two photon Rabi frequency is given by
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Parameter Value
∆/2π + 1.03 GHz
ΩR/2π + 1.05 MHz
∆AC/2π +1.13 MHz
Psc 0.24

Table 3.1: Optimised parameters for the two-photon excitation |4, 4〉 → 81D5/2 with a
detuning of ∆/2π = +1.03 GHz from the centre of mass of the intermediate state 6P3/2.

ΩR =
∑
fe

Ωf,mf→fe,mfeΩfe,mfe→j,mj

2(∆ + ∆fe)
(3.39)

where ∆fe is the relevant hyperfine level detuning from the centre of mass of the

intermediate state.

Calculations for the two-photon excitation from the ground state |4, 4〉 to the Ryd-

berg state 81D5/2 are represented in Fig. 3.6 with a detuning ∆/2π = + 1.03 GHz

from the center of mass of the intermediate state |e〉. The first and the second pho-

ton are both σ+-polarised. The set of parameters are taken from Sec. 7.2.6. They

consist of a first photon of 852 nm with a laser beam power of 453 nW and a beam

waist of 14 µm coupled to a second photon from a laser beam at 509 nm with a

power of 74 mW focused down to a beam waist of 18 µm.

From Fig. 3.6, one observes that keeping the detuning |∆|/2π > 1 GHz allows to

minimise both the scattering probability and the differential AC Stark shift whilst

achieving a Rabi frequency |ΩR|/2π > 1 MHz. We summarise in Tab. 3.1 the range

of optimal parameters that we plan to obtain for coherent excitation implemented

in Sec. 7.2.6.
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3.3 Summary

Studying the evolution of the simple two-level system allows to derive the principal

insight of atom-light interactions. Adding a third level unlocks rich physics phe-

nomena such as quantum interferences leading to a narrow transparency window in

the absorption feature of the excited states |e〉, where this process is referred to as

EIT. Observing this phenomena requires the two-photon resonance ∆p = ∆c = 0

to be exactly met, which will be useful to calibrate our narrow excitation lasers in

Chap. 6. Moreover, it is possible to drive two-photon excitation for Rydberg excita-

tion or ground state rotations detuned from the excited state |e〉. Compared to the

single photon excitation case, one can perform excitation towards S and D states

which are dipole forbidden for direct excitation from the ground state. Secondly, it is

possible to engineer large two-photon Rabi frequency ΩR on the order of the ∼ MHz

rate, while minimising decoherence mechanisms such as spontaneous emission and

differential AC Stark shift.
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Experimental Realisations
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Chapter 4

Rydberg excitation lasers

stabilisation

In our experiment, we perform two-photon excitation to Rydberg states to overcome

the challenges of the weak dipole matrix elements of the UV wavelength for single-

photon transition [107]. Two-photon excitation to Rydberg states requires large

detuning from the intermediate state to minimise spontaneous emission during the

excitation process, as detailed in Sec. 3.2.4. This means it is not possible to use an

atomic reference cell for frequency stabilisation. In addition, high-fidelity excitation

requires the laser linewidth to be narrowed to minimise laser induced dephasing [67,

124].

Typically, stabilisation to an atomic reference results in laser linewidths of order

10-100 kHz [21]. However, to achieve a laser linewidth that is narrow compared

to the Rydberg state lifetime (generally 10-100 kHz) we require a frequency ref-

erence capable of sub-kHz linewidth and offering excellent long-term stability. A

solution to this problem is to utilise a high-finesse reference cavity [189], exploiting

the technological developments driven by the atomic clock community using optimal

material and geometry choices [190]. This enables laser stabilisation with sub-Hz

linewidths and absolute drifts below mHz/hour for state-of-the-art optical clock ex-

periments [191–197].
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In this chapter we describe the stabilisation of our Rydberg excitation lasers to

a high-finesse reference cavity and the characterisation of both the reference cav-

ity and the lasers themselves. The work reported in this chapter and chapter 6 has

been published in [198].

4.1 Qubit and Rydberg lasers

Our goal is to perform two-photon Rydberg excitation via the caesium D2-line using

lasers at 852 nm with a detuning ∆p from the excited state |e〉 = 6P3/2 and 509 nm

with a detuning ∆c from a Rydberg state |r〉, as illustrated in Fig. 3.4 (a). The

first step of the excitation from 6s 2S1/2 → 6p 2P3/2 is performed using an extended

cavity diode laser (ECDL) at 852 nm. For the second step, light at 509 nm is

required which is generated from a pair of homebuilt second harmonic generation

(SHG) systems, Rydberg A & B, which double light from a pair of master lasers

operating at 1018 nm.

Commercial laser diodes are available at the convenient wavelengths of 852 nm and

1018 nm, with powers of ∼ 40 mW and a tuning range of a few nanometers by

adjusting the temperature of the diode. The high-reflectivity (HR) of the laser

diode rear facet combined with the low-reflectivity of the front facet act as a cavity

and provides optical feedback for lasing at a given frequency. However, the laser

linewidth is rather large ∼ 10-100 MHz in free running mode compared to typical

atomic transition linewidth of ∼ 1 MHz, besides being unstable. Increasing the

length of the cavity allows to reduce the laser linewidth as well as increasing the

stability. This is achieved using an external cavity (ECDL) made of the laser diode

rear facet and a diffraction grating at the other end.

Our ECDL design uses laser diodes mounted in a solid aluminium body with fre-

quency control achieved using holographic gratings operated in a Littrow configu-

ration [199], as shown in Fig. 4.1 (a). The first diffraction order of the grating is

reflected back to the diode while the output laser beam is made of the 0th order.

The grating mount is doubly hinged to provide decoupling of horizontal and ver-

tical adjustment. Coarse frequency tuning of the grating angle is performed using

a precision 170 TPI screw, with fine tuning achieved using a piezoelectric actuator
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Figure 4.1: (a) A laser diode in a Littrow configuration. The first order reflection from a
grating is fed back into the laser diode creating an external cavity. The output beam is the
direct reflection (0th order) from the grating. (b) Photograph of the different components
of the ECDL. (c) Zoom on the central part of the ECDL with the diffraction grating as
well as an output mirror. The mirror is always parallel to the grating in order to keep the
beam angle constant as the grating is turned.

(Thorlabs AE0505D08F). All the lasers are temperature stabilised to < 0.1◦C using

a commercial Arroyo 5240 PID controller driving a Peltier cooler and placed in a

perspex box with an anti-reflection (AR) coated window to provide thermal and

mechanical insulation, see Fig. 4.1 (b).

4.1.1 Qubit A laser

The first step laser, Qubit A, uses a standard Fabry-Perot laser diode (Thorlabs

L852P150) with 30 % optical feedback from a grating with 1800 lines/mm (Thorlabs

GH13-18V), as shown in Fig. 4.1 (c), giving a mode-hop free tuning range of 5 GHz.

We manage to obtain roughly 40 mW of output power for a current of 70 mA.

After an isolator to avoid back reflections into the diode and due to the elliptical
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shape of the output beam, we use a set of anamorphic prisms with a ratio 3:1 to

render it circular. Finally, light passes through a double-pass 80 MHz acousto-optic

modulator (AOM) for control of frequency and intensity before being delivered to

the experiment via a polarisation-maintaining (PM) single mode optical fibre, see

Fig. 4.14.

4.1.2 Rydberg A and B lasers

As shown in Fig. 4.2 and Fig. 4.3, the master lasers for Rydberg A & B, are gen-

erated from AR coated infrared laser diodes at 1018 nm (Toptica LD-1020-0400-2

and Sacher SAL-1030-060 respectively) combined with a 1200 lines/mm visible grat-

ing (Thorlabs GH13-12V) tunable from 1010-1025 nm with no realignment of the

vertical feedback. After the isolator, the ouput beams are passing through a set of

anamorphic prisms with a ratio 2:1 to render them circular. High power is achieved

using a commercial Tapered-Amplifier (TA) (M2K TA-1010-2000-DHP) for each

laser, contained in a homebuilt copper mount. We obtain 1.36 W output TA power

for 22 mW seed power at a TA input current of 4 A.

However, the tapered region generates a large beam divergence in the vertical di-

rection compared to the horizontal one. To compensate for astigmatism, the beam

is passing through a series of spherical and cylindrical lenses in order to obtain a

round-shaped collimated beam.

Second Harmonic Generation (SHG) cavity

To generate light at 509 nm, the Rydberg lasers are doubled via cavity-enhanced sec-

ond harmonic generation (SHG) [200] using an AR coated quasi-phase matched peri-

odically poled KTP crystal from Raicol Crystal Ltd. with dimensions of 1x2x20 mm

and a poling period of Λ = 7.725 µm. An additional singlet with focal length

f = 400 mm is placed before the SHG cavity to ensure mode matching with the

incoming beam, resulting in an input beam waist radius of 100µm. The non-linear

crystal is placed into a brass heating block at the centre of a symmetrical bow-tie

cavity, with temperature control provided using a Peltier device allowing tempera-
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Figure 4.2: Rydberg SHG system. The laser light at 1018 nm is passing through a TA for
increasing the power before to create the 509nm beam using the SHG bow-tie cavity. The
509 nm beam power is then stabilised using an AOM-based noise-eater. This followed by an
AOM for frequency and intensity control at the experiment and a shutter for extinguishing
the light if necessary, before being coupled to a PM-fibre. The cavity is stabilised using the
Hänsch-Couillaud (HC) lock detector made of a λ/4 waveplate, a PBS and a differential
photodiode.

ture tuning from 15-95◦C. This corresponds to peak doubling efficiencies from 1020-

1015 nm to enable excitation of Rydberg states with principal quantum number

from n ≥ 45 to ionization.

Figure 4.2 shows a schematic of the bow-tie cavity which consists of two plane

mirrors (M1 and M2) and two concave focusing mirrors (M3 and M4) with - 30 mm

radius of curvature. All the mirrors are dual coated for the pump beam at 1018 nm

and the second harmonic beam at 509 nm, with their reflectivities given in Tab. 4.1.

The expression of the second harmonic power P2ω [201] built up in the SHG cavity

is proportional to the length of the crystal L as well as the square of the incident

power P2
ω. Although it could be attractive to reduce the waist size of the fundamental
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Mirror Configuration ROC (mm) Reflectivity R
at 1018 nm (%)

Reflectivity R
at 509 nm (%)

M1 plane inf 89.0 -
M2 plane inf > 99.8 < 5
M3 concave - 30 > 99.8 < 5
M4 concave - 30 > 99.8 < 5

Table 4.1: Table referencing the different mirrors of the SHG cavity with ROC standing
for radius of curvature. The mirrors have been purchased at Layertec with the references
in parenthesis : input coupler mirror M1 (110 252), the plane pump mirror M2 (101 041)
and 2 pump concave mirrors M3 and M4 (102 289).

beam in the crystal to increase its intensity, this would be detrimentally reflected

on the length of the interaction between the pump beam and the crystal. Thus, an

optimisation between pump beam focusing and interaction length has been achieved

based on the article of Boyd and Kleinman [201], leading to an optimal waist radius

of 25 µm in the middle of the crystal. Finally, the cavity has a 1.25 GHz free spectral

range (FSR) and a finesse of F ∼ 50 (See Sec. 4.2), to which we achieve an optimised

95 % modematching for an input beam power of 1 W.

The cavity length is stabilised to give peak SHG output power using the Hänsch-

Couillaud technique [202], which is quite inexpensive and frequency modulation

free. This locking scheme is based on the polarisation analysis of the reflected beam

from the cavity, which contains a birefringent element, e.g. the nonlinear crystal.

As illustrated in Fig. 4.2, it only requires a polarisation analysing assembly made

of a quarter-waveplate (λ/4), a polarisation beam splitter (PBS) and a differential

photodiode. The polarisation of the incoming pump beam is controlled using a

half-waveplate (λ/2) in order to get ∼ 5◦ with the horizontal plane. The incident

light can be decomposed in terms of two orthogonal, linearly polarised components,

that are parallel or perpendicular to the horizontal plane. According to the paper

of Hänsch and Couillaud [202], the horizontal component of the reflected field com-

ponent acquires a phase shift depending on its detuning from the cavity resonance

(see Sec. 4.2). However, the vertical component is directly reflected and used as

a phase reference. At resonance, the reflected field components are in phase. Out

of resonance, the phase shift accumulated by the horizontal component leads to an

elliptically polarised of the overall reflected field, whose ellipticity depends on the
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Figure 4.3: Photograph of the Rydberg SHG system showing the Rydberg laser at 1018 nm,
followed by the TA and the SHG cavity. The light is also passing through the a first AOM
for noise eating before going through a second AOM to control its frequency and amplitude
at the experiment.

sign of the detuning. The λ/4 plate converts the reflected beam in linearly polarised

components with equal intensity at resonance or different amplitudes otherwise, that

are separated using a PBS. A differential photodiode generates an error signal which

exhibits a dispersion shape with zero crossing when the cavity is at resonance. The

error signal is fed into a PID controller which controls the voltage applied to a piezo-

electric transducer (PZT) mounted on the plane mirror M2, controlling the length

of the SHG cavity to maintain it at resonance.

Following optimisation of the alignment and crystal temperature, we typically obtain

370 mW at 509 nm for 650 mW infrared power, achieving ∼ 57 % conversion effi-

ciency at a TA current of 3.0 A. At higher infrared input powers (> 1W), we observe

power clamping arising from a competing χ(2) - non linearity whereby the intracav-

ity second harmonic beam acts as a pump for non-degenerate optical parametric

oscillation [203]. This can be overcome using a lower input coupler reflectivity [204]

or by adjusting the cavity geometry to increase the waist in the crystal [205].
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Noise eater

An important requirement for quantum gates is to ensure constant pulse area. Inten-

sity noise leads to change in the two-photon Rabi frequency ΩR, which will turn up

into rotation errors and affects the detuning due to variable AC-Stark shift. Thus,

we have implemented an AOM based noise eater to minimise slow noise which is

related to long term drift of the intensity.

As illustrated in Fig. 4.2, a fraction of the SHG output beam (∼ 1 mW) at 509 nm is

picked off using a glass window and collected with a a photodiode (Thorlabs PD36A-

EC, gain 10 dB). The output signal from the photodiode is compared to a set voltage

using an analog noise eater electronics box, whose output voltage is connected to

an AOM-driver. The input of the AOM-driver is mixed with a voltage control

oscillator (VCO) and amplified before being delivered to an 80 MHz AOM. This

allows to regulate the diffraction efficiency into the 1st-order in order to maintain

the intensity of the 0th-order stabilised. We are able to eliminate intensity noise

with less than 1 % amplitude variation over one hour.

Finally, the beam passes through an 80 MHz AOM to provide frequency and intensity

control in the experiment before being coupled into a single mode PM fibre, which

leads to ∼ 160 mW available at the cold atoms. AOM frequencies for all lasers are

derived from a common direct digital synthesis (DDS) evaluation board (AD9959)

device to provide controllable relative phase between the lasers.

4.2 Fabry-Perot cavity theory

We consider a lossless cavity in a plano-concave configuration consisting of one

plane mirror and one concave mirror as shown in Fig. 4.4 (a). We assume that light

travelling in the cavity is made of plane waves, such that the incident light can be

described as a monochromatic plane wave of frequency ν : Ein = E0 e2iπνt. The two

mirrors, separated by a distance L, are characterised by two amplitude coefficients

of reflection r and transmission t. Without any cavity loss, one obtains the relation

r2 + t2 = 1 or R + T = 1, when using the intensity coefficients of reflection R = r2

and transmission T = t2.
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Figure 4.4: (a) Fabry-Perot cavity principle. Constructive interferences lead to a relation
between the length of the cavity L and the wavelength λ such that L = q × λ/2, where q
is an integer number. (b) Photograph of the high-finesse ULE cavity within the stainless
steel vacuum can before sealing.

The total intra-cavity field amplitude Ecav is the sum of the transmitted beam and

all the beams reflecting back and forth between the mirrors, given by [1]

Ecav = t Ein(1 + r2eiΦ + r4e2iΦ + ... ),

= t Ein

∞∑
n=1

(r2eiΦ)n,

= t Ein
1

1 − r2eiΦ
, (4.1)

where Φ = 2kL represents the phase shift accumulated due to propagation of the

light for each round-trip and k = ω/c = 2πν/c is the wavevector.

The cavity acts as a passive filter where the condition for constructive interference is

reached when the optical path length given by n× 2L (n being the refractive index

between the two mirrors) is an integer multiple of the wavelength λ. This leads to

a cavity transmission coefficient

T ≡ It

Iin

=
1

1 + F sin2(Φ/2)
, (4.2)

where F = 4R/(1−R)2 is the coefficient of finesse [1].
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Figure 4.5: (a) Cavity transmission as a function of the incident laser frequency showing
equidistant peaks separated by the free spectral range νFSR. (b) Zoom of the cavity
transmission peaks around a resonance for increasing value of the finesse F . The higher
the finesse, the narrower the cavity linewidth δνcav.

Two important features of the cavity emerge :

1) The transmission coefficient corresponds to a periodic succession of peaks as

shown in Fig. 4.5 (a), separated by a frequency interval called the free spectral

range

νFSR =
c

2L
, (4.3)

where c is the speed of light. The free spectral range νFSR is simply determined by

the round-trip cavity length, meaning that when the ultra-stable cavity is used as

a frequency reference, the distance between the two mirrors L has to be fixed with

high accuracy. In order to give an estimation of the acceptable jitter we can tolerate

on the distance L, one can differentiate Eq. 4.3 resulting in

δν

ν
= − δL

L
. (4.4)

For a cavity length L = 10 cm and a frequency stability of ∼ 1 kHz, one needs to

stabilise the cavity length to δL ∼ 1 pm, which is 2 orders of magnitude lower than
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the diameter of a typical atom.

2) One can introduce a second figure of merit called the cavity finesse F , defined as

F =
π
√
F

2
≈ π

√
R

1 − R
, (4.5)

for a large finesse (F � 1). This allows us to determine the full-width at half-

maximum (FWHM) of the transmission peaks, namely the cavity linewidth δνcav

such that

δνcav =
νFSR

F
. (4.6)

As shown in Fig. 4.5 (b), narrower cavity linewidth δνcav requires an increase of the

finesse F , hence of the cavity reflection coefficient R. Assuming that our locking

scheme (see Sec. 4.4) can easily stabilise the lasers to 1−5 % of the cavity linewidth

δνcav, allows us to give an estimate finesse needed for the experiment. The higher

Rydberg lifetime used in this thesis will be on the order of ∼ 200µs, which gives us

an upper bound laser linewidth δνlaser of 5 kHz. Given that the cavity is 10 cm long

and the free spectral range νFSR = 1.5 GHz, our minimum cavity finesse requirement

would be F = 15, 000. This is much bigger than typical cavity finesse of F ≈ 10−

1000 that we use for frequency doubling.

Looking at these two main requirements, it is essential to protect the cavity from

environmental perturbations in order to reduce the laser linewidth. The first re-

quirement on cavity length stability is related to temperature stabilisation. Our

high-finesse cavity is made of Ultra-Low-Expansion (ULE) glass. We will see in

Sec. 4.5.1 that we can minimise the effect of cavity length fluctuations by determin-

ing the critical temperature that leads to the vanishing of the first order coefficient

of thermal expansion (CTE).

In addition to variations in temperature, atmospheric changes in pressure, humidity

or acoustic noise can cause fluctuations in the refractive index of air, resulting in

additional frequency shifts. Considering that air has a refractive index n − 1 ∼

3× 10−4 [206], we can relate the round-trip phase to the refractive index so that
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Φ = 2 k L
P

Patm

(n− 1), (4.7)

where P is the pressure inside the cavity and Patm is the atmospheric pressure.

Using the fact that a 2 π phase shift corresponds to one free spectral range νFSR, we

can determine the frequency shift attributed to a pressure variation δP by

δν =
δP

Patm

(n− 1) ν, (4.8)

resulting in a shift of ∼ 100 Hz for a pressure change of 10−7 mbar.

For this reason, the optical reference cavity is housed in a temperature stabilised

evacuated vacuum chamber, as shown in Fig. 4.4 (b) and Fig. 4.6, to minimise

fluctuations in cavity frequency due to changes in the refractive index.

4.3 Horizontal reference cavity experiment

In order to realise lasers with narrow linewidth and long-term stability, an ultra-

stable cavity is required for generating a stable, long-term reference for Qubit A

and both Rydberg A & B laser systems. When it comes to choosing the cavity

parameters, one could use a long cavity length to increase the relative frequency

stability. This has been adopted by Jiang et al. [207] with a 29 cm cavity length

and later Häfner et al. [208] with a short term fractional laser frequency stability of

8 × 10−17 using a ULE cavity of 48 cm, at the cost of higher vibration sensitivity,

but we do not require that level of accuracy.

Our 5 cm diameter and 10 cm long cylindrical reference cavity is provided by Ad-

vanced Thin Films in a plano-concave configuration with a radius of curvature

R2 = −50 cm, as depicted in Fig. 4.6. We have chosen a plano-concave config-

uration in order to distinguish between transversal modes, contrary to the mode

degeneracy that could be encountered in a confocal resonator [1]. Moreover, this

configuration is less sensistive to beam misalignement or tilt with respect to the cav-

ity axis. The assembly includes a pair of optically contacted 1 inch diameter mirrors

and a spacer made of Ultra-Low-Expansion (ULE) glass. The cylindrical spacer is
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Figure 4.6: Side view schematic of our cylindrical high-finesse cavity in a plano-concave
configuration, with a radius of curvature R2 = −50 cm. The assembly includes a pair
of optically contacted 1 inch diameter mirrors and a spacer made of Ultra-Low-Expansion
(ULE) glass. The cylindrical spacer is composed of 1 vent hole of 4 mm diameter which
allows the internal space between the mirrors to be evacuated. The cavity is supported by
two viton O-rings at the Airy points, such that their relative distance a = 0.5774 L, with
L the distance between the mirrors. This allows the mirrors to stay maximally parallel
to each other and reduce sensitivity to vibration. The mirror substrates have a dual-
wavelength coating to provide high finesse at both 852 nm for Qubit A laser and 1018 nm
for Rydberg A & B lasers, simultaneously. Both the mirrors and the spacer are made of
ULE glass. This material makes it possible to minimise thermal expansion of the cavity
due to a zero-crossing of the linear CTE, which typically occurs at temperatures between
5 ◦C and 40 ◦C [189], providing long-term frequency stability. The external face of the
mirrors are AR coated and make an angle with the optical axis to avoid etalon effect that
would lead to residual amplitude modulation (RAM).

composed of 1 vent hole of 4 mm diameter and 2 through holes of 10 mm diameter,

which allows the internal space between the mirrors to be evacuated. The mirror

substrates have a dual-wavelength coating to provide high finesse at both 852 nm for

Qubit A laser and 1018 nm for Rydberg A & B lasers, simultaneously. From the data

sheet, the estimated finesses are F852 > 680, 000 at 852 nm and F1018 > 310, 000

at 1018 nm with a measured transmission of T852 = 0.00046186% (4.6 ppm) and

T1018 = 0.0010131% (10.1 ppm) respectively. Both the mirrors and the spacer are

made of ULE glass. This material makes it possible to minimise thermal expansion

of the cavity due to a zero-crossing of the linear CTE, which typically occurs at

temperatures between 5 ◦C and 40 ◦C [189], providing long-term frequency stability.

The external face of the mirrors are AR coated and make an angle with the optical

axis to avoid etalon effect that would lead to residual amplitude modulation (RAM).
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Figure 4.7: Photograph of the cavity locking setup used to lock two Rydberg lasers A and
B (1018nm) and Qubit A laser (852 nm). The cavity housing is in middle while Rydberg
A (B) beams are coming from bottom left (right) respectively and Qubit A laser beam is
coming from the top left via fiber EOMs.

First, all the stainless steel components of the vacuum chamber have been washed

in acetone using an ultrasound bath to avoid outgassing. Before inserting the cavity,

the chamber is pre-baked at 200 ◦C for a week, after which the cavity is inserted in

order to avoid damaging the coatings on the cavity mirrors and the system rebaked

at 50 ◦C for 48 hours before sealing. A turbomolecular pump is used to reach a

rough vacuum pressure of 10−7 mbar before turning on the ion pump. Using a 3-l/s

ion pump from GammaVacuum, we maintain a low pressure of 3× 10−7 mbar.

The cavity is mounted horizontally, as shown in Fig. 4.4 (b) and Fig. 4.6, on a

pair of Viton O-rings placed at the Airy points [209] where both mirrors can be

maximally parallel to each other and reduce sensitivity to vibration. The vacuum

chamber is externally temperature-stabilised using a PI temperature controller that

drives a current through heater tapes connected in parallel and wound around the

cavity vacuum can, itself surrounded by 1 cm thick foam insulation. For passive

vibration isolation, the cavity is mounted on a 60 x 60 cm2 breadboard that rests

on a layer of Sorbothane on a floating optical table. The entire vacuum system

is supported by two aluminium clamps bolted to the vibration isolation platform.

Further improvements could be achieved using a radiation shield around the cavity

in vacuum or enclosing the cavity setup within a second stage of temperature control.

The full setup is shown in Fig. 4.7.
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Figure 4.8: Intensity cavity transmission recorded with a camera and showing the three
Hermite-Gauss cavity modes (a)TEM00, (b)TEM01 and (c)TEM02.

Cavity mode-matching

Light fields inside the resonator must fulfill boundary conditions imposed by the

cavity mirrors. Efficient coupling of the laser beam with the cavity requires matching

both the wavefront and radius of curvature of the incident laser beams to the mode

of the optical cavity.

For a two-mirror cavity, the eigenmode can be determined using ABCD matrices [1]

to obtain the TEM00 cavity waist ω0 and the distance d from the center of the cavity,

using equations

ω2
0 =

λL

π

√
g1g2(1− g1g2)

g1 + g2 − 2g1g2

, (4.9)

and

d =
L (R2 −R1)

2(2L−R1 −R2)
, (4.10)

where gi =
(

1 − L
Ri

)
is the stability parameter depending on the radius of curvature

Ri of each mirrors. In our plano-concave configuration R1,2 = ∞,− 50 cm, resulting

in d ≈ −L/2 such that the waist is located on the plane mirror. For the design

wavelengths, the waists are respectively ω852
0 = 233µm and ω1018

0 = 254µm.

Coupling to the Gaussian mode TEM00 requires input light to be mode-matched

into the cavity to minimise excitation of higher order Hermite-Gauss beam modes.

To achieve this, we have used a pair of lenses. One on either side of the cavity,

with a focal length of 500 mm for f1 and 400 mm for f2, at 852 nm and 1018 nm
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respectively, as shown in Fig. 4.13. During the initial alignment procedure, the

cavity transmission is monitored on a CCD camera and allows useful observation

of Hermite-Gauss modes in the plane orthogonal to the optical axis, as shown on

Fig. 4.8. We note that they are Hermite-Gauss modes and not Laguerre-Gauss

modes due to broken symmetry when assembling the cavity.

Finally, one can find the eigenfrequencies of the Hermite-Gauss modes within the

cavity [1] given by

ν(q,m,n) = νFSR

[
q +

m + n + 1

π
cos−1√g1g2

]
, (4.11)

where q is the longitudinal mode number, and the couple {m,n} define the transverse

mode number. This leads to a theoretical cavity mode spacing of 221.4(1) MHz

between each transverse mode.

4.4 Laser stabilisation

Due to external and internal perturbations, the laser frequency needs to be actively

stabilised to counteract any disturbances. To achieve this, one needs to be able to

measure the instantaneous laser frequency ν and compare it to a frequency reference

to create an error signal that will be fed back on the input laser parameters such as

current and grating position.

This is often implemented using an atomic reference, but due to our excitation

scheme, where we need control of the detuning of the lasers with respect to atomic

transitions while keeping a very stable phase relationship between lasers, the idea is

to compare the lasers to an ultra-stable cavity.

The first implementation would be to stabilise the laser’s frequency to one of the

cavity transmissions peaks [210], as shown in Fig. 4.5. Indeed, due to the precise con-

trol of the cavity length L, the frequency of the transmission peak maximum would

be stable enough to sufficiently stabilise the laser frequency. However, the transmit-

tance T is an even function of the frequency and doesn’t enable us to discriminate

if ν is above or below the frequency corresponding to the maximum transmittance
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Figure 4.9: (a) Cavity reflection peaks as a function of the incident laser frequency showing
equidistant separation by a free spectral range νFSR. (b) Imaginary part of the reflection
coefficient R(ν) as a function of the incident laser frequency and a perfect dispersive shape
for PDH laser locking.

νcav. One needs to create an odd error signal that crosses zero on the cavity reso-

nance. We can fix this by locking on side of fringe [210], by using the derivative of

it, with positive derivative if the frequency is too high and negative derivative for a

too low frequency. However, this feedback scheme is not able to distinguish between

intensity fluctuations and frequency fluctuations.

An alternative approach is to measure the light reflected from the cavity [210]. The

reflected field amplitude Eref from the cavity is the sum of the directly reflected beam

which acquires a π phase shift and the light leaking out of the cavity after multiple

reflections, which leads to

Eref = Ein(−r + t2reiΦ + t2r3e2iΦ + ... ),

= Ein r
eiΦ − 1

1 − r2 eiΦ
. (4.12)

One can then show that the intensity reflection coefficient of the cavity [1] is

R ≡ Iref

Iin

=
|Eref |2

|Ein|2
=

F sin2(Φ/2)

1 + F sin2(Φ/2)
. (4.13)
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Figure 4.10: Zoom of the dispersive features from the imaginary part of the reflection
coefficient R(ν) around a resonance with increasing value of the finesse F . For increasing
finesse, the slope becomes steeper, leading to higher frequency discrimination for the PDH
error signal.

Figure 4.9 (a) shows a plot of the intensity reflection coefficient R as a function of the

incident laser frequency with an approximate parabolic shape around a minimum

corresponding to the cavity’s resonance frequency νcav, equivalent to a 2π phase

shift. Although R is an even function, creating an error signal from here would

enable decoupling the intensity fluctuations from the frequency’s fluctuations.

4.4.1 Pound-Drever-Hall locking

In fact, a brilliant idea came from Robert V. Pound, Ronald Drever and John L.

Hall [210, 211] in 1983 at the University of Glasgow and the US National Bureau

of Standards. An error signal could be derived from the imaginary part of the

reflection coefficient, plotted in Fig. 4.9 (b), which shows a perfect dispersive be-

havior around the cavity resonance frequency νcav. For increasing finesse, the slope

becomes steeper, leading to higher frequency discrimination from the Pound-Drever-

Hall (PDH) error signal as can be seen on Fig. 4.10.

An advantage of the PDH technique is that the bandwidth of the feedback loop is not

limited by the response time of the reference cavity. Indeed, the field transmitted
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through the output mirror of the cavity results from the interference of a large

number of internal cavity reflections. The higher the finesse F , the bigger the

number of round-trips before light leaking out. Meaning that any drift in frequency

of the incident cavity beam would need a delay dependent on the quality of the

mirror, hence the reflection coefficient of the mirror R, before being transmitted.

This delay is called the cavity decay time τc and is related to the cavity linewidth

δνcav by the formula

τcav =
1

2π δνcav

. (4.14)

In order to realise narrow linewidth lasers, we aim to achieve low cavity linewidth,

creating large cavity decay time τcav. However, the light reflected from the cavity

results from the interference of the directly reflected light, transporting instanta-

neous information, and the backward leakage light coming from the cavity after

many round-trips. The backward light is acting as a reference beam and the total

reflected light reacts immediately to any frequency drift, dramatically increasing the

achievable feedback loop bandwidth [211].

The first step of the PDH locking technique involves creating a phase-modulated

monochromatic laser beam using an electro-optical-modulator (EOM) driven at a

frequency Ω with a modulation depth β, which can be described by

Ein = E0 e
i (ωt+β sin Ωt). (4.15)

In the limit of low modulation depth (β << 1), this equation can be approximated

using a Taylor expansion

Ein ≈ E0

(
J0(β) ei ωt + J1(β) ei (ω+Ω)t − J1(β) ei (ω−Ω)t

)
, (4.16)

where Jn is the first kind Bessel function of order n. Neglecting the power in higher

orders, the field can be considered as the sum of one carrier at the frequency ω and

two sidebands at ω ±Ω with opposite phase and a relative weighting controlled via

the modulation depth.
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After phase modulation, the beam is sent to the cavity where it will be partially

reflected and partially transmitted depending on its frequency. Extracting the re-

flection coefficient R(ω) for the electric field from Eq. 4.12,

R(ω) =
Eref

Ein

= r
eiΦ(ω) − 1

1 − r2 eiΦ(ω)
, (4.17)

allows us to derive an expression for the reflected phase modulated beam [212] as

Eref = Ein {R(ω) J0(β) ei ωt +R(ω + Ω) J1(β) ei (ω+Ω)t − R(ω − Ω) J1(β) ei (ω−Ω)t}.

(4.18)

A photodiode will monitor the reflected cavity power Pref = |Eref |2 such as

Pref = Pc |R(ω)|2 + Ps |R(ω + Ω)|2 + Ps |R(ω − Ω)|2

+ 2
√
PcPs{Re

[
R(ω)R∗(ω + Ω) − R∗(ω)R(ω − Ω)

]
cos Ωt

+ Im
[
R(ω)R∗(ω + Ω) − R∗(ω)R(ω − Ω)

]
sin Ωt}

+ O(2 Ω), (4.19)

where Pc = J2
0 (β)Pin and Ps = J2

1 (β)Pin are the power in the carrier and the side-

bands respectively with Pin = |Ein|2. We can identify three frequency components

in Eq. 4.19. The three DC values corresponds to the reflected power for the carrier

and the two sidebands respectively. The interference between the reflected sidebands

and reflected carrier leads to the component at the frequency Ω while a frequency

component at 2 Ω arises from the interference between the reflected sidebands.

Demodulation

We are only interested in the frequency component at Ω because the crucial phase

information is contained in the term R(ω)R∗(ω+ Ω) − R∗(ω)R(ω−Ω), as plotted

in Fig. 4.11. It can be extracted by demodulating the reflected signal with the local

oscillator signal using a RF-mixer, whose output corresponds to the multiplication

68



4.4. Laser stabilisation Chapter 4. ULE Cavity

Frequency (ν/νFSR)
0.98 0.985 0.99 0.995 1 1.005 1.01 1.015 1.02

E
rr
or

si
gn

al

-1

-0.5

0

0.5

1

Figure 4.11: Imaginary part (PDH signal) in purple and real part in red of the demod-
ulated reflected power from the cavity for a low finesse F = 3140 corresponding to a
reflection coefficient of R = 0.999. The modulation is taken to νPDH = 10 MHz with
νFSR = 1.5 GHz with approximated PDH signal of Eq. 4.22 reported in black dashed line.

of the two inputs. More precisely, the imaginary part is obtained by adjusting the

phase of the local oscillator to π/2 with respect to the reflected signal before going

to the mixer. Using a low-pass filter with frequency cut-off Ω allows us to obtain

the time-independent PDH error-signal ε(ω)

ε(ω) = 2
√
PcPs Im

[
R(ω)R∗(ω + Ω) − R∗(ω)R(ω − Ω)

]
. (4.20)

Using a modulation frequency Ω high compared to the cavity linewidth δνcav, one

can consider that the sidebands are totally reflected, hence R(ω ±Ω) = −1, which

allows to simplify the expression for ε(ω) [210] to

ε(ω) = −4
√
PcPs Im{R(ω)}, (4.21)

and the PDH error-signal of the main peak can be approximated by [210]

ε(ω) ≈ −8

√
PcPs
δνcav

δν. (4.22)

Figure 4.11 shows the resulting PDH error signal in purple, with the approxima-
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Figure 4.12: PDH signal showing a carrier slope optimised using a phase-delay of the local
oscillator by varying a coaxial cable length before the local oscillator port of the RF-mixer,
with sidebands at ± 10 MHz returning opposite slopes.

tion given by Eq. 4.22 shown by the black dashed line. The real part of the term

R(ω)R∗(ω+Ω) − R∗(ω)R(ω−Ω) is shown in red dashed line. Higher cavity finesse

corresponds to lower cavity linewidth δνcav and hence steeper error-signal slope ac-

cording to Eq. 4.22, allowing higher frequency discrimination. Figure 4.12 shows the

experimental realization of the PDH error signal on the Qubit A laser. The slope

of the error signal has been optimised by adjusting the coaxial cable length before

the local oscillator port of the RF-mixer on Fig. 4.14. The function is asymmetric

with respect to the laser frequency and allows the system to discriminate between

positive and negative detuning for correct feedback. The cavity sidepeaks at the

modulation frequency Ω return the opposite slope on the error-signal that allows us

to be sure we can only lock to the carrier when implementing it experimentally.

4.4.2 Experimental implementation and frequency offset lock-

ing

As shown in Fig. 4.14, we pick off ∼ 1 mW of light from each ECDL and couple

the light into fiber-coupled electro-optic phase modulators (EOM) (Jenoptik models

PM-830 and PM-1064) for generating sidebands on the light. The fiber EOMs
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Figure 4.13: Schematic of the cavity locking setup for PDH locking. Key : L = cavity
mode-matching lens, DM = Dichroic mirror, PBS = polarising beam splitter, QWP =
quarter-wave plate, R : high-bandwidth photodiode, T = high-gain photodiode.

provide broadband phase modulation (up to 5 GHz) whilst minimizing residual

amplitude modulation (RAM) and cleaning the mode shape and the polarisation

incident on the cavity. Due to the high insertion loss of the modulators (4 - 4.6 dB

for PM-830 and 5.5 dB for PM-1064), this leaves around 200 µW available for laser

stabilisation which is mode-matched into the cavity using lenses f1,2 to maximize

coupling to the TEM00 cavity mode.

The optical setup for laser locking is shown in Fig. 4.7 and its corresponding

schematic in Fig. 4.13. Light from the two Rydberg master lasers (A & B) is com-

bined on a polarising beam splitter (PBS) with orthogonal polarisation and coupled

into the cavity using a dichroic mirror (DM) to separate the incident 1018 nm light

from the transmitted 852 nm light (Qubit A) from the cavity. To isolate the reflected

signal for cavity locking, 50:50 beam splitters are placed in each beam path prior

to the PBS allowing independent detection photodiodes to be used. Similarly, after

the cavity, a second DM and PBS are used to separate the transmission signals of

the two Rydberg lasers.
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High-bandwidth and high-gain photodiodes

According to Sec. 4.4.1, the reflected cavity signal at the modulation frequency

Ω ∼ 10 MHz contains all the information about the PDH error signal. Therefore,

the beatnote carrier-sidebands has to be detected fast enough that it doesn’t add any

distorsion. Additionally, power level of ∼ 20µW (on resonance) must be detected

with the minimum of noise.

However, high-bandwidth photodiodes combined with high-gain are difficult to find

commercially and rather expensives. Thus, our high-bandwidth photodetectors are

homebuilt with a circuit based on a fast photodiode (Hamamatsu S5971) combined

with a transimpedance amplifier (see App. B), which allows to provide a bandwidth

of 25 MHz and a gain of 5× 104 V/A.

Moreover, we also need a photodetector to monitor the transmission of the cav-

ity. This requires a high-gain and low-noise photodetector due to the low level of

light hitting it after the cavity (∼ µW). Our high-gain homebuilt photodiode (see

App. B) have been optimised for ring-down measurements on the ULE cavity (see

Sec 4.5.3), with a total gain of 2.5 × 106 V/A and a measured roll-off frequency of

f−3dB = 890 kHz.

Feedback electronics

Electronics for the PDH lock are shown schematically in Fig. 4.14. Each EOM is

driven by a low frequency signal (νPDH) at +10 dBm to generate 1st-order side-

bands with 10 % amplitude (phase modulation depth β = 0.7 rad) with a frequency

generator (Rigol DG1022A). To minimise cross-talk between lasers, frequencies of

νPDH = 8.4, 10.3, 11.7 MHz are chosen, ensuring any interference effects occur at

beat frequencies above the servo-bandwidth. The cavity reflected signal is mea-

sured using the home-made high-bandwidth photodiode, covered with a bandpass

filter (Thorlabs FL05850-10) when selecting Qubit A beam. The DC-component is

filtered out of the photodiode ouput signal using a DC-Block (Minicircuits BLK-

89-S+), then amplified using a low-noise amplifier (Minicircuits ZFL-HLN500+ for

Qubit A and ZFL-500+ for Rydberg A & B). The amplified signal is sent to a Cou-
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Figure 4.14: Laser setup for Qubit A at 852 nm driving transition from 6S1/2 → 6P3/2

and locking electronics for frequency doubled Rydberg lasers A & B driving the second
stage transition at 509 m. Key : PBS = Polarising beam splitter, HWP = Half wave plate,
QWP = Quarter wave plate, FPD = Fast photodiode, DBM = Double balanced mixer, S
= Splitter, PI = Proportional Integral, TA = Tapered amplifier, AOM = Acousto-optic
modulator, EOM = Electro-optic modulator.
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Figure 4.15: Photograph of the box containing electronics for PDH feedback.

pler (Minicircuits ZDC-20-3) which splits the signal into two paths. The first path

goes to the RF spectrum analyser for recording the in-loop photodiode signal whilst

the second path is used for generating the PDH error signal. This is generated from

it by demodulation with the local oscillator at νPDH on a RF - mixer (Minicircuits

ZFM-4+), followed by a low-pass filter at 5 MHz (Minicircuits BLP-5+). After the

filter, the error signal is split into two simultaneous feedback branches to the laser

using a splitter (Minicircuits ZFSC-42-S+).

The first feedback branch is a low frequency PI servo loop (DC-300 Hz) which

provides feedback to the piezo that controls the laser’s grating position. This ensures

the laser remains locked to the cavity peak and uses a RC filter with 1 kHz cut-off

frequency. Figure 4.15 shows the box where the electronics are enclosed in order to

avoid any interference effects. A second path provides fast feedback directly to the

diode laser current. This path uses a resistor for direct feedback in parallel with

Figure 4.16: Schematic of the LRC filter that is combined with the laser drive current to
provide fast-feedback to the laser.
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Figure 4.17: In-loop error signal of Qubit A when the laser is locked (blue) or unlocked
(orange). The servo-bumps (black arrows) amplitude is 20 dB lower than the central peak,
with a maximum achievable servo bandwidth of 1.1 MHz.

passive LRC phase advance and phase-delay filters as detailed in Ref. [212]. This

LRC filter is combined with the laser drive current using a bias-tee as shown in

Fig. 4.16.

Once the laser is locked, we optimise the laser lock parameters by recording the in-

loop error signal on a RF spectrum analyser. As illustrated in Fig. 4.17, we observe

servo-bumps either side of the PDH modulation frequency νPDH. They correspond

to the poles of the system transfer function and lead to positive feedback, meaning

that there will be noise amplification at these specific frequencies. Thus, the position

of the servo-bumps determines the maximal achievable bandwidth and need to be

moved as far as possible from νPDH.

Recording the in-loop error signal and varying the 3 resistors R1,R2, R3 and the

capacitor C from the fast feedback loop, as shown in Fig. 4.16, allows us to max-

imise the servo bandwidth for each of the three locked lasers. The maximum servo

bandwidth achieved for Qubit A is 1.1 MHz as well as for Rydberg A & B (see

Sec. 4.6.1). The servo-bumps amplitude is 20 dB lower than the central peak and

the noise is reduced at low frequencies.

Finally, another crucial point was to control the amount of feedback in the fast

feedback branch. Indeed, too much feedback made it impossible to lock the lasers,
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Laser Attenuator R1 R2 R3 C

Qubit A 23 dB 1 kΩ 200 Ω 4.7 Ω 561 pF
Rydberg A 19 dB 1 kΩ 200 Ω 4.7 Ω 1 nF
Rydberg B 18 dB 1 kΩ 200 Ω 4.7 Ω 1 nF

Table 4.2: Optimised parameters of the fast-feedback LRC filter.

and also increased the noise in the servo-bumps, hence decreasing the coherence

time when driving coherent Rydberg Rabi oscillations as in Sec. 7.2.6. The feedback

was controlled via an attenuator placed between the splitter and the Fast Output

port of the LRC filter. The optimised parameters are recorded in Tab. 4.2.

Frequency offset locking technique

As the cavity resonances are not necessarily commensurate with frequencies required

for Rydberg excitation, we employ the "electronic sideband" [213, 214] technique

to provide a continuously tunable offset from the cavity modes of the two Rydberg

lasers A & B. A second frequency, νOffset, is amplified to +25 dBm (Minicircuits

ZFL-1000VH2+) and combined on a splitter (Minicircuits ZFSC-2-2S+) with the

low frequency PDH signal, νPDH, to drive the EOM with dual frequencies resulting

in large first order sidebands at ±νOffset, each of which has secondary PDH sidebands

to enable locking, as shown in Fig. 4.18. Through choice of phase in the PDH error

signal, the laser can be locked to either the +1 or -1 sideband to achieve a frequency

shift of ∓νOffset on the master laser with respect to the cavity. The offset frequency

is derived from a Digital Device Synthetizer (DDS AD9910) operating from 0.1 Hz

to 460 MHz, which gives a tuning range of ± 920 MHz after doubling, representing

more than a free spectral range. In practice, we have observed that we can keep

lasers locked when the frequency sweeping of νOffset is lower than the open-loop

bandwidth.
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Figure 4.18: Sideband locking illustrated technique to provide a continuously tunable offset
from the cavity modes of the two Rydberg lasers A & B at ±νOffset .

4.5 Cavity characterisation

4.5.1 Determination of the zero-CTE temperature

To evaluate the performance of the laser stabilisation system, we first characterise

the ULE cavity using an optical beatnote between the 852 nm Qubit A laser locked

onto a TEM00 mode of the cavity and a second independent laser (probe laser)

stabilised to the |6s 2S1/2, F = 4〉 → |6p 2P3/2, F
′ = 5〉 cooling transition using po-

larisation spectroscopy (see Sec. 5.2.2) with a frequency precision of the MHz.

Choosing ULE glass allows us to vanish the first-order coefficient of thermal expan-

sion (CTE), which has the formula [189]

α(T) = k0 + 2.21× T + 0.0122× T2 + 1.88.10−5 × T3 (× 10−9/◦C). (4.23)

For the critical temperature Tc, where the CTE α vanishes, the cavity length is

least sensitive to temperature variations, thereby increasing the instantaneous laser

linewidth stability.
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Figure 4.19: Optical beatnote between the 852 nm Qubit A laser locked onto a TEM00

mode of the cavity and a second independent laser (probe laser) stabilised to the
|6s 2S1/2, F = 4〉 → |6p 2P3/2, F

′ = 5〉 cooling transition using polarisation spectroscopy.
Recording the beatnote frequency as a function of cavity temperature for varying tempera-
ture from 32◦C to 40◦C, results in a quadratic dependence due to the vanishing first-order
coefficient of thermal expansion of the ULE cavity spacer. Due to the large thermalisation
time-constant of the cavity (measured to be approximately 12 hours), each data point
has been taken after a minimum period of 18 hours following a change in temperature
and up to 48 hours later. The data are fitted with a quadratic dependence of the form
A× ν0 × (T − Tc)

2 + νOffset. The errors are given by one-standard deviation and are ap-
proximately 0.1◦C. The fit returns an extracted temperature of the zero-CTE crossing as
Tc = 36.1± 0.1◦C.

An optical beatnote is realised by overlapping Qubit A laser and the probe laser

through a 50:50 beamsplitter with the same polarisation. The beatnote signal is

registered using a High Speed InGaAs photodetector from Newport (model 818-BB-

51f) with 12.5 GHz bandwidth. We are using a wavemeter (Bristol model 721) to

record the right mode of Qubit A when locked to the ULE cavity with a precision

of ± 20 MHz. The signal is analysed by a spectrum analyser (N9010A EXA Signal

Analyser) and subsequently fitted to give the beatnote frequency with a precision

of 0.01 MHz.

In order to evaluate which temperature span we have to use for getting the zero-CTE

critical temperature Tc, we first set the probe laser at the optimum MOT detuning

of ∆p = − 2.9 Γ using an AOM, as explained in Sec. 5.2. This results in a

beatnote of 430 MHz with a starting temperature of 30◦C (usually between 20◦C
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and 40◦C). Now, one needs to determine if the critical temperature is hotter or

colder with respect to the starting temperature. Taking into account that the free

spectral range is νFSR = c/2L, we can evaluate the change in temperature needed

for a cavity mode frequency change of νFSR, such that

dνcav

dT
=

dνcav

dL
× dL

dT
= − c

2L2
× dL

dT
= −νcav

L
× dL

dT
. (4.24)

Using the definition of the coefficient of thermal expansion α such that

dL

L
= α× dT ⇐⇒ α =

1

L
× dL

dT
. (4.25)

This allows us to connect the frequency variation of the cavity mode νcav with

temperature to the CTE α by the relation

dνcav

dT
= −α× νcav. (4.26)

The beatnote is at the frequency

νbeat = |ν0 − νcav|, (4.27)

so that it is important to know which one is at higher frequency. As the probe AOM

voltage increases (moving probe beam to positive detuning ∆p), the beatnote fre-

quency νbeat increases, confirming that ν0 > νcav. Finally, one can can differentiate

Eq. 4.27 to obtain the frequency variation of the beatnote νbeat with temperature

and relate it to the CTE α :

dνbeat

dT
= −dνcav

dT
= α× νcav. (4.28)

Moreover, considering a negligible T2 dependence in Eq. 4.23, one can approximate

a linear dependence of α with T. Combined to Eq. 4.25, we can deduce its gradient

by
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∆α

∆T
≈ 1

(∆T)2
.
∆L

L
≈ 2.21× 10−9 / ◦C2. (4.29)

Doing a measurement at 32◦C (dT > 0), the beatnote reduces to 428 MHz and thus

the gradient dνbeat/dT is negative, requiring that α < 0 using Eq. 4.27. Thus,

according to Eq. 4.29, the zero-CTE temperature Tc is hotter than 32◦C. Recording

the beatnote frequency as a function of cavity temperature for varying tempera-

ture from 32◦C to 40◦C, as shown in Fig. 4.19, results in a quadratic dependence

due to the vanishing first-order coefficient of thermal expansion of the ULE cavity

spacer [193]

∆L

L
= −∆ν

ν
≈ 2.21× 10−9 (T− Tc)

2. (4.30)

Due to the large thermalisation time-constant of the cavity (measured to be ap-

proximately 12 hours), each data point has been taken after a minimum pe-

riod of 18 hours following a change in temperature and up to 48 hours later.

The data shown in Fig. 4.19 are fitted with a quadratic dependence of the form

A× ν0 × (T − Tc)
2 + νOffset. The errors are given by one-standard deviation and

are approximately 0.1◦C. The fit returns an extracted temperature of the zero-CTE

crossing as Tc = 36.1± 0.1◦C.

4.5.2 Determination of the FSR of the cavity

Following temperature stabilisation of the cavity length at Tc, the free-spectral

range is measured by locking Qubit A laser to adjacent longitudinal cavity modes,

as shown in Fig. 4.20. Since the beatnote frequency is a positive scalar, as the

Qubit A laser scans from positive to negative frequencies with respect to the probe

beam, the beatnote frequency is folded. The data are fitted with a function of

the form |νFSR × i + νOffset|, where i represents the mode number. This gives

νFSR = 1.49637(2) GHz, corresponding to a cavity length of L = 10.0173(1) cm which

is compatible with the specified cavity length of 100 mm given by the manufacturer.
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Figure 4.20: Free spectral range determination via the beat note between Qubit A laser
and the cooling master laser locked to the |6s 2S1/2, F = 4〉 → |6p 2P3/2, F

′ = 5〉 transition.
The data are fitted of the form |νFSR × i + νOffset| where i represents the mode number of
Qubit A and returns νFSR = 1.49637(2) GHz.

4.5.3 Ringdown-measurements and cavity parameters

One way to measure the finesse of the cavity F is to scan the laser frequency through

cavity transmission resonances (as shown in Fig. 4.5) and determined the ratio

νFSR/δνcav. However, when it comes to a high-finesse cavity, the cavity linewidth

δνcav becomes orders of magnitude lower than that of the laser. This prevents us from

using this method of determining the finesse as the laser linewidth would broaden

the transmission resonances.

A general argument is to approximate the system consisting of the cavity and the

light inside the cavity as an effective oscillatory system [215] whose energy loss will

be related to the photon loss per round-trip, which itself depends on the mirror

reflectivity R.

Indeed, after a time t = L/c, the energy loss is (1-R). This implies that the intensity

will decrease with a rate given by 1/τcav = (1− R)c/L, where τcav is the cavity decay

time defined in Eq. 4.14, such that

dIcav

dt
= −(1− R)

L
c Icav. (4.31)
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Figure 4.21: Ringdown measurements of the TEM00 cavity mode for (a) Qubit A laser at
852 nm giving a cavity build-up time of τcav = 15.1(9) µs and (b) Rydberg A at 1018nm
with a reduced cavity build up time of 4.1(4) µs.

For a high-finesse cavity, one can approximate R ≈ 1 and according to Eq. 4.5 we

can approximate F ≈ π/1− R. Using Eq. 4.3, we can extract the ringdown decay

time constant of the cavity

τcav =
F
νFSR

=
1

2πδνcav

. (4.32)

The intra-cavity power will decrease exponentially such that Pcav = P0 e
−t/τcav with

a characteristic time τcav if we very quickly switch-off the incident light. This gives

us a way to determine the cavity finesse F given that we have a well known cavity

length L.

We implement this measurement by using an incident power of 200µW in order to

avoid damaging mirror coatings due high intra-cavity power that can potentially be

of the order of a few Watts. Once Qubit A has been locked and a steady state field

is achieved inside the cavity, an AOM is used to rapidly extinguish light incident on

the cavity.

The transmitted light is recorded using our homebuilt photodiode (see Sec. 4.4.2)

connected to an oscilloscope as shown in Fig. 4.21 (a). The first signal in blue
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Parameters Qubit A (852 nm) Rydberg A & B (1018 nm)
Free spectral range νFSR 1.49637(2) GHz
Cavity length L 10.0173(1) cm
Waist (plane mirror) 233 µm 254 µm
Cavity decay time τcav 15.1(9) µs 4.1(4) µs
Finesse F 1.42(8)× 105 3.9(4)× 104

Cavity linewidth δνcav 10.5(4) kHz 38.5(2) kHz
Ideal transmitted power 4.36 % 1.55 %
Experimental transmitted power 1.64 % 0.21 %

Table 4.3: Cavity parameters summary.

shows the AOM pulse extinction, allowing us to be sure that we are not limited

by the response time of the AOM < 1µs. The second signal in red represents

the mean trace over 5 measurements and is called the cavity “ringdown”. This

corresponds to an exponential decay of the transmitted light with a 1/e cavity

decay time of τcav = 15.1(9) µs at 852 nm, resulting in a finesse F = 1.42(8)× 105

and a cavity linewidth δνcav = 10.5 kHz. For purely reflective losses, the theoretical

transmission [216] should be 4.36 %. The measured transmission of 1.64 % is lower

due to imperfect mode-matching and absorption of the cavity spacer.

Due to technical reasons, we can’t switch off the Rydberg A laser with an AOM as we

have done with Qubit A. The idea was first to lock one sideband at νOffset = 300MHz

with respect to a cavity mode of Rydberg A using the cavity offset-lock technique

(see Sec. 4.4.2). Once locked to the cavity, we can extinguish the sideband with

the frequency generator driving νOffset, similarly to the role played by the AOM

with Qubit A. By triggering the oscilloscope on the extinction of the sideband,

we have recorded the transmitted cavity decay of the light. As expected from the

coating specification, at 1018 nm a reduced time constant of 4.1(4) µs is measured

as illustrated Fig. 4.21 (b), corresponding to F = 3.9(4)×104 and δνcav = 38.5 kHz.

Moreover, the measured cavity transmission of 0.21 % compared to the theoretical

transmission of 1.55 % shows the increased losses for the 1018 nm light. All the

cavity parameters are summarised in Tab 4.3.
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4.6 Laser characterisation

The fundamental result from this part of the thesis is the measurement of the

linewidth of the lasers using an heterodyne optical beatnote recorded using an RF

spectrum analyser. The second one concerns the bandwidth of the cavity locking

electronics achieved for the servo-loop feedback.

4.6.1 Beatnote measurement at 509 nm

To evaluate the performance of the lock electronics, we measure the in-loop photodi-

ode signal using a RF-spectrum analyser (N9010A EXA Signal Analyser), as shown

in Fig. 4.22 (a) for Rydberg A. Either side of the central feature, we observe a pair of

high-frequency servo-bumps at 1.1 MHz, corresponding to the bandwidth of the fast

current feedback. Meanwhile, if we want to measure the achieved laser’s linewidth,

one would register the signal recorded with a photodiode connected to a spectrum

analyser. However, optical frequency are of the order of hundreds of Terahertz and

the electronic components have a maximum achievable bandwidth of the order of

a few tens of Gigahertz. Therefore direct measurement of laser linewidth for sub-

kHz lasers is challenging and requires either multiple stable lasers, a narrow atomic

reference, or sufficiently long optical fiber to perform self-heterodyne interferome-

try [217]. At 852 nm, we are unable to perform either comparison; however, using

the two Rydberg lasers A and B the linewidth can be measured from an optical beat

note at 509 nm.

Rydberg A is locked to the TEM00 mode of the ULE cavity while Rydberg B is locked

to the TEM01, with a frequency spacing of 221.4 MHz in the infrared. Indeed, due to

imperfect mode-matching between the incident beam and the cavity (see Sec. 4.5.3),

we are able visualise and discriminate between the mode TEM00 and TEM01 on the

transmission photodiodes (see Fig. 4.13). This allows us to ensure that we are

locking each lasers on the right mode.

Figures 4.22 (b) and (c) show the optical beat note recorded on a RF spectrum

analyser with each trace the RMS average of 100 shots recorded with a 190 ms

sweep time. Figure 4.22 (b) reveals secondary peaks at harmonics of 1.1 MHz
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Figure 4.22: (a) In-loop error signal for Rydberg B plotted relative to the PDH frequency
with 5 kHz resolution bandwidth (RBW) showing servo bandwidth at 1.1 MHz. (b) Op-
tical beat note relative to νc = 440 MHz recorded at 509 nm between Rydberg A and B
locked to consecutive TEM00 amd TEM01 modes with 10 kHz RBW. (c) Linearized power
spectrum recorded with 10 Hz RBW showing Lorentzian linewidth FWHM = 260(5) Hz.
Data represent 100 rms averages using 190 ms sweep time.

corresponding to the fast-feedback servo-bumps for each laser. Fitting the central

peak to a Lorenztian in Fig. 4.22 (c) returns a linewidth of 260(5) Hz relative to

the cavity, from which we can estimate a linewidth of ∼ 130 Hz for each laser

due to the fact that both lasers are locked using identical components. While this

measurement may underestimate the linewidth due to common mode noise rejection

from locking to a single cavity, this results in a 1018 nm linewidth < 100 Hz with

better performance expected at 852 nm due to the increase in cavity finesse by a

factor four at this wavelength.
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Our measurement has the drawback of being related to the cavity itself and doesn’t

corresponds to an absolute measurement. Moreover, besides the instantaneous

linewidth, there is a limit due to the long-term drift of the cavity arising from

cavity aging. In Chap. 6, we evaluate this long-term drift using Rydberg EIT and

take into account for future Rydberg state detection.

4.6.2 Analysis of the lasers performances

The use of a modulation frequency in the MHz range (∼ 10 MHz) for realising

the PDH error signal, provides a good immunity to low-frequency laser noise and

low-frequency photodetector technical noise, while offering at the same time a high

bandwidth feedback capability.

Most of the noise (to first order) like fluctuations of the input cavity power is falling

as frequency increases [210], excepting the photon shot-noise which results from the

discrete nature of light. It sets a limit on the laser frequency noise spectrum which

is achievable using PDH locking. Because we are working on resonance, the photon

shot-noise is related to the reflected sidebands. Considering that the average power

falling on the high-bandwidth photodiode is 2Ps, the shot noise in the error signal

has a flat spectrum (white noise) with a power spectral density given by [210]

Sε = 2hν (2Ps) [W2/Hz], (4.33)

where ν is the laser frequency. This can be converted, using the expression of the

error signal in Eq. 4.22, in terms of frequency spectral density according to

Sf =

√
hν

16Pc
δν2

cav [Hz/
√

Hz]. (4.34)

For Qubit A laser at 852 nm, with our experimental parameters of δνcav = 10.5 kHz,

ν ≈ 351.7 THz and Pc = 200µW, we are shot noise limited to

Sf = 8.9 × 10−5 [Hz/
√

Hz]. (4.35)
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It is impossible to get a better frequency resolution by using feedback control on

the laser. A full description of other possible noise contributions, like the thermal

noise arising from the Brownian motion on the spacer and the mirrors or the noise

contribution from pressure and temperature fluctuations, can be found in [219].

However, given that we have relative lasers linewidth of ∼ 100 Hz and the limitations

explained in Sec. 4.6.1, we didn’t go into such a detailed description.

Converting the observed laser linewidth to gate fidelity is complex due to the error in

a two-photon Raman transition being related to the relative phase noise between the

two lasers [218], which due to their different wavelengths cannot be measured without

performing gate operations on a single qubit. As the lasers are locked to a common

cavity the correlations are also correlated, meaning the linewidths are not additive.

However, using the available laser power, an effective two-photon Rabi frequency

of ΩR/2π ∼ 1 MHz can be achieved with a few gigahertz intermediate detuning

[107, 109, 117, 123, 125]. For a relative laser linewidth of 100 Hz, this results in

an averaged gate error ε = 10−5 when modelling the linewidth as a dephasing term

following [89, 181]. Thus, the laser system is suitable for high-fidelity gates, with

the laser-limited coherence time of 10’s of ms, greatly exceeding the gate duration

of the order of ∼ µs timescale.

Nevertheless, the typical coherence time during Rydberg excitations is ∼ 15 µs [123]

and the dominant source of dephasing in our experiment is related to the high

frequency noise coming from the servo-bumps [124, 125], as seen in-loop error signal

of Fig. 4.22 (a). Around this broad peaks, the phase noise can even be amplified at

high locking gain, which is highly detrimental for the Rydberg excitation coherence

time. One approach to eliminate this phase noise, that has been followed by the

Lukin’s group, would be to optically filter those servo-sidebands from the laser

spectrum [125, 220]. The cavity itself acting as a narrow bandpass optical filter,

such that the transmitted light through the cavity gets a high spectral purity and

suppresses the high-frequency noise by a factor ∼ 4 [125].
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4.7 Summary

We have demonstrated sub-kHz linewidth lasers for Rydberg excitation with three

lasers locked simultaneously to the same high-finesse ULE reference cavity. The lock

configuration allows continuous tuning of the laser offset using the "electronic side-

band" technique. After frequency doubling, we measure laser linewidth of ∼ 130 Hz

at 509 nm, resulting in a 1018 nm linewidth < 100 Hz with better performance

expected at 852 nm due to the increase in cavity finesse. This results are suitable

for performing coherent Rydberg excitation of single atom (see Chap. 7) and for

future demonstration of high fidelity quantum gates (see Chap. 8).
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Chapter 5

Cold Atom Experiment Setup

The ultimate goal of our project is to develop an hybrid quantum interface capa-

ble of performing generation, storage, and entanglement of optical photons using

Rydberg atomic ensembles trapped above a superconducting coplanar microwave

resonator. Key steps towards this goal include creating a cloud of cold atoms as well

as performing single atom trapping and initialisation for applying quantum gates

operations. In the first two sections of this chapter, the vacuum system as well as

the main parts of our cold atoms experiment are presented. A more detailed de-

scription can be found in my colleague’s thesis [221]. Thereafter, Sec. 5.3 reviews

the two kind of imaging system implemented in the experiment. Section 5.4 de-

scribes the way to determine the atom number and the temperature of the MOT.

Sections 5.5 and 5.6 explain single atom trapping and its characterisation in the

microscopic optical dipole trap. Finally, the last section covers the atomic internal

state preparation for implementation of either single or two-qubit gates.

5.1 Vacuum system

In contrast to pioneering work on cavity Quantum Electrodynamics (cQED), where

the electromagnetic radiation is confined in a three dimensional resonator [185], we

plan to bridge the world of neutral atoms with advanced superconducting circuits

using coplanar waveguides (CPW). However, coplanar resonators are made of super-
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Figure 5.1: Overview of the vacuum system designed in a dual chamber configuration.
133Cs are loaded into the MOT from background vapour and transported over ∼ 30 cm
to the science chamber using a 1064 nm dipole trap (yellow). Atoms are then transferred
to 1.8µm microscopic dipole traps using high-NA aspheric lenses while being cooled and
imaged using three optical molasses beams (red). Two CF63 viewports are headed in the
y-direction, creating large optical access for excitation beams (green)

conducting niobium that requires operation at cryogenic temperatures [222]. This

breeds the necessity to create an experimental setup that allows compatibility be-

tween a cryostat and an ultra-high vacuum environment for cold atoms. For this

reason, the vacuum system has been designed in a dual chamber system. Indeed,

cold 133Cs atoms would stick to the wall of the chamber if they were directly loaded

into a cryogenic environment as well as creating parasitic charges. The complete

vacuum system is illustrated in the CAD drawing on Fig. 5.1.

A cold atoms experiment requires to work under Ultra-high vacuum (UHV) con-

ditions to minimise collisions with background gas that would prevent single atom

trapping or remove it from the trap. Our experimental setup consists of two distinct

regions connected by a differential pumping tube (4 mm diameter and 10 mm length)

creating a pressure ratio of ∼ 10. The high-vacuum (HV) part called “MOT cham-

ber”, which contains the source of 133Cs atoms, has a pressure of 9.3 × 10−9 mbar

using a 3 L/s ion pump. The UHV part called “science chamber” is maintained at a
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Figure 5.2: (a) Top view of the science chamber. Single atoms are trapped using two ODT
beams focused down to 1.8µm using high-NA aspheric lenses (blue). Molasses beams (red)
in the horizontal plane are doing a respective angle of 52◦ due to restricted access. (b) Elec-
trode structure surrounding the high-NA lenses for active electric field compensation using
a set of eight electrodes.

pressure of 1.7 × 10−10 mbar using a 70 L/s ion pump from Gamma Vacuum. The

two chambers are sealed with an all-metal gate valve that allows isolation from each

other and would preserve the vacuum in the MOT chamber when the cryostat will

be added.

The science chamber is a large customed octagon chamber from the company Pink

GmBh made of stainless steel 316LN with low magnetic permeability, to minimise

material induced magnetic field, due to strong variations of the magnetic field. As

shown in Fig. 5.1, the MOT chamber is connected to a CF40 to CF16 conical

reducer that contains the differential pumping tube, itself connected to the gate

valve leading to the science chamber. Combined to the opposite CF40 viewport

of the science chamber, it allows for optical access of the dipole trap beam in the

x-direction.

Due to the restricted optical access between the lenses contained in the science

chamber, as shown in Fig. 5.1 and Fig. 5.2 (a), two molasses beams (see Sec. 5.2.1)

are sent in the horizontal plane with a respective angle of 52◦. This is combined with

a third one that is using two CF16 viewports in the vertical z-direction. These three

molasses beams allow for cooling and fluorescence imaging of single atoms. Finally,

two CF63 viewports are headed in the y-direction, creating large optical access for
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excitation beams. All the windows are anti-reflection (AR) coated on both sides at

the principal wavelengths of our experiment (509 nm, 852 nm and 1064 nm).

5.1.1 Aspheric lenses

The single atom loading regime is conditioned by high two-body loss rates in the

trapping volume of the science chamber [104]. This requires tight focusing (∼ µm3)

of the optical dipole trap (ODT) beam at 1064 nm, only achieved with diffraction

limited performances using numerical aperture (NA) of ∼ 0.5. Furthermore, de-

tecting the presence of the trapped atom as fast as possible is crucial for performing

quantum information processing protocols, requiring to perform real time imaging.

This stringent condition is realised with a high NA imaging system at 852 nm for

collecting a large number of scattered photons from fluorescence imaging, increasing

signal to noise ratio, hence detection efficiency. One solution would consists of using

a long working distance microscope objective, as was done for sub-µm adressing of

single atom in optical lattices [223, 224]. However, this technique suffers from the

fact that atoms have to be close to the vacuum window, which can be detrimental

for Rydberg atoms that interacts with the surface [225, 226]. On the other hand,

long working distance objective lenses allows to circumvent the close proximity of

Rydberg atoms with the vacuum window [227] at the price of medium NA. Instead,

we have implemented a solution based on high NA aspheric lenses located inside

the science chamber, that have been designed in the group of Antoine Broweys

[66, 67, 78, 167, 228, 229] at the Institut d’Optique, for simultaneously focusing the

dipole trap beam as well as collecting single atom fluorescence. The two high NA

aspheric lenses (Geltech 355561) have an effective focal length f = 10.1 mm and a

working distance of 7.0 mm. The clear aperture of 12 mm leads to a NA of ∼ 0.5 at

852 nm. As shown in Fig. 5.2 (b), the lenses are held inside a stainless steel custom

designed mount and maintained with a PEEK 1 washer associated to a stainless

steel ring [221, 230].

1 Polyether ether ketone
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5.1.2 Passive and active control of the electric field

Rydberg atoms exhibit huge polarisabilities (see Sec. 2.1) that makes them extremely

sensitive to stray electric field. As will be shown in Sec 7.2.5, the electric field

control over the atom’s environment in the science chamber is essential and will be

performed in two ways. First, patch charges resulting from atoms accumulating on

the dielectric surfaces of lenses [225, 226, 230] are responsible for stray electric fields

that can fluctuate over time. This can be overcomed by covering the lenses using an

indium tin oxide (ITO) conductive layer of 200 nm, with coated surfaces grounded.

However, the ITO coating is not index matched with the aspheric lenses, resulting

in transmission of 87%, 72%, 79% at 852 nm, 509 nm and 1064 nm respectively.

Moreover, as illustrated in Fig 5.2 (b), an electrode structure is surrounding the

high NA lenses inside the science chamber for active electric field compensation.

It is implemented using a set of eight individually controllable electrodes arranged

in two rings quarter-splitted and placed symmetrically around the science chamber

centre.

5.2 Laser cooling

Reaching the regime of single atom manipulation using optical tweezers breaks down

to three parts. The first part is based on laser cooling and trapping of atoms using

light-matter interactions and more precisely, the force acting on the atoms when

illuminated by a laser radiation. This force is the sum of two components [231]. The

first component, called the radiation pressure force, is due to scattering of light as

well as an asymmetry between absorption of the laser field and random spontaneous

emission. The second component is the dipole force, a conservative force that can

be derived from a potential and is proportional to the field gradient. Using the

dissipative radiation pressure force will allow us to tackle the first challenge which

consists in getting a cold atomic sample using a Magneto-Optical Trap (MOT) [21].
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5.2.1 Working principle of the magneto-optical trap (MOT)

The scattering rate resulting from the interaction of an atom with a laser beam

characterised by its wavevector kL is given by Rsca = ρssee Γe with ρssee the steady

state solution of the OBE for the two-level atom given by Eq. 3.16a and Γe the

natural linewidth. After substitution, one obtains [11, 21]

Rsca =
Γe
2

s0

1 + s0 + 4
(

∆−kL.v
Γ

)2 , (5.1)

where v is the atomic velocity, ∆ is the detuning from resonance such that ∆ =

ω−ω0 with ω0 the atomic resonant frequency, Ω is the Rabi frequency on the cycling

transition and s0 ≡ I/Isat = 2 Ω2

Γ2
e

is the on-resonance saturation parameter defined

by the ratio of the laser intensity to the saturation intensity with

Isat =
~ω3

0

12πc2
Γe. (5.2)

From Eq. 5.1 and considering the laser light is red-detuned from the atomic transi-

tion such that ∆ < 0, one observes that atoms will preferentially diffuse photons

counter-propagating with the direction of motion. By scattering a photon from the

laser, the atom experiences a force F = Rsca ~kL, leading to a momentum kick

imposed to the atom in the direction of the laser light. Linearising the force of two

counterpropagating lasers around v = 0 leads to a friction force F = −β v [232]

where β is a positive constant when ∆ < 0. Thus, the motion of the atom can be

damped towards v = 0 for negative detuning. Subsequently, the atomic deexcita-

tion is achieved via random spontaneous emission, leading to a second momentum

transfer of the atom averaging to zero. Hence, an optical molasses made of three or-

thogonal pairs of counter-propagating laser beams slightly red detuned with respect

to an atomic transition allows damping of the atomic motion, cooling the atoms in

three dimensions. However, in order to trap the atoms, one needs to add a position-

dependent restoring force. This can be realised using a quadrupole magnetic field,

creating a confinement of the atoms towards the region of zero magnetic field. The

minimum cooling limit arises from a stochastic mechanism between laser cooling
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Figure 5.3: Energy level structure of theD2 transition [160] where relevant laser frequencies
used in our setup are listed : cooling beam detuned of ∆ ∼ − 3 Γe (red), repumper laser
(blue), optical pumping laser (yellow) and probe beam on resonance with the cycling
transition (red).

effect and heating due to diffusion of the atomic momentum caused by spontaneous

emission during cooling cycles. This random walk in momentum space leads to a

minimum achievable temperature of TD = ~Γe/2kB at a detuning ∆ = − Γe/2,

called the Doppler temperature, which corresponds to 125µK for caesium atoms.

This temperature can be beaten in the case of multi-level atoms due to sub-Doppler

cooling mechanisms [233, 234], limited by the recoil energy one photon transfers to

the atom.

5.2.2 Experimental implementation

Caesium atoms are cooled on the D2-line from 6S1/2 to 6P3/2 using light at 852.3 nm.

The hyperfine spectrum is represented in Fig. 5.3, where the |6s 2S1/2, F = 4〉 →

|6p 2P3/2, F
′ = 5〉 cycling transition is used for cooling. This transition has a life-
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Figure 5.4: Overview of the cooling laser system. A master laser (ECDL) is locked via
polarisation spectroscopy and amplified using tapered amplifier (TA). The beam is split
in three arms for probe, optical pumping, and cooling light. Each arm uses an AOM in
double-pass configuration in order to control laser frequency and beam intensity before
being sent to the experimental table via polarisation maintaining (PM) fiber. A second
ECDL provides repump light , which is combined with the cooling beam on a 50:50 non-
polarising beamsplitter with the same polarisation before being delivered to the science
and MOT chambers. Key : PBS = Polarising beam splitter, HWP = Half wave plate, BS
= Beam splitter, TA = Tapered amplifier, AOM = Acousto-optic modulator.
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time of 30.47 ns, giving a maximum scattering rate of Γe/2 = 2π × 2.61 MHz.

The saturation intensity Isat is 1.1 mW/cm2 when driving |F = 4,mF = ± 4〉 →

|F = 5,mF = ± 5〉 closed transitions with σ± circularly polarised light [160] but,

taking into account of all the different mF states and polarisations [235], leads to an

averaged value of 2.7 mW/cm2 [160].

Cooling laser system

Our cooling master laser is an home-made ECDL (Thorlabs L852P150) locked via

polarisation spectroscopy on the |6s 2S1/2, F = 4〉 → |6p 2P3/2, F
′ = 5〉 transition, as

explained in the next section, and red-detuned by 420 MHz via an acousto-optical

modulator (AOM1) in double-pass configuration using the +1 diffraction order and

a centre frequency of 210 MHz. Using a combination of polarising beam splitters

(PBS) and half-waveplates (HWP), the beam is splitted into three independent arms

as shown in Fig. 5.4. Each arm uses an AOM in double-pass configuration in order

to control laser frequency and beam intensity, whilst preserving the direction of the

outgoing laser beam when the driving frequency is changed. We have also added

mechanical shutters on each laser beam paths in order to avoid stray beams when

AOMs keep being turn on.

The first path is dedicated to the creation of the probe beam for fluorescence imaging

(see Sec. 5.3) and EIT measurements (see Chap. 6). This requires shifting the

beam back to resonance with the cycling transition using the +1 diffraction order of

AOM2 and a centre frequency of 210 MHz. AOM3 generates light in resonance with

|6s 2S1/2, F = 4〉 → |6p 2P3/2, F
′ = 4〉 for optical pumping using the +1 diffraction

order with a centre frequency of 84.5 MHz, resulting in an effective red-detuning

of - 251 MHz with the cycling transition. For EIT experiments on the cloud of

cold atoms (see Sec. 6.2), probe and optical pumping beams can be coupled to two

independent single mode polarisation maintaining (PM) fiber for being routed to the

experimental table. However, in the case of single atom experiments, both beams

are combined on a 50:50 beam splitter before being coupled to a common PM fiber.

The third beam is used to seed a tapered tamplifier (TA) with 29 mW, generating

an output power of 375 mW. Following power amplification, this beam picks up
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a shift of 406 MHz using the +1 diffraction order of AOM4 drived at a centre

frequency of 203 MHz, giving an effective detuning of ∼ −3 Γe with respect to

|6s 2S1/2, F = 4〉 → |6p 2P3/2, F
′ = 5〉 and creating the cooling beam for both science

and MOT chambers.

Moreover, due to a small but non-zero probability for off-resonant excitation to

|6p 2P3/2, F
′ = 4〉 by the cooling laser, atoms can depump in the |6s 2S1/2, F = 3〉

dark state via spontaneous emission and will neither being cooled nor trapped.

Hence, we need to apply a second laser called “repump laser” locked on the

|6s 2S1/2, F = 3〉 → |6p 2P3/2, F
′ = 4〉 transition to bring the atoms back to

the cycling transition. The repumper is a second home-built ECDL (Thorlabs

L852P150) locked using polarisation spectroscopy on the the crossover between

|6s 2S1/2, F = 3〉 → |6p 2P3/2, F
′ = 2〉 and |6s 2S1/2, F = 3〉 → |6p 2P3/2, F

′ = 4〉

transitions, due to a better signal-to-noise ratio of this transition. The repump beam

is passing through AOM5 in double-pass configuration with a centre frequency of

88 MHz using +1 diffraction order, picking up a shift of 176 MHz. With this

configuration the repump is shifted back to resonance with |6s 2S1/2, F = 3〉 →

|6p 2P3/2, F
′ = 4〉 and is combined with the cooling beam on a 50:50 non-polarising

beamsplitter with the same polarisation before being delivered to the science and

MOT chambers through a single mode PM fiber as detailed in Fig. 5.4.

Polarisation spectroscopy

Polarisation spectroscopy is a sub-Doppler spectroscopic technique [236] in which

birefringence is induced in an atomic medium by a circularly polarised pump beam,

and interrogated with a counterpropagating weak probe beam. As illustrated in

Fig. 5.5 (a), a thick glass window (GW) picks off a fraction of the laser beam to

split the beam into two counterpropagating beams called the probe and pump beams.

The beams overlap inside a 71.5 mm Cs reference vapour cell. The polarisation

angle of the probe beam is rotated of 45◦ with respect to the PBS using a half-

waveplate (λ/2), such that in absence of the pump beam, the two arms will have

equal intensities and the differential photodiode will have a nulled signal. A quarter-

waveplate (λ/4) converts the pump beam light to circular polarisation. The two
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Figure 5.5: (a) Experimental layout for polarisation spectroscopy. A thick glass window
(GW) picks off a fraction of the laser beam to split the beam into two counterpropagating
beams called the probe and pump beams. The beams overlap inside a 71.5 mm Cs reference
vapour cell. The polarisation angle of the probe beam is rotated of 45◦ with respect to
the PBS using a half-waveplate (λ/2) and a quarter-waveplate (λ/4) converts the pump
beam light to circular polarisation. (b) At the top, we observe an absorption spectrum on
the |6s 2S1/2, F = 4〉 → |6p 2P3/2, F

′ = 3, 4, 5〉 for the probe laser alone. At the bottom,
one can see the error signal obtained by the differential photodiode in the presence of the
pump beam.

ouput beams from the PBS are substracted with the differential photodiode to obtain

a polarisation spectrum. Figure 5.5 (b) shows at the top an absorption spectrum on

the |6s 2S1/2, F = 4〉 → |6p 2P3/2, F
′ = 3, 4, 5〉 for the probe laser alone and at the

bottom, the error signal obtained by the differential photodiode in the presence of

the pump beam.

MOT setup

A caesium dispenser from SAES mounted on an electrical feedthrough, located on

top of the MOT chamber, provides a background gas for loading of the MOT. The

typical current used for heating the dispenser is 3.1 A. The cooling lasers emerge

out of the collimator on the optical table. Two independent beams are created using

a PBS and a HWP for controlling the power balance between the science chamber

and the MOT chamber. The MOT beam is magnified using a 1:5 telescope to a 1/e2

radius of 4.7 mm, in order to trap the maximum of atoms. One third of the power

is sent vertically to the MOT chamber using HWP and PBS. The remaining power
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is split equally into two perpendicular paths with another combination of HWP and

PBS. Each of the three beams are retroreflected and include two quarter-waveplates

(QWP) fixed at the correct polarisation for creating the MOT.

The confining quadrupole magnetic field is created by two circular coils in an anti-

Helmholtz configuration in the MOT chamber, producing a vertical magnetic field

gradient of 1.11 G/cm/A. In addition, cancellation of stray magnetic field is achieved

by three pairs of rectangular compensation coils arranged in Helmholtz configura-

tion, surrounding both chambers and providing 1 G/A.

5.3 Imaging system performance

Experiment diagnostics are based on absorption or fluorescence imaging. These

two imaging procedures either require a resonant probe beam locked on the closed

transition or the molasses beams respectively.

5.3.1 MOT chamber imaging

We use absorption imaging [237] to diagnose the atoms number and go back to

the temperature of the atomic cloud in the MOT. This technique is based on the

resonant absorption of light at low intensity by atoms. Shining a probe laser tuned

to resonance with the cycling transition leads to absorption from the atomic cloud,

resulting in a shadow in the beam. By imaging the probe beam on a charge-coupled

device (CCD) camera and measuring its loss of intensity, one can retrieve the number

of atoms in the cloud. According to the Beer-Lambert law, the light intensity profile

reaching the camera, situated in the the x− z plane, is given by

I(x, z) = I0(x, z) exp
(
−
∫
n(r)σ(∆) dy

)
, (5.3)

where I(x, z) is the intensity in the x − z plane, I0(x, z) is the intensity in the

x− z plane without the atomic cloud, ∆ is the detuning with respect to the closed

transition, n(r) is the atomic cloud density and σ(∆) is the scattering cross section.

Experimentally, the probe pulse duration is 100µs with a power of 2µW. The
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probe 1/e2-radius of 5 mm is much larger than typical radial width of σr ∼ 200µm

of the cloud at our range of temperature, ensuring the condition I � Isat. Three

consecutive images are necessary. The first one is taken with atoms, giving I(x, z),

while the second one is done without atoms and corresponds to I0(x, z). Finally, a

third image without atoms or the probe laser beam is taken, allowing substraction

of the background noise Ibg(x, z).

In the limit of low saturation (I � Isat) and at resonance (∆ = 0), one can make the

assumption that σ(∆) = σ0, where σ0 ≡ 3λ2/2π corresponds to the on-resonance

scattering cross section.

By integrating along the y-axis, the density becomes the column density defined by

∫
n(r) dy = − 1

σ0

ln
( I(x, z)− Ibg(x, z)

I0(x, z)− Ibg(x, z)

)
=

N(x, z)

A(x, z)
, (5.4)

where N(x, z) is the number of atoms in a column of the cloud and A(x, z) is the

corresponding area of this column. One can rearrange the above expression to give

the number of atoms

N(x, z) =
A(x, z)

σ0

ln
(I0(x, z)− Ibg(x, z)

I(x, z)− Ibg(x, z)

)
. (5.5)

The camera used for absorption imaging of the MOT is a charge-coupled device

(CCD) camera (DMK 33G445 GigE) from Imaging Source. This camera offers a

resolution of 1280 × 960 with a pixel size of 3.75 × 3.75µm and it is operating with

a × 5 magnification to give an effective field of view of 4.8 × 3.6 mm, allowing to

image an atomic cloud expansion (see Sec. 5.4.2) up to 10 ms. The calibration of

the camera, which has been realised using an attenuated laser beam at 852 nm and

an AOM for fast switching (< 1µs), is shown in Fig 5.6. It allows us to verify the

linearity of the total counts as a function of the number of photons for different gain

settings and to deduce the calibration factor of the camera

κ =
14.3

10G/20
photons/counts, (5.6)

where G represents the camera gain. All the subsequent experimental acquisitions

101



5.3. Imaging system Chapter 5. Cold Atom Experiment Setup

0 0.5 1 1.5 2 2.5 3

0

0.5

1

1.5

2

2.5

Number of photons (× 109)

T
o
ta
l
C
o
u
n
ts

(×
1
0
8
)

0dB - 15.87 photons/count
10dB - 4.61 photons/count
20dB - 1.56 photons/count
30dB - 0.51 photons/count

Figure 5.6: MOT chamber CCD camera calibration using an attenuated laser beam at 852
nm and an AOM for fast switching. We verify the the linearity of the total counts as a
function of the number of photons and have decided to operate experimental acquisitions
with a 10 dB gain, corresponding to 4.61 photons/count.

in this thesis have been operating with a 10 dB gain, corresponding to 4.61 photon-

s/count. The trigger delay has been evaluated to 5.1µs whilst the minimum delay

to separate two consecutive pulses is 76.2 ms.

5.3.2 Science chamber imaging

The camera used for real time imaging is a scientific complementary metal-oxide

semiconductor (sCMOS) camera from Andor, model Zyla 5.5-USB. Single atom

imaging requires both spatial and number resolution using fluorescence imaging,

resulting from the collection of a finite number of scattered photons using high-NA

aspheric lenses (see Sec. 5.1). Typical EMCCD Camera used to collect fluorescence

in laboratories need for an amplification stage that increases clock induced noise

charge [238] and can only perform global readout, limiting the imaging speed. We

have decided to take advantage of an sCMOS camera with the possibility to read out

independently each pixels for speeding up imaging as well as allowing superior signal-

to-noise ratio (SNR) at intermediate incident photon rates ∼ 10 photons/ms/atom.

The camera offers a large sensor size with a resolution of 2560 × 2160 pixels and
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Figure 5.7: Science chamber optics to image atoms trapped in microscopic ODT. The
atoms sit at the focal plane of the high NA-lenses (f = 7.0 mm) where the collected
fluorescence is focused outside of the chamber using an achromatic doublet with focal length
of 200 mm. The intermediate image is transmitted through a relay telescope to decrease
the magnification and enables filtering in the Fourier plane via an iris. A bandpass filter
centred around 852 nm and a shortpass filter with a cut-off wavelength of 950 nm allow to
filter out light at the 1064 nm. The imaging system gives sub-µm spatial resolution in the
atom plane and high sensitivity single atom detection.

a 6.5 × 6.5 µm pixel size. The imaging system is located in the x − z plane. The

camera allows to work using either 12 bits or 16 bits and gives the choice to have

a readout speed of 200 MHz or 560 MHz. We have used the Global shutter mode

with 200 MHz readout speed and 12 bit low noise with a median noise of 2.2 e−

RMS. At our imaging wavelength of 852 nm, the quantum detection efficiency is

22 % with imaging performance comparable to EMCCD camera for medium photon

rates of ∼ 100 photons/pixel. The camera calibration returns ∼ 2 counts/photons

in the 200 MHz - 12 bit low noise setting.

Figure 5.7 gives an overview of the imaging system used to collect fluorescence from

single atom onto the sCMOS camera sensor. The working distance from the atoms

to the high NA aspheric lenses (Geltec 355561) is 7.0 mm and the lens radius is

6.0 mm. The collection efficiency of the imaging lens is Ω/4π ∼ 5.4 %. After pass-

ing through the CF40 vacuum viewport and a dichroic mirror to decouple it from

the dipole trap light, the fluorescence light at 852 nm is focused using a 200 mm

focal length achromatic doublet (Thorlabs AC254-200-B) situated 250 mm away

from the aspheric lens, giving a paraxial magnification of −20.5 according to Zemax

calculations. The intermediate image is transferred through an image relay to de-

crease the magnification. The relay telescope has been calibrated precisely using a

negative USAF 1951 resolution test chart. It consists in a N-BK7 plano-convex lens
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(Thorlabs LA1509-B) with focal length 100 mm and a 30 mm focal length achro-

matic doublet (Thorlabs AC254-200-B) both mounted into a tube screwed onto the

C-mount port of the Zyla camera. The lens separation has been set to 130 mm in

order to realise a confocal 2f-2f telescope. This configuration enables filtering in the

Fourier plane via a calibrated iris mounted within the lens tube in front of the final

doublet. The relay telescope gives a magnification of - 0.3, yielding a net magnifici-

ation of M = + 6.2 between the object plane in the chamber and the image plane

on the Zyla camera sensor chip, corresponding to ∼ 1µm/pixel and a total field of

view of ∼ 100µm. Furthermore, a pair of filters have been added in the tube, a

band pass interference filter centred at 850 nm with a bandwidth of 10 nm (Semrock

FF01-850/10-25) to allow only 852 nm light coming onto the camera and a shortpass

filter with a cut-off wavelength of 950 nm (Thorlabs FESH0950) to filter out light at

the 1064 nm trapping wavelength, leading to a total imaging system detection effi-

ciency of 3.5 %. Finally, the characterisation of the blurring of our camera has been

evaluated through measurement of its point spread function (PSF). We have found

a sub-pixel size for the PSF of only 4.6 ± 0.5µm, corresponding to a sub-µm spatial

resolution in the atom plane and allowing high sensitivity single atom detection.

5.4 Characterisation of the MOT

Using the absorption imaging setup, one can determine various parameters of the

atomic cloud in the MOT chamber such as the loading rate, the number of atoms,

the temperature as well as the size of the atomic cloud.

5.4.1 MOT loading rate

The rate at which the number of atoms N changes in the MOT is connected to the

loading rate (R), the loss rate (N/τ) due to collision with backgound gas and the

term describing two-body collisions between trapped atoms (β
∫
n2(r) d3r), accord-

ing to the differential equation [239]

dN

dt
= R − N

τ
− β

∫
n2(r) d3r, (5.7)
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Figure 5.8: MOT loading curve giving a characteristic loading time τ = 1.5 s and a steady-
state atom number of 3.5 × 106.

where N describes the number of atoms in the MOT and τ is the characteristic

loading time. One can neglect the two-body decay rate β compared to the single-

body decay rate 1/τ , due to low atomic density of the MOT region and the fact that

predominant loss appears through collisions with background gas due to a pressure

of ∼ 10−9 mbar. This leads to an exponential growth of the MOT atom number

given by

N(t) = Ns (1 − e−
t
τ ), (5.8)

where Ns describes the steady-state atom number. Various parameters had to be

optimised for maximising the MOT atom number and a detailed analysis can be

found in [221]. A total cooling power of 65 mW and repump power of 6.5 mW

are split equally between the three arms of the MOT. A detuning of ∆ ∼ −3 Γe

combined with a magnetic field gradient of 13 G/cm have been identified as the

optimal parameters for the MOT atom number.

Figure 5.8 shows a loading curve corresponding to the number of atoms in the MOT

as a function of time. Equation 5.8 has been fitted to the data, providing a value of

τ = 1.5 s and a steady-state atom number of 3.5 × 106. It takes approximately 4 s

to saturate the MOT atom number. However, all subsequent experiments have been

done for a load time of 1 s. This speeds up the experimental duty cycle because we

are only interested in single atom loading in the UHV science chamber.
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5.4.2 MOT temperature

Following the loading of the MOT for 1 s, an additional phase of “optical molasses” is

applied to further reduced the temperature using sub-Doppler polarisation gradient

cooling (PGC) [231]. The quadrupole coils are switched-off, the cooling beam inten-

sity is reduced to I = 0.1 Isat per beam, the repump is turned-off and the detuning

is increased to ∆ = −15 Γe for a period of 10 ms.

The standard method for measuring the temperature of cold neutral atoms is to

measure the expansion rate of the cloud of atoms released from the trap in free

fall by taking an image for different ballistic expansion time ∆t, called time of

flight (TOF) imaging technique [240]. Assuming that the spatial distribution of the

atoms is a Gaussian at any time, the rms size of the cloud after expansion follows

the equation

σ2
i = σ2

0,i +
kBT

m
∆t2, (5.9)

where i = x, y, z corresponds to indices in each directions, σ0,i are the initial rms

widths, T is the temperature of the cloud and m is the atomic mass of caesium.

By varying the expansion time ∆t, we extract a temperature of T = 3.0 ± 0.2µK

from a linear fit of σ2
i as a function of ∆t2, resulting in an atom cloud with a Gaussian

rms width of σr ∼ 170µm.

5.5 Optical transport

Once atoms are cooled and trapped, they must be transported from the MOT cham-

ber to the science chamber over a distance of 30 cm in order to reach the single atom

regime. This is achieved using an optical dipole trap (ODT), implemented for the

first time by Chu et al. [241] on sodium atoms, allowing us to transfer atoms through

the differential pumping tube thanks to the tight confinement of the atomic cloud

offered along the transverse direction.
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Dipole force

Previously, the radiation pressure force relying on scattering of photons has been

introduced but another component arises from the interaction between an induced

electric dipole and the laser beam. The in-phase component of the atomic dipole

leads to a radiation force called “dipole force”, coming from the AC Stark shift of

an atom driven by a far-detuned laser field. The light shift acts as a potential

Udip ∝ I/∆, creating a conservative force proportional to the intensity gradient of

the applied field according to Fdip = −∇Udip. For a red detuned laser, the atom

is trapped at the point of highest intensity. To obtain the requisite field gradient,

a Gaussian laser beam is strongly focused with a waist ω0, achieving an optical

dipole trap. However, the out of phase component of the atomic dipole leads to the

scattering force ∝ I/∆2. Thus, one needs to work with large detuning to reduce the

scattering rate responsible for heating, while increasing the intensity for maintaining

the requisite trap depth.

The trap potential is given by [177]

Udip(r, x) = − U0 exp[− 2r2 / ω(x)2]

1 + (x/xR)2
(5.10)

where ω(x) = ω0

√
1 + (x/xR)2 is the 1/e2 intensity radius along the propagation

axis x, xR = πω2
0/λ denotes the Rayleigh length and U0 = U(r = 0, x = 0) is the

trap depth.

Around its minimum U0, the trap potential has radially a Gaussian behavior with a

radius ω0 compare to the Lorentzian behavior in the longitudinal x-direction with a

radius xR. For atoms with energy low enough compared to U0, one can approximate

the potential by a 3D harmonic potential and make a Taylor expansion of Eq. 5.10

around r = x = 0, so that

Udip(r, x) ≈ −U0

[
1 − 2

(
r

ω0

)2

−
(
x

xR

)2]
, (5.11)

leading to radial and longitudinal trap oscillation frequencies given by

107



5.5. Optical transport Chapter 5. Cold Atom Experiment Setup

ωr =

√
4U0

mω2
0

and ωx =

√
2U0

mx2
R

. (5.12)

For typical waist size of tens of microns, radial trap frequencies are two order of

magnitude higher than the axial ones, resulting in an elongated shape of the cloud

along the transport axis.

Transport setup

Dipole trap can be easily realised at 1064 nm due to high power lasers available.

This light is strongly detuned from D1 and D2-transitions of caesium and thus the

scattering of this light is strongly suppressed. The ODT light is provided by a

Nd:YAG laser operating at 10 W. After being sent through an 80 MHz AOM for

fast switching control, the ODT beam is expanded to 1.9 mm before being focused

to a waist of ω0 = 42.3µm using a lens with focal length f = 200 mm. The beam

focus can be moved from the MOT chamber to the science chamber over 30 cm

using a set of 2 mirrors on a translation stage coupled to a relay telescope, keeping

the waist constant during the optical transport [221].

To load the dipole trap, the MOT has to be overlapped with the focus of the trapping

beam. The experimental sequence consists in loading the MOT for 1s, followed by

an overlap time of 50 ms between the MOT and the ODT beam, resulting in 105

trapped atoms with an efficiency of ∼ 10%. We then apply a molasses phase of

20 ms by turning the magnetic field off to cool atoms at 10 µK and let atoms that

are not trapped falling away of the dipole trap. Finally, the atoms are adiabatically

transported towards the science chamber in 800 ms.

The lifetime of the atoms in the ODT of 4.9 s [221] has been determined by varying

the time atoms are held in the trap, which is found to be predominantly dominated

by collision with background collisions gas. The axial frequency has been evaluated

by applying a kick with the trap laser light along the x-optical axis using the trans-

lation stage. As a result, the atoms oscillate around the bottom of the potential in

the same direction with an axial frequency ωx/2π ∼ 8 Hz for 6.8 W of trapping

laser power, corresponding to a large spatial extension of 2 σx ∼ 4.4 mm. The
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Figure 5.9: Schematic of light assisted collisions in a microscopic dipole trap. At inter-
mediate inter-atomic distance Re, the two-atom ground state |S + S〉 is excited to the
state |S ± P 〉 through absorption of one photon, experiencing an attractive potential for
red-detuned light. Atoms accelerates towards each other and if the kinetic energy ∆E
gained before the excited state radiates back to the ground state is such that ∆E/~� U0,
both atoms are ejected together from the trap.

radial frequency is obtained via parametric heating [242] where the trap amplitude

is modulated and results in atoms loss at twice the trap frequency. The deduced

radial frequency is ωr/2π ∼ 1.1 kHz at 4 W, leading to tight radial confinement of

the atomic cloud over 2 σr ∼ 14 µm.

5.6 Single atom trapping

The last challenge to enter into the single atom regime consists in loading microscopic

optical dipole traps from the ODT. Single atom trapping uses a technique developed

by Schlosser et al. [71, 104] called ”collisional blockade”, which exploits the regime

where the trapping volume is in the order of few µm3 and the two-body light-

assisted collisions rate β (inversely proportional the trapping volume) becomes the

predominant term during the loading of the trap, ensuring only 0 or 1 atom in the

trap.
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5.6.1 Light assisted collisions

The mechanism by which one can trap single atom in microscopic ODT requires to

introduce energy dissipation through light-assisted collisions (LAC) [71, 104]. This

interaction involves a change of internal structure of the atoms via inelastic collisions

and can be understood as follows.

We consider two identical atoms separated by a distance R, with a ground state |S〉

and the first excited state |P 〉. For large inter-atomic distance, the two-atoms ground

state denoted by |S + S〉 weakly interacts via vdW interactions of the form V (R) =

C6/R
6. Moreover, it can reach the first excited state |S ± P 〉 through absorption

of one photon of energy ~ω0, as illustrated in Fig. 5.9. At intermediate inter-atomic

distance, while the ground state interaction potential can still be neglected, the first

excited state interacts through resonant dipole-dipole interaction. This induces a

splitting of the potential between a repulsive and an attractive branch, as represented

in Fig. 5.9. The asymptote take the form ~ω0 ± C3/R
3 corresponding to negative

or positive detuning respectively. In our experiment, we will deal with negative

detuning, thus we will focus on the attractive interaction between the excited atom-

pair. In this case, atoms accelerate towards each other until desexcitation can occur

via spontaneous emission. If the kinetic energy ∆E gained before the first excited

state radiates back to the ground state is such that ∆E/~ � U0, both atoms are

ejected together from the trap. This regime of “collisional blockade” [71] ensures

that 50 % of the time the trap is empty and the remaining 50 % only one atom

is loaded. This processus is stochastic but can reach ∼ 90% single atom loading

efficiency via blue detuned light on the D1-transition that introduces a coupling on

the repulsive branch of the two-atom resonant dipole-dipole interaction [238].

5.6.2 Single atom loading

After the optical transport, single atom trapping occurs in two steps. First, atoms

are overlapped with a pair of tightly focused optical traps during 60 ms using mo-

lasses beams at an intensity I = Isat per beam and a detuning of ∆ = −6 Γe [221],

for loading multiple atoms into each of the microscopic dipole traps. In order to
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Figure 5.10: Optical layout for the creation of two microscopic ODT and fluorescence
imaging. Two dipole trap beam paths are created using one half-waveplate (HWP) and a
polarising beamsplitter (PBS). The beams are recombined using another PBS and strongly
focused (1/e2 radius of 1.85µm) by the high-NA aspheric lens for trapping single atoms.
The same aspheric lens collects the fluorescence at 852 nm from the trapped atoms and
a dichroic mirror (DM) allows to separate it from the 1064 nm trapping light. Finally,
the fluorescence is sent towards the imaging system for real-time imaging. (b) Single shot
imaging of two single atoms separated by 10µm.

avoid AC stark shift induced by the ODT beams, the cooling light is modulated out

of phase with the ODT at a rate of 1 MHz with 35 % duty cycle. Finally, a single

atom loading phase is performed using cooling beams at an intensity I = 0.5 Isat

per beam and a detuning of ∆ = −8 Γe [243], allowing to take advantage of LAC

to ensure that only 0 or 1 atom is present in the traps.

Each trap is formed by focusing a dipole trap beam (λ = 1064 nm) through the

high NA lenses inside the vacuum chamber to a waist of 1.85µm. The trapping

light is delivered from a commercial narrow-linewidth and low-noise laser from the

company Coherent (Mephisto). In order to control the intensity of the beam as well

as switching time, the beam is passing through an AOM before being coupled to a

single mode PM fiber. The ouput beam of the fiber is split in two paths using a

combination of HWP and PBS, as shown in Fig. 5.10 (a), before being recombined

to create two microscopic dipole traps with control over their mutual distance.
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Figure 5.11: Probability distribution of counts obtained from 500 repeated measurements
for (a) trap1 and (b) trap2 for an imaging time of 40 ms, showing two Poisson distributions
for each traps corresponding to either 0 or 1 atom. (c) Correlations between two fluores-
cence readouts separated by 50 ms. The fluorescence of the second readout is plotted as
a function of the fluorescence in the first readout showing distinct clusters which confirms
single atom loading.

5.6.3 Single atom readout

Imaging single atom with accuracy requires high collection efficiency of the scat-

tered photons coming from the cooling beams. The solution implemented in our

experiment consists in using the same aspheric lenses under vacuum for focusing the

ODT beam and collecting single atom fluorescence [104, 230], with an additional

dichroic mirror (Thorlabs DMLP950) to separate both wavelengths, as shown in

Fig. 5.10 (a).

In order to distinguish between background light and single atom fluorescence, one

has to maximise the photon scattering rate Rsc (see Sec. 5.1) from the trapped

atom. Although working on resonance would clearly achieved the best signal, we

worked at a detuning ∆ = −3 Γe with an intensity of I = 0.5Isat [243] per beam to

reduce heating associated with spontaneous emission, resulting in a scattering rate

of ∼ 440 photons/ms and correponding to a flux of ∼ 14 photons/ms at the camera

detector. Figure 5.10 (b) shows fluorescence imaging of two resolved trapped atoms

separated by 10µm using a detection time of 40 ms and defining two regions of
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interest (ROIs).

Figures 5.11 (a) and (b) shows the probability distribution of the counts obtained

from 500 repeated measurements using the imaging parameters described above for

each ROIs. One can identify a bimodal distribution of photon counts correspond-

ing to the presence or absence of an atom in the traps. The two distributions are

described by a Poisson distribution centred at two different mean count rates corre-

sponding to either 0 or 1 atom loaded in the trap.

For most measurement cycles, an image is taken to confirm the presence or absence

of an atom, followed by an experiment and a final image taken to measure the

presence or absence of the atom. Figure 5.11 (c) shows correlations in the same

ROI between counts in shot 1 and counts in a second shot taken 50 ms later. In

both camera shots, we are detecting discrete fluorescence clusters corresponding to

either 0 or 1 atom present in the traps. The top right quadrant corresponds to an

atom present in both shots while the lower right quadrant corresponds to an atom

initially loaded in shot 1 but having been lost by shot 2, allowing us to observe

> 98% retention probability [243].

However, during the experimental cycle, we are only interested in the results of the

second image if an atom was present in the first. This requires us to post-select

the data to only include measurements associated with successful loading. In depth

explanations about this post-selection process and single atom readout performances

are covered in [243] or my colleague’s thesis [221].

5.6.4 Characterisation of the single atoms in the ODT

Lifetime of the atoms in the microscopic optical dipole trap has been found of

8.7 s [221] at a trap depth of U0 = 1 mK, mainly limited by background collisions

gases and atom’s heating, thus well suited for performing future implementation of

quantum gates protocols. Nevertheless, a complete characterisation of the single

atoms requires to determine their temperature as well as their trapping frequencies.
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Single atom temperature

High temperature leads to dephasing from the atom exploring differential AC Stark

shift of the trap [244], therefore it has to be minimised to maintain long coherence of

single atomic qubits. While temperature determination using TOF technique works

well on a sample with high number of atoms, where one can can easily measure the

velocity distribution of the cloud from an image, this technique becomes impractical

to determine single atom distribution with enough signal to noise. Instead, the usual

way to determine single atom temperature is to use a release and recapture technique

[233, 245]. The trap is quickly turned off for a period of time tdrop, and the fraction

of atoms that are recaptured is measured as the time tdrop is varied. The probability

of recapture is reconstructed by repeating the sequence 100 times and the data are

fitted using a Monte-Carlo simulation [245] to estimate the temperature. Figure 5.12

shows an example with simulations done for 1,3,5,7 and 10 µK, from which we can

estimate a single atom temperature of 5µK, allowing to reduce the effect of Doppler

dephasing.
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Figure 5.12: Single atom temperature determination using a release and recapture tech-
nique. Data are fitted using Monte-Carlo simulations and lead to a temperature of 5µK.
Each point is an average over 100 sequences.
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Trap frequencies

Due to the tight focusing of the ODT beams for the single atom regime, we have used

a new method initiated by [246] to measure more precisely the radial frequencies of

the atoms in the microscopic dipole traps. After detection of the single atoms, the

traps are switched off twice for a fixed period of time t1 = t2 = 20µs separated

by a variable delay τ where the trap is kept on. The recapture probability of the

atoms is measured as a function the variable delay τ , which exhibits oscillations at

twice the radial frequency. The experiment [221] is repeated over 100 trials and this

results in a radial single atoms frequency of ωr/2π ∼ 23 kHz at a trapping power of

6.5 mW, yielding to a radial extent of σr ∼ 0.3µm. This allows us to deduce the

trap waist using Eq. 5.12 to ω0 = 1.85µm for both traps. The axial frequency is

evaluated using the fact that

ωx =
λ√

2 π ω0

ωr, (5.13)

resulting in ωx/2π ∼ 2.9 kHz with a corresponding variance of the atom’s position

of σx ∼ 2µm. The tiny spatial extent explored by the trapped atom decreases

beam pointing inhomogeneities that would result in Rabi frequency variations while

applying the quantum gate pulse sequence [89].

5.7 Qubit state preparation

Atoms are distributed over all possible hyperfine states after the phase of optical

molasses. However, EIT experiments on the MOT (see Chap. 6) and coherent

control of a single atom (see Chap. 7) requires to prepare the ground state in a

specific internal state. Therefore, one needs to apply standard methods of optical

pumping which involves producing a magnetic field to define a quantisation axis and

driving the atoms with polarised light.
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Figure 5.13: Optical pumping schemes for 133Cs to prepare atoms in the |F = 4,mF = 4〉
stretched state either using (a) bright state leading to heating or (b) dark state optical
pumping with the transition-strengths represented by the arrow thickness.

5.7.1 Stretched state pumping

In the MOT chamber, the quantisation axis is defined by producing a magnetic

field from the rectangular compensation coils arranged in Helmholtz configuration,

surrounding both chambers and providing 1 G/A. However, for coherent control

of single atoms, an extra pair of circular coils producing 1.3 G/A is added in the

y-direction of the science chamber. It increases the magnetic field used for Zeeman

shifting of the hyperfine states, allowing better energy state separations either for

Raman transitions or Rydberg excitations.

In order to make a two-photon transition from the ground state to a Rydberg state,

we would often need to take advantage of the maximum transition strength as-

sociated to the transition |6s 2S1/2, F = 4〉 → |6p 2P3/2, F
′ = 5〉, driven with σ+ -

polarised light, requiring to pump atoms in the stretched state |F = 4,mF = 4〉.

The first possibility would be to apply a “bright-state” optical pumping scheme, as

shown in Fig. 5.13 (a). This would only require a pump beam derived from the

cooling master laser driving |6s 2S1/2, F = 4〉 → |6p 2P3/2, F
′ = 5〉 transition with

σ+-polarised light. However, it suffers from the fact that atoms pumped into the

state |F = 4,mF = 4〉 would be continuously heated by scattering due to the pump

beam itself.

In contrast, we have chosen a “dark-state” optical scheme that is set by the σ+-

polarisation of the driving field on the |6s 2S1/2, F = 4〉 → |6p 2P3/2, F
′ = 4〉 transi-
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tion, depicted on Fig. 5.13 (b). Indeed, this scheme imposes restriction on the fact

that atoms falls into the |F = 4,mF = 4〉 stretched state with the additional gain

of being no longer sensitive to the driving field. However, atoms can decay from the

F ′ = 4 state to the lower hyperfine ground state F = 3, which requires the repump

beam for driving |6s 2S1/2, F = 3〉 → |6p 2P3/2, F
′ = 4〉 transition.

5.7.2 Clock state pumping

In the case of single atom coherent excitation, atoms initialisation in the clock

state |F = 4,mF = 0〉 will be a great advantage due to magnetic field fluctua-

tions insensitivity of the transition between the clock states |F = 3,mF = 0〉 and

|F = 4,mF = 0〉 at first-order.

This requires to drive the transition |6s 2S1/2, F = 4〉 → |6p 2P3/2, F
′ = 4〉 with π-

polarised light. Indeed, the transition |F = 4,mF = 0〉 → |F ′ = 4,mF = 0〉 is dipole

forbidden due to momentum selection rules but spontaneous emission happens ran-

domly on different mF states according to ∆mF = {−1, 0,+1}, thus accumulating

atoms in the dark state |F = 4,mF = 0〉.

5.8 Summary

Combining laser cooling and trapping techniques, we have created a cloud of cold

atoms in a MOT that can be transported towards a science chamber, allowing to

implement single atom trapping with high NA aspheric lenses and offering careful

control of the surrounding electric field. Real-time single atom imaging with diffrac-

tion limited performances has been implemented using an sCMOS camera. Finally,

using appropriate light polarisation, atoms can be initialised in a well defined inter-

nal state in both MOT and science chambers.
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Chapter 6

Absolute Frequency Calibration of

ULE Cavity

In Chap. 4, we described stabilisation of lasers to a high-finesse reference cavity. This

transfers the stability of the cavity onto the lasers, however in order to quantify the

absolute long-term stability of the laser frequencies we must perform an absolute

measurement relative to a more stable reference.

Using the ULE cavity stabilised at the zero-CTE temperature Tc allows us to coun-

teract thermal drifts and obtain narrow linewidth lasers at short timescales. How-

ever, the ULE cavity length drifts due to material aging which typically is on the

order of the MHz per day [247]. Moreover, cavity resonant frequencies are not nec-

essarily commensurate with the one required for Rydberg excitation. Thus, if we

want to perform two-photon Rydberg excitation, one needs to quantify the ULE

cavity mode frequencies drift over long timescales and calibrate it with respect to

Rydberg transitions.

One way to measure the absolute cavity drift would be to operate a beatnote with an

optical frequency comb [216], however we do not have this option. Another method

is to measure the offset between the atomic and cavity resonant frequencies using

electromagnetically induced transparency (EIT) (see Sec. 3.2.1). EIT is a suitable

approach for detecting atomic Rydberg states, providing non-destructive optical de-

tection [248], unlike micro-channel plate (MCP) which requires ionisation of the

Rydberg atoms [249]. This gives us a stable atomic reference as well as calibrat-
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ing the frequencies needed for off-resonant coherent Rydberg excitation. Moreover,

measuring the drift of the resonant frequency condition for EIT will allow us to

quantify the ULE aging drift.

6.1 Vapour cell EIT

To find the EIT resonances, we initially use a vapour cell and coarse frequency

tuning over a wide range of coupling beam detuning ∆c.

6.1.1 Qubit A detuning with respect to the probe laser using

67D5/2 Rydberg state

Rydberg excitation via the caesium D2-line uses lasers at 852 nm (probe laser) and

509 nm (coupling laser), as described in Sec. 3.2.1. Relevant wavelengths can be

calculated for transitions from the |6p 2P3/2, F = 5〉 state using energy levels [160]

and Rydberg energies derived from Sec. 2.1. Due to the limitation of the TEC

in the SHG cavity for Rydberg A, we cannot reach crystal temperatures for ef-

ficient doubling of wavelengths above 1018.5 nm, limiting operation to adressing

Rydberg states with principal quantum number n > 60. The second SHG system

for Rydberg B has been designed to give better heating range allowing access to

Rydberg states with n > 49. However, the wavelengths calculated from the D2-

line are valid for the case that the probe laser is resonant with the transition from

Figure 6.1: Schematic of EIT in vapour cell using counter-propagating Rydberg A (green)
and probe (red) beams through a 71.5 mm Cs reference vapour cell. Key : L = Lens,
DM = Dichroic mirror, PBS = polarising beam splitter, PD = Photodiode.
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|6s 2S1/2, F = 4〉 → |6p 2P3/2, F
′ = 5〉.

For cold atoms, the two-photon resonance condition is achieved for ∆c = −∆p

[181, 184], as described in Sec. 3.2.1. Nevertheless, at a room temperature of 19 ◦C,

Cs atoms in a vapour cell have a most probable velocity of 191 m.s−1. This means

that the Doppler effect becomes important due to the fact that atoms moving at dif-

ferent velocities experience different detuning [248]. The expression of the Doppler

shift is ∆Doppler = −k.v, where k is the wavevector of the incoming beam, and oc-

curs for components of the velocity along the beam axis. To account for the Doppler

effects we must modify the susceptibility derived for atoms at rest in Eq. 3.27.

Considering that the number of atoms per unit of volume with velocity v is N(v)dv,

their contribution to the total susceptibility is [181]

χ(v)dv =
iµ2
eg/ε0~

γge − i∆p − iωp
v
c+ Ω2

c/4
γgr− i(∆p+∆c)− i(ωp−ωc)v/c

N(v)dv. (6.1)

Given that atoms are at thermal equilibrium, the velocity can be described by a

Maxwellian distribution and the atomic density for a given velocity class N(v) is

given by

N(v) =
N0

u
√
π
e− v

2/u2 , (6.2)

with the most probable velocity u =
√

2kBT/m, where T represents the vapour

temperature and m is the atomic mass.

To calculate the total susceptibility, we must integrate the optical response over

all velocity classes [250] weighted by the Maxwell-Boltzmann distribution. This

leads to inhomogeneous linewidth of the absorption line, with a Doppler width of

ωDoppler/2π ∼ 224 MHz at room temperature on the Cs D2-line using λ = 852 nm.

To reduce sensitivity to the Doppler-mismatch from the residual k-vector of the

two-photon excitation, we use a counter-propagating configuration for probe and

coupling beams, as shown in Fig. 6.1. Hence, an atom moving at velocity v towards

the probe beam sees its frequency shifted by an amount ωpv/c and −ωcv/c with

respect to the coupling beam, which leads to the relationship ∆c = −(λ852/λ509)∆p
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Figure 6.2: vapour cell EIT showing probe beam sweeping accross the |6s 2S1/2, F = 4〉 →
|6p 2P3/2〉 and the appearance of 67D3/2 and 67D5/2 peaks separated by 225 MHz.

[181, 248]. Thus for a non-resonant probe laser, the vapour cell EIT occurs at a

shifted frequency to that expected in cold atoms.

Initially, we perform EIT spectroscopy in a 71.5 mm Cs reference vapour cell at

room temperature based on the |6s 2S1/2, F = 4〉 → |6p 2P3/2, F
′ = 5〉 → |67D5/2〉

transition. A schematic of the spectroscopy setup is drawn in Fig. 6.1. The probe

laser is resonant with the transition from |6s 2S1/2, F = 4〉 to |6p 2P3/2, F
′ = 5〉. As

shown in Fig. 5.4, it is derived from the cooling master and can be set to ∆p = 0

with a power of 4µW. The coupling laser, Rydberg A, has a power of 220 mW. It

can be scanned through the resonance using the electronic sideband technique (see

Sec. 4.4.2), allowing for continuous frequency tuning of ∆c by locking to νOffset.

In order to reduce Doppler broadening, the weak probe beam and counter-

propagating coupling beam are carefully aligned using two irises. The higher

the Rabi frequency Ωc of the coupling beam the larger will be the EIT ampli-

tude [149, 184]. Thus, the probe and coupling beams are focused using two lenses

of 150 mm focal length either side of the cell, giving a 1/e2 radius of 630µm and

200µm respectively. The probe and the coupling beams are decoupled from each

side of the cell using dichroic mirrors. The probe beam transmission is recorded with

a photodiode allowing variable gain (Thorlabs PDA-36EC). As seen in Fig. 6.2, the
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Figure 6.3: (a) EIT spectroscopy on 67D5/2 Rydberg state with probe beam resonant
on the transition |6s 2S1/2, F = 4〉 → |6p 2P3/2, F

′ = 5〉 registering the EIT resonance
at νOffset 1 = −430 MHz. (b) EIT spectroscopy on 67D5/2 Rydberg state with Qubit A
registering the EIT resonance at νOffset 2 = −200 MHz.

transmission lineshape shows two EIT peaks corresponding to the 67D3/2 and 67D5/2

Rydberg states.

We then record the EIT transmission for the Rydberg state 67D5/2 by locking

the probe laser and varying the coupling beam detuning ∆c with 0.5 MHz steps,

which results in Fig. 6.3 (a). The EIT maximum corresponds to a coupling detun-

ing ∆C1 = 0. This is obtained for νOffset 1 = −430 MHz while the wavemeter indicates

an average frequency of νRydberg A = (294 513 580 ± 30) MHz for the TEM00 mode

of the coupling beam. The result is compatible with the theoretical frequency of

ν1018
00 theo. = 294 513 141 MHz.

The relatively large EIT linewidth of 12.5 MHz can be explained by power broad-

ening, the fact that we are working in a magnetically unshielded environment and

transit time broadening due to the finite time of interaction between the atoms with

the laser beams. However, we are only interested in determining the EIT central fre-

quency peak. Thus, we have preferred to increase the EIT amplitude than narrowing

the EIT feature, as a first calibration test before cold Rydberg excitation.
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Figure 6.4: Detunings and fundamental cavity mode for Qubit A laser at
∆00/2π = − 435 MHz.

The second spectroscopy is realised using Qubit A laser stabilised to the TEM00

mode of our high finesse ULE cavity. This laser is locked and shifted by 160 MHz us-

ing an AOM in double-pass configuration before being sent through the vapour cell.

The EIT maximum is registered for νOffset 2 = −200 MHz as shown in Fig. 6.3 (b).

We deduce from this measurement that the Rydberg A detuning ∆c relative to

Qubit A, such that

∆c

2π
= 2 × (νOffset 2 − νOffset 1) = 460 MHz. (6.3)

This results in a value of

∆p = − λ509

λ852

×∆C = − 2π × 275 MHz. (6.4)

This leads to a fundamental cavity mode for Qubit A laser at ∆00/2π = −435 MHz,

as illustrated in Fig. 6.4. Thus for cold atoms experiment we require ∆c/2π =

275 MHz, whilst in a Doppler-broadened vapour cell we require ∆c/2π = 460 MHz.
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6.1.2 Determination of accessible Rydberg states

Using the fact we have determined the free spectral range νFSR = 1.49637(2) GHz

of the ULE cavity in Sec. 4.5.2, we are now able to determine which Rydberg states

we can reach. Indeed, Rydberg A laser frequency can be tuned in the range

ν509 = 2 ν1018 = 2 (m × νFSR ± νOffset), (6.5)

using the sideband offset locking technique derived in Sec. 4.4.2 at ± νOffset, where m

is the mode index of the cavity and ν509 is the doubled IR Rydberg laser frequency.

Whilst the sideband locking technique provides agility, the limited frequency range

of ± 450 MHz due to low pass filtering of the DDS evaluation board means that

between mode m and m + 1 of the cavity, it is only possible lock in 60% of the

available free-spectral range. Thus, with the present locking scheme, some Rydberg

states cannot be utilised as they require a sideband frequency in the range 450 -

1050 MHz. The laser detuning is equal to

∆c

2π
= ν509 − νRyd = 2 (m × νFSR ± νOffset) − νRyd, (6.6)

which can be rearranged to obtain

νOffset =

(
∆c

2π
+ νRyd

)
/ 2− m × νFSR, (6.7)

where index m is chosen to minimise the magnitude of the sideband frequency. To

improve the accuracy of this technique, the precision measurement of the 67D5/2

state has been used to obtain an absolute measurement of the fundamental cavity

mode as

ν00 =
(
ν509

00 theo. + 2 × νOffset 1

)
/ 2

= 294.513571 THz. (6.8)
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All subsequent sideband frequencies are then calculated with respect to this value,

in integer steps of the free spectral range. Rydberg states outside of the range of

the AD9910 DDS evaluation board have been ignored.

The sideband frequencies required for locking to the relevant states have been de-

composed in three cases according to

• i) ∆c/2π = 460 MHz as for two-photon excitation using Qubit A laser in a

vapour cell,

• ii) ∆c = ∆p = 0 as for EIT in cold atoms configurations,

• iii) ∆c/2π = 275 MHz as for two-photon excitation using Qubit A laser on

cold atoms.

6.1.3 Experimental verification of Rydberg state frequencies

In order to verify if the theoretical frequencies derived from Sec. 6.1.2 match the

experiment, we have made measurements on the Rydberg state 68S1/2. The ex-

pected Rydberg A sideband frequency for EIT conditions with the probe laser

is νOffset, probe theo. = −183.7 MHz. However, the resonant frequency is found at

νOffset,probe exp. = −177 MHz, giving a discrepancy of δνOffset,probe = 6.7 MHz. This

can be related to the probe frequency variations derived from the MOT beam, that

is locked using polarisation spectroscopy. When it comes to use Qubit A, we expect

a theoretical sideband frequency of νOffset,Qubit A theo. = 46.5 MHz, which matches

with the experimental one νOffset,Qubit A exp.. This results mean that we can predict

the expected Rydberg excitation frequencies quite accurately.

Finally, we have decided to move from nS state to nD state. Indeed, the coupling

strength from 6P3/2 to either nS1/2 or nD5/2 can be expressed in terms of the Rabi

frequency Ω = −µ ·E/~, which scales linearly with the dipole matrix element. For

experiments where the coupling Rabi frequency is to be kept constant over a range

of n, it is necessary to calculate the dipole matrix elements for the transition. Using

the core potential and the energy of the 6P3/2 state1, an approximate 6P3/2 wave-
1 Below n ∼ 20 the quantum defects give poor agreement as the electron has a strong interaction
with the core.
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function can be calculated to find the radial dipole matrix elements 〈6P3/2|er|n`j〉

for the allowed transitions using the Numerov algorithm [251, 252]. The results show

a stronger coupling to the nD5/2 state. The matrix elements are fitted using the

scaling C`n?−3/2 to obtain the coefficients CS1/2
= 5.021 ea0 and CD5/2

= 11.348 ea0.

This will allow us to obtain larger EIT signals when we will use cold atoms instead

of a vapour cell in Sec. 6.2.

The expected sideband frequency required for EIT conditions on the Rydberg state

68D5/2, using the probe laser, is νOffset, probe theo. = −438.8 MHz. The experimental

sideband is found at νOffset, probe exp. = −431 MHz, which is compatible with the shift

δνOffset,probe = 6.7 MHz obtained previously on 68S1/2.

6.2 EIT experiments in cold atoms

Increasing Rydberg EIT signal precision requires cancellation of Doppler effects and

controlling surrounding magnetic field. Using cold atoms enables to operate high-

resolution EIT spectroscopy, allowing further detection of Rydberg states in the

single atom case (see Sec. 7.2).

6.2.1 Optical pumping optimisation

Atoms in the MOT are loaded as detailed in Sec. 5.4 using a load time of 1 s,

giving 1.7 × 106 atoms at 3µK. Following cooling, atoms are distributed over all

possible ground hyperfine states. However, as explained in Sec. 5.7.1, the EIT

experiment requires us to prepare the ground state |g〉 into the stretched state

|6s 2S1/2, F = 4,mF = 4〉 to take advantage of the maximum transition strength.

Optical pumping efficiency is evaluated via state-selective magnetic imaging [149].

This technique consists in applying a strong magnetic gradient as well as a bias

field in the vertical z-direction for creating a magnetic trap. The bias magnetic field

comes from shim coils that are placed outside the quadrupole coils, itself creating

the magnetic field gradient in the z-direction. The principle of magnetic trapping

is the interaction of the atomic magnetic dipole moment µ and an inhomogeneous

magnetic field B(r) given by the formula [21]
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U = −µ ·B(r). (6.9)

This interaction removes the energy degeneracy for a certain state |I, J, F,mF 〉 due

to linear Zeeman effect

∆E(mF ) = mF gF µB Bz, (6.10)

where mF is the Zeeman sublevel of the hyperfine state F , µB is the Bohr magneton

with µB/h ∼ 1.4 MHz/G, gF the Landé factor [253] and Bz is the component of

B(r) along the z-direction of the magnetic field.

The resultant force along the axis z is given by [21]

F = −mF gF µB
dBz

dz
. (6.11)

This can be used for trapping neutral atoms and was first demonstrated in 1985 for

a cooled Na beam by Migdall et al. [254]. Because of the fact that local maxima

of magnetic fields are forbidden in free space [255], we need to use a magnetic field

minimum to trap atoms magnetically. The corresponding atoms are known as “weak

field seekers” and require mFgF > 0. They become trappable when the magnetic

force becomes larger than gravity.

For 133Cs ground state, the stretched state |F = 4,mF = 4〉 is trappable because

mFgF = 1 and only requires a magnetic field gradient of 24 G/cm. However, the

other weak field seeking states |F = 4,mF = 3〉 and |F = 3,mF = −3〉 both give

a product mFgF = 3/4 corresponding to a magnetic field gradient of 31 G/cm.

In order to be sure that we are only trapping |F = 4,mF = 4〉, we set the magnetic

field gradient to 24 G/cm, corresponding to 8.5 V for the current supplier.

The optical pumping beam is coming from a PM fibre and collimated using a lens
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Figure 6.5: Schematic of the experimental setup for Rydberg EIT in cold atoms. A strong
coupling beam (green) counter-propagates with a weak probe beam (red) through a cold
atom cloud of Cs atoms optically pumped in the |F = 4,mF = 4〉 stretched state using a
bias field of 2 G with a single-photon counter (SPAD) for probe detection due to tight
focusing of the probe beam to a 1/e2 radius of 13µm.

with focal length of f = 6.24 mm giving a 1/e2 waist radius of 550µm, as shown

in Fig. 6.5. Repump light has been combined with the MOT beam path, as explained

in Sec. 5.2.2. The optical pumping beam is aligned on the MOT by using light on

resonance with the |6s 2S1/2, F = 4〉 → |6p 2P3/2, F
′ = 5〉 transition. Maximising

the loss of atoms in the MOT following a resonant pulse applied after the molasses

stage, while gradually decreasing its power, allows us to coincide the beam with the

MOT center.

Once the beams are aligned on the MOT, we need to find a good time scale for optical

pumping. Following the molasses phase, the cooling light is turned off while the

repump light is kept on for 0.25 ms, which pumps atoms in the F = 4 ground state.

A bias field is applied in the y-direction for 0.5 ms to define the quantisation axis,

after which time the optical pumping pulse is applied. The magnetic quadrupole

field is then turned on at 24 G/cm for 100 ms with a bias field of By ∼ 2 G. Atoms

in the state |F = 4,mF = 4〉 are trapped whilst unpumped atoms fall away, and

the atom number is imaged. The bias field along the quantisation axis, pumping

duration and beam powers are optimised by maximising the number of pumped

atoms after the 100 ms trap time.

Figure 6.6 shows the atom number as a function of the pumping duration with

370µW of optical pumping light, 100µW for the repump transition and a bias field
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Figure 6.6: Optical pumping optimisation into the |F = 4,mF = 4〉 stretched state eval-
uated using state-selective magnetic imaging, This gives the atom number in the optical
dipole trap versus optical pumping duration. The red dashed vertical line corresponds to
the optical pumping duration chosen for EIT experiment close to the maximum.

of 2 G. At short pumping times, the number of atoms is enhanced approximately five

times after 0.8 ms compared to the unpumped case. For longer pumping time, the

number of atoms decreases because atoms from the dark state gradually decay into

untrapped states. Additional parameters optimised to improve the atom number

include the wave-plate angle and compensating the residual shallow angle between

probe and optical pumping beams using a bias-field along the x-axis of 0.1 G. Finally,

we ended up putting a mechanical shutter in the optical beam path in order to get

rid of the TA leakage light from the cooling master laser that causes depumping into

untrapped states.

6.2.2 EIT alignment procedure

Performing EIT spectroscopy on cold atoms requires two counter-propagating probe

and coupling beams well aligned with the quantisation axis y, as shown in Fig. 6.5.

The EIT visibility is enhanced with increasing Rabi frequency of the coupling beam

Ωc [184], which has been implemented by reducing the coupling beam to a 1/e2 waist

radius of 84µm at the MOT chamber center. Additionally, we have strongly focused

the probe beam using a lens of 200 mm focal length before the MOT chamber with
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Figure 6.7: Photograph of the steps corresponding to the alignment procedure. (a) Rough
alignment of the coupling beam on the MOT center. (b) Region of interest (ROI) where
the probe laser and the ODT are aligned. (c) Optimisation of the coupling beam alignment
using the ROI.

a 1/e2 waist radius of 13µm, ensuring the coupling Rabi frequency Ωc is uniform

across the probe beam. The small beams size and restricted chamber access have

drastically increased the difficulty to superimposed both beams. To circumvent day

to day misalignment due its the extreme sensitivity, we had to develop a procedure

to get EIT signal reliably.

We start with a rough alignment of the coupling beam on the MOT center by looking

at minimising the number of atoms, when imaging the MOT using live fluorescence

with the DMK camera until seeing a hole in the center of the MOT due to the

creation of Rydberg atoms, as shown in Fig, 6.7 (a). The alignment optimisation

begins with the loading of the MOT for 1 s before being compressed for a 20 ms

duration with a magnetic field gradient of 28 G/cm using quadrupole coils, allowing

the loading of the optical dipole trap with a maximum of atoms for 20 ms. We

then align the probe beam onto the ODT by superimposing the probe laser image

to the fluorescence imaging of the ODT, defining a pixel’s region of interest (ROI),

as shown in Fig. 6.7 (b).

Finally, using this ROI on the experimental control program, we can optimise the

coupling beam alignment. After ODT loading, we apply both probe and coupling

beams for a varying amount of time from 0 to 0.5 ms, followed by a TOF of 0.1 ms

before recording the atom number in the ROI. Sitting at the time corresponding to

half the initial number of atoms being blown away, we vary the Rydberg sideband to

miminise it, as shown in Fig. 6.7 (c). Iteratively reducing the probe beam power from

80µW to 10µW allows us to improve the coupling beam alignment onto the probe

beam as well as determining the sideband frequency needed for Rydberg excitation.
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6.2.3 EIT experiment

Once the cold atomic ensemble is optically pumped in the |F = 4,mF = 4〉 stretched

state, the atomic cloud expands freely for a duration of 1.5 ms, allowing the opti-

cal pumping and repump beam’s mechanical shutters to close. Subsequently, the

probe and coupling laser AOMs are turned on and EIT spectroscopy is performed

using a two-photon scheme. The probe laser is driving the |6s 2S1/2, F = 4〉 →

|6p 2P3/2, F
′ = 5〉 closed transition using σ+ polarised light while the coupling beam

is either σ−/σ+ polarised to adress nS1/2 or nD5/2 states respectively. Moreover,

good polarisation purity for the probe beam is ensured via a polarising beam splitter

(PBS) placed before the quarter-waveplate, as shown in Fig. 6.5. The EIT spectra

are obtained by scanning the probe frequency twice from ∆p/2π = −12 → +12 MHz

across the resonance in 1 ms. The frequency ramps are controlled via a 9910 DDS

evaluation board to vary the probe AOM frequency smoothly across the transition

whilst the coupling beam is locked to the ULE reference cavity.

Precision Rydberg EIT spectroscopy requires Ωc � Ωp to prevent creating Rydberg

population, hence must be performed with low probe power to avoid suppression due

to cooperative effect arising from dipole-dipole interactions [166]. However, using a

tight probe laser with a 1/e2 radius of 13µm enhanced drastically the probe Rabi

frequency, so that saturation intensity Isat = 1.1 mW/cm2 is already reached for a

probe power of 3 nW. At such weak powers, it is no longer possible to use conven-

tional photodetectors. Instead, we have used a single-photon avalanche photodiode

(SPAD) Perkin-Elmer SPCM-AQRH-14-FC with very low dark-count rate of 50 Hz

and a dead time of 28 ns. The typical background count-rate was around 2 kHz dur-

ing the experimental sequence, due to leakage light mostly coming from the dipole

trap and coupling beams. The SPAD output is not proportional to the probe in-

tensity, instead a 15 ns TTL pulse is emitted each time that one or more photons

are detected. The output TTL signal from the SPAD is recorded with the SensL

HRMTime time correlated counting card, recording the arrival time of this TTLs

with 27 ps resolution. In order to prevent damaged of the SPAD due to possible

large photon flux, the SPAD can be gated with an external TTL using a homebuilt

circuit following [149]. The maximum count rate is limited by the counting card to
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4.5 MHz while the single-photon counter can detect counts with a rate of 25 MHz.

The SPAD quantum efficiency is η ∼ 50 % and 95 % for the fiber at 852 nm, which

gives a total quantum efficiency for the SPAD of 47.5 %. After passing through the

vacuum chamber, the diverging probe beam is re-collimated with a 200 mm lens,

cleaned with a narrow-band filter (Semrock FF01-850/10-25) and focused down to

a fiber connected to the SPAD using a lens with 40 mm focal length. In order to

avoid saturation of the counter, the probe beam is attenuated to give a counting

rate of 1 MHz after the chamber, giving on average 1 count/µs corresponding to

2.1 × 106 photons/s. This corresponds to a probe beam power of 0.5 pW after the

chamber and an input power of 1.25 pW before the chamber, realising the condition

I/Isat ∼ 5× 10−4 � 1. Each spectrum is recorded by taking 100 shots to build up

a histogram of arrivals, using a 1 µs bin width.

6.3 Data analysis and extracted lasers parameters

We present measurements of the offset between the atomic and cavity resonant

frequencies using EIT for high-resolution spectroscopy on a cold atom cloud. Each

datasets requires 3 different stages in a single experimental run. Once atoms are

loaded, the first stage requires a probe-only absorption spectrum. During the second

stage, an EIT measurement is taken with the probe and coupling lasers both turned

on. Finally, the last stage consists of recording a probe-only transmission spectrum

without atoms to get a background counts, compensating the spatial deviation of

the probe beam when AOM frequency is scanned across the resonance [166] during

the measurements.

6.3.1 EIT experiment on 68D5/2 and 69S1/2

Figure 6.8 shows a full dataset for 68D5/2 state with a probe power of 0.3 pW

and 98 mW of coupling power derived from Rydberg A running at a TA current

of 2.9 A. The principal quantum number n = 68 has been chosen because it only

requires a TEC laser temperature of 21.7 ◦C while the D5/2 state’s radial dipole

matrix element 〈6P3/2|er|n`j〉 is two times higher than corresponding S1/2 state
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Figure 6.8: EIT data on 68D5/2 Rydberg state in cold atoms. (a) Fit to probe-only
absorption data using Eq. 6.12. (b) EIT transmission data fitted using Eq. 6.13.

according to Sec. 6.1.3, thus increasing the EIT peak signal for its first observation

with SPAD. The blue data on Fig. 6.8 (a) shows a probe-only absorption spectrum

as a function of the probe detuning ∆p. Error bars represent one standard deviation.

Following work of [149], the absorption spectrum is fitted with a theoretical two-

level transmission profile obtained by combining equations 3.26, 3.25 and 3.16b to

give

T = exp

(
−
kpODµ2

eg

ε0~
γge

Ωp
2/2 + γ2

ge + ∆2
p

)
, (6.12)

where OD ≡ ρ0` is the optical depth, ρ0 the density, ` the optical path length

through the cloud, γge and ∆p are fit parameters while the dipole matrix element

µeg for the closed transition can be calculated using A.7 combined to the radial

matrix element 〈6S1/2|er| 6P3/2〉 = 4.4786 ea0 [160] to give µeg =
√

1/3×4.4786 ea0

and a probe Rabi frequency of Ωp/2π = 0.03 MHz. The absorption fit shows good

agreement with a reduced chi-squared value of χ2
ν = 1.2 and structureless residuals.

A similar procedure is applied to the EIT spectrum in Fig. 6.8 (b) and data are

fitted with the weak-EIT transmission using the susceptibility from Eq. 3.27

T = exp

(
−
kpODµ2

eg

ε0~
Im

{
i

γge − i ∆p + Ω2
c/4

γgr − i ( ∆p+ ∆c)

})
, (6.13)

to obtain the parameters γgr, Ωc and ∆c whereOD, ∆p and γeg are constrained from
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Figure 6.9: EIT spectroscopy on 69S1/2 Rydberg state in cold atoms. (a) Probe-only
absorption (blue) and EIT transmission (red) data. (b) Determination of the resonant
sideband frequency of ν0 = +173.1MHz.

the absorption fit. The fit shows good agreement with the data, giving χ2
ν = 1.2 and

structureless residuals even around the EIT resonance. The position corresponding

to the two-photon resonance where ∆p = −∆c = 0 is obtained with a resolution

of 0.5 MHz for the negative sideband frequency νOffset = −401MHz with respect to

the TEM00 cavity mode frequency νIR = 294 525 200 MHz. EIT therefore provides

a non-destructive probe of Rydberg state energies without transferring population

to Rydberg states. However, one can observe progressive loss of atoms in the reverse

direction across the resonance. This can be explained by the creation of Rydberg

atoms resulting in a reduced absorption in the wings of the EIT resonance [166].

One way to improve the EIT signal was to take advantage of S1/2 states compared
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to D5/2 states. Indeed, atoms in S1/2 states experience isotropic, repulsive dipole-

dipole interactions (see Sec. 2.2), which significantly reduce the ionisation rate com-

pare to D-states. Figure 6.9 (a) shows EIT spectroscopy for 69S1/2 state with a

probe power of 0.3 pW and 100 mW of coupling power derived from Rydberg A

running at a TA current of 2.9 A. Increasing the coupling power above 100 mW

coupling power led to suppression of the EIT peak due to interactions. From the

complete set of spectra, the coupling laser detuning ∆c as a function of sideband fre-

quency is plotted in Fig. 6.9 (b) and fitted using the formula ∆c = α (νOffset − ν0),

enabling the determination of the resonant sideband frequency ν0 = +173.1 MHz

with a resolution of 0.1 MHz corresponding to the TEM00 cavity mode frequency

νIR = 294 518 300 MHz.

Finally, the last way to improve the EIT peak signal and resonant frequency deter-

mination, before moving to more challenging single atom EIT spectroscopy, is by

changing the principal quantum number n. Indeed, the strength of long range van

der Waals interactions is characterised by the C6 parameter which scales propor-

tionally to n∗ 11 while the polarisability α scales proportionally to n∗ 7, as seen in

Sec. 2.1. Due to the temperature tuning limitations of the TEC in the SHG cavity

of Rydberg A, we moved to Rydberg B laser for 50S1/2 state spectroscopy. This is

chosen as one of the lowest n levels accessible with the current setup. Performing

measurement using 50S1/2 instead of 69S1/2 Rydberg state will reduce sensitivity to

stray electric field by a factor ∼ 10 while minimising interaction strength by a factor

∼ 35, which must drastically increase EIT signal.

6.3.2 50S1/2 : EIT and ULE cavity drift calibration

After optimising the absorption as shown in Fig. 6.10 (a), we have performed

EIT spectroscopy on 50S1/2 Rydberg state using a probe power of 0.3 pW and

56 mW of coupling power. Figure 6.10 (b) shows the EIT spectrum for a side-

band frequency νOffset = 120.8 MHz which results in a coupling Rabi frequency of

Ωc/2π = 5.1(2) MHz. The normalised residuals on the lower panel show excellent

agreement between theory and experiment with χ2
ν = 1.0. Using the complete set of

spectra whose examples are shown in Fig. 6.11 and as we previously did with 69S1/2
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Figure 6.10: EIT on 50S1/2 Rydberg state in cold atoms with (a) probe-only absorp-
tion and (b) EIT transmission. (c) Determination of the resonant sideband frequency of
ν0 = +120.82(4)MHz.

Rydberg state, Fig. 6.10 (c) allows us to determine a resonant sideband frequency

of ν0 = +120.82(4)MHz with a resolution of less than 0.1 MHz.
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Figure 6.11: Spectroscopy of the 50S1/2 Rydberg state showing two off-resonant spectra
at (a) νOffset = 120MHz and (b) νOffset = 121.7MHz sideband frequencies.

Due to unavoidable inherent ULE material aging, the resonant frequency was chang-

ing every day. Using this high-resolution method to extract the resonant transition

frequency, we repeat the EIT spectroscopy over a period of 20 days to determine the

long-term frequency drift of the cavity with respect to atomic transition as shown in

Fig. 6.12. The results show an average linear frequency drift of 1 Hz/s, confirming

the ULE cavity is optimised close to the zero-CTE temperature but still limited by

creep of the spacer or outgassing in the ULE cavity vacuum.

Figure 6.12: EIT resonance’s frequency of 50S1/2 recorded for a period of 20 days. Using
a linear fit, the constant cavity’s drift is evaluated at 1 Hz/s. Inset shows normalized
residuals and error bars reflect standard errors.
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6.4 Summary

Using high-resolution spectroscopy on a cold atom cloud, we have calibrated the cav-

ity frequencies with respect to the Rydberg transitions with a precision of< 0.1 MHz.

We have demonstrated long-term stability with a linear drift of ∼ 1 Hz/s relative to

an atomic reference. These measurements are competitive against doubly stabilised

optical clocks [195, 256] and offer an order of magnitude compared to similar cavity-

stabilised Rydberg laser systems [247, 257]. As will be seen in the next chapter, our

frequencies calibration will allow us to perform single atom spectroscopy that are

significantly more challenging due to low broadening of the two-photon excitation,

with typical Rabi frequency of ΩR/2π ∼ 1 MHz.
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Chapter 7

Coherent Control of Atoms

This chapter demonstrates in a first part that we are able to perform coherent control

measurements of single atoms via single qubit rotations or coherent Rydberg exci-

tations, essential for quantum information processing [91, 158, 258]. However, the

possibility to operate with more than one atom in the Rydberg state would provide

us the opportunity to take advantage of the dipole-dipole interactions to perform

multi-qubit operations. The last part of the chapter will show its first consequence

through the emergence of the Rydberg atom dipole blockade between two trapped

atoms and subsequent the creation of a maximally entangled Bell state [123] .

In the first three sections, we will show that we can coherently manipulate sin-

gle caesium atoms between the internal clock states |F = 3,mF = 0〉 = |0〉 and

|F = 4,mF = 0〉 = |1〉 using Raman lasers. The other sections are focused on

coherent control of Rydberg excitations. First, we will present spectroscopy and

coherent Rydberg excitations from the clock state |F = 4,mF = 0〉 to 50S1/2 us-

ing a coupling beam coming from the side of our high-NA lenses setup. Due to

high sensitivity of Rydberg states to electric field, we show our ability to implement

DC-electric field environment control on the order of ∼ 1mV/cm in the science

chamber as well as laser intensity stabilisation with less than 1% amplitude varia-

tion via AOM based noise-eater, obtaining precise and repeatable pulse area during

excitations. Then, relying on both probe and coupling beams counter-propagating

through the high-NA lenses, we will show an increase in speed of the Rabi oscilla-

tions using Rydberg excitation from the stretched state |F = 4,mF = 4〉 to 50S1/2.
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This will be followed by coherent control towards 69S1/2 and 81D5/2 Rydberg states

in the same configuration. Finally, we will report on the demonstration of Rydberg

blockade between two atoms separated by 6µm and the creation of a maximally

entangled Bell state with high-fidelity [123].

7.1 Ground state manipulation

The ability to perform fast ground state rotations is a key requirement for imple-

menting quantum information processing, as they provide a platform for single qubit

gate operations. The usual way to perform ground state rotations is by exploit-

ing dipolar magnetic transitions with microwave radiations but there are several

advantages to use stimulated Raman transitions instead. First, using microwave

radiations with a wavelength λ ∼ cm doesn’t allow single atom addressability

while the shorter wavelength λ < µm of optical frequencies allow for fine spa-

tial resolution with strongly focused beam. Moreover, the higher value of electric

dipole matrix element combined with high beam intensities achievable at the atom

allows for fast rotations with MHz rate [105] compared to typical Rabi frequencies

values Ω/2π 6 100 kHz [259] using microwave radiations emitted via antenna.

7.1.1 Hyperfine state detection

Each experimental cycle begins by preparing single atoms in microscopic dipole

traps, as described in Sec. 5.6. Before realising ground state rotations, a first read-

out verifies the presence of a single atom using 40 ms of fluorescence imaging with

molasses beams, as shown in the experimental timing protocol Fig. 7.1. Atoms are

then cooled down with a PGC phase of 10 ms to increase the retention before ini-

tialisation in the states |F = 4,mF = 4〉 or |F = 4,mF = 0〉 via appropriate optical

pumping, as explained in Sec. 5.7. The readout and optical pumping stages are done

out of phase with the dipole trap to avoid unwanted AC Stark shifts.

After ground state rotations, we need precise determination of the atom’s hyperfine

state from the final readout. Hyperfine state detection is realised via a “blow away”

(BA) protocol [105] where atoms in the hyperfine state |6s 2S1/2, F = 4〉 are pushed
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Figure 7.1: Timing sequence for single atom ground state rotations between the hyperfine
sublevels |F = 3,mF = 0〉 = |0〉 and |F = 4,mF = 0〉 = |1〉. After ground state ro-
tation with Qubit B laser, the determination of the atom’s hyperfine state from the final
readout is done using a blow-away (BA) beam.

out using the probe beam locked on the cycling transition |6s 2S1/2, F = 4〉 →

|6p 2P3/2, F
′ = 5〉. This beam will eject atoms in the hyperfine state F = 4. This

ensures that only atoms in the F = 3 hyperfine state are detected when fluorescence

imaging is applied, to verify if the atom is still present at the end of the experimental

cycle. The power of the probe beam is only 20µW to avoid possible off-resonance

excitation to F ′ = 4 that could depump atoms into F = 3. On the optical table,

the probe and optical pumping beams have been combined into the same single

mode PM fibre. The output fibre beams with a waist radius of ω0 = 500µm pass

through a Glan-Taylor polariser to clean up the horizontal polarisation before using

a quarter waveplate, if needed, for creating circular polarisation. The beams are

overlapped with single atoms along the x-direction, as illustrated in Fig. 7.2 (a).
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Figure 7.2: (a) Schematic of the ground state rotations experimental setup with opti-
cal pumping (OP) and probe beams coming from the same fibre with a 1/e2 radius of
ω0 = 500µm, π-polarised in the x-direction, while Qubit B is aligned on the lenses axis
with a 1/e2 radius of ωB = 4.5µm and a quantisation axis defined by applying a magnetic
field By = − 7 G, along y. (b) Schematic of the magnetic sublevels used to drive ground
state rotations with a detuning ∆B/2π = − 45 GHz and the laser beam configuration im-
plemented in a σ−/σ− configuration whose AC Stark shift contributes to increase magnetic
sublevels separation.

7.1.2 Two-Photon Raman spectroscopy

We have decided to work in the clock states basis

{ |F = 3,mF = 0〉 = |0〉, |F = 4,mF = 0〉 = |1〉 },

to perform ground state initialisation and rotations because of its first order ro-

bustness to magnetic field [105]. The ground state rotations experimental sequence

is illustrated in Fig. 7.1. Once single atoms have been optically pumped using π-

polarised light along the y-direction in the |F = 4,mF = 0〉 = |1〉 state, Qubit B

laser is used to perform ground state rotations between states |1〉 and |0〉.

Qubit B laser is built in the same ECDL configuration than Qubit A laser

(see Sec. 4.1), with a Fabry-Perot laser diode (Thorlabs L852P150). After the

isolator, light is coupled into a fibre-coupled EOM (Jenoptik model PM-830) to

generate strong sidebands at half the hyperfine ground state splitting ±ωHFS/2,

with ωHFS/2π = 9.192 631 770 GHz. The separation of the frequency modulation

sidebands from the carrier is done using a Haubrich-Dornseifer-Wynands (HDW) in-
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Fibre EOM

Figure 7.3: Setup of Qubit B laser. The laser is frequency modulated using an EOM before
the beam was splitted into two paths. The control over the distance d between the prism
and the non-polarising beam splitters allow to take advantage of beams interference to sep-
arate the carrier frequency in port A from the sidebands in port B. The carrier signal from
the output port A is used for creating an error signal using the Hänsch-Couillaud tech-
nique [202], which is fed back to the piezo actuator controlling the distance d of the HDW
interferometer. In the port B, the light which is filtered from the carrier frequency, passes
through an 80 MHz AOM for control of frequency and intensity before being delivered to
the experiment via a single mode PM fibre.

terferometer [260], as shown in Fig. 7.3. The interferometer uses two non-polarising

beamsplitter cubes (Edmund Optics) and a N-BK7 right-angle prism (Thorlabs

PS908H-B), whose relative distance d (see Fig. 7.3) is controlled via a piezoelectric

actuator (Thorlabs PA4GKW) acting on a linear translation stage. By adjusting

this distance, the optical path length between the two paths can either construc-

tively or destructively interfere depending on the frequency. This allows to separate

the sidebands in port B from the carrier in port A with 90% contrast.

The carrier signal from the output port A is used for creating an error signal using

the Hänsch-Couillaud technique [202] (see Sec 4.1.2), which is fed back to the piezo

actuator controlling the distance d of the HDW interferometer. In the port B, the

light which is filtered from the carrier frequency, passes through an 80 MHz AOM

for control of frequency and intensity before being delivered to the experiment via

a single mode PM fibre.
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Figure 7.4: (a) Two-photon spectroscopy of the clock states transition for a π-pulse at
tπ = 500 ns, yielding to a peak transfer at the two-photon resonance δ/2π = − 410 kHz.
(b) Coherent Rabi oscillations between the clock states at a fixed detuning of δ/2π =
− 410 kHz, leading to a Rabi frequency of Ω43 = 2π × 1.06 MHz.

As shown in Fig. 7.2, Qubit B is aligned onto the single atom in the y-direction with

a waist radius ωB = 4.5 µm [221] and a large detuning ∆B/2π = − 45 GHz from

the D2-transition. The beam is passed through a PBS to clean the polarisation,

followed by a quarter-waveplate (QWP) to fix the polarisation. In order to be sure

that we have the right polarisation, we have used the QWP previously characterised

in the EIT experiment. The quantisation axis is defined by applying a magnetic field

By = − 7 G along the lens axis to separate hyperfine sublevels as much as possible.

The non-separability of the two driving fields imposes the selection rule ∆mF = 0

for stimulated Raman transitions between the clock states |F = 4,mF = 0〉 = |1〉

and |F = 3,mF = 0〉 = |0〉. Hence, transitions can be driven either using σ+/σ+

or σ−/σ− configurations. The laser beam configuration has been implemented in a

σ−/σ− configuration, whose AC Stark shift contributes to increase magnetic sub-

levels separation. Once the state rotation sequence is completed, the blow away

beam is turned on. Finally, this is followed by a PGC phase for cooling atoms prior

to applying the final read out.

We have experimentally performed two-photon spectroscopy by applying a π-pulse

with a Qubit B power of 45µW and scanned the microwave frequency of the side-
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bands until we observe complete transfer, corresponding to the two-photon resonance

(see Chap. 3). Figure 7.4 (a) shows the two-photon spectroscopy for a pulse length

of tπ = 500 ns. The data are fitted using a modeled function of Eq. 3.6 given by

P|0〉(t) = A +
Ω2

43

Ω2
43 + (δ − δAC)2

sin2

(√
Ω2

43 + (δ − δAC)2 .
tπ
2

)
, (7.1)

with a background offset A, leading to a peak transfer at the two-photon resonance

δAC/2π = − 410 kHz, attributed to the differential AC Stark shift and in agreement

with a Qubit B waist of ωB = 4.5µm while the Rabi frequency is found to be

Ω43/2π = 0.97 MHz.

Following the spectroscopy, we have performed Rabi oscillations between |1〉 and |0〉,

as shown in Fig. 7.4 (b), by fixing the microwave source at − 410 kHz and varying

the pulse length t. The Rabi flopping is fitted using Eq. 3.15 and returns a Rabi

frequency of Ω43/2π = 1.06 MHz, which exhibits only a small mismatch with the

previous result Ω43/2π = 0.97 MHz found in the spectroscopy. It can principally be

interpreted by Doppler broadening of the transition arising from finite temperature

of the atoms (∼ 70µK) that was not optimised and small variations from batch to

batch of the AC Stark shift seen by the atoms, due to the Gaussian profile of the

laser. Moreover, the maximum population transfer of 80%, due to limited optical

pumping efficiency, has been later optimised to 96% [123].

7.1.3 Ground state coherence

According to Chap. 1, phase precession of a single qubit in the Bloch sphere is the

complete analog to qubit operations. The control of the relative phase between |1〉

and |0〉 under time evolution is a crucial challenge for the realisation of quantum in-

formation protocols. Thus, a first characterisation consists in determining the phase

accumulation acquired when the qubit is not adressed, with the Ramsey method of

separated oscillatory fields, as described in Sec. 3.1.3.

After initialisation with optical pumping in the state |1〉, an initial π/2-pulse is ap-

plied to create a superposition state, followed by a fixed evolution time T where

the qubit state can precess freely in the Bloch sphere for varying two-photon detun-
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Figure 7.5: (a) Ground States Ramsey experiment performed for different fixed delay times
T, where the two-photon detuning δ is scanned across the resonance. (b) Plot of the fringe’s
contrast as a function of the delay times T, giving a dephasing time of T ∗2 = 2.5 ± 0.4 ms.

ing δ and a second π/2-pulse detects the final state. The probability of transferring

the population in state |0〉 exhibits an oscillatory pattern given by Eq. 3.17. In

Fig. 7.5 (a), we plot the probability P|1〉 for different time delays T between the

excitation pulses, in order to determine the decoherence time of our single qubit.

Figure 7.5 (b) shows a plot of the oscillations amplitude as a function of the time

delay T. The data are fitted with an exponential decay of the form A0 ·e−T/T∗2 , where
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A0 is the amplitude coefficient at T = 0 and T∗2 is related to the rate of inhomoge-

neous dephasing of the trapped atoms. The fit gives a value of T∗2 = 2.5 ± 0.4 ms,

≈ 5000× larger than the time needed to execute a π-pulse. This allows us to cir-

cumvent decoherence and creates a good basis for performing quantum information

processing. Further upgrades on the experiment have managed to increase the value

of T∗2 to 10 ms, only limited by Doppler effect, and an homogeneous dephasing time

of 150 ms using spin-echo technique [123].
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7.2 Rydberg state manipulation

Our ultimate goal is to perform quantum gate operations with Rydberg atoms, this

implies to use Rydberg states with the highest principal quantum number n to

reduce gate errors [89, 157]. In order to take advantage of the long radiative lifetime

∝ (n∗)3 and the large interaction strength ∝ (n∗)11, our principal quantum number

values range from 50 to 81.

7.2.1 Rydberg state detection

The negative polarisability of Rydberg atoms leads to a blue light-shift of the Ry-

dberg levels under exposure to the dipole trap beam, which causes atoms in the

Rydberg state to photo-ionise. Rydberg atoms are expelled from the trap before

decaying back to the ground state due their long lifetime (τ > 60 µs for n > 50).

Thus, Rydberg state detection is implemented via photo-ionisation using the dipole

trap beam in our experiment.

During coherent Rydberg excitation, the dipole trap beam is turned off to avoid

unwanted AC Stark shift or photo-ionisation. The retention is observed to be better

than 98 % for typical duration of less than 10µs. The dipole trap beam is restored

at the end of the excitation to distinguish between ground and Rydberg states

population. Every measurement is repeated 100 times to perform statistical analysis,

from which we can determine the ground state population Pg and the corresponding

Rydberg population Pr = 1 − Pg.

Nevertheless, the measurement of the ground state population Pg would never be

perfect due to inherent state preparation and measurement (SPAM) errors. They

can be decomposed in three components [124] : detection errors, imperfect optical

pumping, false positive errors (e.g. inferring atom loss from the trap due Rydberg

excitation while it is due to background gas collisions) and false negative errors

(e.g. recapturing a Rydberg atom that has rapidly decay back to the ground state).

A full description can be found in [124] and has been estimated for our experiment

in the thesis of my colleague [221], giving an estimated achievable Rydberg detection

efficiency of 90 %.
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Figure 7.6: Setup for excitation to 50S1/2 Rydberg state with laser beams configuration.
(a) Two-photon excitation setup with Qubit A polarised σ+ and Rydberg B polarised
σ−, in a counterpropagating configuration to minimise Doppler broadening. (b) Two-
photon excitation setup with Rydberg B coming from the side of the lenses π-polarised,
orthogonally to Qubit A polarised σ+.

7.2.2 Rydberg excitation setup

Following the EIT experiments in Chap. 6, we have been able to determine which

Rydberg states are accessible using Qubit A and Rydberg A/B lasers, in order to

perform off-resonant Rydberg excitation. However, going from EIT in cold atoms to

single atom two-photon excitation can be extremely challenging, either due to the

difficulty in addressing the narrow linewidth of the transition, a frequency mismatch

with the theoretical prediction or beams alignment. Thus, we have decided to use

the most accurately studied Rydberg state 50S1/2 for observing the first off-resonant

two-photon excitation.

During Rydberg state spectroscopy and excitation, we load only a single atom to

avoid any energy shift that could arise from interactions between trapped atoms.

The first attempt for off-resonant excitation has been achieved using Qubit A and

Rydberg B lasers, both counter-propagating through the high-NA lenses in order

to minimise Doppler effect, as shown in Fig. 7.6 (a). Qubit A laser is using the

same path as Qubit B for driving ground-state rotations with a polarisation fixed

150



7.2. Rydberg state manipulation Chapter 7. Coherent Control

to σ+. The Qubit A beam waist radius is 14.6µm to ensure the same intensity for

each atom when we will drive double atoms experiment later. From the other side

of the science chamber, the final dichroic mirror is a Nd:YAG mirror that reflects

the 1064 nm ODT beam and transmits Rydberg B beam at 509 nm. Rydberg B

beam is combined with the ODT beam on this mirror and addresses the trapping

sites through the same final lens as the dipole trap. Rydberg B beam output of the

fibre has a waist radius of 1.7µm which is collimated using a 4 mm lens, giving a

measured waist radius of 380µm and allowing to obtain a final waist radius of 4µm

at the atom. However, our high-NA lenses show a strong chromatic dependence for

the working distance and diffraction limited performances, with optimisation made

at 852 nm. Using Zemax software, we have determined that Rydberg B beam is

focused 400µm before the lenses, meaning an expected waist radius of 18µm by the

time it reaches the atom, in agreement with observed data.

7.2.3 Rydberg excitation beams parameters

In the same way as Sec. 6.2.2, the first attempt to find evidence of single atom Ry-

dberg excitation to 50S1/2 in the science chamber has been done on-resonance with

the molasses beams, to take advantage of the larger excitation linewidth. The spec-

troscopy was achieved by applying the molasses and Rydberg B beams out-of-phase

with the dipole trap, while scanning an 80 MHz AOM in double pass configuration

in the Rydberg laser path, to find the Rydberg resonance. The Rydberg resonance

is detected by a significant loss of atoms from the dipole trap. However, we found

rapid depumping on a timescale of ∼ 10µs at a detuning of − 24 MHz with respect

to the predicted EIT resonant frequency on 50S1/2 state. This detrimental depump-

ing was related to the Qubit A frequency, given by νQubit A = 351 721.76 GHz, used

in Chap. 6 for EIT on cold atoms. Indeed, this frequency was 24 MHz red-detuned

from the transition |F = 4〉 → |F ′ = 4〉 using the +1 diffraction order of the AOM

in double-pass configuration and a central frequency of 80 MHz.

To avoid this problem and ensure that we can adiabatically eliminate the state |e〉

for off-resonant excitation, Qubit A is blue-detuned from the 6P3/2 intermediate

state using the next cavity mode at the frequency νQubit A = 351 723.25 GHz.
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The detuning of Qubit A with respect to the transition |F = 4〉 → |F ′ = 5〉 is

∆/2π = + 1.03 GHz, far greater than both Rabi frequencies Ωp and Ωc, resulting in

∆/2π = + 870 MHz using the -1 diffraction order of Qubit A AOM in double-pass

configuration with a central frequency of 80 MHz. The -1 order has been favored

with respect to the +1 order although it results in smaller detuning. Indeed, the

DDS board acts as a sharp frequency filter giving rapid roll off for sideband frequen-

cies over 460 MHz. In order to match EIT conditions, Rydberg B frequency must

satisfy νRyd B = 294 128.52 GHz and while the -1 order needs a Rydberg B sideband

frequency of νOffset = + 263.5 MHz that can easily be cavity locked with an RF

power of − 16 dB, the +1 order would require a Rydberg B sideband frequency of

νOffset = − 480 MHz that can only be locked with a minimum of 0 dB.

Figure 7.7: Rydberg excitation timing sequence.
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7.2.4 Rydberg excitation sequence

The single atom spectroscopy of the EIT resonance for 50S1/2 shows agreement with

the predicted Rydberg B sideband frequency of νOffset = + 263.5 MHz and has been

used to optimise Rydberg B alignment by maximising single atom loss.

Rydberg atom spectroscopy is done similarly to the optimised sequence used for

ground-state rotations [123] and a time diagram of the experimental cycle can be

found in Fig. 7.7. After verification of single atom loading in the microscopic dipole

trap and a 10 ms PGC stage, the dipole trap is adiabatically ramped down to

U0 = 1 mK. The quantisation bias field of By = −7 G is turned on, allowing

the preparation of atoms in a define state using optical pumping. The dipole trap

is adiabatically ramped down until U0 = 0.3 mK for further cooling of the atom

before being turned off for Rydberg excitation. The Qubit A beam is turned on

for a period of time τ at the middle of Rydberg B pulse to reduce error that could

arise on the pulse area associated with Qubit A. Finally, the dipole trap is turned

back on with a trap depth of 1 mK to increase the detection efficiency before the

atom is illuminated by molasses beams to verify its presence or not. Qubit A is

σ+-polarised whilst Rydberg B is transmitted though a PBS and polarised σ− with

the quarter-waveplate used for cold atoms EIT experiments.

Unfortunately, it turns out that switching to off-resonant excitation with Qubit A

didn’t show any sign of Rydberg excitation. In order to decouple too many problems

among misalignment, transition energy shift due to stray electric field or a wrong

polarisation for Rydberg B, we used an alternative beam configuration. Introducing

Rydberg B from the side of the lens, orthogonally to Qubit A as shown in Fig. 7.6 (b),

allows us to drive the transition from |F = 4,mF = 0〉 = |1〉 to 50S1/2.

In this configuration, Rydberg B beam is first collimated using a -50 mm lens in

combination with a 100 mm lens, before being focused into the science chamber

using a 500 mm lens. Theoretically, we expect a collimated beam waist radius of

∼ 4 mm, and a focused waist radius of 28µm at the atom. The Rayleigh length is

around 4.8 mm, meaning that using a micrometer plate to align Rydberg B onto

the atoms should be quite forgiving axially.
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Figure 7.8: (a) Single atom two-photon spectroscopy on the |4, 0〉 to 50S1/2 transition
using a Qubit A laser power of PQubit A = 200 nW and a Rydberg B laser power of
PRyd B = 44 mW for a spectroscopy time of τ = 2µs. (b) Subsequent Rabi Flopping
with a fitted two-photon Rabi frequency of Ωfit/2π = 0.25 MHz, sitting at the resonance
frequency at νRyd B = − 297 MHz. (c) Spectroscopy and (d) Rabi oscillations from |4, 0〉
to 50S1/2 showing agreement with theoretical modelling for AC Stark shift and Rabi os-
cillations frequency using Qubit A beam power increased by a factor of 3.

Luckily, the 50S1/2 state is the lowest Rydberg state accessible, hence the least

sensitive to electric field, giving us a chance to observe its spectroscopy in an un-

compensated electric field environment. We have performed single atom two-photon

spectroscopy on the |4, 0〉 to 50S1/2 transition using a Qubit A laser power of

PQubit A = 200 nW with a waist radius ωQubit A = 4.6µm and a Rydberg B laser

power of PRyd B = 44 mW with an estimated waist radius of ωRyd B = 28µm.
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Using our theoretical model, we are expecting a two-photon Rabi frequency of

Ωexp/2π = 0.25 MHz and a resonance frequency at νRyd B = − 297 MHz, so that

we have used a spectroscopy time of τ = 2µs for Qubit A. The spectroscopy on

Fig. 7.8 (a) has been fitted with a Gaussian of the form A + Be−(νRydB−ν0)2 / 2σ2

where A represents the background offset, B is the amplitude, νRyd B is the Rydberg

B sideband frequency, ν0 is the resonance frequency and σ is the standard deviation.

As shown in Fig. 7.8 (a), we observe a perfect matching between the experimental

and the predicted resonance frequency νRyd B = − 297 MHz.

Then, it becomes possible to coherently drive Rabi oscillations between |4, 0〉 and

50S1/2. We use the same protocol as that used for spectroscopy but sitting at

νRyd B = − 297 MHz, we vary the Rydberg B pulse duration. Rabi oscillations on

Fig. 7.8 (b) are fitted with an exponentially decaying sinusoidal function Pg(t) =

1 − [A − A e−t/τ sin(2π νRyd B t)]. This exponential decay takes into account the

decoherence. The Rabi frequency of Ωfit/2π = 0.25 MHz is found to be in total

agreement with the predicted one and the decay constant τ = 9.9µs gives a lower

bound for T∗2. The low amplitude value of A < 0.25 can be attributed to the finite

temperature of the atoms, as well as intensity variations of Rydberg B and Qubit A

leading to time dependent Rabi frequencies seen by the atom.

In order to further test our calculations, we have done the spectroscopy with a higher

beam power. The power of Qubit A beam is roughly increased by a factor of 3 to

PQubit A = 583 nW with an identical Rydberg B beam power of PRyd B = 44 mW.

We expect a differential AC-Stark shift of - 1.4 MHz and an increased two-photon

Rabi frequency of Ωexp/2π = 0.42 MHz. As shown in Fig. 7.8 (c) and (d), the

two-photon resonance is shifted from νRyd B = − 297 MHz to -298.4 MHz and the

fitted two-photon Rabi frequency is Ωfit/2π = 0.42 MHz, in good agreement with

the calculated value. However, the decoherence time has decreased to τ = 6.5µs,

showing the trade-off between high speed Rabi oscillations and coherence time.
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7.2.5 Control of the electric field

The high polarisability α of Rydberg atoms generates their extreme sensitivity to

stray electric fields. Indeed, the interaction of a static electric field E with the atom

leads to a Stark shift of the bare atom energy levels, which exhibits a quadratic

dependence at low electric field for low orbital momentum (l ≤ 3) according to [21]

∆E = −1

2
αE2. (7.2)

Due to low hyperfine splitting of energy levels under the application of a magnetic

field, we are working in the fine state basis |n, l, j〉 where the static polarisability α

is evaluated according to [21]

α =
∑

n′,l′,j′,m′j 6=n,l,j,mj

| 〈n′, l′, j′,m′j| d̂.E |n, l, j,mj〉|2

En′,l′,j′ − En,l,j
, (7.3)

where d̂ is the electric dipole moment of the atom. We have seen in Sec. 2.1 that the

radial matrix element 〈n′, l′, j′|̂r|n, l, j〉 is proportional to (n∗)2 and the energy differ-

ence between two neighboring Rydberg states scales as (n∗)−3, giving rise to a (n∗)7

dependence of the static polarisability. For the state 50S1/2, we have calculated a

polarisability of α(50S1/2) = 53.45 MHz/(V/cm)2 by taking into account the first 20

pair states. Going towards higher value of n, as we will require later in this chapter,

increases the polarisablity dramatically to α(69S1/2) = 534.52 MHz/(V/cm)2 and

α(81D5/2) = 1667.37 MHz/(V/cm)2. A typical residual electric field of 450 mV/cm

at the atoms [230], resulting from patch charges on the dielectric surface of the

lenses, would give rise to a shift of ∼ 5.4 MHz for 50S1/2 and ∼ 168.8 MHz for

81D5/2. Therefore, any inhomogeneous or stray electric field in the science chamber

would lead to a position dependent Stark shift. One understands the necessity to

control the DC-electric field environment seen by the atoms as much as possible to

avoid possible Rydberg state mixing and decoherence of Rydberg oscillations. As

explained in Sec. 5.1.2, we have taken advantage of the work carried out in Antoine

Browey’s group [230] to minimise the residual electric field at the atoms. First,

we took care to passively cancel the amplitude of possible permanent electric fields
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Figure 7.9: Active electric field compensation using 8 electrodes in an octopole configura-
tion. (a) The same potential is applied to four electrodes V +

x (red) from the same plane
and connecting the other four electrodes from the opposite side to the potential V −x = 0
(blue), creating an electric field Ex in the x-direction. (b) Creation of an electric field Ey
in the y-direction. (c) Creation of an electric field Ez in the z-direction.

surrounding the atoms by grounding most of the materials around it and covering

the lenses using an ITO conductive layer, also grounded to prevent the formation of

patch charges.

Active electric field compensation is implemented using 8 electrodes in an octopole

configuration [230]. We create an electric field in one direction, for example x,

by applying the same potential V +
x over four electrodes from the same plane and

connecting the other four electrodes from the opposite side to the potential V −x as

shown in Fig. 7.9 (a), creating a difference of potential ∆Vx = V +
x − V −x , hence an

electrical field Ex directly orthogonal to both planes. Applying this rule for y and

z directions, allows us to create any electric field of the form

E = Ex ux + Ey uy + Ez uz, (7.4)

and gives control over amplitude and direction of the applied electric field. In

practice, we are varying V +
i with i = x, y, z and grounding the opposite side

such that V −i = 0 and ∆Vi = V +
i . In order to evaluate the minimum residual

electric field we can reach after compensation, we have performed a Stark map by

registering the resonance frequency shift of the Rydberg state 50S1/2 as a function

of the applied voltage across the electrodes for each direction x, y and z. Each point

of the Stark maps corresponds to the resonance frequency for a given potential V +
i .
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Direction κ
(mV/cm)/V

Monitor
(mV)

Residual
Electric field
(mV/cm)

x 125.29 ± 0.45 1.5 ± 0.4 0.00 ± 1.45
y 14.96 ± 0.03 -86.5 ± 3.4 0.00 ± 1.31
z 117.12 ± 0.21 4.2 ± 0.3 0.00 ± 0.98

Table 7.1: Table resulting from Stark spectroscopy of the Rydberg state 50S1/2 with κ the
conversion factor from high voltage to electric field. Monitor represents the voltage applied
to the home-made high-voltage low-noise amplifier for minimising the residual electric field
at the atom. Finally, the last column gives the residual electric field for each components.

Resonance frequencies have been evaluated by applying a frequency scan of ± 1 MHz

around the resonance with a step size of 0.1 MHz and where each data point is the

average result over 100 realisations.

Figure 7.10 (a) represents the Stark Map for varying ∆Vx with ∆Vy = ∆Vz = 0. It

has been fitted using the formula C1 − 1/2 × C2 × (Vx − C3)2 with C1, C2 and C3

three constants, which is compared to the theoretical formula

∆E = E0 −
1

2
α(50S1/2)κ2

x (Vx − V0,x)
2, (7.5)

where E0 is the resonant energy transition, κ is the conversion factor from high

voltage to electric field and V0,x represents the high voltage applied to minimise the

residual electric field at the atom. The Stark maps have also been realised for the

y and z-axes, as shown in Fig. 7.10 (b) and (c) respectively, with the experimental

results combined in table 7.1. Numerical simulations have been achieved using finite

element analysis to compare with the experimental results.

Spectra corresponding to the transverse directions with respect to the quantisation

axis, along the x and z-axes, show a nice agreement with theoretical calculations for

the considered energy shift range below 30 MHz. Due to their symmetric behavior

with respect to the quantisation axis, we expect an equality between the conversion

factors along x and z directions such that κx = κz. This has been validated with

theoretical calculations, giving κx, theo = κz, theo = 124.46 (mV/cm)/V. The experi-

mental measurements fit the theory with an error better than 1% for the x-axis and

7% for the z-axis. However, the Stark map along the quantisation axis y shows an

extreme unconformity between experimental and theoretical results, most likely due
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Figure 7.10: Stark spectroscopy of the Rydberg state 50S1/2 representing the transition
frequency as a function of the potential (a) Vx, (b) Vy and (c) Vz. Resonance frequencies
have been evaluated by applying a frequency scan of ± 1MHz around the resonance with a
step size of 0.1 MHz, where each data points where the average result over 100 realisations.
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Figure 7.11: Improvement of the Rabi oscillations for 50S1/2 Rydberg excitation from
(a) |4, 0〉 with a Rabi frequency of Ωfit = 2π×0.98 MHz or (b) |4, 4〉 with a Rabi frequency
of Ωfit = 2π × 1.24 MHz.

to the effect of the ITO lens grounding.

Table 7.1 shows the voltage needed to be applied on the power supply (PSU) mon-

itor to cancel electric fields. This PSU voltage is amplified using a home-made

high-voltage low-noise amplifier that can supply up to 1 kV at the electrodes, with

an amplification factor of 26.1. In the end, we can compensate for stray electric

field with a precision of the order of ∼ 1mV/cm for single atom experiments, corre-

sponding to induced energy shifts 6 50 Hz for the 50S1/2 Rydberg state.

After this characterisation, we came back to the original configuration for realising

coherent Rydberg excitation from ground state to 50 S1/2 using both beams coun-

terpropagating through the high-NA lenses, as shown Fig. 7.6 (a). Rydberg B power

is 31mW and Qubit A power is 580 nW. Moreover, Rydberg B is focused 50 mm

before the aspheric lenses, which corresponds to an expected Rydberg B beam waist

radius of 18 µm.

The spectroscopy for off-resonant excitation with Qubit A returns a dip at

νRyd B = − 293.8 MHz. The subsequent Rabi flop is shown in Fig. 7.11 (a) with

a fitted Rabi frequency of Ωfit = 2π×0.98 MHz and a decoherence time τ = 4.6µs.

The theoretical calculations for the Rabi frequency match with the expected Ryd-

berg waist of ωRyd B = 18µm.
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Figure 7.12: Ramsey spectroscopy for the |4, 4〉 → 50S1/2 Rydberg excitation, giving a
coherence time T∗2 = 11.9µs.

In addition, we have shown that we can increase the speed of Rabi flopping using

stretched states optical pumping to |F = 4,mF = 4〉 = |4, 4〉, due to higher dipole

matrix element for the |4, 4〉 → 50S1/2 transition. Indeed, we observe in Fig. 7.11 (b),

a faster Rabi frequency of Ωfit = 2π×1.24 MHz as well as a better contrast > 90%.

Finally, we have repeated the Ramsey method to obtain informations about the

coherence time of the |4, 4〉 → 50S1/2 Rydberg excitation, as shown in Fig 7.12.

Applying Ramsey pulse sequence allows us to extract a coherence time T∗2 = 11.9µs.

This coherence time can be considered as a good starting point to perform quantum

logical gate by noticing that applying π − pulse requires only 806 ns, ∼ 15 times

smaller than T∗2.

7.2.6 Coherent excitation to Rydberg states 69S1/2 and 81D5/2

Now that we have observed well defined Rabi flopping through high-NA lenses, we

can move forward by using a Rydberg state with higher principal quantum number

for the implementation of Rydberg blockade, as shown in the next section. However,

coherent Rydberg excitation is dependent upon stabilised Rabi pulse area. Thus, we

have implemented active intensity stabilisation using homebuilt AOM-based noise
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Figure 7.13: (a) Spectroscopy of the |4, 4〉 → 69S1/2 transition with a spectroscopy time of
τspec = 1µs and νRydberg A = − 238.5 MHz, (b) Rabi Flopping with Ωfit/2π = 0.76 MHz
and τ = 7.4µs, (c) Spectroscopy of 69S1/2 with a spectroscopy time of τspec = 250ns
and νRydberg A = − 241.71 MHz and (d) Rabi Flopping with Ωfit/2π = 2.07 MHz and
τ = 2.2µs.

eater on Rydberg A & B lasers. This allows us to stabilise the amplitude of the

Rydberg A & B beams to better than 1 % for optimising the coherence time of the

Rabi oscillations, knowing that Qubit A has less than 2 % amplitude fluctuations

over a day.

The EIT experiment on cold atoms has already been achieved on the 69S1/2 Rydberg

state in Sec. 6.3.1 and seems a good state to begin with. The first spectroscopy on

the |4, 4〉 → 69S1/2 transition is performed with a Qubit A power PQubit A = 670 nW

162



7.2. Rydberg state manipulation Chapter 7. Coherent Control

and a Rydberg A power PRydberg A = 92.5 mW. Figure 7.13 (a) shows a resonance

at νRydberg A = − 238.5 MHz for a spectroscopy time of τspec = 1µs. Subsequent

Rabi flopping has been achieved in Fig. 7.13 (b) with a two-photon Rabi frequency

of Ωfit/2π = 0.76 MHz and a decoherence time τ = 7.4µs.

Changing the value of the attenuator in the fast-feedback branch of Rydberg A,

as explained in Sec. 4.4.2, allows us to reduce the amplitude of the servo-bumps

at ± 1.1 MHz before trying to drive faster oscillations with PQubit A = 5.2µW and

PRydberg A = 89.5 mW. Figure 7.13 (c) illustrates the spectroscopy with a dip at

Figure 7.14: (a) Spectroscopy of |4, 4〉 → 81D5/2 transition with a spectroscopy
time of τspec = 500ns and νRydberg B = − 285.04 MHz and (b) Rabi Flopping with
Ωfit/2π = 1.05 MHz and τ = 10µs.
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νRydberg A = − 241.7 MHz for a spectroscopy time of τspec = 0.25µs and Fig. 7.13 (d)

shows Rabi flopping with a substantially increased two-photon Rabi frequency of

Ωfit/2π = 2.07 MHz and a decoherence time τ = 2.2µs.

Following coherent Rydberg excitation on the |4, 4〉 → 69S1/2, C. J. Picken [123] has

extended the results and shown that we can perform Rydberg state excitation from

the |F = 4,mF = 0〉 = |1〉 to the Rydberg state 69S1/2. A Ramsey sequence has

been realised to characterise the coherence time associated with the |4, 0〉 → 69S1/2

transition. The experiment demonstrates ground-Rydberg coherence time, with an

inhomogeneous dephasing time of T∗2 = 15 ± 4µs [123] that appears to be mainly

Doppler limited.

In order to perform the EIT mesoscopic quantum gate, the simulations proved

(see Chap. 8) that using the 81D5/2 Rydberg state would be an ideal candi-

date to operate with, which is accessible via a two-photon excitation via Qubit A

and Rydberg B lasers. Spectroscopy on the 81D5/2 Rydberg state is depicted on

Fig. 7.14 (a) with PQubit A = 453 nW and PRydberg B = 74 mW, showing a resonance

at νRydberg B = 285.04 MHz for a spectroscopy time of τspec = 500 ns. The Rabi os-

cillations on Fig. 7.14 (a) exhibit a higher coupling to the D state with a two-photon

Rabi frequency of Ωfit/2π = 1.05 MHz and a decoherence time τ = 10µs, a very

promising result to begin with for the mesoscopic EIT gate implementation.

7.2.7 Rydberg excitation limitations

The damping of the Rabi oscillations can be attributed to several causes, the first

one is due to finite lifetime of the Rydberg state. However, due to the high values

of the principal quantum number n taken in our experiment, it’s definitely not the

limiting factor considering lifetimes of 134µs and 163µs for 69S1/2 and 81D5/2

Rydberg states respectively.

Another contribution is due to finite temperature of the atoms in the traps with

T ∼ 10µK, leading to Doppler broadening. The two-photon detuning becomes a

random variable [165, 230, 261, 262] defined by a Gaussian probability distribution

whose standard deviation is given by σ = |kR + kG| × vth ∼ 2π × 20 kHz where

vth =
√

kBT/m ∼ 0.025 m/s is the thermal velocity of the atom and kR, kG are
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the wavevectors associated with the red and green beams. Its contribution has been

minimised by using a counterpropagating configuration during Rydberg excitation.

The third contribution corresponds to the spontaneous emission from the interme-

diate state 6P3/2, which has been be ruled out through the observation of the sym-

metric damping of the oscillations and has been further verified in my colleague’s

PhD thesis [221] by varying Qubit A power. One can also think about the spatially

dependent AC-Stark shift arising from the finite width of the Gaussian pulse. This

may vary the Rabi frequency seen by the atom from shot to shot. However, due to

the small displacement of the atom during the excitation (< 1µm), it can’t be a

significant part responsible for the damping.

The main contribution to the damping of the oscillations can be attributed to the

laser phase noise [124] due to the limited servo bandwidth of the loop that controls

the lasers, as explained in Sec. 4.6.2. Indeed, the PDH servo-loop reduces low

frequency noise below the servo bandwidth but is not able to suppress high-frequency

noise, which even increases at the servo-bumps frequencies of ± 1.1 MHz. However,

our typical Rydberg Rabi frequencies are ∼ 2π × 1 MHz, which are unfortunately

situated at the servo bumps position and are responsible for the main dephasing

mechanism of the Rabi oscillations.

This limitation has been overcome by the Harvard group, leading to a major increase

of the coherence time up to 27µs [125] using passive filtering of the servo-bumps from

the cavity itself, in order to inject a new slave diode used for Rydberg excitation.

Our group is going to upgrade the home-made Rydberg laser with a Ti:Sapph laser

for additional noise-suppression.

7.3 Observation of Rydberg blockade between two

single atoms

As explained in Sec. 2.3, the Rydberg blockade regime [91] appears when the energy

of the doubly excited state |rr〉 is larger than the excitation bandwidth, such that

the excitation of one atom in the Rydberg state prevents the excitation of a nearby

second atom within a certain sphere defined by the blockade radius Rb =
(
C6

Ω

)1/6 in
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the case of the van der Waals interactions. The experimental timing protocol is the

same as previously used in Sec. 7.2.6 for driving Rydberg excitations and only differs

by the fact that we must simultaneously excite two atoms instead of one. However,

the traps are loaded stochastically and only ∼ a quarter of the trials contain two

atoms simultaneously present, which explains the need for post-selecting after the

first readout stage. The datasets are separated between the events where only one

trap is loaded, used for single atom excitation datasets, to the one where both atoms

are present for observation of the dipole blockade regime, requiring to repeat the

experiment 200 times for statistical analysis.

From the expression of the van der Waals interaction ∆E = −C6/R
6 (see Sec. 2.2.1),

it appears that one way to increase the interaction strength is to reduce the dis-

tance R between both atoms. Experimentally, we can’t reduce the separation dis-

tance lower than 6µm if we want to discriminate between each sites due to possible

hopping of atoms between traps. To calculate the magnitude of the interaction, we

have evaluated the coefficient C6 as explained in Sec. 2.2.2.

We first drove single atom Rydberg excitation from the ground state |g〉 =

|F = 4 , mF = 4〉 to the Rydberg state |r〉 = 69S1/2 for each atoms 1 and 2 alone

using a Qubit A laser power of PQubit A = 574 nW and a Rydberg A laser power of

PRydberg A = 90 mW, as shown in Fig. 7.15 (a). It results in Rabi oscillations with

an identical single atom Rabi frequency of Ω1 / 2π ∼ Ω2 / 2π = 0.69 ± 0.01 MHz

for atoms 1 and 2, assuring us that both atoms are seeing the same laser intensities.

For the |69S1/2, 69S1/2〉 pair state, we obtain the coefficient C6 = − 575 GHz.µm6,

corresponding to a Rydberg blockade radius of Rb ∼ 9.7µm for a Rabi frequency

of Ω/2π = 0.69 MHz. The theoretical energy shift expected for both atoms placed

at a distance of 6µm is ∆E/~ ∼ 2π × 12.3 MHz, which is an order of magnitude

higher than the typical Rabi frequency of Ω/2π ∼ 1 MHz, verifying the dipole

blockade condition ∆E/~ � Ω.

The evidence of Rydberg blockade is observed on the transition between the double-

atom ground state |gg〉 with |g〉 = |F = 4 , mF = 4〉 to the Rydberg state |rr〉

where |r〉 = |69S1/2〉 when atoms 1 and 2 are simultaneously loaded.

Four different probabilities are related to the double-atom excitation :
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• Pgg represents the probability that both atoms remain in the ground state.

• Prg and Pgr represent the probability for one atom to be promoted to the

Rydberg state while the other one stays in ground state.

• Prr represents the probability that both atoms are excited in the Rydberg

state.

Figure 7.15: (a) Single atom Rabi flopping from the ground state |g〉 = |F = 4 , mF = 4〉
to the Rydberg state |r〉 = 69S1/2 for each atoms 1(blue) and 2(red) alone, resulting
in identical Rabi frequency Ω1 / 2π ∼ Ω2 / 2π = 0.69 ± 0.01 MHz. (b) Probability
Prg2 + Pg1r (purple) of exciting only one of the two atoms in the Rydberg state with
an enhanced Rabi frequency Ω′ ∼

√
2 Ω1 showing collective excitation to the entangled

state |W〉 and suppression of the doubly excited state probability with Prr � 5 % (green).
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Figure 7.15 (b) shows the probability Prg2 + Pg1r of exciting only one of the

two atoms in the Rydberg state. This probability oscillates at a Rabi frequency

Ω′ / 2π = 0.97 ± 0.01 MHz, much faster than the corresponding single atom

excitation probability. The ratio of Ω′/Ω1 = 1.41 ± 0.02 confirms the creation of

a collective excitation towards the entangled state |W〉 (see Sec. 2.3), leading to an

enhanced Rabi frequency Ω′ ∼
√

2 Ω1.

However, guided by our goal to perform the mesoscopic EIT gate based on Rydberg-

Rydberg interaction, we have demonstrated in Sec. 7.2.6 coherent control of single

atom in the Rydberg state 81D5/2 due to the opportunity to achieve strong coupling

Rabi frequency Ωc from higher dipole matrix element. Moreover, for a fixed inter-

atomic distance, using the state 81D5/2 allows us to take advantage of the scaling

laws for C6 ∼ n∗ 11, in order to enhance the interaction strength and increase the

blockade efficiency.

Single atom Rydberg excitation from the ground state |g〉 = |F = 4 , mF = 4〉 to

the Rydberg state |r〉 = |81D5/2〉 results in Rabi oscillations with an identical single

atom Rabi frequency of Ω′1 / 2π ∼ Ω′2 / 2π = 0.72± 0.02 MHz, using a Qubit A laser

power of PQubit A = 210 nW and a Rydberg B laser power of PRydberg B = 74 mW,

as shown in Fig. 7.16 (a).

For |81D5/2, 81D5/2〉 pair state, we find a coefficient C6 = − 1626 GHz.µm6,

corresponding to an extended Rydberg blockade radius of Rb ∼ 11.5µm for a

Rabi frequency of Ω/2π = 0.72 MHz. The theoretical energy shift expected for the

Rydberg state 81D5/2 with both atoms placed at a distance of 6µm is ∼ 34.9 MHz,

three times higher than for the state 69S1/2. The probability Prg2 + Pg1r of exciting

only one of the two atoms in the Rydberg state is shown Fig. 7.16 (b) and oscillates

at a Rabi frequency Ω′′ / 2π = 1.05 ± 0.03 MHz. The ratio of Ω′′/Ω′1 =

1.46 ± 0.04 MHz confirms again the creation of the collective excitation towards the

entangled state |W〉 with an enhanced Rabi frequency Ω′′ ∼
√

2 Ω′1.

In order to corroborate the realisation of an entangled state, one can observe in

Fig. 7.15 (b) and Fig. 7.16 (b) that the probability of exciting the atoms at the

same time is negligible, with Prr � 5 % for both excitations. Finally, despite the

anisotropy of the dipole-dipole interaction for D states compare to the isotropic
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Figure 7.16: (a) Single atom Rabi flopping from the ground state |g〉 = |F = 4 , mF = 4〉
to the Rydberg state |r〉 = 81D5/2 for each atoms 1(blue) and 2(red) alone, resulting in
identical Rabi frequency Ω′1 / 2π ∼ Ω′2 / 2π = 0.72 ± 0.02 MHz, increased with respect
to the previous excitation to 69S1/2. (b) Probability Prg2 + Pg1r (purple) of exciting
only one of the two atoms in the Rydberg state with an enhanced Rabi frequency Ω′′ ∼√

2 Ω′1 showing collective excitation to the entangled state |W〉 and suppression of double
excitation to the state |rr〉 with Prr � 5 % (green).

case of S states (see Sec. 2.2.2), we found a better coupling for 81D5/2 Rydberg

state and strong Rydberg blockade, a promising result for the implementation of

the mesoscopic EIT gate.
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7.3.1 Entanglement between two atoms in their ground state

The entangled state |W〉 involves the Rydberg state |r〉 which can’t be trapped,

limiting its lifetime and utility to perform quantum information. Therefore, the

idea consists in transferring the Rydberg state to the hyperfine ground state [110]

to create a long-lived entangled state.

Following coherent Rydberg excitation and demonstration of Rydberg blockade on

the |4, 4〉 → 69S1/2 transition, C. J. Picken [123] has extended the results above and

shown that we can perform Rydberg state excitation from the |F = 4,mF = 0〉 =

|1〉 to the Rydberg state 69S1/2 as well as Rydberg blockade. This opens the possibil-

ity to work in the clock state basis { |F = 3,mF = 0〉 = |0〉, |F = 4,mF = 0〉 =

|1〉 } for creating a maximally entangled Bell state [123]

|Ψ+〉 =
|01〉 + |10〉√

2
. (7.6)

In order to create this Bell state, we need to combine Rydberg excitation with

ground state rotations. The state preparation has been evaluated using the fidelity,

which for the state |Ψ+〉 is defined as F = 〈Ψ+|ρexp|Ψ+〉, quantifying the overlap

between the experimental state described by the density matrix ρexp and the target

Bell state |Ψ+〉. The extracted fidelity of F ∼ 0.63(3) is far from the classical limit

of F = 0.5 to go beyond for proof of entanglement, while the loss-corrected fidelity

is found to be Fpairs = F/precap = 0.81(5) [123]. This work represents the highest

post-selected ground-state entanglement using Rydberg blockade and comparable

to that obtained via Rydberg dressing [122]. Laser phase-noise arising from the

servo-feedback is the main limiting factor and its reduction could potentially lead to

higher ground state entanglement fidelity. It has been possible to perform ground-

rydberg operations with F > 0.97 fidelity [125] and more recently [117] high fidelity

two-qubit and multi-qubit operations with F > 0.95.
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7.4 Summary

We have demonstrated fast ground state rotations, allowing us to perform single

qubit gate on the Bloch sphere with long coherence time. We have equally shown

our ability to perform high contrast Rabi oscillations on the Rydberg states 50S1/2,

69S1/2 and 81D5/2 with fast transfer (∼ 2 π × 2 MHz), using precise control of the

electric field environment and laser beam intensity stabilisation. We have demon-

strated dipole blockade between two single atoms separated by 6µm for excitation to

the Rydberg states 69S1/2 and 81D5/2, with observation of the collective enhance-

ment of the Rabi frequency arising from the preparation of the entangled state

|W〉. This is confirmed by an almost complete suppression of the doubly excited

state probability of Prr � 5%. Due to the limited lifetime of the entangled state

|W〉, we have reported on the mapping to the hyperfine ground state to create a

long-lived and maximally entangled Bell state |Ψ+〉 with a loss-corrected fidelity of

Fpairs = F/precap = 0.81(5) [123]. This work represents the highest post-selected

ground-state entanglement using Rydberg blockade and comparable to that obtained

via Rydberg dressing [122]. This gives us a good starting point for further inves-

tigation of quantum information processing protocols such as the mesoscopic EIT

gate.
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Chapter 8

Mesoscopic Rydberg EIT Gate

Our ability to perform double-atom experiment offers the possibility to create a

two-qubit quantum gate based on Rydberg blockade with high-fidelity [68, 91, 112,

114, 117, 258]. Scaling up from single atom to atomic ensembles, the blockade effect

leads to a collective enhancement of the Rabi frequency for an effective two-level

atom called a “super-atom” (see Sec. 2.3), which for N atoms is proportional to
√
N

as we have shown in Sec. 7.3.

However, whilst this collective enhancement allows faster gate operations, it has the

drawback of being sensitive to the number fluctuations expected for Poisson loading

statistics ∝
√
N which limits the ability to perform high fidelity operations without

dynamic control of amplitude, detuning and phase of the excitation lasers [263].

To circumvent this problem, an original gate scheme has been proposed by Müller

et al. [158] to entangle a mesoscopic ensemble of atoms with a single atom in a single

step using electromagnetically induced transparency (EIT).

As a proof of principle, we propose to demonstrate the possibility to create a meso-

scopic controlled-NOT (cNOT) gate using our experiment, with a single control

atom acting onto a single target atom.
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Figure 8.1: (a) Schematic of the laser pulse sequence for the EIT gate. (b) If the control
atom is initially in state |0〉c, the target atom adiabatically follows the dark state |D〉 due
to EIT conditions, leading to |A〉t → |A〉t. (c) If the control atom is initially in state |1〉c,
the target atom is transferred from |A〉t to |B〉t.

8.1 Overview of the Rydberg EIT gate

As shown in Sec. 1.2, the two-qubit cNOT gate is given by the following truth table,

|0〉c|A〉t → |0〉c|A〉t, (8.1)

|0〉c|B〉t → |0〉c|B〉t, (8.2)

|1〉c|A〉t → |1〉c|B〉t, (8.3)

|1〉c|B〉t → |1〉c|A〉t, (8.4)

where the subscripts c and t are the notations for control and target atoms. The

effect of the cNOT gate is to flip the state of the target qubit conditionally to the
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control qubit being in the state |1〉c.

The excitation scheme required for the quantum gate protocol is represented on

Fig. 8.1 (b) & (c). The control qubit is encoded in the the long-lived and

magnetically insensitive clock state basis |0〉c = |F = 3,mF = 0〉 and |1〉c =

|F = 4,mF = 0〉. It can be excited from |1〉c to the Rydberg state |r〉 using

a two-photon excitation with a Rabi frequency Ωr, as performed in Sec. 7.2.

The target atom involves the two states |A〉t = |F = 4,mF = 0〉 and |B〉t =

|F = 3,mF = 0〉. This states can be coherently coupled via Raman transitions

using Qubit B laser, as illustrated in Sec. 7.1. Single qubit rotation can be done

using a time-dependent Rabi frequency Ωp(t) and a detuning ∆b = ωBt − ωe from

the intermediate state |e〉 = 6P3/2.

Additionally, in order to be able to work in the Rydberg EIT regime, a two-photon

transition can be driven using Qubit A laser for the transition |A〉t → |e〉 with a

time dependent Rabi frequency Ωp(t) and a detuning ∆a = ωAt − ωe, combined to

Rydberg B laser for the transition |e〉 → |r〉 with a Rabi frequency Ωc (Ωc > Ωmax
p )

and a detuning ∆c = ωr − ωe.

The Hamiltonian for the target atom in the rotating wave approximation is given

by H = H0 +Hal where

H0 = ~ωAt|A〉tt〈A|+ ~ωBt|B〉tt〈B|+ ~ωe|e〉〈e|+ ~ωr|r〉〈r|, (8.5)

and

Hal = ~
Ωp(t)

2
(|e〉t〈A|+ h.c.) + ~

Ωp(t)

2
(|e〉t〈B|+ h.c.) + ~

Ωc

2
(|r〉〈e|+ h.c.). (8.6)

In the basis (|A〉t, |B〉t, |e〉, |r〉), this results in a Hamiltonian of the form

H = ~


0 0 Ωp(t)/2 0

0 −(∆a −∆b) Ωp(t)/2 0

Ωp(t)/2 Ωp(t)/2 −(∆a+∆b

2
) Ωc/2

0 0 Ωc/2 −(∆a+∆b

2
+ ∆c) + Uint

 , (8.7)
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where Uint represents the van der Waals (vdW) interaction.

For large detuning ∆ = ∆a +∆b

2
, ∆a, ∆b � Ωc, Ωmax

p , we can adiabatically elimi-

nate the intermediate state |e〉 as shown in Sec. 3.2.2.

Following the work of Müller et al. [158], we introduce the symmetrical and anti-

symmetrical superposition of the two hyperfine ground states |±〉 =
|A〉t± |B〉t√

2
as

well as the rescaled Raman laser Rabi frequency x(t) =
√

2 Ωp(t)/Ωc.

Under this condition, we obtain an effective Hamiltonian of the form

Heff =
~ Ω2

c

4∆
[x2(t)|+〉〈+| + (1 + Uint)|r〉〈r| + x(t) (|+〉〈r| + h.c.)]. (8.8)

Looking at Fig. 8.1 (b), if the the control atom is in the state |0〉c, it stays unaffected

by the first π-pulse with Rabi frequency ΩR. Thus, the dipole-dipole interaction term

vanishes and this effective Hamiltonian has two dark states

|d1〉 = |−〉, (8.9)

|d2〉 =
1√

1 + x2(t)
[|+〉 − x(t) |r〉]. (8.10)

If the coupling laser is resonant with the Rydberg level |r〉 (∆c = 0), the tar-

get atom is reaching EIT conditions and becomes transparent for Qubit B Raman

laser, leading to the transfer between |A〉t and |B〉t being blocked. Hence, the

smooth π-pulse makes the target atom follow adiabatically the dark state given by

|D〉 = 1√
2

(|d1〉 + |d2〉), such that for x(t) << 1, the atom is beginning and

ending in state |A〉t. In the same way, if the target atoms is initially in the state

|B〉t, it will stay in the same state at the end of the sequence due to the prevented

Raman tranfer.

Conversely, if the the control atom is in the state |1〉c, then it can be coherently

excited to the Rydberg state |r〉 as shown in Fig. 8.1 (c). However, the strong dipole-

dipole interaction Uint shifts the target atom Rydberg level |r〉 out of resonance with

excitation lasers.

Thus, the transformation associated with the smooth π-pulse allows for full Raman
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transfer resulting in

|1〉c|A〉t → |1〉c|B〉t, (8.11)

|1〉c|B〉t → |1〉c|A〉t. (8.12)

8.2 Preliminary calculations and expected fidelities

The experimental sequence that needs to be implemented is illustrated in Fig. 8.1 (a).

The sequence begins with a first short π-pulse on the control atom, followed by an

adiabatic pulse on the target atom of the form

Ωp(t) = Ωmax
p × sin2 (π t/τ), (8.13)

where we have defined the pulse duration τ such that
∫ τ

0

(Ωmax
p )

2 ∆

2

sin4 (π t/τ) dt = π,

giving τ = 16π
3

∆
(Ωmax

p )2
. Finally, a last π-pulse is applied on the control atom to end

up the gate. The strong coupling Rabi frequency Ωc arising from Rydberg B laser

is turned on for the whole sequence of pulses. In order to characterise the expected

performances of our experiment and compare them with respect to the work of

Müller et al. [158], we will use the fidelity defined as [12]

F = Tr(
√√

ρiρ
√
ρi), (8.14)

where ρi represents the ideal density matrix for the desired output state.

Case 1 : control atom in state |0〉c

For the control atom in the state |0〉c, as shown in Fig 8.1 (b), we require that the

target atom follows the dark state |D〉 during the smooth π-pulse, such that the

Raman transfer between |A〉t and |B〉t is blocked.

Initially, the targeted state for implementing the gate protocol was the Rydberg

state 69S1/2. Single atom Rabi flopping was obtained in Sec. 7.3 with a two-photon
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Figure 8.2: (a) Fidelity in the blockaded regime for |0 A〉 → |0 A〉 as a function of the ratio
r = Ωc/Ωmax

p . (b) Fidelity in the non-blockaded regime for |1 A〉 → |1 B〉 as a function of
the van der Waals (vdW) interaction energy Uint with three values of r, where r = 0.54
corresponds to the Rydberg state 69S1/2 and r = 1.5 corresponds to the Rydberg state
81D5/2.

Rabi frequency of Ωr/2π = 0.69 MHz. The corresponding single-photon Rabi fre-

quencies are Ωmax
p /2π = 48.0 MHz and Ωc/2π = 25.9 MHz, leading to a value of

r = Ωc/Ωmax
p = 0.54. Using the experimental detunings ∆a/2π = ∆b/2π =

870 MHz and ∆c = −∆a for EIT resonance, results in a smooth π-pulse of duration

τ = 1 µs.

Figure 8.2 (a) shows the fidelity associated to the operation |0〉c|A〉t → |0〉c|A〉t as

a function of the ratio r = Ωc/Ω
max
p , for Ωmax

p /2π = 48.0 MHz. One can notice that

for a critical value of r > 2, the fidelity reaches 99 % and the transfer becomes fully

blocked after a value of 2.5. However, our experimental value of r = 0.54 would

limit the fidelity to F = 0.79.

Giving that we can’t reduce the waist size of the Rydberg beam to increase the

coupling Rabi frequency Ωc, we have decided to take advantage of higher dipole

matrix element offered by excitation towards a D-state, as explained in Sec. 6.1.3.

From the ULE cavity modes calibration achieved in Chap. 6, the Rydberg state

81D5/2 is found to be the state with the smallest principal quantum number we

can lock to, along with the requirement of a vdW interaction Uint > 30 MHz at

an interatomic distance of 6 µm. Single-photon Rabi frequencies (see Sec. 7.3) of

Ωmax
p /2π = 29.0 MHz and Ωc/2π = 43.7MHz, corresponding to the two-photon Rabi
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Figure 8.3: Evolution of the populations during the smooth π-pulse, relative to the Rydberg
state 81D5/2, when (a) the control atom in state |0〉c and (b)the control atom in state |1〉c.

frequency of Ωr/2π = 0.72 MHz, return a value of r = 1.5 with a large increase of

the fidelity to F = 0.96.

The fidelity of the blocked transfer can be confirmed by looking at the evolution of

the populations while applying the smooth π-pulse. Figure 8.3 (a) shows popula-

tion’s evolution as a function of the smooth π-pulse completion, when the control

atom is in state |0〉c and the Rydberg state is 81D5/2. The intermediate state 6P3/2

and the state |B〉t have almost negligible population due to Rydberg EIT condi-

tions, whilst the population is transferred between the states |A〉t and 81D5/2 over

the smooth π-pulse. The atom starting and ending in state |A〉t with 96% efficiency,

confirming its adiabatic evolution through the dark state |D〉 under EIT conditions.
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Case 2 : control atom in state |1〉c

If the control atom is initially in the state |1〉c, the two-photon resonance on the

target atom must be lifted by the vdW interaction Uint, such that the Raman laser

couples off-resonantly the states |A〉t to |B〉t via the intermediate state 6P3/2. The

transfer fidelity associated to the flip of the target atom state |1〉c|A〉t → |1〉c|B〉t is

plotted in Figure 8.2 (b). The fidelity is represented with three different values of r

as a function of the vdW interaction shift Uint.

Choosing the Rydberg state 81D5/2, given the values of r = 1.5 and an interaction

energy Uint = 34.9 MHz (see Sec. 7.3), allows for a transfer fidelity F = 0.99 asso-

ciated to a smooth π-pulse of duration τ = 2.75 µs. However, it is interesting to

notice that the fidelity is also of 99 % for the Rydberg state 69S1/2, corresponding

to r = 0.54 and an interaction energy Uint = 12.3 MHz. Finally, Fig. 8.3 (b) depicts

the evolution of the populations in the case of the control atom being in state |1〉c
and the Rydberg state 81D5/2, showing a transfer efficiency of 99% from the initial

state |A〉t to the final state |B〉t.

8.3 Possible improvements

The analysis of the Rydberg EIT gate shows high fidelity possible using our exist-

ing parameters. However, further improvements should be adressed to reach higher

fidelities F > 0.999. Firstly, it would be necessary to change the excitation scheme

from |4, 4〉 → 81D5/2 to |4, 0〉 → 81D5/2, that would allow to phase lock Qubit A &

B to get a common detuning from the excited state 6P3/2. Secondly, realising single

site addressability with Qubit A & B would give us the opportunity for global and

local rotations to realise states initialisation {|00〉, |01〉, |10〉, |11〉}. Lastly, upgrad-

ing the Rydberg laser system with a commercial one (SolsTiS from the company

M Squared Lasers) would allow us to get higher coupling Rabi Frequency Ωc and

better fidelities up to 0.999.
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8.4 Summary

We have shown that we can implement the mesoscopic Rydberg EIT gate [172] be-

tween two atoms with high fidelity, through the choice of the Rydberg state 81D5/2.

Although we plan to demonstrate the cNOT Rydberg EIT gate between two-qubits,

this scheme provides a scalable approach to performing entanglement of large en-

sembles using a single control atom whilst circumventing challenges of the collective

Rabi frequency. The resulting cNOTN is robust against atom number fluctuations

and represents a large resource for quantum information processing such as demon-

strating surface codes in atomic arrays [121] or high precision measurement beyond

the standard quantum limit [264].
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Chapter 9

Conclusion

This thesis describes the construction of the core system required for performing

high fidelity quantum operations with Rydberg atoms, focusing on establishing laser

technology and measurement protocols to ensure even in the absence of a cavity high

fidelity operations are possible. In this work we have established coherent control

of atomic qubits, including observation of long ground-Rydberg coherence times

needed for two-qubit quantum gates and demonstrated blockade and entanglement

between atoms.

We have built three lasers for Rydberg excitations, stabilised simultaneously to

an ultra-high finesse ULE cavity, to provide narrow linewidth and long-term sta-

bility. The optical reference cavity has been stabilised to the zero-CTE tem-

perature of Tc = 36.1± 0.1◦C, reducing the CTE to tiny quadratic dependence

with temperature around Tc. Ringdown-measurements give an estimate finesse of

F = 1.42(8)× 105 at 852 nm and F = 3.9(4)× 104 at 1018 nm. The cavity perfor-

mances are ideal for driving two-photon excitations, detuned from the intermediate

state, towards ∼ 2π × 10 kHz wide Rydberg states.

Frequency stabilisation has been implemented using the PDH technique, achieving

high-bandwidth feedback of ∼ MHz. The lock configuration allows continuous tun-

ing of the laser frequency offset using the "electronic sideband" technique. An optical

beatnote between two 509 nm lasers returns a laser linewidth ∼ 130 Hz at 509 nm,

resulting in a 1018 nm linewidth < 100 Hz, with better performance expected at

852 nm due to the increase in cavity finesse.
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We have created an experimental setup capable of laser-cooling atoms in a magneto-

optical trap (MOT) and trap single atoms in optical tweezers using high NA lenses.

The setup allows for careful control of the electric field environment for Rydberg

excitations. We have proved high fidelity readout using an sCMOS camera [243] in

combination with a high resolution inaging system characterised by a sub-µm point-

spread function (PSF). Single atom temperature of ∼ 5µK and the possibility to

prepare atoms in well defined atomic state using optical pumping, makes from the

setup an ideal platform for single atom manipulations.

We have performed high-resolution spectroscopy on a cold atom cloud to determine

the offset between the atomic and cavity resonant frequencies using the phenomenon

of electromagnetically induced transparency (EIT). The long-term stability of the

lasers has been determined from repeated spectra over a period of 20 days, yielding

a linear frequency drift of 1 Hz/s [198], which is an order of magnitude improvement

compared to similar cavity-stabilised Rydberg laser systems [247, 257].

We have shown coherent control of a single atom between hyperfine ground states

and ground-Rydberg excitations. Fast ground state rotations have been achieved

with ∼ MHz rates and homogeneous dephasing time of a few ms whilst we have

performed coherent Rydberg excitation to few Rydberg states 50S1/2, 69S1/2 and

81D5/2. The main limitation of Rydberg excitation coherence times being the laser

phase noise from the servo-loop. However, this is not an issue regarding the large

inhomogeneous dephasing time of 15 µs [221] compared to µs-time scale for gate

operations.

We have demonstrated Rydberg blockade between two atoms separated by 6 µm

and shown an almost complete suppression of the doubly excited state probability.

The evidence of the creation of the entangled state |W〉 is deduced from the
√

2

collective-enhancement of the Rabi oscillation with respect to the single atom case.

The state is mapped to the hyperfine ground states to create a maximally entan-

gled Bell state with long coherence time. The loss-corrected fidelity is found to be

Fpairs = 0.81(5) [123], which represents the highest corrected ground state neutral

atom entanglement fidelity via Rydberg Blockade and is equal to that achieved via

Rydberg dressing [122].
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Finally, we have shown that our experimental setup could realise a proof of prin-

ciple of the mesoscopic EIT gate [99] using the Rydberg state 81D5/2. In order to

increase the fidelity of the gate up to 0.999, a couple of points should be adressed

such as phase locking Qubit A & B to get a common detuning, realise single site

addressability with Qubit A & B or upgrading the Rydberg laser system in order to

get higher coupling Rabi Frequency Ωc.

Outlook

Future directions for the project involve integration of a superconducting microwave

resonator within the vacuum chamber. This will involve rebuilding the system to

integrate a 4 K low-vibration closed-cycle cryostat, with high NA lenses mounted

onto the 77 K shielding to suppress black body radiation on the low temperature

region whilst maintaining good optical access. Whilst 4 K operation is too hot for

integration of superconducting qubits, this system will enable initial demonstration

of strong-coupling to a microwave cavity, requiring atom-cavity interaction to be

stronger than the dissipation rates.

At 4 K, the quality factor of superconducting resonators is limited by quasi-particle

excitations due to finite temperature effects [144]. Using optimised resonator geome-

tries, Q ∼ 105 are achievable which at 15 GHz, chosen to suppress thermal loading

of the resonator to nth ∼ 5 photons, gives κ/2π ∼ 0.3 MHz and an RMS field of

order 0.2 V/m. This frequency is resonant with the 65S1/2 − 64P3/2 transition in

Cs with matrix element of
√

2/9 × 4000 ea0, leading to a vacuum Rabi frequency

g = µ ·E0/~ of g/2π ∼ 5 MHz.

The resulting cooperativity is C = g2/(κγ) > 104, whilst the number of observ-

able vacuum Rabi oscillations is nRabi = 2g/(κ + γ) = 38, before decay. As well

as allowing demonstration of strong coupling, this hybrid quantum device would

offer the potential to develop a large range of applications such as scalable long

range interactions for mm-scale entanglement between atomic ensembles [141, 146],

microwave-to-optical conversion [145] and cavity cooling [147], offering a new plat-

form for scalable quantum information processing.
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Appendix A

Calculating Rabi frequencies on

dipole transitions

The ability to perform accurate ground-state rotations and Rydberg excitation us-

ing two-photon excitation schemes is critical in developing quantum gates. This

appendix deals with the calculation of single photon Rabi frequency for Raman

ground state transitions and Rydberg excitation rates via the intermediate state

|e〉 = |6P3/2〉.

The Rabi frequency for a dipole transition is given by Ωi,j = µi,j · E/~, where

µi,j = 〈i|er · ε|f〉 is the dipole matrix element between states |i〉 and |f〉. Assuming

that we are using a Gaussian beam, the electric field amplitude is simply fixed from

its power P and waist ω0 such that E =
√

4P/πcε0ω2
0 where c is the speed of light

and ε0 is the vacuum dielectric constant.

The dipole matrix element can be expressed according to angular momentum al-

gebra. The Wigner-Eckart theorem shows that transition from the hyperfine state

|f,mf〉 to |f ′,m′f〉 is given by the product of the Wigner-3j symbol with a reduced

dipole matrix element [160, 265] such that

Ωf,mf→f ′,m′f =
E
~

(−1)f−mf

 f 1 f ′

−mf q m′f

 〈n′`′j′f ′||er̂||n`jf〉, (A.1)

where q = −1, 0, 1 denotes the electric field polarisation. The Wigner-3j symbol is
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non-zero only if m′f = mf − q. This can be further reduced to the fine-structure

basis via the introduction of the Wigner-6j symbol [160, 265]

〈n′`′j′f ′||er̂||n`jf〉 = (−1)j+I+f
′+1
√

(2f + 1)(2f ′ + 1)

f 1 f ′

j′ I j

 〈n′`′j′||er̂||n`j〉,
(A.2)

where the curly bracket denotes the the Wigner-6j symbol. By gathering this ex-

pression in Eq. A.1, one obtains

Ωf,mf→j′,m′j =
E
~

(−1)f−mf+j+I+f ′+1
√

(2f + 1)(2f ′ + 1)

×

 f 1 f ′

−mf q mf − q

f 1 f ′

j′ I j

 〈n′`′j′||er̂||n`j〉. (A.3)

Ground to excited states transition

The reduced matrix element 〈n′`′j′||er̂||n`j〉 can be determined using the Einstein A

coefficient for the transition via

Aj′→j =
ω3

0

2πε0~c3

|〈n′`′j′||er̂||n`j〉|2

2j′ + 1
. (A.4)

If we want to estimate the Rabi frequency associated to the transition between

ground to excited state, we just need to stay in the fine-structure basis. Indeed, in

our experiment we are working on the 6S1/2 → 6P3/2 transition where the reduced

matrix element can be evaluated using 〈J = 1/2||er ·ε||J ′ = 3/2〉 = 4.4786 ea0 [160].

Excited to Rydberg states transition

The expression of the dipole matrix element will be evaluated in a different way if

it concerns the excitation from the intermediate state to the Rydberg state. For

the excitation of Rydberg atoms with unresolved hyperfine structure from a state
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with well defined hyperfine quantum numbers it is necessary to evaluate the dipole

matrix element for coupling |f,mf〉 to |j′,m′j〉. This is achieved by decomposition

of the state |j′,m′j〉 into |f ′,m′f〉 using Clebsch-Gordan1 algebra

|j′I;m′jmI〉 =
∑
f ′,m′f

C
f ′m′f
j′m′jImI

|j′I; f ′,m′f〉. (A.5)

Following angular momentum selection rules m′f = mf − q and mI = mf − q −

m′j. Thus for transitions from a single initial state |f,mf〉 this simply reduces to a

summation over the excited state f ′,

ΩE1
f,mf→j′,m′j

=
E
~
∑
f ′

C
f ′(mf−q)
j′m′jI(mf−q−m′j)

(−1)f−mf+j+I+f ′+1
√

(2f + 1)(2f ′ + 1)

×

 f 1 f ′

−mf q mf − q

f 1 f ′

j′ I j

 〈n′`′j′||er̂||n`j〉. (A.6)

This expression can be fully decomposed in terms of the uncoupled reduced matrix

element, which can be evaluated from integration of the radial wavefuctions via

〈n′`′j′||er̂||n`j〉 = (−1)`+s+j
′+1
√

(2j + 1)(2j′ + 1)

j 1 j′

`′ s `

 〈n′`′||er̂||n`〉. (A.7)

The reduced dipole matrix element 〈n′`′||er̂||n`〉 can be transformed using the

Wigner-Eckart theorem as

〈n′`′||er̂||n`〉 = (−1)`
√

(2`+ 1)(2`′ + 1)

` 1 `′

0 0 0

 〈n`|er|n′`′〉. (A.8)

where the radial matrix element 〈n`|er|n′`′〉 represents the overlap integral between
1 Clebsch-Gordan coeffients defined as

〈j1,m1; j2m2|j1j2; JM〉 ≡ CJM
j1m1j2m2

≡ (−1)j1−j2+M
√

2J + 1

(
j1 j1 J
m1 m2 −M

)
.
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the radial wavefunctions and the dipole moment

〈n`|er|n′`′〉 =

∫ ro

ri

Rn,`(r)erRn′,`′(r)r
2 dr. (A.9)

The radial matrix elements have been evaluated using numerical integration over

the wavefunctions [251, 252], allowing to find RnS1/2
= |〈6P3/2||er||nS1/2〉| =

5.021 ea0 (n∗)−3/2 and RnD5/2
= |〈6P3/2||er||nD5/2〉| = 11.36 ea0 (n∗)−3/2 [149].
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Homebuilt photodiodes

This appendix details the design parameters of USB photodiode boards used for

laser stabilisation to the high finesse ULE cavity (See Chap. 4). These boards have

been designed to fit in a small diecast box with minimal mechanical modifications,

as shown in Fig. B.1 (a) and Fig. B.1 (b). Moreover, the voltages are regulated

using TO252 package surface mount regulators to provide -12V for biasing the pho-

todiodes, and ± 5V for powering the operational-amplifiers (OPA).

B.1 High bandwidth photodiode

The design of our high-bandwidth photodiode was optimised for the ULE cavity

locks requiring a bandwidth of up to 20 MHz for fast demodulation of the Pound-

Drever-Hall signal. This circuit is based on using a fast Hamamatsu S5971 photodi-

Figure B.1: (a) Photograph of the circuit board front facet with the USB power supply in
the upper right, the SMD components soldered and the BNC adaptor in the lower right.
(b) Photograph of the circuit board rear facet with the photodiode in the lower right and
placed into the diecast box.
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Figure B.2: Circuit of high bandwidth photodiode using a fast photodetector and tran-
simpedance amplifier to obtain a high bandwidth of 25 MHz and a gain of 5× 104 V/A.

ode with small area (diameter φ = 1.2 mm) and low capacitance for high-bandwidth

detection. Moreover, the ground plane under the chip is modified to minimize par-

asitic stray capacitance that will limit the device bandwidth.

As shown in Fig. B.2, the transimpedance amplifier [266] is using a high gain-

bandwidth product (GBP) operational-amplifier (OPA657) of 1.6 GHz. At -12V,

the photodiode has an intrinsic capacitance Cd = 3 pF. Adding the capacitance of

Cin = 4.5 pF of the OPA, resulting in a 25 MHz bandwidth [266] for a feedback

resistor of Rf = 50 kΩ and a feedback capacitor of Cf = 0.2 pF. The last value is

comparable to the stray capacitance of an SMD resistor and has been omitted.

Finally, the output is 50 Ω terminated to ensure impedance matching with the BNC

cables. This results in a total gain of 5× 104 V/A.

B.2 High gain photodiode

The high gain photodiode design was optimised for ring-down measurements on the

ULE cavity (see Sec. 4.5.3), requiring large input gain and a bandwidth of ∼ 1 MHz.

For lower bandwidth, an AOP (AD8675) is chosen for reduced noise performance and

a feedback capacitor of Cf = 3.3 pF is added to maintain stability due to the lower

10 MHz GBP. A second stage line AOP (AD829) is used to provide an additional

gain of 50 and to boost the output current to drive a 50 Ω line. The theoretical

bandwidth for the device is 1.4 MHz, using an AOM to modulate the light before

the photodiode, we measured a roll-off frequency of f−3dB = 890 kHz. The lower
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(b)

Figure B.3: Circuit of the high gain photodiode using a fast photodetector and a double
stage transimpedance amplifier to obtain a gain of 2.5× 106 V/A and a roll-off frequency
of f−3dB = 890 kHz.

bandwidth is due to requiring higher capacitance (3.3 pF) than calculated (2.2 pF)

as this is the lowest available capacitor value. Without the capacitor, the output

shows an unstable oscillation. The total gain is 2.5 × 106 V/A and this design has

been sufficient to provide clean ring-down measurements on the ULE cavity.

The figure below shows the results of calibration measurements taken to determine

the photodiode performance. The blue trace is the modulation recorded on a com-

Figure B.4: Bode diagram of the high gain photodiode. The blue trace is the modulation
recorded on a commercial high bandwidth (150 MHz) photodiode (Thorlabs PDA10A-EC),
revealing the AOM transfer function. The red is the data recorded with the homebuilt
high-gain photodiode, and the yellow has the AOM response subtracted to reveal the
performance of the photodiode with a roll-off frequency of f−3dB = 890 kHz.
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mercial high bandwidth (150 MHz) photodiode (Thorlabs PDA10A-EC), revealing

the AOM transfer function. The red is the data recorded with the homebuilt high-

gain photodiode, and the yellow has the AOM response subtracted to reveal the

performance of the photodiode.
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