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Abstract 

In shipping, condition monitoring (CM) has the capacity for big data but also very 

high communications costs. Thus, the use of continuous condition monitoring in the 

shipping industry is not as prevalent as in others. It is found that trust in technology, 

data security/ownership, the capital cost of investment, cost of training, operational 

cost and direct benefit association are some of the most important inhibitors. To reduce 

the volume of data, edge processing is a new paradigm of computing. Its goal is to 

address the issues generated through the increasing flow of recorded data to central 

locations for big data analytics.  

The existing solutions are adopted by 12% of the global fleet corresponding to the 

newbuilt ships, while sensors and monitoring infrastructure exists in the majority. So-

lutions targeting newbuilt ships have a requirement of extensive refitting and training 

overheads. Solutions for existing vessels are mostly hand-held equipment, do not sup-

port continuous monitoring and do not display the information in business relevant 

terms. A wireless ship CM reduces capital investment costs but has high operational 

costs due to the centralised data processing software.  

The proposed novel system is edge processing wireless ship CM data under con-

strains. The system’s traffic reduction is achieved through feature and event extraction 

on the data acquisition devices. Also a data management strategy is implemented along 

with decision support which provides direct benefit association with maintenance ac-

tions. The multi-constrain multi-parameter approach identifies the best maintenance 

action to be taken onboard the ship. Finally, minimal satellite data transmission pro-

vides visibility of condition to shore. 

The system was successfully applied in case studies. According to the evaluation 

results, the system is reliable and suitable for the application, is able to identify and 

suggest appropriate maintenance actions and offers several benefits against other cur-

rently available maintenance and condition monitoring approaches.  

 

Keywords: Data acquisition, wireless data transfer, industrial wireless application, 

condition monitoring, ship machinery and equipment. 
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Chapter 1: Introduction 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This chapter presents an introduction to the thesis. Initially, the context is presented 

starting with the marine sector and followed by condition monitoring systems. The 

motivation is demonstrated through the identified business needs, constrains and tech-

nology adoption inhibitors. Also, the impact and benefits to stakeholders are discussed. 

The research question as well as the aims and objectives of the thesis are outlined in 

Section 1.2. Section 1.3 presents a literature review of existing technologies and their 

suitability in addressing the identified needs, constrains and inhibitors. Section 1.4 

summaries the key findings and highlights the contributions of the proposed research. 

Finally, Section 1.5 presents the dissertation layout.   
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1.1 Context	&	Motivation	
The marine and maritime sector is one of the pillars of the modern economy, em-

ploying 1.5 million people globally (ICS, 2017, IMO, 2013). In 2013 90% of the world 

trade (Fang et al., 2013) and in 2015 80% of merchandise trade (United Nations, 2016) 

was seaborne. In gross tonnage 40% of the world fleet is register in countries of EEA 

(ECSA, 2013, Oxford Economics, 2015, ECSA, 2016). The 90% of external 

merchandise is transported in the EU/EEA by ships (ECSA, 2010, EC, 2015). With 

EU recovering from the 2008 economic crisis the merchandise trade is also growing 

(Figure 1:1) with seaborn trade closely following this growth (Figure 1:2); demonstrat-

ing the economic impact of the marine sector. 

 
Figure 1:1 – Growth of economy in the EU and relation to Merchandise trade source UNCTAD (2015), 

(2016), (2017) 2017 values forecasted. 

 
Figure 1:2 – Trends in Global Merchandise and Seaborne Trade source UNCTAD (2015), (2017). 

An important factor for the operation of the sector is the availability and reliability 

of ships (Anderson, 2007, Moubray, 1996, 1997), which makes correct maintenance 

paramount (Lazakis, 2011). Maintenance actions cost 10% – 15% of the operating 

budget of a vessel (EC, 2015, Rofle, 2015, Stopford, 2009) while maintenance depart-

ments have the largest demand in staff and business expenses (Lazakis et al., 2016b). 

Correct maintenance is also necessary for compliance with safety and environmental 

regulations which are becoming more stringent (EP and EC, 2015, ECSA, 2013, 

MEPC, 2011, Pitblado, 2001, Mobley 2001d). For example, Ship Energy Efficiency 

Management Plan (SEEMP) regulation mandates 50% reduction of naval industry 
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emissions by 2025 (ECSA, 2012). Also correct maintenance reduces unexpected fail-

ures that can lead to: safety, loss of ship, detrimental effects on the local environment, 

and casualties (Hassler, 2016, Li et al., 2012, Mei and Yin, 2009, DoD, 2005).  

According to Nowlan and Heap (1978), a direct connection exists between mainte-

nance, reliability and safety of a system. In terms of safety, within EU, the trend of 

accidents/incidents reported is increasing (Figure 1:3). From the reported number of 

accidents that lead to casualty, the fifth most important reason at 12% was damage to 

ship equipment (2011-2014) rising over 30% in 2016 (EMSA, 2015, 2017). Mainte-

nance is the most important contributing factor related to accidental events and equip-

ment failure by a large margin (EMSA, 2015). Such accidental events can cause 

disruption to ship operations or even render it unavailable (DoD, 2005).  

  
Figure 1:3 – European Marine Casualty Information Platform reported accidents/incidents 2011-2016 

source EMSA (2015), (2017). 

Hence, maintenance is not only mandatory (SOLAS, 1914, 1929, 1948, 1960, 1974, 

Furuseth, 1914, SSE, 2016, IMO, 1993b) but necessary. Traditional approaches such 

as surveys/inspections (IACS, 2004) introduce failures due to human error (Dhillon 

and Liu, 2006, Stephens et al., 2000, Reason, 1997, Smith, 1992, Dhillon, 1986) which 

can result in casualty (Dunn, 2006) and have not been effectively addressed through 

training guidelines (Pitblado, 2001). Several standards (Shin and Jun, 2015, BSI, 2014, 

BSI, 2008, MoD, 2006a), regulation (IMO, 2015), certification processes (Lazakis et 

al., 2015) and Classification Society (Class) requirements (Lazakis et al., 2016c) gov-

ern the implementation of ship surveys and inspections. According to these require-

ments surveys are scheduled based on age and manufacturer guidelines. However, 

77% of ship equipment/machinery failures are not related to age (Allen, 2001, Cona-

chey, 2004). 

Thus, several management strategies have been developed to address maintenance 

scheduling (Nenni, 2013), operational life-cycle management (DNV GL, 2014) and 

asset management (van Dongen, 2016, Takata et al., 2004). These strategies aim to: 
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• identify and diagnose failures ahead of time (Mechefske, 2005) 

• support better spare part inventory management (Schwabacher, 2005, 

Kelly, 1997) 

• schedule maintenance efficiently (Schwabacher, 2005) 

• reduce overhaul cycles (Nemarich et al., 1990) 

• increase availability of ship (Maggard et al., 1989) 

• avoid unnecessary maintenance actions (Schwabacher, 2005) 

• maintain operating performance of the system at optimum or within desired 

limits (Prajapati et al., 2012). 

• support optimal utilisation of ship and personnel (van Dongen, 2016) 

• Support business needs and goals (Iung et al., 2009) such as: 

o  productivity (Belak, 2004)  

o profit (Waeyenbergh and Pintelon, 2002, Kelly, 1997),  

o maintenance effectiveness (Ahuja, 2009), 

o  product quality, reduction of waste, and safety (Maggard et al., 

1989) 

To achieve the goals of these maintenance strategies, continuous Condition Moni-

toring (CM) is needed (Laird, 1989) combined with predictive maintenance and remote 

visibility (Iung et al., 2009, DoD, 2008). CM can be viewed as a set of steps starting 

from the acquisition of data through appropriate sensors or other methods, progressing 

to feature extraction and finally leading to analysis, diagnosis and decision making 

assistance (Delvecchio, 2012). CM requires a higher initial investment (SKF, 2012b) 

and an increased demand for training (Shorten, 2012, SKF, 2012b, Griffin, 2011). 

However, the failure rates are drastically reduced (Dod, 2008), safety increased (Pe-

ters, 2015), risk minimised (Peters, 2015, Griffin, 2011, Sutton, 2010) and cost of 

maintenance optimised (Shin and Jun, 2015, Shorten, 2012, Griffin, 2011, Smith, 

2001) while human error is reduced enhancing the quality of maintenance 

(Moghaddam and Usher, 2011, DNV GL, 2014, Jardine et al., 1997, DoD, 2008, IMO, 

1993a).  

This approach demonstrates increased life-time of equipment (Carretero et al., 

2003) in aviation (Guo et al., 2016), oil and gas (Calixto, 2016), and railway sectors 

(Al-Douri et al., 2016). The following subsection reviews the application and benefits 
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of CM in the sectors of power generation, industrial and aviation in association with 

ship applications. 

 Condition	Monitoring	in	Non-Maritime	Industries	

CM and fault-finding methods have been established and are integral to the power 

system generation and distribution infrastructure (Rahman et al., 2012, Sujatha and 

Vijay Kumar, 2014, Sujatha and Vijay Kumar, 2013, Rigatos and Siano, 2016) as 

power generation is of utmost importance (El-Hawary, 2008) and power outages have 

significant practical and economic impacts (Verayiah et al., 2014). Examples of ad-

vanced CM for nuclear power generation exist in abundance (Hashemian and Bean, 

2011, Liu et al., 2013, Wang et al., 2016). Similarly, CM is important in the distribu-

tion and generation systems and is installed in sub-stations (Baker, 2010), generators 

(Chang et al., 2016), and other critical equipment (Rigatos and Siano, 2016). With 

renewable energy sources, power systems have increased in complexity (Jatzeck and 

Robinson, 1996), are continuously more remotely located, difficult to access, and in-

creasingly more vulnerable (Mozina, 2007). Hence, CM is central to the design of 

machinery/equipment such as wind turbines (Yang et al., 2016) and inverters (Kamel 

et al., 2015). In most cases the CM system is also remotely accessible (Igba et al., 

2016). In this sector, CM is deployed extensively, can be installed in locations and 

areas difficult to access or impossible to access without disturbing the system, ensures 

uninterrupted operation, and is necessary to avoid the catastrophic effects that power 

cuts cause. 

In close resemblance to the power generation industry, general industrial applica-

tions have also encapsulated CM over the years. As presented by Byrne et al. (1995), 

the use of CM in industrial processes can be directly linked to an increase in produc-

tivity. Humphreys et al. (2014) prove that CM, used appropriately and effectively, can 

provide sustained quality of produced work. The applications include cutting tools 

(Nouri et al., 2015), complex grinding processes (Humphreys et al., 2014) and pumps 

(Myhre et al., 2014) among several others. Methods vary depending on the application 

and may be from as simple as trending averages to coefficient analysis and neural 

networks etc. (Nouri et al., 2015). Most often, a large amount of collected data is re-

quired for the appropriate application of CM, especially in applications that are rela-

tively novel (Humphreys et al., 2014). Improved asset management and information 
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gathering from difficult to access areas (Myhre et al., 2014) are of significance and can 

be related to the shipping industry. 

The aerospace industry is perhaps the one of closest resemblance to the marine and 

maritime industry. That is due to several facts such as the mechanical parts utilised, 

the size of the structures involved and the operational conditions. In both cases, vessels 

operate away from land, are exposed to the effects of weather conditions, utilise a 

limited crew, inaccessible support and have limited or no access to spare parts.  

However, there are some significant differences, mostly accounted for in the way 

aircrafts are produced in contrasts with building ships. Globally dry cargo newbuilt 

ship orders reduced by 32% from 2012 to 2013, containers by 8%, tankers by 3%, 

bulkers by 30%, ferries by 12% and passenger ships reduced by 4% (ECSA, 2013, 

ECSA, 2012). It is estimated that the global ship and boat building market in 2016 had 

a negative growth factor of -5.6% (IBISWorld, 2016). Aircrafts are produced identi-

cally in large numbers with incorporated CM. On the other hand, ships are uniquely 

and not often built, making the application of aircraft CM approaches a high cost, 

leading to vessel dependent implementations (SKF, 2011). As such, a CM system that 

is applicable to several ships would need to be highly versatile and easily adjustable. 

Thus, shipping lacks integration of automated CM systems which can be linked to the 

increasing accidents trend (Section 1.1). 

Foremost, the aerospace industry is one of the first to assume CM, (DeMott, 1978a, 

DeMott, 1978b), and indeed the one that drove the migration to predictive and proac-

tive maintenance management (DNV GL, 2014), still today advancing machin-

ery/equipment (Tourvalis, 2007) and structure (García et al., 2014) CM. The impact is 

clear in that through the application of these approaches air transport has become in-

creasingly safer since 1980’s and continues to move in the direction of decreased risk 

(DNV GL, 2014, DoD, 2008) (Figure 1:4). The importance of CM was recognised and 

as a result enforced over survey/inspection maintenance (MSG, 1980). The decade that 

elapsed, between the implementation of CM and benefit demonstration, was needed 

for CM to provide sufficient data for statistical analysis to become accurate in the pre-

diction of faults. 

Risk reduction was not the only demonstrated benefit. Associated reduction in cost 

and an increase in reliability was also recorded over the same period (Smith, 1992, US 
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DOT, 2015, DNV GL, 2014). The economic benefits of the application of CM are not 

only directly linked to maintenance but also extend to several other aspects of the air-

craft’s operation and life cycle as in ship operations. 

 
Figure 1:4 – Lives lost compared to passengers carried by air transport in the past six decades (DNV GL, 

2014). 

 Condition	Monitoring	in	Shipping	

In contrast with the extended application of automated continuous CM in power 

generation, industrial and aviation domains, most maintenance of ships is preventive 

(Shorten, 2012); resulting in unexpected failures. The shipping industry is at a 

disadvantage when faced with unplanned maintenance events compared to other on-

shore industries, due to1: 

• limited spares available onboard the vessels. Usually well managed, 

through experience and regulation (Kendall, 1986), 

• being difficult to deliver spares or even impossible, especially for ships trav-

elling long distances (Kendall, 1986),  

• the necessity for inspections and other maintenance tasks to be carried out 

while the ship is at sea by the crew (Lyridis et al., 2005); e.g. adhere to 

safety regulation, keep the seagoing capability, critical equipment (Ford et 

al., 2014). Other actions are planned for harbour or refitting periods 

(Verma et al., 2016) while vessels under-perform due to non-optimal con-

dition (Hiekata and Moser, 2014). This leads to increased fuel consumption 

and other associated costs, 

                                                
 

1 Constrains were verified through all of the publications in page xvi. 
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• crew numbers are decreasing (Verma et al., 2016, Caesar et al., 2015, Mi-

troussi and Notteboom, 2015), crew may frequently change and as a result 

the experience gained on a particular vessel, the expertise and resources 

required for maintenance may not be available onboard (Verma et al., 

2016).  

• reduced maintenance budget (Michala et al., 2015) and increased mainte-

nance costs (Moore Stephens LLP, 2015), 

• inefficient operation; performance based maintenance management can in-

crease the operational efficiency of ships (Hiekata and Moser, 2014), safety 

and protect the environment (EC, 2009). 

All these factors can be mitigated through the appropriate exploitation of techno-

logical advances in the area of CM. Also this area is expected to influence future de-

velopments in the sector and it is recognised as one of the important sectoral trends 

(LR et al., 2015). Currently, regulation (IACS, 2014) and Class (DNV GL, LR, RINA, 

BV, ABS) mandate only a Planned Maintenance System (PMS) (e.g. Rolls-Royce, 

2015). The method of implementation can vary from manual to automated. Often com-

panies rely on minimum requirements for compliance (Shorten, 2012). As a conse-

quence, PMS is not “appropriately implemented” to assist in other areas of the busi-

ness as well as in improving maintenance (Figure 1:5). Only 12% of the global fleet 

use CM and 2% use the results for automated Continuous Based Maintenance (CBM) 

management.  

 
Figure 1:5 – Percentage of global fleet using PMS and CBM according to data from Shorten (2012). 

This demonstrates a missed opportunity for the sector, as pressure and temperature 

sensors are pre-installed in the majority of machinery/equipment (Nemarich et al., 

1990). Often leasing critical equipment/machinery is provided on a ‘power-by-the-

hour’ basis with unplanned downtime expenses covered by manufacturers (Payne et 
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al., 2002). Hence, manufacturers install CM on machinery/equipment for their 

personal competitive advantage. However, these independent CM systems are not in-

terconnected (Carretero et al., 2003) and data collected are not often utilised by the 

operator or shipowner. CM in shipping is in its infancy with room for development 

(DNV GL, 2014); 60% of CM applications have failed to mature to successful imple-

mentation (Peters, 2015) and there are still limitations in the accuracy of the technol-

ogy (Shin and Jun, 2015).  

To start understanding the reasons, a comparative analysis of CM data acquisition 

methods applicable in shipping is presented Table 1:1. These methods are well sup-

ported by Class and Insurers of vessels (RINA, 2012a).  
Table 1:1 – Comparative analysis of CM data acquisition methods applicable to shipping. 

CM Data Acquisition Method Advantages Disadvantages 

Visual Inspection 
 (Moghaddam and Usher, 2011, DoD, 2008, SKF, 

2008, Jardine et al., 1997, Tsang, 1995, White, 
2014, Mobley, 2001c) 

• Low cost 
• Intermittent 

• Not predictive 
• Introducing fault/failure 
• Human error 
• Unnecessary action 
• Disturbs operation 

Parameter Monitoring 
 (MARINTEK, 2010, Tsang, 1995, McMenamin, 

2015, Info Marine Sp, 2015, TWI, 2016, MICRO-
EPSILON, 2016) 

• Low cost • Can disturb operation  

Vibration Monitoring  
(Bab et al., 2017, Qiao et al., 2016, Lazakis et al., 

2016b, Yang et al., 2016, Ono Sokki Co Ltd, 2016, 
Shin and Jun, 2015, Jee et al., 2014, Monition Ltd, 

2014, Wärtsilä, 2014,  Jauregui, 2014, Fan et al., 
2011, SIKA, 2010, Mobley, 2001a, Mobley, 2001b, 

Mobley, 2001c, API 670, 2000, Al-Najjar, 1996, 
API 678, 1981) 

• Can be continuous 
• Early identification of 

failures 

• Cost 
• Intrusive installation 
• Failure profiling using 

historical data 
• High frequency 

Thermography with Cameras 
(Glowacz and Glowacz, 2016, Tsanakas et al., 
2016, Ibrahim, 2016, Absolute Electrics, 2016, 

Bagavathiappan et al., 2013, SIKA, 2010, Tsang, 
1995) 

• Non-intrusive • Cannot predict all the 
faults 

• Failure profiling using 
historical data 

• Cost 
• Adversely affected by 

ambient conditions 
Thermography with Sensors 

(Touret et al., 2018, Davis, 2015, Gupta and 
Peroulis, 2013) 

• Low cos 
• Can non-intrusive 
• Simpler technology 
• Used for performance 

monitoring 

• Used in a subset of sys-
tems 

Tribology 
(Wan et al., 2016, MAI, 2016, Spectro Scientific, 

2016, Cao et al., 2015, MRO, 2015, Rosenkranz et 
al., 2015, Coronado and Fischer, 2015, Wärtsilä, 

2014, Li et al., 2012, Jiang and Yan, 2008, Mobley, 
2001c) 

• Can verify faults iden-
tified by other meth-
ods 

• Cost of investment & 
operation 

• Late identification 
• Usually intermittent 
• Cannot identify location 

of fault  
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Table 1:1 cont. – Comparative analysis of CM data acquisition methods applicable to shipping. 

CM Data Acquisition Method Advantages Disadvantages 

Pressure Monitoring 
(SFK, 2016, The Motorship, 2015, Lees, 2015, 

Binsfeld Engineering Inc, 2015, eGreenShip, 
2012b, SKF, 2008) 

 

• Used for performance 
monitoring  

• Combustion Engine 
monitoring 

• Usually installed by 
manufacturer 

• Sensors could be in-
terfaced 

• Highly intrusive 
• Potentially installation 

affects insurance and 
certification  

• Difficult to install retro-
spectively  

Strain Gauges 
(Binsfeld Engineering Inc, 2015) 

• Non-intrusive 
• Engine performance 

• Low reliability 
• Historical data 

Sonic & Ultrasonic Methods 
(Caesarendra et al., 2016, Bhuiyan et al., 2016, 
SDT International - Bd., 2016, Wu et al., 2015, 

Jize, 2015, Mirhadizadeh and Mba, 2009, Kim and 
Lee, 2009, Mobley, 2001c) 

• Easier implementa-
tion 

• Specific application ar-
eas 

Eddy current/Voltage 
(Li et al., 2016a, NTRC, 2016, Bonaldi et al., 

2012, Greene, 2006) 

• Low cost • Not applicable to some 
critical systems of ships 

• Intrusive 
 

However, these methods are not universally applicable. Further, 30% of equip-

ment/machinery does not improve condition through continuous monitoring (Hashe-

mian and Bean, 2011). Thus, monitoring methods need to be targeted and combined 

for a better assessment of the operating condition (Lees, 2015, The Motorship, 2015). 

The type of machinery or equipment and then, the nature of failures, dictate the mon-

itoring method (Table 1:2).  
Table 1:2 – Ship machinery/equipment grouped by set of applicable monitoring methods. 

Ship machinery/equipment 
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ENGINES (Main & auxiliary combustion engine) x  x x x  
PROPULSION, gearbox, propeller & stern tube, thrust 

bearing, equipment bearings 
x x x  x  

GENERATOR, FIREFIGHTING system, electrical motors, 
ALARM system 

x x   x x 

Exchangers, switchboards, filters, boilers, Incinera-
tor, pressure vessels/bottles, dampers 

 x   x x 

STEERING GEAR, Windlass, stabilizer, compressors, 
Hydraulic pumps - cylinders 

x  x  x x 

Pumps, thrusters, fans, extractors, oil purifiers, 
bilge separators 

x x x  x x 

Shaft seal, flexible connections, equipment seals x    x  
Pipes, valves  x  x   
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The table summarises the list of machinery and equipment on board a ship that 

would require CM. Critical systems highlighted using capitalised words were identi-

fied according to Class and regulation (IACS, 2014, IMO, 1993b) monitoring require-

ments, and critical systems analysis by Seastema Spa, (2016), Lazakis et al. (2016c), 

Babicz (2015), EGS (2015), INCASS (2014a, 2014b), Logimatic (2009), Andreson 

(2007), McGregor (1999), and Taylor (1996). Visual inspection, intermittent monitor-

ing, thermal imaging, tribology, sonic/ultrasonic and eddy current methods cannot be 

generalised to cover all the required ship critical systems as they have limited applica-

bility. Collectively Vibration, Temperature and Pressure monitoring address the mon-

itoring requirements of all ship critical machinery and equipment. It must be noted 

though, that the operational profile and criticality of onboard equipment may differ 

between types of vessel. A successful CM system should be able to accommodate all 

these different monitoring methods and allow for interfacing to other data sources 

which are already being recorded in vessels. A modular method may be more appro-

priate, providing flexibility for the number of machinery and/or equipment monitored 

and the ability to adjust to the differences between ships.  

As demonstrated in Table 1:2, to support total CM, systems, subsystems and 

components must be monitored (Seaworthy Engine Systems et al., 1982) adding 

complexity to the CM system (Hountalas and Kouremenos, 1999). For CM to be able 

to address all the business goals multiple criteria in the shipping environment must be 

additionally monitored (Emovon et al., 2015). This further increases complexity as 

demonstrated in Danaos (2009), where through monitoring several aspects of the 

business, the overall performance is assessed. Due to the complexity, a succesfull 

solution requires computerised systems and sophisticated software to perform complex 

data analysis (Jones and Collis, 1996). Thus, to implement CM effectively, application 

driven continuous monitoring equipment and advanced software need to be developed. 

Further to address the reduced adoption (Figure 1:5), understanding of the needs of 

the industry is fundamental for the correct and useful application of CM (SKF, 2012b). 

Firstly, cost of capital investment is one of the main inhibitos2 (SKF, 2012b). Wireless 

solutions may be the answer for reduced installation costs on ships, proven to be of 

                                                
 

2 Adoption inhibitors were verified through all of the publications in page xvi. 
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value as LAROS, (2015) has already commercialised such a system. However, there 

is no publicly available reference on the method used or effectiveness and suitability 

of this method for ship CM even though the benefits of using wireless networks have 

been validated for a multitude of applications; from laptops and mobile phones, to 

Internet of Things (IoT) and smart sensors (Xia et al., 2016). As wireless communica-

tion hardware becomes progressively less expensive, emerging applications are stim-

ulated. The advances in mesh and multihop networks have also started finding appli-

cations into port ship-to-shore communication (Ming-Tuo et al., 2013). Today, with 

the rise of IoT, the development of embedded solutions is on the rise. Sensors and 

embedded applications are introduced to every aspect of human activity (Morgan, 

2014). CM can significantly benefit from IoT advances and wireless smart sensor ap-

plications (Xia et al., 2016).  

Secondly, increased training overheads are obstructing wider adoption of CM 

(Shorten, 2012, SKF, 2012b, Griffin, 2011). An appropriate system can address this 

aspect through automated CM data collection, analytics and simplified maintenance 

action decision support. Systems that translate data into useful information are often 

referred as Decision Support Systems (DSSs). Data can be presented as recorded, or it 

can be processed into values that will provide useful information to users and support 

their decision-making. Another inhibitor for the adoption of existing DSSs is that the 

direct benefit was not clearly identifiable by as much as 43% of shipping companies 

surveyed (EC, 2015, Shin and Jun, 2015). The best way of applying CM for the par-

ticular needs of the marine and maritime applications is not as yet identified. To 

achieve this, there is a need for tools that enhance the understanding of direct impact, 

making the benefits clear in business terms. 

Additionally, other issues also need to be addressed. Inhibitors include lack of con-

fidence or trust in new technology (DNV GL, 2014), confidentiality being of prime 

concern (Latarche, 2015), and the lack of trust in data security (Clarke et al., 2006). 

The latter is starting to change (Lloyd's List, 2014). Privacy and security are of para-

mount importance to the shipping industry (Adamson, 2016b). By following standards 

and guidance for the development and integration of cyber technology, the risk intro-

duced through system considerations, human-system interaction, software, network 

communications, data assurance and cyber security can be managed as has been done 
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in other industries (LR, 2016). Such an approach can increase trust and maintain con-

fidentiality and security of data.  

At the same time though, large amount of data is generated which have an impact 

on Internet usage and communications costs; a barrier in the adoption of CM (DNV 

GL, 2014). With systems such as GMDS, NAVTEX, and SafetyNET INMARSAT 

EGS commonly used, this amount of constant data flow is not sustainable or possible 

(eGreenShip, 2012a). Bandwidth is utilised not only for technical data but also crew 

recreational and communication activities (Adamson, 2015b). Developments in recent 

years, such as Inmarsat-5 have increased the available bandwidth to ships and coverage 

in areas were ships would previously be cut-off from access to communication links 

(Inmarsat plc, 2013), with wider availability and better speeds expected in the future 

(Adamson, 2016a, Satbeams, 2015). However, this is not yet the case. The traditional 

model of central data collection puts a burden to the business. Such centralised ap-

proaches are increasingly more difficult to implement especially when large amounts 

of data are generated even in wired applications. 

In the recent decades, the ability to record data from multiple sensors has created a 

significant challenge as an enormous amount of data has resulted from the fixation on 

installing sensors to monitor “everything”. More than 90% of the worlds data have 

been recorded between 2012 and 2014 (Lee, 2014). This quickly adopted trend has 

been referred to as “Big Data”, which describes both the amount and resulting issues. 

It has also opened up an exciting opportunity for businesses. Data analysis, gathering, 

and measurement of any aspect of business operation, equals in importance to stock 

exchange valuations (BU, 2016, Rosenbush and Totty, 2013). Big Data, if utilised ap-

propriately, can accelerate business growth; viewing it as just technical data is a missed 

opportunity. 

This trend of increased data generation created issues in the way data are managed 

and stored. Traditional databases become unusable when large amounts of read and 

write queries need to be executed (Bjeladinovic, 2018). Moreover, when complex que-

ries are needed to cross-reference data from multiple sources, traditional database 

models are not able to perform in user-acceptable time frames. For these reasons, da-

tabases such as Hadoop have been developed, based on new database architectures 

such as object oriented and graph-based (Grover et al., 2015).  
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Further, incomplete datasets are another challenge for big data processing tech-

niques (Ai et al., 2017). This refers to the correctness and continuity of the data set 

being processes to infer a high-level information set, such as reviewing the full vibra-

tion dataset of one engine over a period of 6 months with data points covering every 

millisecond of operation to infer its condition. Often due to issues with hardware or 

software components of the monitoring system, datasets are prone to noise, or gaps, 

referred to as “dirty” in literature. Techniques exist to address this shortcoming but 

are expensive in computational requirements. Examples of such techniques are the 

“Byzantine algorithm” (Klempous et al., 2006), the “Brooks-Iyengar algorithm” 

(Brooks and Iyengar, 1996) etc. 

Finally, in the era of Big Data network resources are consumed by contextual data 

flowing towards central locations, predicted to create severe strain on cloud-based ar-

chitectures and other similar central analytics models in the near future (Harth et al., 

2017). Thus, new approaches such as edge processing have emerged to reduce network 

traffic which distribute the analytics or processing components. The application of 

these approaches on ship CM has not been studied thus far.  

 Research	Impact	&	Benefits	to	Stakeholders	

Monitoring and inspection requirements, for structures and machinery, from regu-

latory bodies and Class have been constantly increasing in complexity over the years 

(Michala et al., 2016b, LR, 2013). Hence, sophisticated software is more appropriate 

than human intervention to deduce useful information to help follow these require-

ments for data-driven timely, risk-based maintenance planning (DNV GL, 2014).  

At the same time, for CM to be able to accurately predict faults and failures, a 

number of years of data collection and analysis may be needed. Exhaustive monitoring 

provides no additional benefit. However, critical machinery and equipment must be 

monitored. Even though this process looks like a daunting challenge, when the versa-

tility of ships is considered, one has to admit that identical components are used in 

large numbers of vessels. Moreover, the process of collection of statistical data has 

already been under way for some years through developments within Class and data-

bases such as OREDA (OREDA, 2016).  

Unfortunately, there is a large gap between the technological advantages available 

in other domains and the actual implementation in the shipping domain which infers 
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that the shipping industry has not quite adapted to the evolution (Adamson, 2015a). 

There are several reasons why the industry should incorporate new technologies in 

various areas including maintenance (LR, 2016): 

• increased business performance, 

• compliance with environmental and safety regulation (SKF, 2012a), 

• better availability and access to newly deployed satellite communications, 

• to reduce the need for competent crew, 

• to better support operations owing to low crew retention rates, 

• to utilise knowledge gained from better data collection and analysis (Dikis 

et al., 2015), 

• to benefit from preventive maintenance (Nemarich et al., 1990), 

• to support better design, 

• to allow integration of better flexibility and control, 

• to optimise systems used and to enhance robustness (SKF, 2012a).  

Several benefits to the shipping industry stakeholders can be identified. Firstly, for 

owners and operators of ships, a solution must apply to a variety of vessels and ma-

chinery/equipment through a modular design. Secondly, the solution should require 

minimal investment in both cost and ease of deployment. Thirdly, the solution must 

require minimal training for the engineers onboard vessels. All this leads to better op-

erating conditions of ships which result in a beneficial impact on safety of the person-

nel onboard as well as the general public (e.g. ferries). 

Moreover, for Regulators and Class such a system can be beneficial in several areas. 

For example, through the minimisation of data transfer and installation cost, a broader 

adoption in many ships is possible. As such general statistical information can be 

collected from many ships and thus promote not only better maintenance and operating 

condition but also better understanding of overall ship systems. This could inform 

more fine-turned regulation and certification requirements. Moreover, data collected 

could be used in conjuction with the classification requirements of inspection; hence, 

make the inspector’s work easier.  

Additional benefits also exist for the manufacturers (OEMs and SMEs). CM can 

provide a better understanding of the performance of their equipment and the associ-

ated failures, used to improve designs. Furthermore, shipyards can benefit from such 
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a system through more accurate record keeping. In this respect, identification of work 

to be performed or identification of weaknesses in designs is possible. Hence, a com-

plete CM system applied on board can be exploited in a commercial system ready for 

the market demonstrating the additional benefits to currently available condition mon-

itoring systems for all stakeholders. 

1.2 Research	Question,	Aims	and	Objectives	
A clear determination of the target of the research achieved is provided in this 

section, used as the main foundation for the development. According to the critical 

review of the literature the following two research questions were identified: 

“Is it suitable to edge process and transmit equipment and machinery con-

dition monitoring data wirelessly onboard a ship?” 

“What is the minimum data transmitting quantity required to support con-

dition monitoring without compromising the decision making process?” 

This thesis proposes a novel system to become the pillar for future improved CM 

developed with domain specific constrains as a means to mitigate the reduction in crew 

numbers, optimise operating conditions, reduce the risk and increase performance 

while compiling with regulation. Through edge computing, wireless based data trans-

fer and advanced decision support software, the inhibiting factors will be limited. Sup-

porting edge computing at the Data Acquisition (DAQ) device level, the modular sys-

tem can flexibly provide CM as well as other benefits, presented in Section 1.4. 

The thesis aims to provide answers to the two research questions presented and thus 

address the identified gaps. The aim is to demonstrate that a system can be developed, 

and its performance validated. The system edge-processes and transmits data wire-

lessly to address the need for low installation cost. It also transmits the minimum 

amount of data to address the need for low operational cost. Finally, the system must 

be suitable for deployment near or at vessel machinery and equipment for condition 

monitoring. Another key aim is to successfully demonstrate the applicability, utility 

and benefits of the system.  

The first objective is to propose a methodology to address both research questions. 
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The methodology includes hardware/software co-design development, deployment as 

well as proposed algorithms for data processing at the various stages within the 

topology. Moreover, the user interface for the presentation of the decision support will 

be developed. 

The second objective is to identify the minimum data transmission required for 

decision support application onboard the vessel and transfer to shore, addressing the 

need for reduced operational cost.  

Through the methodology proposed, the third objective is to prove edge processed 

wireless data transmission onboard and its application for condition monitoring 

purposes. This objective is: to demonstrate the validity of the methods and proposed 

system, and to demonstrate suitability for the application.  

Finally, the last objective is to perform a cost benefit analysis, to provide evidence 

of cost reduction through use of the system and to demonstrate a clear reduction in the 

initial training overhead. 

1.3 Literature	Review	
A clear view of challenges in ship CM applications emerged from the review of the 

context. The research questions were formed to enhance wider adoption of predictive 

maintenance in shipping via addressing the identified inhibitors and constrains. A lit-

erature review of existing ship CM systems, wireless applications, decentralised data 

processing and DSSs is presented in this section to identify the reasons behind the 

current adoption levels, the gap in proposed solutions and the potential of integrating 

them to a complete system. 

To comply with regulatory and safety requirements several parameters are recorded 

by the ship crew at specific intervals. Table 1:3 presents a list of the data regularly 

recorded, as required by three classification societies for the main engine indicatively. 

Such measurements can be made digitally through sensors, either continuously or on 

interval. Additionally, some of these measurements are manually recorded by the crew 

on hand-written forms during interval inspection, based on manual gauges available 

on the equipment in question. In those cases, the sensor is analogue and not connected 

to any recording or data acquisition hardware. Thus, there is room for human error as 

well as room for missing important changes to the data. For example, transient changes 
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due to minor errors or early signs of failure. However, in terms of statutory and regu-

latory obligations the necessary actions are taken and thus the operator meets the re-

quirements. The extended monitoring requirements are presented in BV, (2014), LR, 

(2013) and RINA, (2012b) for a variety of machinery and equipment available onboard 

ships. 
Table 1:3 - Recorded parameters, source (BV, 2014, LR, 2013, RINA, 2012b). 

Source Parameters for Main Engine  
BV, RINA power output 

BV, LR, RINA rotational speed (MICRO-EPSILON, 2016) 
BV, RINA indicator diagram (where possible) 

BV, LR, RINA fuel oil temperature and/or viscosity 
BV, LR, RINA charge air pressure 
BV, LR, RINA exhaust gas temperature for each cylinder 
BV, LR, RINA exhaust gas temperature before and after the turbochargers 
BV, LR, RINA temperatures and pressure of engine cooling systems 
BV, LR, RINA temperatures and pressure of engine lubricating oil system 
BV, LR, RINA rotational speed of turbochargers 
BV, LR, RINA vibrations of turbochargers 
BV, LR, RINA results of lubricating oil analysis 
BV, LR, RINA crankshaft deflection readings 
BV, LR, RINA temperature of main bearings 

 

For new builds, integrated control and monitoring systems are available commer-

cially. For example, the Acon (Rolls-Royce, 2011) system can provide full CM of 

machinery as well as control which includes propulsion plant, electrical power gener-

ation and distribution systems as well as auxiliary systems. The available software 

automates online documentation, trending, maintenance check lists and training 

through simulation videos. Other similar systems include the SFK Integrated condition 

monitoring system (SKF, 2016) and BMT SMART system (BMT, 2015). Weather and 

sea conditions as well as voyage data are required to extract useful performance infor-

mation (BMT, 2015). These factors affect the operation of the ship and need to be 

incorporated for CM to be effectively implemented (Tsujimoto and Orihara, 2018). 

However, such systems come at a cost and new vessels are not frequently built. The 

percentage of newbuilt vessels in the global fleet is approximately the percentage of 

ships with existing full CM systems (Shorten ,2012); i.e. 12%. 

Another approach is isolated CM targeting specific ship systems. These can be in-

stalled when a major refitting of the specific system is performed. For example, Wärt-

silä (2012) supports real-time advice and periodic reports, based on continuous data 
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collection. It monitors the propulsion system and requires oil, pressure and vibration 

analysis. In this case sensor intrusion is not avoidable. However, online oil analysis 

sensors are more prone to failure as they are exposed to the internal harsh environment 

of the machinery (Li et al., 2012). For older vessels, the control system exists but the 

CM attachment is not usually available. 

Installing such systems to an older vessel requires a large refitting operation. It 

makes the capital cost of installation prohibitive, especially when the return of invest-

ment has not been validated (Shorten, 2012). Furthermore, some sensor schemes can 

only be applied at design stage such as the one proposed by Payne et al. (2002). Such 

systems are usually installed in a minority of vessels viz the newbuilt vessels. 

Installation without extensive refitting is more appropriate for existing ships. Sev-

eral such application examples of CM exist. Most commonly used are hand held equip-

ment for thermal and vibration monitoring or performance monitoring (SIKA, 2010). 

They are portable and applicable to more than one ship; e.g. Pythia system by 

Hountalas and Kouremenos (1999). Moreover, in the event where acquisition of CM 

equipment is of no interest to the operator, there are companies that can provide the 

equipment and trained engineers on demand in order to further reduce the cost (TWI, 

2016). However, these systems cannot be used continuously through the vessel’s life-

time while sensors might be pre-installed and readily available (Lees, 2015).  

Existing sensors could be interfaced and their data used for other applications di-

rectly or indirectly. In a reviewed case, a set of pressure, input and output temperature 

sensors pre-installed on a high-pressure air compressor available on a ship were uti-

lised for CM purposes (Nemarich et al., 1990). The new CM interfaced the sensors, at 

the level of the old manual gages. However, an interface was developed and setup to 

be able to collect the corresponding signals. The intrusion of the sensors is an issue for 

hand held monitoring equipment as well (SKF, 2016, Greene, 2006). Several ap-

proaches, such as vibration, thermal imaging and ultrasonic measurements, do not re-

quire the sensors to be intrusively installed. However, the sensors necessary, such as 

ultrasonic microphones and thermal cameras, are prone to ambient noise and not suit-

able for continuous CM. 

Another approach presented by Gupta and Peroulis (2013) is using a sensor that 

does not need to be installed on the bearing but externally to the machinery. A wireless 



 20 

sensor is presented in this work that can record temperature for bearing condition mon-

itoring through metal thicker than 18-mm. Such a sensor could potentially be used to 

reduce intrusive installation. This approach is more favourable as it requires fewer 

disturbances to the machinery in question and is also wirelessly implemented. 

As discussed in section 1.1.2. a wireless system could provide ease of installation 

for existing ships to allow a complete CM system implementation. Hashemian and 

Bean (2011) present a set of different wireless sensor technologies utilised for CM in 

reactors, nuclear power plants, critical equipment and general industrial applications. 

Technologies for networking can accommodate up to 30,000 nodes in industrial appli-

cations (Yang et al., 2013). It is not only possible for wireless networks to perform 

with high reliability under high electromagnetic interference, but also to transport sub-

stantial amounts of data. Through careful design, the software creates a significant 

system advantage under such traffic conditions. Specifically selecting the correct RF 

technology for the application, can provision high data rates (Ralston, 2007). Improved 

protocols and standards further enhance wireless network reliability, to the point that 

industrial control signals can be transmitted in real time to machinery and equipment 

(Shelby and Bormann, 2009a). 

Wireless sensors offer very low-power-consumption systems that reliably send data 

through a network, while reducing calibration maintenance costs after installation 

(JaeHyuk et al., 2013). Moreover, pre-processing of data to reduce the amount of wire-

lessly transmitted information is a well-established strategy to improve network relia-

bility and QoS (Feng et al., 2015, Yang et al., 2012). As processors with increased 

processing capabilities become available, more embedded systems are being designed 

for wireless industrial CM (Cheng et al., 2013). However, such applications have been 

restricted in scope, used mainly in embedded single sensor devices that do not provide 

access to the raw data. The edge-processing approach could be further expanded to 

address these shortcomings, strengthening system robustness when operating within 

the highly demanding environment of the ship engine room. With this excess of pro-

cessing power, sophisticated algorithms can be used to perform pre-processing, pattern 

identification and network maintenance such as fault finding and healing of the wire-

less network at the edge. This is particularly important as monitoring data are more 

accurate and network or sensor faults do not introduce ‘dirty’ data (Nandi et al., 2014). 
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A ship CM wireless system that is commercially available and enables remote mon-

itoring is LAROS (LAROS, 2015). This application claims to reduce the installation 

costs through the use of wireless data collection; without the need of extensive cabling 

over the vessel, reducing the cost of materials as well as cost and time of installation. 

The system is available with decision support software used on shore to analyse data 

and support maintenance action planning. Although the system is modular, the data is 

still processed centrally leading to high operational cost and satellite connectivity de-

pendency. A decentralised approach would be more appropriate to address the need 

for reduced satellite communication costs and real-time decision support onboard. 

The state-of-the-art in CM data processing is (i) embedded systems for data collec-

tion and transmission or (ii) embedded systems for immediate processing and actuation 

without transmission (Humphreys et al., 2014, Cheng et al. 2013). Particularly, Lilas 

(2009) presents the development of a data acquisition system, using an embedded sys-

tem that collects data from several sensors and transmits them wirelessly to shore. A 

microcontroller is used to collect temperature, current and voltage information. A 

wireless link from ship-to-shore is used, to transfer the information and an application 

on shore is developed to process the information collected. Similarly, an embedded 

system approach was adopted in the academic project eGreenShip (2013). A variety 

of measurements including temperature, pressure and vibration were collected through 

the acquisition system for combustion engine monitoring. Finally, Nemarich et al. 

(1990) describe the developed CM model for a high-pressure compressor, for machin-

ery and equipment monitoring. However, none of these cases implement significant 

computation on the edge of the network. 

Reviewing the characteristics of the datasets and the frequency of collection is nec-

essary to identify the applicable technologies for decentralised data processing. Sev-

eral recorded parameters in ship CM are predominantly affected by the operating char-

acteristics of the engine (eGreenShip, 2012a, 2012b, 2013). In general, typical engines 

for ships can be either 2-stroke or 4-stroke diesel engines (Figure 1:6), often 

subdivided by speed into three categories: slow, medium or high (Leduc, 2001). Heavy 

fuel, slow, 2-stroke diesel engines are common in larger vessels, and they usually op-

erate at a speed close to 100 rpm for financial reasons (Wankhede, 2016). Measure-

ments for pressure and vibration are typically collected at least once per revolution. 
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Temperature measurements are collected more sparsely in some cases. However, most 

measurements are needed per degree of revolution, 360 samples in a 100 rpm case. 

 

 
(a) Two Stroke 

 
(b) Four Stroke 

Figure 1:6 – Typical marine engines adapted from MS (2016). 

An engine performing at 1000 rpm would require at least 1000 samples per minute 

(16.67 samples/second), with a maximum of 360,000 samples per minute (6000 sam-

ples/sec). Thus, the latter would require a 6kHz sampling rate, to capture the condition 

of the engine. If each of these samples corresponds to a 32 bit floating point record (4 

bytes), it automatically translates to 24kB/second; thus, the capacity of the network 

that transmits these records from a single sensor needs to exceed 24kB/sec. Consider-

ing that 10 or 20 sensors may be installed in one single engine to capture all the re-

quired parameters, the network capacity needs to increase linearly with the number of 

sensors. A general function for calculating the capacity of the transmission medium 

and data rate requirements is presented in Equation 1:1. 

!"#$%&' = )*+ ∗ )-./ ∗ 0-$"$ ∗ 1&.%&2#&										(1: 1) 
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engine that is performing in )*+ revolutions per minute and data is col-

lected in )-./ . – equal to the number of samples per revolution. Each data 

record occupies 0-$"$  bytes, in both storage and data transmission, and 

1&.%&2#& is the number of sensors installed on the engine. 

Based on Equation 1:1 the system covering the full ship for a significant period 

would collect and transmit a vast amount of data; using the above example 86.4 

MB/hour/sensor, or 2.07GB/day/sensor. The wireless network capacity would be un-

able to transmit the amount of data required for more than a few sensors.  

According to the ZigBee standard, the maximum possible capacity of each node is 

62.5kB/s (250kbit/s) (ZigBee Alliance, 2016), supporting a maximum of 2 sensors at 

each node. If noise is considered together with the requirement for sending network 

operation data and time-stamps, it would become impossible to operate the network at 

this capacity. Under such operating conditions conflicts quickly hinder network per-

formance, and data backlogs form at each node. As a result, delays in delivering data 

to the central hub would quickly render the information outdated and unusable. More-

over, a larger memory would be required on each node to store the backlog; making 

pre-processing is a fundamental requirement.  

Pre-processing is used in a variety of applications, such as CM in aviation, where it 

is found that raw data do not provide any additional information to the end user 

(McFadyen and Adamson, 2016). Further, pre-processing allows the network band-

width to be utilised to its full potential for prognosis and diagnosis of condition 

(Uhlmann et al., 2015, Feng et al., 2015, Yang et al., 2012, Vasilescu et al., 2005, 

Krenzel, 1992). New programming paradigms and systems architectures are starting 

to emerge in the domain of decentralised/distributed computing (Figure 1:7), to reduce 

network traffic which distribute the analytics or processing components; such as the 

one proposed by Harth et al. (2017).  

The “edge computing” paradigm, or otherwise referred as “edge processing”, is a 

recent development in computing systems, executing data processing near the location 

of data collection. In principle, information extraction or processing of data is con-

ducted on intermediate servers or processing units of sufficient compute capability 

residing one step away from the device collecting the data (Varghese et al., 2017), 

known as the “edge of the network”. The network is anything connecting the device 
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to the Internet, inclusive of the Internet and the central data storing server. As this 

paradigm is still in early days of implementation there is debate around its definition. 

For example, “fog computing” is another closely related paradigm which is often 

mistakenly rerefered as edge computing in literature. However, in this approach pro-

cessing is further distributed and dynamically shifting between the data collecting de-

vice and the cloud depending on several parameters such as network availability etc. 

(Ai et al., 2017).  

 
Figure 1:7 – Stages of information processing and processing paradigms. 

Edge processing can reduce data traffic by 95% and application latency by between 

40% to 60% (Varghese et al., 2017). However, this approach still transfers the data to 

local processing capable intermediate infrastructure and studies the reduction of data 

traffic from that point onward. This is the case for all the edge processing approaches 

reported in literature. A thorough review of those approaches can be found in (Harth 

et al., 2017). Significant research in this domain has been conducted for mobile phone 

applications. However, here the focus is on offloading computation away from the 

mobile device to preserve battery power but not offloading as far as the cloud to sustain 

low latency and high application response rates (Fernando et al., 2013). Examples of 

offloaded computation include map/reduce, per-node queries, 3D graphic maps of 

global environments. In that respect, this body of research solves a different practical 

need to the one investigated in this thesis.  

Most recently, other architectures have started emerging in computing. For exam-

ple, the one proposed by Hentschel et al. (2016) presents frameworks for moving the 

initial stage of analytics to the device that collects the data. This is a further extension 

of the edge processing paradigm. Moreover, the data analytics are decoupled from the 
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data recording components. In this work the system architecture is not designed to 

sustain industrial applications, requires wired internet connection and considers only 

applications in smart campus scenarios. Additionally, the analytics component needs 

to be re-trained for every installation location, making the solution non-portable. This 

being the only example of its kind, such architectures need to be investigated further 

as they will need to address several challenges, such as performance within power 

budget, independence of the device, portability, reliability and suitability for individual 

application scenarios. 

In shipping, these developments have not as yet had a large-scale impact, but it has 

become a more prominent topic for discussion, as more systems emerge to produce or 

manage data in the sector. As discussed previously, CM is one of these applications 

that have the capacity of producing Big Data. According to DNV GL, in 2015 Big 

Data trend exceeded predictions for growth and importance to the shipping industry 

(Adamson, 2015a). Big Data management techniques are usually focused on highly 

specific data feature extraction to assist informed decisions. Additionally, Big Data is 

used to cross-correlate different type of collected information in a business and deliver 

optimised solutions to business-wide problems. In that respect, the industry is still far 

from embracing these emerging technologies. Even though companies may already 

record and have full ownership of the necessary data for CM, they often do not have 

the resource or expertise to use them to their full potential (DNV GL, 2014).  

To address the need of reduced traffic over the wireless network and utilise the 

increased processing capabilities of modern architectures, edge processing can be used 

to reduce the volume of recorded sensor data. Sensor data volume reduction is neces-

sary in many applications for storage or transmission (Kwan and Luk, 2018). Volume 

can be reduced through compression or information extraction at the edge of the net-

work. 

Data Compression is a vast research domain and several approaches have been re-

ported in literature (Oswald & Sivaselvan, 2018). According to Sayood (2017), these 

can be classified as:  

• Lossless; including Image compression, Context-based compression, Dic-

tionary techniques, Arithmetic coding, Huffman coding, and 

• Lossy; including Video compression, Audio coding, Wavelets and wavelet-
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based image compression, Sabband coding, Transform coding, Differential 

encoding, Vector quantisation, Scalar quantisation. 

 

Commercial lossless compression tools include 7z and Winzip (Kwan and Luk, 

2018) GZip and RAR (Oswald and Sivaselvan, 2018). Zhang at al. (2018) present a 

neural network approach for image and video data compression. Khan et al. (2017) 

present a lossless image compression method which claims faster processing and 25% 

higher compression rates that state-of-the-art. Oswald and Sivaselvan (2018) present 

a hybrid Haffman Encoding and Frequent Pattern Counting approach for text data; 

highest compression of two orders of magnitude in dense and large datasets. Si et al. 

(2017) propose a vector quantisation method to compress mobile device data traffic 

on 4G networks (video, images and text); highest compression rate (CR) of 4.5:1 with 

2% error vector magnitude distortion. Image, video and text compression techniques 

however are not relevant to CM as the characteristics of the recorded information are 

fundamentally different.  

Signal processing approaches are more relevant to CM. Ziran et al. (2017) demon-

strate a compression of one order of magnitude (highest CR=27:1) through the pro-

posed wavelet transform method (lossy). Similarly, de Souza et al. (2017) utilise lossy 

Singular Value Decomposition method for data compression to address bottlenecks 

due to the increasing volume of smart meter and grid data; highest CR=92:1 without 

affecting the decision-making process. Lossless (highest CR=3:1 using commercially 

available tools) and lossy approaches have also been applied to CM data (Kwan and 

Luk, 2018). According to Kwan and Luk (2018), CM data contain measurement noise 

which does not need to be preserved. Thus, lossy approaches are more appropriate as 

they can achieve higher compression rates; leading to lower consumption of transmis-

sion channel bandwidth. Their proposed lossy compression algorithm achieves 10:1 

compression for CM sensor data.  

Compression algorithms can be an efficient approach to reducing transmitted data 

in a CM application. However, they do not address the issues of ‘dirty’ data. A com-

plete solution for CM needs to be able to identify when gaps in the data are due to a 

change in operational condition of the machinery/equipment (e.g. switched off), or due 
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to a failure of the monitoring equipment (e.g. data acquisition equipment failure, soft-

ware update). Such events could impact the maintenance action decision support pro-

cess by introducing false negatives/positives (Ai et al., 2017). A solution that can ef-

fectively identify events and remove ‘dirty’ data would also reduce data volume 

through selectively removing unwanted data points. 

Thus, information extraction can be utilised to achieve CM data compression and 

event identification through a single computation. A variety of methods for processing 

the collected data are applicable. According to Marwala (2012) the four different types 

of data recorded for CM in industrial environments are: 

 

• Time Domain: recorded raw data over a period of time 

• Modal Domain: system natural frequency, damping ratio and mode shapes 

• Frequency Domain: extracted from the data, through Fourier Transform 

• Time-Frequency: the frequency domain changes with time (non-linear) 

 

The type of information recorded is a determinant for the processing method (Jiang 

and Yan, 2008). Depending on whether the measured parameter is sinusoidal or not, 

the method changes significantly (Jardine et al., 2006). Sensors often record in the time 

domain and the remaining data types must be extracted (Marwala ,2012). For the pro-

posed methodology, temperatures are time domain signals, while and vibrations are 

analysed in both time and frequency domains; pressures can be either, depending on 

installation location. Thus, two different approaches for information extraction are 

necessary in ship CM. 

Table 1:4 presents the corresponding data processing methods applicable to the sen-

sors available for CM (eGreenShip, 2013, 2012a, 2012b, Li et al., 2012, Jiang and Yan, 

2008, Jardine et al., 2006). The list is not exhaustive, as there has been an abundance 

of developed techniques for processing of waveforms and signals in CM applications. 

One example, uses autoregressive coefficients in order to extract useful information 

from the vibration signal in pre-processing (Al-Bugharbee and Trendafilova, 2015, 

Lynch, 2007). However, this approach requires higher pre-processing power and 

would be better suited to post-transmission feature extraction.  
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A promising approach is envelop analysis as presented by Feng et al. (2015). Sev-

eral points raised in this work are of relevance to the proposed system. These are: pre-

processing requires less power than transmitting the raw data, and the output of the 

analysis is suitable for further processing after transmission. This approach minimises 

the data required in order to identify faults in applications such as bearings (Chen et 

al., 2012). Most of these methods require extensive processing capabilities which are 

not readily available in typical embedded system implementations (García et al., 

2014). Hence, the data need to be collected and then transmitted for processing.  

Other methods are less demanding and could be performed directly before data 

transmission. For temperature and pressure, trend analysis and similarly, for vibration, 

FFT and Time Domain Analysis are well documented as appropriate pre-processing 

algorithms. This thesis proposes the implementation of these methods at the edge of 

the network, consuming minimal data processing and transmission resources. 

Machine learning approaches are not applicable at the edge as they reduce portabil-

ity and require high computational capabilities. However, for further processing of the 

recorded information at a central location, machine learning approaches are required 

to identify the condition of the machinery/equipment through multiple data stream fea-

ture extraction. In this space, several methods have been used; generally classified as 

correlation-based methods, finite element updating techniques (Michala et al., 2016a) 

and computational intelligence (machine learning) methods. A review of these meth-

ods is presented by Coronado and Fischer, (2015). 

According to Coronado and Fischer, (2015), time domain analysis, time series mon-

itoring, orbit analysis, instantaneous angular speed analysis, envelope analysis, phase 

analysis and trend analysis, as well as any method based on comparison to a baseline 

profile, is a correlation based method. Examples of machine learning methods, which 

are well established include Fuzzy Logic, Artificial Neural Networks (ANN) such as 

Markov Chain Monte Carlo and Bayesian Networks, Support Vector Machines, Ge-

netic Algorithm and Independent Component Analysis. Additionally, several methods 

for ship condition prediction have been investigated from statistical approaches to 

Markov chains and Bayesian networks (Pintelon and Gelders, 1992, Valdez-Flores and 

Feldman, 1989, Cho and Parlar, 1991). Most often, quantitate methods and probability 

theory are utilised, as time to failure and time to repair are some of the most important 
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parameters in CM applications (Barlow and Proschan, 1981, Gunawan, 2014) using 

Economic Engineering and Monte Carlo simulation (Shadab Far and Wang, 2016, Zio, 

2013). The thesis does not focus on advancing machine learning or predictive mainte-

nance for CM thus a thorough review of the methods is not presented. An open-ended 

system which can accommodate a number of these methods would be able to address 

the requirements of any stakeholder; as different methods may be utilised. 

However, to complete a CM system the information extracted through analytics 

needs to be presented to the maintenance engineers in a manner that addresses the need 

for direct business impact identification. DSS systems have been investigated over the 

past 20 years. DSS is often utilised in creating maintenance schedules, optimised 

maintenance records, and efficient maintenance action decision making (MoD, 2006a, 

2006b, 2006c, Smith, 2001). However, for the system to be accurate the reliability and 

maintenance actions any one component need to be viewed as impacting on interlinked 

to other components/subsystems/systems (Carretero et al., 2003). According to Peters 

(2015), 60% of these applications have failed to mature to successful implementation. 

Complex approaches have based the DSS development on analytical results 

(Jardine et al., 1997). In this case, a proportional hazards modelling method, incorpo-

rating age, cost modelling, and maximum likelihood is adopted for independent com-

ponents. However, the outcome is either performing or not performing a replacement 

action of a component. In contrast, a control state space model, and a typical Kalman 

Filter approach is utilised by Christer et al., (1997). Again, the approach is predicting 

actions for independent systems to suggest replacement actions. Another approach is 

presented by Khac Tuan et al. (2014). Here, the degradation of the system is compared 

to thresholds and to dependent and competing failure modes. When multiple failure 

modes are considered and interactions between systems are important, a reliability ap-

proach is identified by the authors as more appropriate.  

Moreover, it is not possible to generalise a DSS approach for every domain, as the 

design of such a system relies on deep understanding of the decision making process 

and the specific constraints applicable to each organisation (Makowski, 2011). In that 

respect, the trend in many industries is to develop expert systems based on Data Fusion 

and Big Data analytics, through highly specified optimisation modelling, to assist in 
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decision making (Vallerio et al., 2015). In maintenance action suggestion within ship-

ping applications, the reported approaches are presenting the DSS as a tool where the 

parameters to be optimised are of a singular nature – cost or planning optimisation. 

In conclusion and according to the literature review, a CM system that simultane-

ously addresses all the identified needs, constrains and inhibitors (Section 1.1) is not 

available thus far. The following section presents the key findings of the review and 

highlights the contributions of the proposed research.  

1.4 Contributions	
Maintenance is mandatory for the shipping industry but is often performed in a 

counterproductive manner. Minimum CM requirements for critical systems involve 

vibration and temperature measurements while pressure is also important. The thesis 

proposes a modular and wireless system that extends the edge processing paradigm to 

provide low cost data acquisition for CM applications; meeting industry requirements 

within a constrained context. Benefits include cost saving, reduction of risk, increased 

productivity, reduction of human error and efficiency of energy use. The highlights of 

the literature review are: 

• Monitoring targeted to specific manufacturer machinery/equipment not 

overall ship strategy especially for older vessels.  

• Software is necessary for effective CM and regulation compliance due to 

the large data generated and complexity of the ship system. Better software 

systems are required. 

• Slow industry uptake due to cost of implementation, direct benefit obscurity 

and trust issues. 

• Commercial CM systems prove that wireless data transfer is possible, 

though raw data transmission significantly strains the infrastructure, and 

published work is not available on reliability and suitability. 

• Large scale application is possible as identical components exist in many 

ships and thus statistical profiling is already available. 

• Computational capabilities of the selected system components affect the 

data processing method selection. 
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Through the literature review it is demonstrated that there is a gap in current re-

search regarding condition monitoring for the shipping industry. A CM system that 

fully incorporates all the needs of the naval industry may be both complex and difficult 

to implement but is much needed. This gap is identified in the implementation of edge 

processed wireless data transfer onboard ships and the extraction of key information 

to be transferred to shore for decision making. The thesis demonstrates that it is possi-

ble to bridge the identified gap through the following: 

1) The cost for CM can be reduced through appropriate application of wireless 

data transmission and edge computing onboard vessels. 

2) The initial prohibiting investment in training can be addressed through a De-

cision Support System that refers to onboard engineers. 

3) It is possible to minimise the necessity of large data transfer to shore through 

transmitting key information necessary for effective maintenance manage-

ment, utilising on-board edge computing and machine learning.  

 

The main gaps identified through the review, that this thesis will address are:  

• Edge processing can reduce network traffic. 

• Transmitted data volume reduction and identification of events is necessary 

to support maintenance action decision support. 

• Processing at the device recording the data is a new area of computing sys-

tems research and is not yet proven in industrial applications. 

• Internet on ships is expensive and often access is limited or not available. 

• Centralised onshore analytics significantly increase Internet usage. 

• CM systems produce large amounts of data that need to be processed to 

infer higher-level information. 

• Data gathering is fundamental not only for condition monitoring but other 

business purposes. 

• Direct association with benefit does not exist in current CM systems. 

• Better condition of ships, reduced maintenance cost, efficiency of ship op-

eration and savings are desired and can be achieved through a CM system 

used to its full potential. 

• The system should not require significant training to be useful for decision 
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making. 

• The system should be low cost to install and operate. 

• The system should be modular and able to extend to all critical machinery 

and equipment throughout a ship. 

 

In that respect, the first research question outlined in the next section is already 

partially answered through the review. However, there is no published work to prove 

suitability and effectiveness of wireless transmission onboard. Moreover, there is no 

work addressing the big data challenges that widespread use of CM will generate; be-

ing adaptable and scalable for the range of ships within big data environments. 

The complexity of the problem demands a hardware/software co-design investiga-

tion approach. To assess the details of this complex problem and develop a suitable 

system, a systems’ engineering process is adopted. The methodology to be followed is 

presented in the following chapter. 

To address the shortfalls in current shipping CM through advancing edge compu-

ting in this application domain (Section 1.3) and to provide the added value for 

shipping industry stakeholders (Section1.1), the contribution of this thesis is a novel 

integrated system (Chapter 2) developed under constrains. The system combines sev-

eral algorithms implemented simultaneously at the edge of the network, utilising min-

imal resources, enabling flexible, remotely controlled, and remotely managed en-

hanced CM using a purpose-built communication protocol. 

Compared to the state of the art the proposed integrated system advancements as 

applied to ship CM in the maritime domain are: 

1) The development of portable algorithms extending the edge processing para-

digm through multi-sensor parallel data mining to minimize wireless data trans-

fer and to provide reliable data without compromising the decision-making pro-

cess; utilising the capacity at the edge of the CM node network for: data com-

pression and event extraction, flexible interfacing to several sensors, scalable 

and reliable data transfer, and remote system management, while reducing hard-

ware requirements (Statement 1 and 3). 

2) Development of modular and adaptable hardware using commodity hardware 

in the constrained industrial environment of the ship to achieve low cost, on a 
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Linux platform (Statement 1 and 3). 

3) Development of an open-ended data acquisition system that can interface on a 

variety of reliability centred maintenance software solutions 

4) An optimised multiple constraint Decision Support System for condition mon-

itoring on ships, using reinforcement machine learning to optimise maintenance 

action suggestions in real-time onboard, and non-real-time onshore (Statement 

2 and Research Questions in Section 1.2). 

Thus, the contribution to knowledge is achieved through: 

1) The integrated system, its performance and usability. 

2) The validation and verification of the system’s applicability for CM. 

1.5 Disertation	Layout	
The thesis is structured in five additional chapters. Figure 1:8 presents the layout of 

the dissertation and the links between chapters.  

 
Figure 1:8 - Dissertation layout diagram. 

Chapter 1 presented an introduction to the maritime sector, a literature review, the 

research question, the aims and objectives, and the contributions of the thesis. Chapter 

2 presents the methodology to develop the solution that meets the aims and objectives 

presented in Chapter 1. This chapter is divided into sections covering the complete 

system starting with an overview of the methodology.  



 35 

Chapter 3 presents the evaluation strategy, the implementation of the proposed so-

lution, the designed case studies, and the results and findings of the case studies, along 

with the analysis of results of the evaluation strategy. Chapter 3 also presents a cost 

benefit analysis of the proposed methodology based on the review, the performed case 

studies and the resulting findings. A discussion of the findings of Chapters 2, and 3 is 

presented in Chapter 4 and the conclusions and future work in Chapter 5. 
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Chapter 2: Methodology 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

No computerised system can be developed without an application in mind. This 

chapter will present considerations that affect system design in a ship CM application. 

An overview of the methodology is presented in the first section. The approach fol-

lowed in this thesis is a top-down development strategy starting from requirements of 

the application, according to systems engineering principles (Section 2.2). Sections 3 

to 6 discuss the analysis and development of the system components, as well as the 

algorithms and DSS. Finally, section 7 presents the proposed integrated system and 

chapter summary.  
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2.1 Overview	
Based on the key findings of the literature review, condition monitoring is necessary 

to improve the maintenance strategy utilised in shipping. At the moment, no widely 

accepted preventive maintenance approach utilises a cost effective continuous CM 

method. Moreover, such a method that is also easy to deploy on older vessels and 

utilises decentralised data processing is not found in conventional wired installations. 

Finally, available methods do not provide clear benefit identification for the company 

operating the vessel and trust/data-confidentiality issues are not addressed to a satis-

factory level.  

This chapter will review the detailed design and development of the complete sys-

tem from the point of collecting data to the point of presenting it to the user. The nov-

elty of the final proposed system lies in the cooperation of several methods in a full 

system approach, which provides solutions to the existing problems identified in Chap-

ter 1. This is achieved through the development of a system to satisfy the research 

questions (Section 1.2) and outlined aims and objectives, in so doing, covering the gap 

identified through the literature review (Section 1.4).  

According to the International Council on Systems Engineering (INCOSE, 2016): 

“A system is a construct or collection of different elements that together produce 

results not obtainable by the elements alone” and “Systems Engineering is an 

engineering discipline whose responsibility is creating and executing an 

interdisciplinary process to ensure that the customer and stakeholder's needs are 

satisfied in a high quality, trustworthy, cost efficient and schedule compliant manner 

throughout a system's entire life cycle”. 

The complexity of such systems often necessitates an interdisciplinary process. As 

will be evident through the following sections of this chapter, the proposed system is 

highly complex with several requirements and constraints.  

Figure 2:1 presents the methodology followed, aligned with the Systems Engineer-

ing principles, as presented by INCOSE (2016). However, it was further adapted to 

reflect the requirements of this thesis and extended to incorporate the academic ap-

proach necessary. As the issues that the proposed system is addressing reflect existing 

problems faced by the industry today, the systems engineering approach is considered 

appropriate, if not necessary. Similar approaches have been used in the past to develop 
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systems (Dhukaram, 2016, Tomotsugu, 2013, Gangadharan, 2013). 

 
Figure 2:1 – Methodology. 

The methodology3 follows a waterfall model of systems design up until the DSS 

                                                
 

3 Published in: MICHALA, A. L. & VOURGANAS, I. 2017. A Smart Modular Wireless System for 
Condition Monitoring Data Acquisition. Proceedings of the 16th International Conference on Computer 
and IT Applications in the Maritime Industries, Cardiff, 15-17 May, Technische Universität Hamburg, 
Harburg, ISBN 978-3-89220-701-6, 212-225. 
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requirements analysis and scope definition stage (Figure 2:1). However, an agile de-

velopment and implementation model was used for stages after (and including) the 

system specification definition4. The method is not fully agile as according to feed-

back5 the requirements were not iteratively reviewed, whilst the data acquisition, soft-

ware, DSS and user interface were iteratively reviewed and developed. The waterfall 

and agile methods are not novel. However, through the definition of requirements in 

the following sections and identified gaps in Section 1.4, the novelty comes from the 

proposed system development and application in the maritime domain. This approach 

is further discussed in Section 2.2 and the requirement for agile development is further 

analysed in Appendix A.  

This method was adopted as it provided sufficient time to understand the maritime 

requirements of this cross disciplinary system development. However, after the initial 

design, several iterations led to re-evaluation and re-development and allowed for 

extended feedback, in particular from the industry experts and other stakeholders. The 

steps presented in Figure 2:1 are followed in the sections of this chapter in the same 

order.  

2.2 Requirements	
Initially, the findings of the previous chapter were categorised to identify common-

alities and the system components. Figure 2:2 presents a Venn Diagram grouping the 

considerations identified in Chapter 1. These considerations are grouped according to 

the area they impact the overall system; Business Targets presented as Key Perfor-

mance Indicators (KPIs) (MARINTEK, 2010), Maintenance Targets, Installation Re-

quirements and Provided Services Requirements. The combination of Business and 

Maintenance Targets identifies the selected maintenance strategy. Similarly, the com-

bination of Maintenance targets and Installation Requirements provides constraints 

and requirements for the selection of suitable hardware. Finally, the combination of 

                                                
 

4 A comparison of waterfall and agile models in systems development is presented in https://www.se-
guetech.com/waterfall-vs-agile-methodology/  
5 The requirements were published in all publications listed in page xvi. The system was published 
in: Michala & Vourganas, (2017), Michala & Lazakis, (2016), Michala, Lazakis, Theotokatos & 
Varelas, (2016). The DSS and GUI were published in: Michala, Lazakis & Theotokatos, (2015), 
Lazakis, Dikis, Michala & Theotokatos (2017), Dikis, Lazakis, Michala, Raptodimos & Theotokatos 
(2016), Lazakis, Dikis & Michala (2016), Dikis, Lazakis & Michala (2015). 
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Supported Services and Installation Requirements shapes the requirements for suitable 

software functionality.  

 

 
Figure 2:2 – System Requirements Categorisation. Key Performance Indicators (KPI) sourced from 

MARINTEK, (2010). 

Overall, the union of all the areas represents the combined strategy, hardware and 

software development that meets system requirements and provides a suitable appli-

cation. As dictated by the literature review the most suitable strategy demands CM, 

the goal that predominantly drives the system development. 

The requirement analysis identified the high-level objectives of this system in four 

main categories. The decomposition to a low level hierarchical list of requirements 

follows a four-quadrant strategy to represent the development of this system (Figure 

2:3). The four quadrants interact and define the system through an iterative process. 

This iterative process was necessary to meet the system development requirements 

according to cyber security regulation (Appendix A). Hardware is represented at the 

top in Figure 2:3 to highlight that the hardware requirements impose constraints on the 

software development.  

Each of these quadrants addresses a set of considerations and collectively, the full 

system addresses all four requirement categories. Figure 2:3 represents the suitable 

hardware requirements as two subsets, the first addressing the method for providing 

inputs to the system and the second addressing the data flow through the system. These 

two quadrants successfully meet the requirements of the selected maintenance strategy 
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through CM, while at the same time targeting all the considerations of the installation 

requirements. In particular, the reduced CapEx is one of the primary benefits to in-

crease industry adoption of CM systems, met through the utilisation of wireless com-

munication. A cost-benefit analysis of the proposed system is presented in Chapter 3. 

 
Figure 2:3 – Strategy for novel maintenance system development. 

Software development is also represented by two distinct quadrants, the strategy for 

information extraction (mining) and data management followed by the strategy for 

data presentation. The requirements for functionality and services are the most 

important drivers for those quadrants combined with the installation requirements. De-

composing the requirements to tangible development quadrants, results in a clear un-

derstanding of the system’s components. There are four major components which are 

further divided to sub-components (Figure 2:3). The correlation of requirements, liter-

ature gaps and system components is summarised in Figure 2:4. 

In Figure 2:4 the requirements identified from the literature review are presented as 

cloud shapes and the decisions made derived from the methodology as parallelograms. 

Requirements can be directly related to constraints for the proposed system (Figure 

2:4) These led to the design decisions that shaped the development of the proposed 

system. To facilitate this system, specialised hardware and software co-design inves-

tigation was necessary. The system design decisions, fall in two categories; the physi-

cal system development – reflecting hardware decisions – and the software develop-

ment. These are further divided to correspond to the four quadrants of Figure 2:3. 
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Figure 2:4 – Data management system needs based on literature review identified considerations. 
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The requirements identified in a hierarchical list according to the level of im-

portance for the industry stakeholders mapped to the four quadrants are:  

1) Low capital investment and low operational cos.- Transmission & Acquisition. 

2) Minimal satellite Internet usage but full visibility to shore – Management & 

Mining. 

3) Easy installation with minimal requirement for out-of-service hours – Trans-

mission & Acquisition. 

4) Flexible deployment to cover a large variety of machinery and equipment – Ac-

quisition. 

5) Utilisation of wireless technology where possible – Transmission. 

6) Data translated to useful maintenance decision support – Presentation & Min-

ing. 

7) Data linked to direct benefit for the stakeholders – Presentation & Mining. 

8) Input interface that can support a variety of industrial sensors - Acquisition. 

9) Increased data protection strategy to enhance trust in technology – Transmis-

sion & Management.  

10) Prognosis of failures and long-term condition management visualisation – 

Presentation & Mining.  

11) Access to computers is possible only in the control room which is a different 

physical room adjacent to the engine room – Acquisition & Transmission & 

Presentation.  

12) Data acquisition near the sensor location is a physical requirement as engine 

rooms are physical structures that cover a very large area – Acquisition & 

Transmission.  

13) Data acquisition of measured parameters must comply with requirements im-

posed by Class and regulation – Characteristics & Measured Parameters Anal-

ysis (Table 1:4). 

 

To identify the required scope for DSS and address points 6 and 7 of the above list, 

the minimum necessary number of monitored machinery and equipment must be 

identified. According to the findings of Chapter 1, the selection is based on importance 

and criticality of ship systems (Figure 2:5). Fire and Alarm systems are excluded as 
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they require current monitoring which is out of the scope of the thesis.  

 
Figure 2:5 – Ship selected critical systems and resulting subsystems. 

Figure 2:5 presents a more detailed classification of systems and subsystems for the 

critical machinery and equipment requiring CM. Additionally, the subsystems in some 

cases incorporate components such as pumps, filters and motors which often require 

to be monitored separately to assess the condition of the subsystem. According to a 

review of the CM data requirements for tankers, bulk carriers and container ships, pre-

sented in INCASS (2014b), some of the components and subsystems require to be 
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monitored more frequently. These are highlighted in Figure 2:5 in bold. 

Where possible the pre-installed commercial sensors should be utilised. If that is 

not applicable for reasons of insurance and warranty, the data collected from the ex-

isting sensors may be directly transferred to the post processing unit. In that event, 

there is a requirement for specific interface development, to be discussed in the fol-

lowing sections of this chapter. 

If no sensors pre-exist, temperature, pressure and vibration sensors will need to be 

installed with minimal intervention to the machinery. Pressure sensors require intru-

sive installation, and thus will require a cost/benefit analysis to determine whether it 

is a viable investment; discussed in Chapter 3. In that respect, installation on both new-

built and existing ships will require the same minimum effort. Additionally, sensors 

can be selectively deployed in stages based on the extent that the ship operator wants 

to invest in CM. 

2.3 System	Component	Analysis	
To evaluate if the proposed system is applicable in CM for on-ship machinery and 

equipment, the necessary inputs must be connected to appropriate acquisition and 

transfer equipment and presented to users. In that respect, this section will investigate 

the specification for data acquisition, transmission and presentation.  

 Data	Acquisition	

Several hardware architectures exist today for use in ‘smart’ devices. These include 

microprocessors (e.g. x86, ARM architectures (TI, 2016)), CPUs (Saecher and Markl, 

2012), combinations of the two (e.g. Big-Little (Chung et al., 2012)), and accelerators 

(e.g. GPUs and FPGAs (Saecher and Markl, 2012)). Currently, the use of accelerators 

is a vibrant research domain especially in low power applications. However, they are 

difficult to program, software is not portable between architectures or vendor imple-

mentations and time consuming to re-program (e.g. upgrades, serve different CM in-

puts). The same applies to mobile device architectures such as Big-Little.  

The use of embedded systems in data acquisition is well established. Using sensors 

effectively and understanding the hardware in an embedded system is key to develop-

ment (Costillo, 2015). Commercial systems are available for a variety of industries 

including marine and maritime (NI, 2016a, Humphreys et al., 2014, Cheng et al., 2013, 
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AVL, 2013, Vasilescu et al., 2005, Wärtsilä, 2012, eGreenShip, 2013, Lilas, 2009, 

Nemarich et al., 1990). Embedded is defined as: “systems which utilise microproces-

sors to perform a number of actions, manage input signals and provide the desired 

output with minimal resources”.  

After the input measurements are selected, several other design decisions need to 

be made. For instance, electronic interfaces need to be created between the sensor and 

the embedded system processor. Moreover, depending on the processor selection and 

its capabilities, software development resources may be limited. Hence, hardware may 

be the only possible solution for Analogue to Digital Conversion (ADC) or Digital 

Signal Processing (DSP). However, if the processor has sufficient memory and pro-

cessing power these can be implemented largely in software. The trade-off between 

processing power, battery consumption and sampling frequency ultimately determines 

the software development for a particular application. In order to apply the best system 

design strategy, the processor, the sampling and real-time monitoring requirements 

must be examined. The power supply and consumption requirements were not the pri-

mary focus of the thesis and are discussed in Section 5.2. 

Single Board Computers (SBCs) use CPUs instead of microprocessors. They are 

flexible, easy to manage remotely and can deploy many algorithms in parallel to serve 

several CM inputs (Molloy, 2015c). Examples include the Raspberry Pi, BeagleBone, 

Galileo and Arduino (Lewis, 2015). The Linux processors combine low power 

consumption, microprocessor and mini OS capabilities (Molloy, 2015c). Major ven-

dors such as Silicon Labs and Texas Instruments provide a large variety of ‘plug and 

play’ hardware and software, specifically developed for the IoT generation (Weisman, 

2016). As the focus of this thesis is on higher processing on the data acquisition unit, 

Linux processors are a compelling foundation. At the same time, development time is 

reduced as software is in languages such as C, C++ and Java instead of processor spe-

cific embedded C. For the proposed methodology, the available solutions are com-

pared (Table 2:1). 

Provided that no OS exists, Arduino was ruled out. Moreover, the lower processing 

capacity of Arduino was a limiting factor. The RPi was not a viable option as the con-

tinuous writes to the SD-Card limit its lifetime and thus reduce the robustness of the 

system. As the BeagleBone Black (BBB) had a more powerful processor and already 
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available internal storage, it provides a more compelling option for this application. 

Also, the readily available access to a Linux Kernel and other peripherals was instru-

mental to the decision. Unlike standalone embedded processor chips, or Systems on a 

Chip (SoC) solutions, the more powerful processors of this generation of SBCs give 

fertile ground for network edge programming; the focus of the research.  
Table 2:1 – Comparison of Linux quick start development boards (values marked with * indicate that the 
option is not readily available and would require significant software development overhead). 

Parameter Raspberry Pi 2/B BeagleBone Black Arduino UNO R3 
Embedded Processor 0.9 GHz ARM A7 1GHz ARM A8 ATmega328 

RAM 1 GB 0.5 GB 2 KB 
Storage SD card, external 4 GB, internal 32 KB, Flash 

USB ports 4 1 1 
Peripherals HDMI, Ethernet HDMI, Ethernet 0 

OS Yes Yes No 
Real time No* Yes No* 

 

The reliable OS allows easy access to hardware through command line and scripting 

(Molloy, 2015b). BBB is equipped with Analogue Ports, ADCs and is designed to 

allow monitoring applications in contrast to its other counterparts, providing a great 

advantage to embedded development especially in the early stage. Another benefit of 

this platform is that it comes complete with a variety of stackable daughterboards re-

ferred to as capes; allowing modular development (Molloy, 2015a). 

Finally, the most significant advantage of BBB is that it is fully open source. In that 

respect, information and support for development is easily accessible. That also trans-

lates to access to hardware designs. Hence, all the components can be easily transferred 

to their miniature counterparts and Printed Circuit Board (PCB) design, for the final 

stages of the development. BBB is an excellent proof-of-concept development board 

and is suitable for less demanding deployments; however, there are other more robust 

systems that could be used in production. There are numerous embedded system 

development boards that are specifically intended for industrial use, providing features 

like robustness to heat, vibration, etc., and run Linux; these are not reviewed here as 

development of a proof-of-concept was the aim of the thesis. 

The disadvantage of SBCs versus microprocessors is the ability to process input 

and react in real-time. Linux processors are not as easily used for real time monitoring. 

Real-time monitoring refers to data collected under certain timing constraints with de-

cisions made within that time frame. The Linux operating system increases complexity 
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in scheduling of real-time tasks to meet the defined timing constraints (Liu, 2000). For 

example, there are specifically developed microprocessors such as Texas Instruments 

ARM platforms (TI, 2016) for specialised real-time applications.  

To address this shortcoming of Linux processors and to reduce complexity of 

scheduling, BBB offers two additional micro-processors on board, specifically 

dedicated to real-time monitoring and interfacing to sensors (Molloy, 2015b), i.e. two 

Programmable Real-time Units (PRUs). To be able to provide real-time monitoring on 

the other SBCs, significant software engineering would be required to keep within the 

time constraints, which translates into increased development overheads, possible race 

conditions, or other deadlock conditions, not easily identified and rectified. 

Also, BBB uses server time synchronisation through Ethernet to establish the cor-

rect synchronisation of time. Synchronisation implementation could be achieved 

through the data transmission channel. In this approach, the real time could be reset 

through data received from the central collection hub, reducing the hardware and im-

plementation cost at the expense of increased network traffic.  

Several real time monitoring applications have been reported in the literature for 

industrial condition monitoring (Yang et al., 2012) proving that wireless network 

nodes can be used in such applications (Cheng et al., 2013). Moreover, the same work 

presents the use of wireless nodes for not only monitoring but also control. In that 

respect high dependability, reliability and quality of service of the communication is 

proven. That work uses ZigBee, further elaborated in Subsection 2.3.2.  

 Data	Transmission	&	Management	

The data transmission component facilitates the wireless communication between 

the point of data acquisition and central data collection. For wireless communication, 

several parameters need to be considered (Gardner, 2012). Wireless networks are, by 

definition, prone to electromagnetic interference and are affected by any obstacle that 

disturbs the RF signal path. However, several advances in the technology have allowed 

for the successful application of Wireless Multihop Networks (WMNs) in modern in-

dustrial setups (Badis and Rachedi, 2015, Ming et al., 2012). The engine room of a 

ship is similar to an industrial unit in the type of equipment and machinery used, and 

their noise profile (brief review in Appendix B). Alternative technologies are ultra-
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sonic and optical communication distributed networks (Vasilescu et al., 2005). How-

ever, ultrasonic applications may not perform well in noisy environments such as a 

ship’s main engine room. Also, optical technologies require a line of sight between the 

nodes of the network and small distances between the nodes. 

Other parameters to be considered are the time synchronisation method, network 

deployment, QoS, message routing, network reliability, network fault identification 

and recovery mechanisms, data rates and frequency of data transmission (Nandi et al., 

2014, Kiyang and Van Zyl, 2014, JaeHyuk et al., 2013, Zhao et al., 2013, Xu and Liu, 

2012, Ralston, 2007); addressed in this thesis through industrial communication pro-

tocols and software implementation. 

The Institute of Electrical and Electronics Engineers (IEEE) has issued the IEEE 

802.15.4 standard in the 2.4 GHz ISM band (Wagner and Barton, 2012, IEEE 

Computer Society, 2003). Industrial application Protocols based on the IEEE 802.15.4 

standard are: Wireless Highway Addressable Remote Transducer (WirelessHART), 

International Society of Automation (ISA) ISA100-11a, 6LoWPAN, and 

ZigBee/ZigBee Pro (Shelby and Bormann, 2009b).  

The 6LoWPAN standard is specifically developed for low power wireless sensor 

networks using embedded systems for industrial applications where monitoring and/or 

control are of interest (Shelby and Bormann, 2009a). ZigBee has been extensively used 

in a variety of industrial applications such as electrical power sub-station condition 

monitoring (Baker, 2010) and bearing condition monitoring (Feng et al., 2015). Wire-

lessHART claims to use lower power than ZigBee and provide similar service (Myhre 

et al., 2014). 

Even though WirelessHART, ISA100-11a and 6LoWPAN could have been candi-

dates for the application they have a disadvantage compared to ZigBee. ZigBee pro-

vides the ability of full ad-hoc path identification and mesh routing. Also, it is fully 

compliant with IEEE 802.15.4, provides full flexibility for the application layer, and 

allows for higher level of data security. ZigBee has incorporated the IEEE 802.15.4 

MAC layer security and provides data encryption in three distinct layers (Lennvall et 

al., 2008). Table 2:2 presents a comparison of the three most established protocols. 

Research supports that ISA100-11a may be more robust in high noise interference. 
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As data need to be verified for transmission, it increases power consumption and de-

lays delivery (Wagner and Barton, 2012). However, the most significant interference 

that affects the performance of wireless networks is noise generated through Wi-Fi 

traffic – often present in land based industrial environments (Grami, 2016). In the case 

of ships, such interference is only present when in port, at which point most machinery 

and equipment is not in operation. Other sources of interference outside the Wi-Fi band 

are more prevalent in this environment; further discussed in Appendix B. Also, the 

possible loss of data does not significantly affect the reliability profile of machinery or 

equipment (Baker, 2010). Thus, the extra cost for ISA100-11a is not justifiable for this 

application. In contrast, a low-cost ZigBee Pro with a software defined delay tolerant 

networking approach guarantees delivery of all data regardless of the transmission me-

dium but could have an effect on real-time decision making onboard (Section 2.6). 
Table 2:2 – Comparison of Industrial Wireless Protocols. 
 WirelessHART ISA100-11a ZigBee Pro 

Power  
consumption 

Lowest Lower Low 

Mesh Power optimised, Fre-
quency hopping 

Coordinated Frequency 
Hopping + Node Hop-
ping 

Ad-hoc Distance Vec-
tor Node hopping 

Channel Dynamic Dynamic Static 
Modulation TDMA - DNT-SMP TDMA - DNT-SMP TDMA(optional slot) 

Channel  
selection 

Dynamic + Blacklist-
ing 

Dynamic + Cycling + 
Blacklisting 

Optimised + Blacklist-
ing 

Devices Routers Routers End Devices + Routers 
Security Authentication + En-

cryption, Node-to-
Node 

Authentication + En-
cryption, Node-to-Node 

Authentication + Integ-
rity + Encryption, 
Node-to-Router 

Cost ~100 $ ~100 $ ~10 $ 
*Time Division Multiple Access (TDMA) modulation (JaeHyuk et al., 2013). Very low 
power wireless transmission is possible (Bongjae et al., 2014) but depends on the desired 
transmission range (Mehta and Reddy, 2015). 

 

As discussed in Chapter 1, ZigBee Pro would not be able to perform under the vol-

ume of raw measurements. Also a topology of the network with maximum separation 

of 6m is necessary according to Kiyang and Van Zyl (2014), increasing the number of 

sensors that can be attached to each unit. Thus, a data management strategy was pro-

posed based on the edge-processing paradigm; distributed in storing and sensing. The 

data is transmitted to the central collection point where it will be post-processed, 
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utilising the full processing capabilities of the onboard computer (Figure 2:6). To 

enable further onboard analytics for condition prediction, the central collection point 

will acuminate all the post-processed data, storing the data in a structured format.  

 
Figure 2:6 – Data management sequence6. 

In this thesis a set of storage files in simple CSV format are utilised which could be 

easily imported to a shipping commercial database at a later date, such as the one pre-

sented by Taheri et al. (2015), Adamson (2016b) or even Cloud Computing platforms 

(Xia et al., 2016, Uhlmann et al., 2015). This allows the system to be open ended in 

terms of storage options and analytics. CSV files were used as the data volume gener-

ated by the case studies was not substantial. Moreover, this approach allowed for 

standard tools such as bash scripts, awk scripting etc. to be utilised for analysis 

of results.  

As it is outwith the scope of the thesis to present a novel approach in CM data 

analytics, condition and fault diagnosis, a proven state-of-the-art method will be used 

based on a Bayesian Network representation of the monitored system for fault extrac-

tion (Lazakis et al., 2017, 2016a, 2016b, Dikis et al., 2016, Michala et al., 2016b, 

2015). This method provides an ideal analytics component for the proposed system as 

it is compatible in input/output requirements and is validate for use onboard ships. The 

results of the reliability analysis method will be used by the proposed DSS to provide 

maintenance action decision support onboard (discussed in the following subsection).  

                                                
 

6 created using the tool www.websequencediagrams.com  
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Finally, to complete the data management strategy a method for on shore visibility 

must be proposed. A consideration is the operational cost of the system especially in 

terms of satellite data transfers. For this reason, the required analysis is executed 

onboard and the resulting information in the form of actions, warnings or failures are 

the only data transmitted to shore.  

 Data	presentation	

One of the inhibitors in Chapter 1, is that users do not identify the immediate benefit 

from using CM technologies. In that respect, this section discusses data presentation 

in a manner useful to the end users including both onboard and on shore personnel.  

The reliability analytics component presents condition information in degradation 

curves. The reliability, failure modes, along with other inputs such as the actions that 

can/cannot be performed onboard are necessary DSS inputs. Information from expert 

users is important in the interpretation of the reliability of the system in each condition 

(Dikis et al., 2016, Lazakis et al., 2016a, 2017). Additionally, most approaches are 

presenting the DSS as a tool where the parameters to be optimised are of a singular 

nature – cost or planning optimisation (Section 1.1.2). But maintenance action sugges-

tion is not considered as a multiple parameter problem where constraints apply (Tsang, 

1995); such a method is not available for onboard real-time maintenance decision sup-

port to the best of the author’s knowledge. Thus, this thesis will present a method 

which addresses all these requirements. Moreover, this DSS approach will implement 

a reinforcement machine learning method to individualise decision support for each 

vessel through time. 

Another important parameter in data presentation, apart from the actual data and 

information extraction, is the Graphical User Interface (GUI). A plethora of studies 

have discussed the feedback of users to GUIs and the usability of software design. 

According to current guidelines for GUI development, the design should always con-

sider the user experience, the user expectation and user knowledge so that the it is 

tailored to provide the most useful information in the most appropriate manner (Gray 

and Salzman, 1998). According to recent trends, the optical artistic presentation of the 

GUI is no longer relevant. Functional GUIs have been regarded as outdated. Most im-

portantly, since the era of iOS, simplicity and intuity, as well as obstruction have been 

driving GUI designs (Morgan, 2014). The target of GUI is to present the information 
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when it is needed through basic interfaces. Firstly, user feedback and use cases are the 

only real measure of success. Secondly, simplicity is a key requirement. 

The GUI which will be used in this thesis was developed, following these principles 

and presented in several publications, workshops and conferences (Lazakis et al., 

2017, 2016a, 2016b, Dikis et al., 2016, Michala et al., 2016b, 2015). Through the pub-

lic showcasing and consultation with industry stakeholders, extensive feedback was 

acquired from potential users and experts in the field, used in refining the GUI.  

The outcome of the design analysis presented in this section is a concise system, 

that harvests the benefits of a powerful and smart data acquisition unit. For the devel-

opment of the methodology four areas are proposed in Figure 2:7, corresponding to 

the layers presented in Figure 2:3.  

 
Figure 2:7 – Proposed methodology implementation overview. 

The specification of the proposed system is versatile and modular, based on edge 

processing and wireless transmission, representing a system beyond the current state-

of-the-art of ship CM. In contrast to existing approaches the proposed system advances 

the state-of-the-art through decentralised data management on a low-cost wireless plat-

form that supports real-time onboard DSS. The system can be applied to new and ex-

isting vessels alike, at minimum installation cost and intervention. Also, through cor-

rect data management, and security, the customer sensitive information can be hidden, 

improving trust of the system. Through associating impact of condition with cost, the 

benefit of CM is more direct. Minimising the data transmitted to shore, when the ship 

is sailing, further reduces cost, while providing non-real-time visibility to the shore-

based business functions. 

2.4 Component	Development	
This section will further elaborate on development, based on the discussed con-

straints, considerations and design specifications (Section 2.3). The final integration 

Data Acquisition
•Vibration 
Temperature 
Pressure

•Hardware
•Embedded
•Pre- processing

Wireless 
Transmission
•Edge processed 
information

•From sensors
•To central 
point in Engine 
room

Hub
•Engine room 
to Control 
room

•Post-
processing

•Analytics

DSS
•Cost/Impact 
analysis

•Fault analysis
•Recommended 
actions

•Monitoring 
Success 



 54 

of the components in presented in Section 2.7. 

The Data Acquisition (DAQ) component is developed according to the identified 

capabilities (Sections 1.1.2 and 2.3) using a BBB (Section 2.3.1). However, to inter-

face the BBB platform to the selected range of input sensors the DAQ unit needs to 

incorporate hardware to translate the analogue input to compatible BBB input. The 

implementation and hardware interface to BBB is discussed in Section 3.1 using a 

globally recognised interface for coaxial cables; a Bayonet-Neil Concelman (BNC) 

connector along with signal conditioning electronics. The selected infrastructure sat-

isfies all the design constraints and requirements outlined in the physical system – 

sensor and data acquisition (Section 2.2).  

For the system to be modular, it must be able to permit different settings. Table 2:3 

presents a summary of the configuration settings available at commission defined by 

the physical connection to sensors. A summary of all the configuration settings and 

the selected values will be presented at each experimental setup in Chapter 3. 
Table 2:3 – Configuration settings. 

Parameter Setting 

Measurement Temperature, Pressure, Vibration 
Type Value, Signal 

 

The overview of the DAQ component is presented in Figure 2:8. This component 

contributes to the proposed system in combining the processing unit, the embedded 

Linux platform, its capability to be adjusted to different sensor requirements, and the 

algorithms developed to manage both the input and the operating routines of the sys-

tem (Section 2.5). Thus, advancing ship CM through decentralisation of processing 

under domain specific constrains and advancing the edge computing paradigm via sin-

gle-pass 0-hop lightweight and portable processing of CM data for feature and event 

extraction.  

 
Figure 2:8 – Integrated DAQ component for signal harnessing. 

Figure 2:9 presents the most significant characteristics of this system to reduce 

wireless traffic. This approach can increase the QoS and reliability of the network. 
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Based on Sections 2.3, the proposed system uses ZigBee Pro wireless transmission. 

This approach meets the needs and constraints identified in the literature review of 

reduced capex, enhancing industry adoption and providing security to boost trust. 

Unique encryption keys are generated at commission so that other wireless systems 

can not breach the system. The protocol has embedded encryption mechanisms, which 

can be further enhanced through additional message encryption prior to transmission, 

if necessary.  

 
Figure 2:9 – Pre – processing and filtering raw data to reduce wireless network traffic. 

The key points affecting the algorithm development that drives this wireless com-

munication system are : 

• Reduction of traffic to increase reliability. 
• Verification of data transmission and encryption, authentication, and integ-

rity security utilisation. 
• Investigation and documentation of system performance (not documented in 

the literature). 
• Delay tolerant networking and mesh remote management and self-healing 

is not available in existing systems.  
 

These can be addressed through the management method. Moreover, this method 

considers other requirements such as low power consumption. The performance vali-

dates the suitability of this novel system and the method for assessing this is presented 

in the Chapter 3. 

For the embedded system to be able to drive the wireless communications, several 

configurations need to be considered. Table 2:4 presents additional configuration set-

tings required for the wireless network. These must be setup at commissioning, simi-

larly to other settings discussed in the previous section, governed by the decision that 

ZigBee Pro will be used.  
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Filter Pre-
process

Raw 
data 

1 Raw 
data 

3Raw 
data 

2

Wireless

Data Aquisition



 56 

Table 2:4 – Additional configuration settings (continues from Table 2:3)  
Parameter Setting 

Encryption Generated Encryption Key 
 

To meet the requirements of the system, five operating modes are necessary (Figure 

2:10). Table 2:5 presents these operating modes and their requirements in in terms of 

execution time and data rates.  
Table 2:5 – Default operation modes timing and indicative data requirements. 

Mode Value 
              Sec 

Type 
           Bytes 

Signal 
              Sec 

Type 
           Bytes 

Sleep 58 0 59 0 
Record 2 16 1 16 

Failure Onset 20 160 100 1600 
Attempt Join ∞ 1 ∞ 1 

Error ∞ 1 ∞ 1 
 

The system is initially in Sleep mode (Figure 2:10); then, it cycles through Record 

mode for healthy system conditions and can also enter Failure Onset mode if abnor-

malities in the data are identified. When an abnormality is identified, the system in-

creases the sampling period and frequency to identify if the recorded values are rele-

vant to failure or just noise. 

 
Figure 2:10 – Embedded and Wireless system state machine. 

To establish that abnormalities in the data are not related to internal errors, the sys-

tem has several internal error identification mechanisms. When such an error is 

identified, the expected behaviour cannot be guaranteed, and the system goes into Er-

ror mode. A self-healing process is assumed at this stage, if possible, and the general 
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system is notified of the condition. If the error is non-recoverable, the device enters 

sleep after producing a distress signal. Such signals are referred to as events. An event 

posting mechanism is also in place to manage the propagation of these events. In this 

eventuality, when the device is healed, it moves into Attempt Join mode to reconnect 

to the mesh. The state machine of Figure 2:10 presents the connection between modes. 

The conditions of the transitions between states are dependent on time constraints and 

state identification.  

In order, to make maintenance of the proposed system more manageable, a set of 

commands can be transmitted from the central collection point through a user interface 

(Table 2:6). These commands can be used to alter the configuration settings of any 

DAQ deployed, but do not allow change of the encryption key parameter. So, every 

sensor can be signalled to start recording more frequently, move out of sleep mode or 

even change the parameters to allow different sensors to be attached. Test and fault-

finding commands are also available for diagnostic purposes and network manage-

ment.  
Table 2:6 – Commands for network management, diagnosis and configuration setup. 

Command Description 

Join Tells any devices to join the mesh if they have the correct encryption key 
Remove Deletes a device from the mesh and forces it to sleep 

Command Protocol for custom command, used to allow expansion of the system 
Mesh Reports the status of the mesh 

Channel Custom change to the channel setting 
Refresh Removes and re-joins all devices (heal) 

Reset Resets the device to configuration parameters 
Test Forces a device to send a test message with information on statistical per-

formance 
Sleep Forces a particular device to sleep 
Wake Forces a device to wake but does not alter the recording settings 

Record Forces a device into Recording mode 
Failure On-

set 
Forces a device to record with Increased sampling rate 

Event Special command initiated by the node in distress. Different events can be 
recorded 

 

Additionally, other events related to data are available such as: Data value with 20% 

increase in standard deviation, Data outside limits and Data close to alarm thresholds. 

This approach resembles the ‘If This Then That’ framework (IFTT, 2017), utilised to 
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support posting events to Tablets and Smartphones in conjunction with this system. 

Machine learning approaches are the state-of-the-art in detection of patterns or events 

from historical data. Some of these approaches can be executed at lower power and 

computational computation (e.g. forward phase of SVM) as discussed in Chapter 1. 

However, they require training/learning based on classification of the particular input. 

Hence such approaches are not portable and cannot be uniformly applied to all ships, 

systems, subsystems and components.  

To implement these commands and remote control of the system, a communication 

protocol was created. This protocol utilises a unique identification byte to determine 

which command is sent between devices or if data is transmitted. The second byte is 

representative of the length of the message from 0 to 255 bytes. The following bytes 

carry the actual message (Figure 2:11). These messages are Cyclic Redundancy Code 

(CRC) checked for success of message transmission and an Acknowledgement (ACK) 

is then propagated back to the sender (delay tolerant networking). As a result, only 

successfully delivered messages are erased from local memory, minimising the loss of 

data. 

 
Figure 2:11 – Format of communication protocol. 

The management methodology and the message exchange protocol contribute to 

the completion of the novel edge processing system advancing shipping CM under the 

reviewed constrains. Particularly the ability to monitor the condition of the network, 

remotely configure the network, and acquire condition and data relevant events in par-

allel with information extraction is a unique combination of functionalities that em-

power the system compared to existing approaches. The evaluation, Case Studies and 

results presented in Chapter 3 investigate the performance of the developed system as 

well as the utility and efficacy of the communication protocol.  

2.5 Algorithm	Development	
In the previous sections the analysis and identification of the system in terms of 

component development, constraints for software development and system manage-

ment, data collection, and transmission were presented. This section demonstrates the 
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part of the methodology that relates to software development for data management and 

processing. This development as well as the development of the components presented 

in the previous section of this chapter has followed the software development stand-

ards. The development strategy and risk analysis are available in Appendix A. 

The selection of pre-processing algorithms was based on the findings of Chapter 1. 

The pre-processing algorithms are verified and validated through the evaluation strat-

egy presented in Section 3.3.2.  

As the system needs to be versatile, it must be able to accommodate recordings 

from a variety of machinery and equipment. For machinery and equipment different 

ranges are applicable. Hence, it is not possible to specify these in advance, as it would 

reduce the versatility and adaptability of the system. For these reasons, the range of 

values would need to be an additional input parameter to the system specified at com-

missioning. Table 2:7 reflects this by presenting additional user configured parameters 

for the proposed system. These will be necessary for the system to evaluate if the read-

ings are within range and/or if errors/events have developed in the data acquisition 

system. This versatility is a key contributor to the system development versus existing 

approaches. 
Table 2:7 – Data-specific system configuration settings for any sensorial input. 

Parameter Setting 

Measurement site Text description of installation site 
Range maximum limit Highest acceptable reading 
Range minimum limit Lowest acceptable reading 

Upper threshold Highest acceptable, indicating normal operation 
Lower threshold Lowest acceptable, indicating normal operation 

 

Additionally, the pre-processing algorithm needs to be able to identify when equip-

ment is not in operation. Most data recorded in that period will need to be optimised 

out of context through the pre-processing software. This technique retains only rele-

vant data in the database and periods of no operation can still be deducted from the 

data time-stamps. In that respect, a gap in the data of one hour would equate to one 

hour of the specific machinery/equipment being switched off only if a synchronous 

event exists. As three types of measurements have been identified, the algorithms used 

for each case are presented.  

For the vibration measurements, the selected approach was discussed in Chapter 1. 
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Fast Fourier Transformation (Hou and Bergmann, 2012) utilises minimal resources in 

processing the data to extract the frequency domain characteristics of the vibration 

signal. Additionally, information for the time domain signal must be collected, such as 

mean, standard deviation, peak-to-peak amplitude, RMS and variance (Chapter 1). 

This algorithm processes a window of the vibration signal, at a time which coincides 

well with the cyclic operation of the embedded system. Thresholds of the statistical 

properties are determined to indicate onset of failure and trigger higher sampling rates. 

The approach is presented in Pseudo code 2:a. 
Pseudo code 2:a – Signal type data pre-processing algorithm. 

 
Reducing the sampling rate is very common to obey the system constrains of pro-

cessing capability, memory allocation, and power (Nachman et al., 2008). Addition-

ally, each DAQ unit has a local memory capable of storing several months of unpro-

cessed data (SD-Card), which can be easily extracted if needed at regular intervals. If 

1:process: Normal_Sampling_State 
2:    while recording_window ≠ 0  and  number_of_windows > 0 do 
3:        Read data in normal_sampling rate           //User parameter 
4:    end 
5:    for each_record do 
6:        calculate new_FFT 
7:        calculate new_peak_to_peak_amplituted, µ, σ, RMS 
8:        calculate new_variance 
9:    end 
10:  if new ≫ old or                                              //first old extracted from thresholds 
11:      new ≪ old or 
12:      new_FFT_components ≠ old_ FFT_components then 
13:          go to Failure_Onset_Sampling_State 
14:  else  
15:      for (number_of_windows) do 
16:          Transmit ( time_of_first_record, length_of_window, new, 
17:                      new_ FFT) 
18:      end for 
19:      Update (old) 
20:      go to Sleep 
21:  end if 
22:end process 
23:process: Failure_Onset_Sampling_State 
24:    Increase sampling_rate 
25:    Reduce recording_window 
26:    Increase number_of_windows 
27:    go to Normal_Sampling_State 
28:end process 
29:process: Sleep 
30:    Prepare device to enter low power/sleep mode 
31:    Sleep for sleep_period of time                     //User parameter 
32: end process 
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a failure of the DAQ transmission network occurs, the raw data could be used. 

Pseudo code 2:a was selected for its simplicity, time, power efficiency, and as it 

provides sufficient feature extraction for the selection of operating modes. Moreover, 

the transmitted data is significantly reduced while the post-processing method can still 

extract important information to identify the condition of the equipment/machinery. 

Finally, FFT component analysis is available from a variety of other commercial sys-

tems. Thus, this pre-processing method could provide data compatible with many ex-

isting analytics tools. The signal recorded by pressure sensors in diesel engines 

(Bertola et al., 2006) follows a sinusoidal behaviour due to the palindromic nature of 

the change in pressure according to the revolution of the engine. Hence, it is similar in 

nature to the vibration signal. In this case, the feature extraction is dependent on the 

analysis of the frequency domain response, as well as the mean amplitude and variance 

of the time domain signal (Wang et al., 2014, Thurnheer and Soltic, 2012, Wu and 

Huang, 2011). The application of the information extraction phase combined with 

event extraction at the edge of the network in a single algorithm contributes to the 

implementation of the proposed system. 

Pressure measurements can also apply to other machinery and equipment such as 

pipes. Those measurements would require a different pre-processing approach, follow-

ing the same principles as temperature processing. These measurements tend to be 

different in that they are (1) not required to have such high sampling rates and (2) no 

frequency analysis is necessary according to the engine revolution cycle (eGreenShip, 

2012a, Wang and Gao, 2006). However, the engine speed would normally influence 

the maximum applicable temperature threshold of normal operation.  

Hence, the earlier pre-processing approach is no longer relevant and simple statis-

tical feature extraction approaches suffice combined with event identification (Loiselle 

et al., 2015, Goodman, 2015, Zhao et al., 2014). Also, this approach has no negative 

impact on the utilised post-processing method and t is easy to provide estimations for 

missing data, either due to errors in the network or temporary faults affecting the data 

acquisition process (Simunek and Pelikan, 2008). The algorithm selected for the im-

plementation of this pre-processing method is presented in Pseudo code 2:b. However, 

as the data is regenerated from statistical profiles and partial information, the system 

would not provide a reliable input source for algorithms that require high fidelity such 
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as ANNs. 
Pseudo code 2:b – Value type data pre-processing algorithm. 

 
The system thus far presents an output that is encrypted, transmitted through a 

purpose built communication protocol, and as such is not yet open-ended. However, 

by post-processing the data to regenerate a sequence recovering the original raw data, 

the system becomes open-ended to any information extraction tool. Thus, an additional 

step needs to be integrated into the process to translate the pre-processed data gener-

ated by the embedded system.  

The overview of the post-processing and analytics methodology for one possible 

analysis tool is presented in Figure 2:12, viewed as a black box for the purpose of the 

thesis. The data presented to the reliability analysis tool is expected to be raw not pre-

processed; an implementation constrain addressed through post-processing algorithm.  

1:process: Normal_Sampling_State 
2:    while recording_window ≠ 0  and  number_of_windows > 0 do 
3:        Read data in normal_sampling rate             //User parameter 
4:    end 
5:    for each_record do 
6:        calculate new_mean_value 
7:        calculate new_deviation_value 
8:    end 
9:    if new_mean_value ≫ old_mean_value or   //first old extracted from thresholds 
10:      new_mean_value ≪ old_mean_value or 
11:      new_deviation_value ≫ old_deviation_value or 
12:      new_deviation_value ≪ old_deviation_value then 
13:          go to Failure_Onset_Sampling_State 
14:  else  
15:      for (number_of_windows) do 
16:          Transmit ( time_of_first_record, length_of_window, new_mean_value, 
17:                      new_deviation_value) 
18:      end for 
19:      Update (old_mean_value, old_deviation_value) 
20:      go to Sleep 
21:  end if 
22:end process 
23:process: Failure_Onset_Sampling_State 
24:    Increase sampling_rate 
25:    Reduce recording_window 
26:    Increase number_of_windows 
27:    go to Normal_Sampling_State 
28:end process 
29:process: Sleep 
30:    Prepare device to enter low power/sleep mode 
31:    Sleep for sleep_period of time                   //User parameter 
32: end process 
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Post-processing received data, recreates the raw information. The pre-processed in-

formation includes statistical profiles as well as events used to recreate a measurement 

for the monitored period and following the given profile. For value type data (temper-

ature, pipe pressure), this is implemented through reverence engineering of the statis-

tical properties of the received message (mean, deviation) and injecting the event in-

formation. For signal type data (vibration, engine related pressures), this is 

implemented through reverse FFT, statistical properties and injection of the event in-

formation. The post-processing step is presented in Figure 2:13.  

 
Figure 2:12 – Data flow through Post-processing and into analysis tool and DSS. The tool data flow inter-

nal sequence was adapted from Lazakis et al. (2017). 

The added benefit of using post-processing is that it adds resilience to the system 

for missed data due to network faults/failures or other errors resulting from noisy trans-

missions (Yang et al., 2012). Finally, it enables the system to be open ended.  

 
Figure 2:13 – Post processing received data method to provide open-ended output for compatibility. 

The selected reliability analysis tool, used as an example, processes the data to ex-

tract their reliability performance, through a data mining approach which calculates 

failure rates (λ), Mean Time Between Failures (MTBF), and Probability of Failure 

(PoF). This reliability analysis tool provides suitable inputs for the decision support 

Value type

Receive mean, deviation, time period, 
sampling rate

Produce raw data to cover time period 
in given sampling rate from generator 
with parameters mean and deviation

Signal type

Receive, peak-to-peak amplituted, 
variance, FFT, time period, sampling 
rate

Produce data to cover time period in 
given sampling rate from generator with 
parameters FFT, amplituted, variance
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system (Section 2.6). The reliability analysis tool has no mining capability for signal 

type data. Therefore, alternative tools had to be used for this task, discussed in Section 

3.3. The proposed DSS method is further discussed in the following section. 

Finally, to complete the data management strategy discussed in the requirements, 

an algorithm was developed for transmission of the DSS output to shore. This is pre-

sented in Figure 2:14, and its implementation in Section 3.2. 

 
Figure 2:14 –Data transmission decision algorithm to minimise bandwidth use when at sea. 

Real-time visibility is not possible as it depends on the location of the ship and 

satellite coverage. As a result, the proposed approach allows data to be transferred to 

shore based on conditions. The aim is to remove the obstacle of low connectivity when 

it exists and utilise high connectivity when available. Through selective transmission 

of data to shore, based on available connectivity, at any location the algorithm can 

provide the best service with the lowest cost. Overall, the system advances the state-
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of-the-art as it provides real-time CM onboard and visibility to shore (with delay) 

while removing the infrastructure strain created by transmission of raw data for cen-

tralised processing. 

2.6 Decision	Support	System	
As discussed in Chapter 1, the DSS problem onboard a vessel is often a multiple-

parameter multiple-constrain optimisation. Such an approach is not documented in the 

literature. The state-of-the-art for onboard maintenance action decision support only 

considers singular optimisation parameters and a subset of constraints. Constraints 

such as availability of parts, crew expertise and weather conditions are only the most 

prominent. Others such as regulatory requirements and maintenance planning in pre-

ferred locations further constrain the DSS. Thus, a novel approach must be formulated 

for a multi-optimisation, multi-constraint problem. The proposed method achieves the 

optimisation of suggested actions based on constraints. 

As an outcome of the proposed methodology data are available in many forms. In-

itially the raw data can be either collected from remote sensor locations or extracted 

from the post-processing phase. Additionally, the analysis tools used can translate 

these into reliability values expressed as percentages. However, most non-expert users 

would not be able to relate these values to actual issues, or sources of issues, in the 

physical systems. In that respect, these values should be presented in a manner that is 

assistive in decision making, clearly demonstrates the issues, and correlates to a clear 

operational and cost impact.  

In the case of the analysis tools used, the output is the degradation associated to 

known failure modes for each system, sub-system, and component. The DSS tool can 

directly evaluate the likelihood of each failure mode and only suggest maintenance 

tasks/actions that are relevant to the most likely failure mode at each given moment. 

Thus, the suggested maintenance action is optimised towards the most likely failure 

cause for each part of the ship machinery and equipment. 

The component, system, or subsystem likelihood of failure (;) is based on the reli-

ability output ()) (Equation 2:1). 

L = 1 − R											(2: 1)			(Lees, 2012) 

Each component/system/subsystem can have more than one failure mode (Kritz-

inger, 2017), so the calculated failure likelihood set {LE, LF, … , LH}, for a set of failure 
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modes {ME,MF,… ,MH}, is calculated, where LE is the probability of ME and so on.  

The overall probability of failure of the component is also returned by the reliability 

analysis tool and is a single value (;K) (Dikis et al., 2016). Similarly, for every sub-

system and system these are ;&& and ;L respectively. 

To identify the probability of a specific failure mode being the cause of low relia-

bility, the DSS calculates the weighted probability of all failure modes. The contribu-

tion of each component to the probability of failure is calculated using the standard 

method (Equation 2:2). Then, the probability of failure due to a specific failure mode 

for a specific component is calculated as presented in Equation 2:3. These equations 

were adapted for the DSS based on weighted probability theory principles (al-Nowaihi 

and Dhami, 2010). 

WKN = OPQ
∑ OPS
T
SUV

    (2: 2)			(al − Nowaihi	and	Dhami, 2010) 

where bKc is the weighted contribution, d = 1…e, and e is the number 

of components contributing to the sub-system under investigation. 

fg = 
hi×klm

∑ hn×	
oV
nUV klVp∑ hn×	

oq
nUV klqp⋯p∑ hn×	

os
nUV klT

        (2: 3) 

where	fg is the contribution of the failure mode, u = 1… v, v is the total 

number of failure modes of all the components contributing to the sub-sys-

tem under investigation, e is the number of components contributing to 

the sub-system under investigation,	bKw  is the weighted contribution of the 

component under which failure mode u is listed, and 1E,… , 1' are the num-

bers of failure modes listed under each component xcyE…'. 

If the contribution fg exceeds a predefined threshold, the responsible component 

and failure mode are presented as an alert (warning). A second higher threshold exists 

for failure identification. Thresholds are based on manufacturer data, expert judgement 

data and historical data. However, there may be a variety of actions relevant to each 

failure mode. Some actions could not be possible on the ship due to lack of parts or 

expertise.  

The DSS tool is developed to incorporate multiple-constrain analysis, to optimise 

the proposed decision onboard the ship through Constrain Programming. This 
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approach has been successfully applied in other applications to maximise system reli-

ability, or availability, or to minimise cost, but not with multiple objectives or conflict-

ing objectives (Feng et al., 2017, Meneghetti and De Zan, 2016, Li et al., 2016b, 

Khalili-Damghani et al., 2014). The same DSS can be used both for onboard and on-

shore CM. The following paragraphs will formalise the problem for the onboard ap-

plication. However, different constraints can be parametrised into the system for on-

shore assessment, given that onshore personnel usually handle long term maintenance 

planning as opposed to an immediate response to maintenance actions more relevant 

to onboard crew. To the best of the author’s knowledge this approach has not been 

previously published or documented in the literature. 

To formulate the problem, the failure mode set +z = {eE,eF, … ,e%} and the ac-

tion set {z = |}E, }F,… , }/~ associated with a failure mode of component/subsys-

tem/system �z ∈ � was defined, where � is the set of monitored components, subsys-

tems and systems on the ship. The function ;(},e) is true if an action } is associated 

with a mode e. Also, the set of available parts *z = |ÅE, ÅF,… , Åg~ associated with 

�zwas defined and the function Ç(}, Å) is true if and only if a part Å can be used within 

action } in order to perform the action successfully. 

The problem is to find a feasible solution to the partial function É (Equation 2:4). 

É: {z → {Ö, !} 	→ ; ∧ Ç = 1																	(2: 4) 

where Ö = {}E, }F,… , }à} is the set of actions for which there are expertise 

available on the ship, and b = {}E, }F,… , }â} the set of actions that can 

be executed under the specific weather conditions. 

É is an assignment of actions for each component/subsystem/system, that demon-

strates degradation close to the defined threshold values, while obeying the constraints. 

As É is a partial function, the actions that belong to the domain äãe(É) are the se-

lected actions. The first constrain of the system is that it needs to select one and only 

one action from each set {z to identify as the most appropriate action (Equation 2:5). 

∀}ç
z, }g

z ∈ {z, é}ç
z 	∈ äãe(É)	∧ 	}g

z ∈ äãe(É)è ⇒ ë = u																		(2: 5) 

The ability to execute an action }z was defined through Equation 2:6. 

∀}ç
z ∈ {z: é	;ì}ç

z,eç
zî ∧ Çì}ç

z, Åç
zî ∧ ì∃	}ç

z ∈ Ö ∩bîè		⇒ }ç
z ∈ äãe(É)															(2: 6) 

The optimisation algorithm achieves the minimisation of the total cost (!ò) of the 
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operation of the ship as a primary target (Equation 2:7). Moreover, a secondary target 

is the minimisation of each individual cost in six major areas. The estimated cost for 

each of the areas is based on fees, that apply to the shipping industry, or known average 

costs for parts or maintenance. The areas are ‘Environment’ (!ô), ‘Safety’ (!L), ‘Asset’ 

(!ö), ‘Maintenance and Operation’ (!õ), ‘Performance’ (!ú) and ‘Commercial Penal-

ties’ (!ù).  

min(!ò)														(2: 7) 

where	!ò = !ô + !L + !ö + !õ + !ú + !ù ,.but the individual costs may 

have competing conditions. For example, reducing !ö may lead to an in-

crease of !ô. 

The third goal of the tool is to optimise action planning. However, this is based on 

failure mode likelihood resulting from the reliability analysis and through linking ac-

tion selection to the most likely failure cause (Equation 2:6). 

Moreover, the DSS tool is extended to incorporate a reinforcement machine learn-

ing technique (Varone, 2017, Morgan, 2014). Hence, the DSS tool is updated to be 

able to record which suggested action was taken by the engineers on board (Figure 

2:15).  

 
Figure 2:15 – Algorithm used to incorporate basic Machine Learning in DSS. 

If that suggested action demonstrates an improvement of the predicted reliability, 

then the action is identified as successful. On the other hand, if the action taken resulted 

in no improvement, then the action is identified as unsuccessful. Successful actions for 

a specific component are promoted higher up the suggestion list. Unsuccessful actions 

are ranked lower in the suggestion list. This list is dynamically updated based on his-

torical information available regarding actions suggested and actions take for each sys-

tem, sub-system, or component of the system (Figure 2:15). The implementation of 
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the DSS is presented in Section 3.2. 

Finally, to present the extracted information to onboard engineers the GUI was de-

veloped. The design of the DSS GUI7 considered input from seafarers and shipping 

industry stakeholders. An Agile development approach allowed for progressive incor-

poration of the suggested changes, to conclude with a GUI that is most appropriate. 

Moreover, the GUI development stripped out all the data mining information from the 

immediate view but making it available in easily accessible ways. The original DSS 

GUI was presented in Michala et al., (2015) and was expanded for this thesis based on 

collected feedback from the relevant conferences and workshops (Lazakis et al., 2017, 

2016a, 2016b, Dikis et al., 2016, Michala et al., 2016b, 2015). The updated GUI im-

plementation is presented in Section 3.2. 

2.7 System	Integration8	
The earlier sections have discussed the methodology for developing components 

and algorithms. This section presents the system integration strategy to achieve the 

aims and objectives of the research. Figure 2:16 presents the system in overview. The 

implementation of the integrated system is presented in Section 3.1. 

The data transmission component is integrated with DAQ and can support up to 8 

sensors for each Unit. Cables connect the sensors to the DAQ which then edge-pro-

cesses the data, manages the unit local storage and transmission, and supports incom-

ing control and monitoring messages. The proposed system can accommodate all the 

needs of an industrial application as identified in Chapter 1 and requirements identified 

in this chapter and provides a novel solution to problems faced today.  

The Receiver Unit comprises of a single receiver connected to the local PC along 

with the post-processing component that analyses and conditions the incoming data. 

Other software needs to be installed on the Local PC to provide the reliability analysis 

                                                
 

7 Published in Michala et al., (2015), Michala et al., (2016b),  Dikis et al., (2016), and Lazakis et al., 
(2017, 2016a, 2016b). 
8 Published in MICHALA, A. L. & VOURGANAS, I. 2017. ‘A Smart Modular Wireless System for 
Condition Monitoring Data Acquisition’, Proceedings of the 16th International Conference on Com-
puter and IT Applications in the Maritime Industries, Cardiff, 15-17 May 2017, Technische Universität 
Hamburg, Harburg, ISBN 978-3-89220-701-6, 212-225. 
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and decision support necessary, as the outcome of this system. The DSS and transmis-

sion to shore algorithm is also deployed on the local PC. Supplementary software man-

ages the installed system but is further discussed as part of the validation and verifica-

tion method (Chapter 3). 

 

 
Figure 2:16 – Integrated system overview illustrating the DAQ and the collection point along with the data 

flow block diagram (*mng stands for management). 

As demonstrated in the first section of this chapter several diverse requirements 

were identified as relevant to the aims and objectives of this thesis. A novel system 

applicable to shipping CM was identified and developed to address those requirements 

and the resulting specifications. The system development process was presented, and 

the decisions taken in this process elaborated through in Sections 2.2 and 2.3.  

The requirements for pre-processing and appropriate algorithms were presented. 

The resulting system supports low traffic and information loss, custom event/error 

identification and remote management commands advancing applied research in ship 

CM. Condition identification was based on an existing tools, but post-processing al-

gorithms were defined to make the data compatible with any tool. The system ad-

dresses the needs of ship CM with the goal of providing better condition, reduced 

maintenance costs, increased savings, and an evidence-based approach to efficiency 

through the association of maintenance actions with operational costs. 

The proposed approach was based on wireless, modular, embedded, and encrypted 

principles (Figure 2:17). This approach provides benefits that meet industry needs such 
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as increased trust, availability of the system to be installed on any ship for any meas-

urement, and scalability of the system. Through the proposed DSS optimisation 

method and the machine learning algorithm, the system provides the most relevant 

maintenance actions for the particular ship. The system is flexible so that only a few 

critical parts could be monitored, while the operator gains trust and identifies the ben-

efits of using the system. Further upgrades could up-scale to a full CM platform that 

supports any maintenance strategy. A significant addition to the proposed system is 

the algorithm for selective data transmission to facilitate onshore visibility, but with 

reduced satellite communication costs. 

 
Figure 2:17 –System Overview. 

In conclusion, the proposed approach utilises CM to its full potential and provides 

a direct cost-benefit to the user, as the costs relevant to a maintenance action suggested 

but not executed are directly visible. The following chapter will present the implemen-

tation of the system and the evaluation through the application to particular case stud-

ies and cost/benefit analysis.  
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Chapter 3: Evaluation 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
This chapter presents the evaluation of the proposed system. Sections 3.1 and 3.2 

describe the hardware and software implementation respectively. Section 3.3 aims to 

showcase the application of the proposed system in case studies and the evaluation of 

relevant results. The section initially presents the description of the experimental setup, 

followed by the verification and validation strategies used in the case studies. Section 

3.4 presents the evaluation of the system in business impact addressing the second aim 

of the thesis. The benefits of the system along with the impact in cost reduction are 

discussed and a cost/benefit analysis is presented. The results and findings will then 

be discussed in the following chapter (Sections 4.1 and 4.2).  



 73 

3.1 Hardware	Development	
The constraints and implications that the proposed approach for the ship CM has, 

on both hardware and software design were examined in Chapter 2. Also, in the pre-

vious chapter, the adopted approach for the development of the identified system was 

presented. This section presents the implementation of the hardware and discusses the 

installation and commissioning stages of the system. Appendix C presents a brief man-

ual for the user interface. It must be highlighted that the benchtop model is not the 

miniaturised final version of the hardware as it was chosen for software/hardware ver-

ification. The description starts from the presentation of selected sensors, followed by 

the implemented interface to BBB. 

The pressure sensor for combustion engine pressure measurements was selected 

from the KISTLER (2016) range of products for its measurement and the temperature 

range. Also, the dimensions were important so that it can be installed in the available 

engine. Moreover, the sensor follows the desired certification (Appendix A) and spec-

ification identified in the previous chapter. The vibration sensor selected was supplied 

by Brüel & Kjær (2016), and again the same considerations were taken into account. 

However, this sensor was only used in the initial development of the device as a source 

of input and was not utilised in the case studies due to technical issues. Instead the 

NASA IMS vibration data set was used (Section 3.3.5). Finally, the temperature sensor 

was the pre-installed sensor from the CM12 Automotive Diesel Engine measuring the 

cooling water temperature outlet of the heat exchanger. Figure 3:1 presents the selected 

sensors. The datasheets of the selected sensors and the engine pre-installed sensor are 

available in Appendix D. 

   
   (a)                  (b) 

Figure 3:1 – Selected sensors for installation on the engine (a) pressure sensor (b) vibration sensor. 
The length of cable from the sensor to the pre-processing unit was determined based 

on access and was the minimum possible, to avoid noise generation or pickup. All 

sensors were provided with a maximum cable length by the manufacturer and this 

length was not exceeded under any conditions. The installation of the sensors was 
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based on manufacturer guidelines and performed by the laboratory staff. Even though 

every care was taken to minimise the cable lengths for the case studies discussed in 

this chapter, it is acknowledged that potential issues with the installation of sensors 

may be encountered at installations in ships. The proposed system targets ships that 

have sensors already installed within equipment, perhaps from manufacturers or other 

survey activities. In that scope, the sensors will have a high likelihood of being in-

stalled with the required cabling in place and not being used continuously for CM. As 

such, the installation of sensors and cables does not fall within the scope of the case 

studies. 

In order to ensure very low Electromagnetic Interference (EMI) the majority of 

manufacturers choose to use BNC connectors and coaxial cables to connect sensors to 

the data acquisition equipment (EE, 1998) and particularly for vibration monitoring 

where the initial signal is prone to noise (Brüel & Kjær, 2016, NI, 2016b, Tyco 

Electronics, 2016, TI, 2015, Measurement Computing, 2012). For pressure and tem-

perature applications, other interfaces are also used and several connector types are 

available (Judd, 2016). However, for transducers operating in conditions of very high 

temperatures or pressures, BNC connectors are the most well established (NI, 2016a, 

AVL, 2013, KISTLER, 2016, Bertola et al., 2006), being an ideal interface for a mod-

ular system. An example of how BNC connectors can be incorporated into an embed-

ded system, particularly for vibration monitoring, is displayed in Figure 3:2. Analogue 

electronics were necessary to ensure that the input signal is in the desired voltage range 

and will not harm the integral digital electronics. 

            
                   (a)                                 (b) 

Figure 3:2 – (a) BNC connector to embedded system wiring diagram redesigned based on Measurement 
Computing (2012) and (b) typical BNC connector for PCB layout with bayonet lock to secure the cable 

(photograph of purchased part used for system implementation). 

According to the requirements of industrial applications, sensors are most often 

equipped with either charge or voltage amplifiers. The selected sensors for the imple-

mentation of the proposed methodology fall within this category. An example of the 
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configuration of such a sensor is presented in Figure 3:3. The figure was adapted from 

Levinzon (2015) based on the equivalent circuit of an accelerometer transducer, used 

for single axis vibration measurement. The principle is applicable to all similar trans-

ducers (Weber 2002, MIP, 2000). Also, the Signal Condition Unit (SCU) was adapted 

to the needs of the proposed development.  

The SCU, through analogue electronics, provides the required power supply to the 

sensor and transforms the data signal to a useful voltage range. A Continuous Current 

Source (CCS) was also necessary because a single coaxial cable was used, for both the 

supply to the sensor and the data read through DC voltage changes. The output of the 

signal conditioning unit was then passed to the voltage divider circuit, then onto the 

ADC, the BBB and the PRU, so that the signal was converted to digital data.  

 
Figure 3:3 – Electronic configuration of the sensor with an internal amplifier connected to signal 

conditioning circuit. 

The shield of the coaxial cable was connected to ground, providing a common 

ground between the transducer, charge amplifier and SCU. This was particularly im-

portant for the cancellation of noise and the avoidance of grounding issues often en-

countered in hardware development.  

The voltage divider circuit was necessary to transform the output of the transducer 

into a voltage range, that is acceptable for the digital electronic circuits of the system, 
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such as the operational amplifiers used for the protection of BBB and the BBB itself. 

All the sensors used in these case studies ranged for voltages over 10V (e.g. 0 to 12V 

output). However, the BBB analogue input General Purpose Input/Output (GPIO) pins 

operating ranges are 0V to 1.8V; thus the requirement for voltage division. The circuit 

used is presented in Figure 3:4 and was designed based on general analogue electron-

ics’ design guidelines (MIP, 2000, Serridge and Licht, 1987). Moreover, an ADC was 

selected that supports up to 100 Ksps sampling rates which is higher than the built-in 

ADC of the BBB. 

The values of the decoupling capacitor !" and the resistors were calculated using 

the standard equations (Molloy, 2015b). The values of the resistors #$ and #% deter-

mine the gain of the signal. The values of #& and #' determine the offset of the signal. 

Additional connections (eliminating floating pins) to eradicate switching noise were 

considered; omitted from Figure 3:4 for simplicity. 

 
Figure 3:4 – Analogue and digital electronics for the connection of the sensors to BBB. 

The three main hardware blocks required for the implementation of the device are 

presented in Figure 3:5. The sensor connection and related signal conditioning circuit, 

the BBB with connections to the battery power supply, and the wireless chip develop-

ment board. In the miniaturised model, the wireless chip development board can be 

removed to reduce space and the USB serial connection replaced by UART serial con-

nection through GPIOs. This is not presented as it is standard practice. 
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Figure 3:5 – Main hardware blocks and connections used for the benchtop model device. 

The photographs in Figure 3:6 are from the initial breakout model, using a bread-

board the BBB and the ZigBee Pro development board. The benchtop and the labora-

tory deployments are presented the following sections while Figure 3:7 presents the 

proposed installation layout onboard ships. 

     
Figure 3:6 – Initial break-out model with battery support for the connected pressure sensor and micro-
USB connection to power-bank for BBB (left) and USB connection to Wireless breakout board in card-

board housing (right). 

 
Figure 3:7 – Layout of the system and wireless data transmission node proposed ship installation. 

3.2 Software	Development	
The inputs and outputs of BBB were programmatically controlled at the installation 

of the developed software, and the configuration was set to default parameters. The 
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default configuration can be changed at run-time through altering the configuration 

file. The configuration file consists of a field for each of the parameters described in 

the Chapter 2. An example of a field in the configuration file is presented in Pseudo 

code 3:a.  
Pseudo code 3:a – Example of entries in the configuration file. 

 

All the services executed in BBB used the default system docking service to create, 

set, and maintain services in the kernel domain. So, the system can easily be expanded. 

Files stored in the user space facilitated inter-service communication and local data 

storage. Depending on the configuration file, different services were invoked for the 

different pre-processing algorithms. A general service was deployed to maintain the 

system in accordance with the configuration file and to manage which services are 

active or inactive. The wireless transmission was operated through a separate service 

that sources information from the output file of the pre-processing service. All the 

components were independently tested and verified.  

Issues with any one of the services could be easily corrected through the mainte-

nance and management service, without affecting the overall system performance. The 

management service was also responsible for implementing the state machine of the 

system, described in Chapter 2. Figure 3:8 presents the system architecture utilising 

the capabilities of the BBB Linux OS.  

The process-value and process-signal services accessed information from PRU, 

while the wireless service reported information to the wireless chip through USB serial 

interface utilising the special input/output ports available on BBB. The library devel-

oped for the wireless chip enabled both receiving and transmitting messages, parsing, 

and queuing, as well as delay tolerant transmission (Section 2.4).  

The central collection point had additional services for post-processing information 

received and storing information. The wireless service was responsible for managing 

the load of information in a manner compatible with the network capacity available, 

so no data loss is allowed. 

1:TIME_ZONE=Europe/London 
2:#This is an example comment 
3:#MEASUREMENT_TYPE=signal 
4: MEASUREMENT_TYPE=value 
… 
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Figure 3:8 – Linux system architecture using sysfs, systemd and system kernel utilities. 

The algorithm of the management routine is presented in Pseudo code 3:c, a re-

quirement of the functionality of the state machine presented in Section 2.4. The output 

of the recording state was stored in the local data base. The wireless routine operated 

independently requesting data from the local database that correspond to a recording 

window. This was then transmitted, and the wireless routine returned to ‘sleep’ for a 

period equal to the length of the window. This algorithm is presented in Pseudo code 

3:b.  
Pseudo code 3:b – Wireless transmission routine. 

 
 

The algorithms for process-value and process-signal have been presented in Pseudo 

code 2:a and Pseudo code 2:b of Chapter 2 respectively. For the FFT the FFTW open 

C library implementation was used (Frigo and Johnson, 2005).  

The wireless library was deployed with several functions available to the user. A 

UML diagram representation of the developed library in C is presented in Figure 3:9. 

There are four main categories of functions; setup, error handling, message handling, 

and network management.  

1:process: main 
2:    while TRUE do 
3:        Update current time 
4:        Fetch latest data from database 
5:        Call the transmission library, package and transmit data 
6:        Sleep (window)                                                               //User parameter 
7:    end 
8:end process 
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Pseudo code 3:c – State Machine. 

 
The library requires the setup functions to be called before any other class of func-

tions can be used. Then once a message is passed to the library for sending, the pro-

1:process: main 
2:    while TRUE do 
3:        Execute ( state )   //Global variable holding pointer to next state process 
4:    end 
5:end process 
6:process: Execute 
7:    go to state 
8:end process 
9:process: Sleep_state 
10:    Prepare device to enter low power/sleep mode 
11:    if  error then 
12:        Set state as Error_state 
13:    else 
14:        Sleep for sleep_period of time                      //User parameter 
15:        Set state as Record_state 
16:    end 
17: end process 
18:process: Record_state 
19:    switch input_type                                              //User parameter 
20:        case signal:  
21:            if Normal_Sampling_State_signal then // internally set next state  
22:                Set state as Error_State                 //executes if an error is detected 
23:            end 
24:        case value: 
25:        default: 
26:            if Normal_Sampling_State_value then //may internally set next state 
27:                Set state as Error_State                 //executes if an error is detected 
28:            end 
29:     end 
30:end process 
31:process: Failure_Onset_Sampling_State 
32:    as in Record_state call appropriate Failure_Onset_Sampling_State_xxxx 
33:end process 
34:process:Error_state 
35:    Check global ERROR value 
36:    Call handler for particular ERROR  
37:    if global ERROR value is cleared then 
38:        Set state as previous state                 //Global variable maintained by all 
39:    else 
40:        Set state as Attempt_Join_state 
41:    end 
42:end process 
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cess_timer() function must be called recursively, to allow for the library to inter-

nally manage the segmentation of the message into packages, appending headers, and 

sending to the central collection point.  

 
Figure 3:9 – UML diagram of the wireless chip driving library with the added functionality for network 

and error management both from the local and the remote processors. 

GPIO access was directly available through simple file read/write operations from 

any algorithm; hence they are not discussed separately. PRU programming was nec-

essary to enable real-time response and event extraction from the analogue input sig-

nals. This was developed in processor specific assembly and was based on guidelines 

published by (Molloy, 2015a). In effect, the code developed reads a pin and sends the 

read value to a register. Then, to pass that reading to the main processor, it stores that 

value in the shared memory location which is predefined by the hardware architecture. 

The second PRU is also used to generate an accurate clock for sampling the input 

signal (Figure 3:10).  

The Device Tree Overlay (DTO) is the BBB implementation to enable GPIOs and 

other pins in certain I/O modes. This is particularly necessary in BBB because pins are 
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often assigned to different functionality in a multiplexed way, and clarification is 

needed from the main core to differentiate between setup options for each application. 

For the ADC the SPI communication protocol is needed. To enable the SPI an overlay 

is uploaded. It informs the BBB that specific pins are going to be used as a communi-

cation channel, and the default functionality of those pins (HDMI header) is disabled.  

 
Figure 3:10– Process to setup PRUs for ADC sampling of any desired sampling rate up to 100Ksps based 

on BBB specification and guidance from (Molloy, 2015a). 

Additionally, the pre-processing the code reads from a shared memory location 

where data are stored by the PRU within a time window. Moreover, the Sleep state 

was also responsible for disabling the PRUs for preservation of energy when the device 

was not recording. 

For the central collection point the software implementation (Figure 3:11) involved 

several processing steps. The collector software was implemented as a systemd ser-

vice. This service was permanently operating, as there are no energy conservation re-

quirements for the collector point, which is attached to a local PC and powered through 

it. This service was also using the Wireless Communication Library (Figure 3:9). The 

additional functionality of this service was re-generating the post-processed data 

stream from the received information, and storing the outcome in the local PC database 

for the information to be utilised by the rest of the tools. The information was outputted 

to a Microsoft Excel document in a CSV format (Coma Separated Values), an option 

to provide output in other formats exists when database installation is possible.  
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Figure 3:11 – Flow of central collection point DAQ software implementation. 

To regenerate the data an implementation of pseudo-random values generated based 

on a Gaussian distribution function was used in C Programming Language. The C 

version of the Ziggurat Random Number Generator method was used from open source 

code as presented by Marsaglia and Tsang (2013). The library was utilised for Normal 

distribution random number generation and the equation ® = (© ∗ ™) + ´ was used to 

retrieve values within the characteristics reported by the received information for each 

value type input. Moreover, when events were received, the event value, if necessary, 

was used to overwrite particular values or to make sure that wrong data were not in-

serted in the local database. In the case of signal type the inverse FFT algorithm from 

the FFTW open C library implementation was used (Frigo and Johnson, 2005).  

A black box reliability analysis tool was used for value type data. For signal type 

data Python Sci-Py and NumPi libraries were used to identify the condition of the 

machinery for these cases through a simplistic algorithm (Quezada, 2017). The former 

was implemented in JAVA while the latter in Python. The output was then passed to 

the DSS software. 

The transmission to shore algorithm was developed as a simple bash script. The 

script executes a standard Linux df command to identify the remaining capacity of the 

SD-card and returns this value to the calling C program. Then the program can decide 

if there is sufficient space (first decision, algorithm in Figure 2:14).  

To determine the condition of the network, the configuration file (Pseudo code 3:a) 

is checked to determine if a high throughput satellite connection is available. Returning 

the result as a Boolean value, the C program (systemd service) manages the wireless 

transmission accordingly. The configuration file is changed by user input at the onset. 

Receive information 
messages (systemd service)

Post-process 
(systemd service)

Produce sensor 
data (systemd 

service)

Write data 
(database or CSV)
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High throughput satellite connection does not change dynamically as it requires spe-

cific contractual agreements and specialised hardware to be installed on the ship.  

Finally, to determine if the ship is in port or at sea the DSS software checks the 

operating condition of the engine. If all engines are switched off, then it is assumed 

that the ship is in port and the user is prompted to ask if data transmission should 

commence. This algorithm was developed in three separate components and utilised 

in different stages of the system accordingly.  

The implementation of the DSS in JAVA using NetBeans as an IDE was revised 

after having been tested on both Windows OS and Mac OS to be portable. Moreover, 

the system was designed to be able to support multiple ships so that it is scalable and 

usable in broader applications.  

The architecture of the classes used, and their interconnections are presented in the 

UML diagram in Figure 3:12. A detailed presentation of all classes and their internal 

fields and methods is presented in Appendix E. There were two central classes in this 

implementation; the UserInterface class and the ShipStructure class. The first 

was responsible for presenting the data to the user and for input/output operations 

whilst the latter was responsible for data handling, storage, processing, and manage-

ment.  

The UserInterface class used classes ProgressListener, ProgressRen-

der, GradientPallet, Graph and StatusTree to present the various information 

required. Moreover, it used the classes DBComms and ParseExcel for database com-

munications and input from excel files respectively. The ShipStructure class relied 

on the TreeObject class to hold information for each system, subsystem, and com-

ponent of the ship.  

As the ship systems and subsystems needed to record additional information and hold 

lists of TreeObjects, they were implemented as separate classes, viz ShipSystem 

and SubSystem. Finally, a HumanAction class was used for the set of actions that 

the DSS can propose for each TreeObject and a FailureMode class to represent 

each of the possible failures and their associated costs. This is a significant expansion 

to the development reported in Michala et al. (2015) which presents a first approach 

to the development of the GUI, is limited to the UserInterface related classes and 

did not support Excel file inputs.  
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Figure 3:12 – DSS Java program represented as a standard UML diagram. 

DBComms ProgressListener ProgressRender Gradient Pallet 

UserInterface 

ParseExcel 

Graph 

Status Tree 
Tree Object 

Ship Structure 

ShipSystem 
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SubSystem 
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In addition to those developments, the GUI was updated compared to the initial 

implementation9. In Analysis Tab, the presentation of numbers was updated to be in  

tables allowing for a maximum of two digital points representation (Figure 3:13). 

Moreover, the implementation of the calculation of these values was introduced (Chap-

ter 2), through the FailureMode class in the method calculateWithWeight(). 

Furthermore, as actions were now suggested based on the optimisation requirements, 

the costs predicted in the Cost Analysis tab were also related to the most appropriate 

action being recommended i.e. if the action is not taken, the resulting cost is estimated 

in the Cost Analysis tab. 

Figure 3:13 presents a set of fictional data, adjusted so that the tool predicts signif-

icant degradation on Crosshead Bearing 1 to the extent that a warning is raised. Also, 

Camshaft Bearing 1 is predicted to demonstrate a failure within 5 days but the two 

possible failure modes associated with this are almost equally contributing to the up-

coming failure. It is however understandable that overloading would create overheat-

ing. So, this is not an unexpected condition. 

The Actions Tab of the case presented in Figure 3:13 was also update (Figure 3:14). 

Here, the user has clicked the first checkbox to indicate that “Check for Excess Wear” 

was performed. The DSS recalculates the condition of the system based on the incom-

ing readings from sensor and re-estimates the warning condition of the camshaft bear-

ing. If the data demonstrates a change for the better, then the warning will be removed. 

Otherwise, the user will be presented with a suggested action at the top of the list. The 

order of actions in this tab depends on the DSS’s estimation of which action is more 

likely to help resolve the issue. The ranking actively changes depending on actions 

being recorded as successful, or not.  

                                                
 

9 MICHALA, A. L., LAZAKIS I. & THEOTOKATOS, G. 2015. ‘Predictive maintenance decision sup-
port system for enhanced energy efficiency of ship machinery’, International Conference of Shipping 
in Changing Climates 2015 Conference proceedings, 24-26 November 2015, Glasgow. 

DIKIS, K., LAZAKIS I. & MICHALA, A. L. 2015. ‘D4.5 (WP4): Architecture, framework and devel-
opment of Decision Support System’, Inspection Capabilities for Enhanced Ship Safety Consortium, 
EC FP 7 (FP7/2007-2013). Grant Agreement No 605200. 
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Figure 3:13 – Updated prediction analysis tab of the GUI presenting the statistical degradation analysis 

used for the DSS on a camshaft bearing which is found to be in a warning condition. 

 
Figure 3:14 – Updated actions tab of the GUI presenting the additional functionality for completing an ac-

tion which is suggested for a warning raised by the DSS for a camshaft bearing. 

3.3 Technical	Evaluation	

 Experiment	Setup	

To evaluate the methodology and the presented implementation, the system was 

experimentally set up in two locations. The same laptop was used in both cases for 

collection of data, post-processing, reliability analysis, and DSS analysis. The software 

was installed once at the beginning of the first case study and used in all subsequent 
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case studies.  

The initial model allowed for software and functionality evaluation through a 

benchtop setup (Figure 3:15 – Left). This was deployed under normal office conditions 

and allowed for an initial evaluation of a single sensor being read and processed. The 

figure demonstrates the connections between the analogue electronics on the top and 

right segments of the breadboard and the digital electronics on the lower segment. The 

connections to batteries, ZigBee Pro and BBB are also presented. Two options were 

evaluated for battery connection: (a) a battery bank through micro-USB (b) a Li-Po 

battery through a shouldered connector. The wiring diagram for the Li-Po battery con-

nector is presented in Figure 3:15. The provided connection for the onboard recharge-

able power supply was used, and the required resistors were added to the system to 

provide a reliable connection to the battery. Initially, a Lithium Polymer (Li-Po) single 

cell 6600mAh was used.  

 
Figure 3:15 –  Benchtop model of the DAQ measurement unit powered by a battery set for the sensor and a 
battery bank for the BBB board (Left). BBB to Li-Po battery photograph (centre) and connection diagram 

(right).  

A laptop was used to connect the receiver unit. Output and input was also monitored 

at times via an SSH connection through the Ethernet port of the BBB directly via the 

same laptop. A single pressure sensor was attached to the BNC connector to measure 

atmospheric pressure at a constant level. Then, an automatic air pump was attached to 

a tube. The pressure sensor was connected to the same tube. This tube became a vari-

able air pressure environment to allow for controlled variations in pressure. The initial 

proof of concept only requires the installation of a sensor at such a controlled test 

facility. This set up was used for the first case study (Figure 3:20).  

The second location was the Engine Laboratory of the Naval Architecture Ocean 

and Marine Engineering Department of the University of Strathclyde. This location 

allowed for the evaluation of the system under realistic conditions. The engine is far 
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smaller than a ship engine. However, the room provides conditions that have a poten-

tial for high interference, generation of electromagnetic noise, and sensor installation 

sites that mimic the targeted application. This location was used for the second and 

third case study presented later in this chapter. 

The engine room is an approximately 3x3 meter metal box. A glass window is in-

stalled on one of the sides to allow visual access from the control area. When the door 

of the engine room is closed, the room is isolated from the control area. This creates 

higher interference and cross-talk conditions, as the signals can reflect on the metal 

surfaces. The Engine room is presented in Figure 3:16 where a CM12 Armfield auto-

motive four-cylinder, direct injection, high speed diesel engine is located (Table 3:1). 

 
Figure 3:16 - The Engine Room in the Laboratory, image captured from control area through the glass 

window. 

Table 3:1 – Characteristics of the diesel engine in the marine engine laboratory at the University of Strath-
clyde.  

Engine Specification* Model Volkswagen SDI 1896cc 
Engine type 4 stroke 

Cylinders 4 
Speed (rpm) 3600 

Max power (kW) 55 kW for 20 mins 
* http://discoverarmfield.com/en/products/view/cm12/automotive-diesel-engine 

The DAQ system connected to a pressure sensor and battery bank is presented in 

Figure 3:17 (left). This box was placed inside the Engine room and the sensor con-

nected to the engine’s first cylinder. This setup is one of the two possible deployments 

for the DAQ units. The wireless transmitter connection is via the USB cable and the 

battery is located under the BBB board in this picture (battery bank option). Figure 

3:17 (right) presents the central collection unit connected to a laptop, located outside 

the Engine room. 

The second possible deployment of the DAQ unit for this location is presented in 

Figure 3:18, where four DAQ units are displayed. In this case, the unit only comprises 
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the BBB and the Wireless transmitter boards. This configuration allowed for multiple 

BBB boards to be deployed without physical connections to sensors. The purpose of 

this deployment is twofold; firstly, the generation of predefined and hence controlled 

inputs to the system; secondly, the generation of high wireless traffic without the ne-

cessity of expensive sensor hardware.  

   
Figure 3:17 - Board connected to signal conditioning circuit and sensor (left) and receiver board connected 

to local PC (right). 

(a)                                                                                                  (b)

 
(c)                                                                                                  (d) 

Figure 3:18 - Four DAQs with virtual sensors: (a) and (b) housing and antennas, (c) and (d) wireless trans-
mitter development boards and embedded BBB Linux boards, battery powered. 

The next section will elaborate on the validation method proposed which will be 

used to verify that the system is indeed capable of producing the required output and 

satisfies the aims and objectives of this thesis.  

 System	Verification	and	Validation	Strategy	

To validate the system and methods presented in Chapter 2, there were several as-

pects of the system that had to be verified, including the performance of the network 
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within the experimental setup presented in Section 3.3.1 and the validation of the pre 

and post processing algorithms to identify if the regenerated data streams were a true 

representation of the original recorded data. Finally, the DSS had to be verified. The 

methods presented in this section are used in the case studies (Sections 3.3.3 to 3.3.5).  

The first metric that was identified for the evaluation of the network was the number 

of attempts made by the sending unit, important as the system was designed to perform 

several attempts until a message was acknowledged by the receiver (delay tolerance). 

This feature ensured that the messages will be delivered successfully, and no data is 

lost due to the Acknowledgement mechanism. However, it can create an overload of 

the network and significant lag in the delivery of data. Finally, it can become problem-

atic if data require several attempts, as the DAQ unit will have a large bottleneck in 

outgoing traffic. As a result, the sum of attempts per message package was recorded 

when the network library was compiled in debug mode.  

Apart from the verification strategy to assess the suitability of the system, a method 

for accessing the validity of the pre and post-processed data is presented in Figure 

3:19. The raw data was collected from the sensor prior to pre-processing. This dataset 

was not yet processed through any algorithm or other part of the system that could 

invalidate it. As the sensor used was trusted to provide correct readings, the raw data 

was also considered correct. At this stage, the system stored the unprocessed data lo-

cally prior to mining or management actions. This data set ( Ë) was identified as the 

valid data set for any period of measurements. The data was then pre-processed locally 

at the DAQ Unit, transmitted, and post-processed upon collection. The result of the 

post-processed data was identified as the second data set which is not yet validated 

(¨F). 

 
Figure 3:19 – Methodology and direct path produce two different outputs from the reliability analysis tool. 

These two datasets were assumed comparable. As a result, a correlation of the two 

data sets should have a high coefficient of determination ()F). As linear regression 

was used the coefficient of determination is equivalent to the square of the correlation 
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coefficient. If no information was lost the two outputs of the reliability analysis com-

ponent should also be highly correlated (Equation 3:1). 

)F ≅ 1	∀	( Ë, ¨F)									(3: 1) 

Finally, to validate the DSS, a comparison of suggested actions was performed be-

tween the novel DSS and the original DSS (Michala et al., 2015). The results of the 

tools were compared both in content and order. In every case, the suggested actions 

were compared against the existing expert opinion recorded when initially developing 

the first version of the DSS. During the development of the initial version the actions 

suggested for each failure were provided by the maintenance department of a shipping 

company and validated against Class requirements and regulation10. This was assumed 

to be the correct suggested action set. Each action set was validated against the correct 

action set. 

 First	Case	Study:	Pressure	Measurements11	

The purpose of this experiment was to create the conditions that would lead to 

events being registered and to identify if the variation in data was closely followed by 

the extracted features and recreated data streams. Thus, this case study displays the 

proof-of-concept and investigates the validity of the data processing method, utilising 

the benchtop model. Based on the specifications of the pressure sensor, the calculated 

values for the resistors were R1 = 3.09 kΩ, R2 = 213 Ω, R3 = 150 Ω, and R4 = 1 kΩ. 

The variable resistors presented in Figure 3:15 were set to these values using a volt-

meter to verify the settings. The pressure sensor was connected to the DAQ to record 

value type data.  

The configuration of the system parameters was made directly through the Ethernet 

SSH connection and the values “Value Type” and “Pressure” were stored in the con-

figuration file respectively. Also, the encryption key was manually setup, after being 

                                                
 

10 MICHALA, A. L., LAZAKIS I. & THEOTOKATOS, G. 2015. ‘Predictive maintenance decision 
support system for enhanced energy efficiency of ship machinery’, International Conference of Ship-
ping in Changing Climates 2015 Conference proceedings, 24-26 November 2015, Glasgow. 
11 Published in: MICHALA, A. L. & LAZAKIS, I. 2016. ‘Ship machinery and equipment wireless 
condition monitoring system’, Proceedings of the International Conference of Maritime Safety and Op-
erations, 13-14 October 2016, University of Strathclyde, Glasgow, ISBN No 978-1-909522-16-9, 63-
69. 
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generated by the coordinator board via the random generator. A sampling rate of 100 

KHz was used for all sensors as the maximum ADC setting; sufficient for every input, 

considering current value type measurements are recorded once in 4 hours onboard, 

while vibrations are sampled at approximately 10 KHz in the laboratory.  

For this case study, the air pump was used, presented in Figure 3:20. The pump had 

three settings; off, on at low pressure, and on at high pressure. The states were changed 

by pressing the button once for low pressure, twice for high pressure and once again 

for off. When off, the pump was not increasing the pressure in the tube and allowed it 

to be reduced as the air was naturally leaking out of the tube. When on at low pressure, 

the pump would steadily increase the pressure in the tube as more air was pumped in. 

Similarly, the pressure increased when on at high pressure, but more rapidly.  

 
Figure 3:20 – Experimental setup with controllable changes to pressure over time: (a) the pump was con-

nected to one end of a hose while the sensor inserted at the other; gaps were sealed, (b) a picture of the sen-
sor inserted into the tube with the far end of the tube sealed on the floor of the engine room.  

During the experiment, the tube, the pump, and the sensor were not re-aligned or 

reconfigured, so that the pressure in the tube would create different patterns as time 

passed due to changes naturally occurring to the position of all components. Table 3:2 

presented the configuration settings.  
Table 3:2 – Configuration settings for the first case study. Values -1 were used to indicate that there was no 
limit or threshold for this case study.  

Parameter Setting 
Measurement Pressure 

Type Value 
Encryption  Generated key 

Measurement site Test pipe 
Range maximum limit -1 
Range minimum limit 0 

Upper threshold -1 
Lower threshold -1 

 
The experiment started with the pump on low pressure. Then the pump was turned 

to high pressure for a few seconds, followed by a few second turned to off. The tran-

sitions between states was random to generate a variation in the data stream. This se-

quence was designed so that data would not remain constant and with the purpose of 

creating spikes and sudden changes to the data stream. The pump was eventually set 
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at low pressure for several hours to complete the 24-hour experimental period. In this 

study, the DSS component was not considered. 

Figure 3:21 presents the data recorded from the sensor at the DAQ unit prior to 

transmission. This is the primary dataset. The pressure sensor data were generated as 

the sensor was excited. The picks and valleys in the graph correspond in time with the 

changes in the operating mode of the air pump.  

 

Figure 3:21 - Raw data collected from the sensor without pre-processing. 

The pressure was not calibrated as accuracy of the measurement could not influence 

the result of this study. Nevertheless, the physical pressure dial on the equipment cor-

responded to the measurements at the DAQ unit; the dial readings were not recorded. 

Algorithmically, it would be of very low cost, development effort, power consumption, 

and CPU/RPU utilisation, to incorporate a calibration factor for the measurements; 

through remote software updates. 

For every window of measurements, the pre-processing algorithm generated the 

extracted features. Figure 3:22 presents just the mean measurements for the defined 

pre-processed windows of the full experiment session. This is the secondary dataset.  

This dataset was transmitted to the collection point along with the standard devia-

tion and length of the window. All other measurement characteristics and events were 

also transmitted, generated based on the algorithms presented in Chapter 2. The 

amount of points is reduced by one order of magnitude in the secondary dataset com-

pared to the primary. 

Following the reception of the secondary dataset at the collection point, the post-

processing algorithm generated a tertiary dataset (Figure 3:23). The aim of the tertiary 

data set is (i) to provide a comparison point and (ii) to eliminate compatibility issues 

between the DAQ system and the analysis tool.  
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Figure 3:22 – Pre-processed mean pressure data received. 

  
Figure 3:23 – Post processed data generated at the main collection point based on received pre-processed 

information. 

As required, according to the evaluation method presented in Section 3.3.2, the pri-

mary and tertiary datasets were statistically analysed (Figure 3:24). Also, for com-

pleteness, we statistically compare the primary and secondary datasets (Figure 3:25). 

The correlation of the primary and tertiary sets is as expected (R2 = 0.99998). Thus, 

the pre-processed dataset, even though it is significantly smaller in bytes, does not alter 

the information contained in the primary set.  

As expected the correlation between the primary and secondary set is not as strong. 

To generate the correlation graph, the two sets had to be of equal length. For this rea-

son, the secondary set was used as a whole. The primary set was reduced by selecting 

one point in each monitoring window period corresponding to the mean point in the 

secondary set. The values presented in this graph are reported to demonstrate that if 

the post-processed values are used for further analysis, is likely to result in statistically 

significant error in the predicted condition of the monitored equipment/machinery.  

To evaluate the performance of the reliability analysis and decision support soft-

ware, the primary and tertiary sets were both used as input. The aim of this part of the 
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experiment was to identify differences in results produced by the tools due to differ-

ences in the two datasets. The dataset was assigned to the air pipe of the main engine 

for the purpose of the reliability analysis tool and the DSS. This assignment was made 

by injecting the dataset to the input excel file under the specified name of the input 

measurement. 

  
Figure 3:24 – Data set correlation between post-processed values and raw values is at the highest possible 

value (primary and tertiary datasets). 

 

Figure 3:25 – Data set correlation between mean pre-processed values and raw values is low (primary and 
secondary datasets). 

Initially the primary dataset was manually inputted to the reliability analysis tool. 

The generated reliability graph is replicated in Figure 3:26. The reliability had a falling 

trend (negative slope) dropping from 100% to 98.8% in five days after the end of the 

experiment period i.e. drop in reliability by 1.2% in the course of 5 days. The period 

of prediction was a user defined input of reliability analysis tool. 

For the tertiary dataset, the process was automated. The post-processing algorithm 

saved the values at the correct file for the reliability analysis tool.  

The reliability analysis tool and the DSS were executed at the end of the experiment 

session to view the generated reliability graph, replicated in Figure 3:27. In this case, 

the reliability value drops to 99.8% (Figure 3:26).  

To formally compare the two reliability curves, the correlation analysis is presented 
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in Figure 3:28. As demonstrated, the two curves have no statistically significant dif-

ferences with R2 = 0.989. However, there is a small error of the order of 1%.  

 

Figure 3:26 – Predicted condition based on first set of data (raw data). 

 

Figure 3:27 – Predicted condition based on second set of data (post-processed data). 

 

Figure 3:28 – Correlation of the two predicted reliability result sets. 

This error was not significant as it did not cause a Warning or Failure to be predicted 

by the DSS. As a result, in both cases, the DSS did not suggest any actions for mainte-

nance of the main engine or any components related to the measurement. Further, all 

the components had a reliability value between 99% and 100%, including the main 

engine. The main engine was the only system that was addressed for reliability analysis 

in the tool and thus the ship was comprised only of the main engine. Hence, the relia-

bility of the ship as a whole was 100%. 
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However, the tool has hardcoded thresholds associated with every component. The 

tool expected readings of approximately 6 kg/cm2 with a low threshold not defined 

and a high threshold at 7 kg/cm2. When the air pump measurements were introduced 

as main engine air pipe measurements to the tool, it was not able to handle the low 

pressures appropriately. Figure 3:29 presents a result for the Scav Air Pressure com-

ponent as presented in the DSS user interface when the tool was executed with the 

tertiary dataset. This component uses the pressure as input for the reliability calcula-

tion.  

 
Figure 3:29 – Example of data that has been allowed for processing through the MRA even though they 

were indicative of a sensor providing erroneous readings (In this case values lower than expected kg/cm2).  

In this case study, the pre-processing unit did not generate an event that flagged the 

data as erroneous, as it was configured for readings in the recorded band. The output 

of the tool demonstrates an unexpected rise in reliability which is a wrongly calculated 

outcome. The impact of non-sanitised input to the reliability analysis tool would be 

the production of unexpected operational condition estimates, leading to wrong 

maintenance action suggestions. For example, if the reliability rises software such as 

the DSS could estimate that a previously raised Warning is no longer a threat and can 

be removed. 

 Second	Case	Study:	High	Load	Performance12	

The second case study was designed to investigate the performance of the system 

under large load, several incoming streams of data, and several DAQs connected to 

the same coordinator unit. The performance of the network is also evaluated through 

                                                
 

12 Published in: MICHALA, A. L. & VOURGANAS, I. 2017. ‘A Smart Modular Wireless System for 
Condition Monitoring Data Acquisition’, Proceedings of the 16th International Conference on Com-
puter and IT Applications in the Maritime Industries, Cardiff, 15-17 May 2017, Technische Universität 
Hamburg, Harburg, ISBN 978-3-89220-701-6, 212-225. 
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this case study. 

The evaluation metric recorded was the number of attempts a DAQ had to make 

before a message was successfully received by the central collection unit, as presented 

in section 3.2. This metric can provide an indication of the reliability of the network 

as well as the QoS. To demonstrate that the processing method remains valid even 

under high load conditions of both the DAQ and the collector units, the same analysis 

of the data streams is performed in this study, as in the previous.  

Because of the shortage of available hardware and accessible sensors, it was not 

possible to create high load conditions using physical sensors installed on the engine. 

To approximate connection of the required number of sensors, the following alterna-

tive method was used. Physical connections were created between PRU outputs and 

PRU inputs of the BBB. There are 25 possible PRU connections according to the spec-

ification of the BBB, which were sufficient for the required 16 points needed. Data 

recorded on a ship were read from an excel file and streamed out to one of the analogue 

output I/Os of the BBB to the ADC (Figure 3:30). The connected input was then read 

via the PRU algorithm presented in Chapter 2. The input was treated by the BBB as a 

physical connection to an existing sensor. All seven analogue I/Os were used. When 

no physical sensor was connected to the BBB, the 7th analogue I/O was used on dif-

ferent time windows to imitate two signals arriving at different times. Thus, a TDMA 

approach was utilised to create a virtual 8th sensor per BBB. An image of the connected 

virtual sensors is presented in Figure 3:30. Seven wired connections between the ADC 

and the BBB boards are visible.  

Using this method eight virtual sensors were created for a DAQ unit. The unit was 

effectively pre-processing and transmitting eight streams of data, as if it was connected 

to eight physical sensors. The analogue electronics were removed. Also, the data trans-

mitted were valid as they originated from a new-build ship in excellent condition and 

were cross-validated by the engineers and experts of the shipping company. This set 

of data was available and used by the author as well as other researchers (Lazakis et 

al., 2017, 2016a, 2016b, Dikis et al., 2016, Michala et al., 2016b, 2015).  

A total of four such DAQs were deployed as presented in Figure 3:18. This setup 

did not evaluate the capacity of the battery to supply 8 different physical sensors but 

rather focuses on the capabilities of the DAQ and collector units. Table 3:3 presents 
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the configuration settings. 

 
Figure 3:30 – All 7 virtual sensors connected from the Analogue I/O (ports 33 to 40 – refer to Appendix D 
for additional information on port mapping and connection allocations). 

To complement this deployment, an additional DAQ was equipped with 6 virtual 

sensors and one physical connection to the pressure sensor used in the first case study 

(with the analogue electronics). The collection point and the connection to the physical 

sensor was presented in Figure 3:17. The pressure sensor in this case was placed in the 

mounting point at the top of the first cylinder of the engine where it was initially in-

stalled by the laboratory technicians for general monitoring use. Figure 3:31 presents 

the connected pressure sensor on the main engine and the DAQ unit prior to the de-

ployment of the virtual sensors.  
Table 3:3 – Configuration settings for the second case study.  

Parameter Setting 
Measurement Pressure, Temperature 

Type Value 
Encryption  Generated key 

Measurement site See Table 3:7 
Range maximum limit Defined in analysis tool 
Range minimum limit Defined in analysis tool 

Upper threshold Defined in analysis tool 
Lower threshold Defined in analysis tool 
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Figure 3:31 – Pressure sensor installed on the machine and connected to the DAQ system.  

The installation locations are presented in Figure 3:32. The two boxes housing the 

four DAQs with virtual sensors were located at the floor behind the engine, to create a 

further transmission obstacle between that location and the collector hub outside the 

glass window. The fifth DAQ with the physical connection to the sensor was located 

on the bench inside the engine room (Figure 3:31). The transmission unit is also visible 

in this image. The door was closed to increase signal obstruction (as in Section 3.3.3). 

In this study two alterations were made to the software: (i) an additional service 

was created to send readings from the excel file to the relevant output pins for every 

DAQ unit, (ii) the wireless transmission library was recompiled in debug mode to 

record more metrics and store the network status at every measurement window.  

To transmit the full data set, 38 virtual sensors were created. Each virtual sensor 

was associated with recordings from a physical measurement of a specific machinery 
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or equipment on ship. The 39th input to the system was the pressure measurements 

from the laboratory engine. The engine was switched on during daytime throughout 

the experiment period of a full month depended on laboratory availability. The exper-

iment produced outputs for the duration of one month. The engine was creating elec-

tromagnetic noise when operational while no noise generated during night time when 

the engine was not operated. 

 
Figure 3:32 - Deployment in Engine Laboratory, image captured from control area through the glass win-

dow. 

Table 3:4 presents a list of the measurements utilised from the data set. Tempera-

tures were expressed in degrees oC and pressures in Kg/cm2. A reference number was 

allocated to each measurement for the purposes of this thesis. Additionally, the physi-

cal sensor was allocated reference number 39 and is not presented in the table. The 

description of each measurement is presented (full description in Nomenclature).  

The network was allowed to operate unobstructed by human intervention during the 

experiment. The analysis of the recorded metrics was conducted after the end of the 

experiment. The data in regard to transmission attempts, network configuration and 

performance were recorded locally on every DAQ. The recorded data were then trans-

mitted to the post-processing unit through the ZigBee API request command for the 

network metrics at the end of the experiment.  

One type of event was generated in 153 occasions during the experiment, this was 

the event generated when values drop to zero. The physical pressure sensor generated 

such values as the engine was not operating in instances. Also, the dataset had in-

stances of zero measurements when equipment/machinery onboard was switched off. 

Closed door 
Box 1 

Box2 

Sensor 

5th DAQ 

Wireless dev board 
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The event messages were prioritised by the API and sent asynchronously to the re-

cording mode of the state macine, so that the lag between event generation and event 

post-processing would be minimal and near-real-time. This lag was evaluated to be at 

the rage of a few seconds but was not recorded formally as part of the experiment. No 

other issues were recorded and no failures of the DAQ system occurred in the experi-

ment period.  
Table 3:4 - Measured parameters from ship’s main engine. 
No. Measurement  No. Measurement 

1 Thrust Bearing LO Outlet Temp  20 IntShaft 1 Bearing Temp 
2 TCLO 1 Input Press  21 IntShaft 2 Bearing Temp 
3 TCLO 1 Input Temp  22 IntShaft 3 Bearing Temp 
4 TCLO 1 Output Temp  23 Main Lube Oil Input Pressure 
5 TCLO 2 Input Press  24 Main Lube Oil Input Temperature 
6 TCLO 2 Input Temp  25 Cylinder Input JCFW Pressure 
7 TCLO 2 Output Temp  26 Cylinder 1 Output Exh Gas Temp 
8 Scav Air Manifold Press  27 Cylinder 2 Output Exh Gas Temp 
9 Scav Air Rec 1 Temp  28 Cylinder 3 Output Exh Gas Temp 

10 Main Engine Start Air Press  29 Cylinder 4 Output Exh Gas Temp 
11 Piston CO Input Press  30 Cylinder 5 Output Exh Gas Temp 
12 JCFW 1 Output Temp  31 Cylinder 6 Output Exh Gas Temp 
13 JCFW 2 Output Temp  32 Cylinder 7 Output Exh Gas Temp 
14 JCFW 3 Output Temp  33 Cylinder 8 Output Exh Gas Temp 
15 JCFW 4 Output Temp  34 Aft Camshaft Bearing Temp 
16 JCFW 5 Output Temp  35 Fore Cam Bearing Temp 
17 JCFW 6 Output Temp  36 Ex.Gas Out Aft Turbo Charger 1 Temp 
18 JCFW 7 Output Temp  37 Ex.Gas Out Aft Turbo Charger 2 Temp 
19 JCFW 8 Output Temp  38 Main Engine Control Air Input Press 
 

Figure 3:33 presents the load of the network for each day of the experiment. The 

load is presented in transmitted Bytes. The variation is due to custom messages such 

as events, as well as number of attempts for transmitting a packet. The lowest recorded 

value was 5,616 Bytes on the occasion that all packets carried pre-processed infor-

mation and were acknowledged directly after the first transmission attempt.  

To demonstrate the benefit of pre-processing the information at the edge, the ex-

pected network traffic of raw data was also calculated. The calculation was based on 

the same statistical performance of first, second or more transmission attempts, and on 

the raw data (primary dataset). For the purpose of this calculation, each raw data point 

corresponds to one packet. Moreover, packets transferring events and other infor-

mation were added to the calculation unaltered. In the case of every packet transmitted 

at first attempt, the network load in bytes was calculated at 43,200 Bytes for the day. 
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Figure 3:33 presents the actual recorded value for the pre-processed data and the cal-

culated value for raw data for every day of the experiment.  

Both the metrics for the network traffic in bytes are based on packets created 

through the ZigBee API library using the custom protocol. It is however necessary to 

differentiate the length in bytes of those packets, from the final transmitted length. The 

latter is longer. The ZigBee protocol attaches information to every packet. This infor-

mation is used for routing, network monitoring, and characterisation. These bytes are 

however constant per packet and would thus create the same proportional contribution 

to both metrics. As a result, they were ignored for the purpose of this comparison and 

would not affect the comparative outcome of the two metrics.  

 
Figure 3:33 – Number of bytes transmitted after pre-processing against raw data bytes throughout the 

month. 

Over the one-month period of the experiment 4,176 packets were transmitted per 

DAQ device. No packets were lost during this period and all data were transmitted and 

received successfully (delay tolerant Ack mechanism). The raw data as displayed in 

Figure 3:33 would be impossible to transmit. In the event of attempting to send the 

unprocessed raw data, significant delays would lead to transmission deadlocks which 

eventually overload the DAQ device.  

The number of transmission attempts performed for every packet on every DAQ 

was recorded when acknowledgement or non-acknowledgement was received via the 

ZigBee API library. This data is presented in Figure 3:34, where total number of pack-

ets send per measurement is normalised to 100%. The categories represent the propor-

tion of those packets that were sent and acknowledged during the first transmission 
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attempt, the second transmission attempt, or that required more than two transmission 

attempts. The sensor instances on the figure correspond to the unique instance numbers 

associated with each measurement as presented in Table 3:4. Instance 39 is the physi-

cal sensor. As the physical sensor was closer to the glass window of the engine room, 

it required one hop and experienced less interference. This would explain the very low 

proportion of packets requiring second attempt or more attempts to be received for this 

sensor.  

 
Figure 3:34 - Packets successfully received for each sensor on 1st, 2nd or later transmission attempt. 

On average 90.53% of the packets were transmitted and acknowledged on first at-

tempt with a standard deviation of 5.98. Only 9.09% of packets required a second at-

tempt with standard deviation of 5.85. Moreover, the percentage of packets that re-

quired more than two attempts was always below 1% with average at 0.38% (st. dev. 

0.41). Additionally, due to the acknowledgement mechanism of the API(delay 

tollerance), all the packets were delivered in the correct sequence and all the messages 

reconstructed successfully.  

For every measurement, data were collected and post-processed at the control room. 

Each stream was post-processed independently and results were recorded. Just as in 

the previous case study a 10-minute window was used for all the sensors. During the 

10-minute window the sensor input was sampled for 1 second every minute with the 

sleep period of 59 seconds. The sampling was performed at 100 Ksps. At the post-
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processing end, the statistical information of each window was reconstructed to com-

plete one reading per minute (10 readings in total) for the same 10-minute window. 

The same evaluation methodology was followed as in the first case study and the pri-

mary and tertiary datasets were compared for each measurement stream. Table 3:5 

presents the correlation analysis between the primary and tertiary data sets.  
Table 3:5 – Results of correlation analysis in terms of R2 values for each sensor instance for Temperature 
(T) and Pressure (P) measurements. 

No Measurement R2  No Measurement R2 
1 Thrust B. LO Out T 1  20 IntShaft 1 Bearing T 1 
2 TCLO 1 Input P 0.999  21 IntShaft 2 Bearing T 1 
3 TCLO 1 Input T 1  22 IntShaft 3 Bearing T 1 
4 TCLO 1 Output T 1  23 Main Lube Oil Input P 0.999 
5 TCLO 2 Input P 0.999  24 Main Lube Oil Input T 0.999 
6 TCLO 2 Input T 1  25 Cylinder Input JCFW P 0.998 
7 TCLO 2 Output T 1  26 Cylinder 1 Output Exh Gas T 1 
8 Scav Air Manifold P 1  27 Cylinder 2 Output Exh Gas T 1 
9 Scav Air Rec 1 T 1  28 Cylinder 3 Output Exh Gas T 1 

10 Main Eng StartAir P 0.999  29 Cylinder 4 Output Exh Gas T 1 
11 Piston CO Input P 1  30 Cylinder 5 Output Exh Gas T 1 
12 JCFW 1 Output T 0.999  31 Cylinder 6 Output Exh Gas T 1 
13 JCFW 2 Output T 0.999  32 Cylinder 7 Output Exh Gas T 1 
14 JCFW 3 Output T 1  33 Cylinder 8 Output Exh Gas T 1 
15 JCFW 4 Output T 1  34 Aft Camshaft Bearing T 0.999 
16 JCFW 5 Output T 0.999  35 Fore Cam Bearing T 0.999 
17 JCFW 6 Output T 1  36 Ex.Gas Out Aft Turbo Charg1 T 1 
18 JCFW 7 Output T 1  37 Ex.Gas Out Aft Turbo Charg2 T 1 
19 JCFW 8 Output T 1  38 Main Engine Control Air Input P 0.999 

    39 Cylinder 1 P 0.999 
 

The values are rounded up to 3 digits. A complete list of the correlation analysis 

graphs is available in Appendix F. In Figure 3:35, the first graph (Figure 3:35a) is the 

correlation graph between the primary and tertiary dataset for the Thrust Bearing Lube 

Oil Output Temperature (instance 1). The second graph (Figure 3:35b) presents the 

results of the correlation analysis for the physical pressure sensor (instance 39). Both 

these instances generated ‘zero value detected’ events.  

Similarly, to the first case study the results demonstrate high correlation between 

the two sets. Events generated by unexpected conditions or large variations in the data 

are picked up by the pre and post processing algorithms. Thus, no information loss 

was recorded for any of the instances of this experiment. This holds for both the virtual 

and the physical sensors. In this case study, events were used to inject points to the 

dataset, further increasing the correlation between the two sets compared to the initial 
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case study.  

(a)                                                                                   (b) 
Figure 3:35 - Example of correlation analysis between initial data and post-process generated data for two 

cases (a) the virtual sensor (No. 11) (b) the physical sensor (No. 39). 

To further strengthen the validity of this claim, the worst case from Table 3:5, 

namely instance 25, is further analysed (Figure 3:36). This case had an R2 value of 

0.998 and corresponds to the dataset measurements for the Cylinder Input JCFW Pres-

sure. It is possible that the nature of this dataset is responsible for the lower correlation.  

As presented in Figure 3:36a, the dataset has several sudden changes at 11,935 min, 

25,858 min and 27,847 min. These could be due to data not being recorded by the DAQ 

system used, or due to other issues in data transmission and storage. These sudden 

changes are the only points in the graph were the two sets do not totally overlap. How-

ever, even during these changes the tertiary set closely follows the primary. Further 

examining the correlation analysis between the two sets in Figure 3:36b, it is evident 

from the curve that the two sets are very well correlated even in this worst-case sce-

nario. 

After the post-processing phase the tertiary datasets were inputted to the reliability 

analysis tool and DSS. The DSS reported no warning or failure for any of the meas-

urements. The DSS output is valid as the input dataset was recorded on a new-built 

ship at optimum operating condition. Also, the DSS output is valid for the pressure 

measurements of the laboratory engine as it was also reported in good operating con-

dition. In this case study the DSS did not raise any false positives/negatives, demon-

strating its ability to successfully predict good operating condition. As no warnings or 

failures were identified by the DSS, no actions were suggested and resulting operating 

costs were not calculated. No instances of unexpected increasing predicted reliability 

were recorded. 
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(a) 

(b) 
Figure 3:36 – Worst case result of correlation analysis between initial data and post-process generated data 

(a) the two sets presented against the time for the duration of the case study (b) correlation analysis. 

 Third	Case	Study:	Temperature,	Vibration	Measurements	

This case study focused on identifying the validity of the data, measurements taken 

by the sensors, as well as verifying the processing of two different type streams. Fur-

thermore, an additional goal of this case study is to demonstrate the validity of the DSS 

system. Thus, the study completes the evaluation of the system. 

Two sources of input data were utilised during the experiment. The benchtop model 

was used to record the outlet temperature of the cooling water of the heat exchanger 
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in the machine room. Moreover, a virtual sensor setup was used to generate input read 

from the IMS dataset from NASA’s open repository (IMS, 2007). The virtual sensor 

setup is presented in detail in Section 3.3.4. Thus, two DAQ units were deployed 

within the engine room (Figure 3:16) similarly to the benchtop model deployment in 

the second case study (Figure 3:31). At this stage the wireless network performance 

was not evaluated. 

The IMS dataset includes three run-to-failure experiments; in each case bearings 

failed either because of identified defects or due to mechanical failure. All the failures 

occurred after the expected life of the bearing was exhausted; according to manufac-

turer guidelines. The reported failures presented in Table 3:6 were used for cross-val-

idation of the DSS output.  
Table 3:6 – IMS dataset experiments and recorded failures.  

Experiment Duration Failure 
1st experiment  34.5 days • inner race defect in bearing 3 

• roller element defect in bearing 4. 
2nd experiment  7 days • outer race failure in bearing 1 
3rd experiment   44 days • outer race failure in bearing 3 

 

The first experiment recorded both x and y axis vibration for each of the four mon-

itored bearings (8 readings from Table 3:7). However, for experiments 2 and 3 only 

the x axis vibration was recorded (readings 1 – 4 from Table 3:7). The original data is 

recorded in csv format and for the total of the 3 datasets the experiments span 86 days 

(approximately 2.8 months). The collective dataset is 6.55 GB. Transmission of the 

raw data would require approximately 76 MB of data to be wirelessly transmitted from 

one DAQ unit per day.  
Table 3:7 - Measured parameters from IMS dataset on bearing vibration measurements. 
No. Measurement  No. Measurement 

1 Bearing 1 x axis  5 Bearing 1 y axis 
2 Bearing 2 x axis  6 Bearing 2 y axis 
3 Bearing 3 x axis  7 Bearing 3 y axis 
4 Bearing 4 x axis  8 Bearing 4 y axis 
 

For the configuration of the two DAQ units Table 3:8 presents the selected param-

eters. No thresholds were specified in this case as there was no available specification 

for the engine’s pre-installed temperature sensor or the bearings. However, we have 

assumed that the bearings were in perfect condition at the beginning of every experi-

ment according to the IMS dataset description file. Similarly, the engine is performing 
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in good condition at the beginning of the experiment. Thus, reliability of 100% was 

assumed. The temperature was pre and post processed following the same format as 

the first case study (Section 3.3.3). The vibration data was pre and post processed ac-

cording to the signal type data processing method (Section 3.2). Finally, the evaluation 

in this case study focused on DSS results. 
Table 3:8 – Configuration settings for the second case study.  

Parameter Setting DAQ_1 Setting DAQ_2 
Measurement Temperature Vibration 

Type Value Signal 
Encryption  Generated key Generated key 

Measurement site CW Outlet Temp  See Table 3:7 
Range maximum limit -1 -1 
Range minimum limit 0 0 

Upper threshold -1 -1 
Lower threshold -1 -1 

 

The overall case study duration was approximately one day (8 hours). In this period 

the sleep state of the system was reduced to 0 seconds so that processing of the dataset 

would complete in a short time. The engine was periodically switched on and off. The 

reliability analysis tool used for the value type data could support two types of input. 

The first was the raw data stream, used in case studies detailed in Sections 3.3.3 and 

3.3.4 and the temperature data of this case study. The second type of input was the 

current reliability value of a component which was used in this case study for the signal 

type data. The vibration analysis tool was used instead of the reliability analysis tool. 

The reliability analysis tool did not support sinusoidal signal inputs measured in the 

Time and Fourier domain. However, the reliability analysis tool supported reliability 

inputs. Hence, the calculated reliability from the vibration analysis tool was used as 

input to the reliability analysis tool to predict reliability degradation in a defined pre-

diction period of 5 weeks. The predicted reliability output was used inputted to the 

DSS. 

As the IMS dataset was 6.55 GB it was split. The data from the 1st experiment was 

pre-processed and transmitted from one DAQ unit (8 signal type inputs). The data from 

the other two experiments were transmitted sequentially from the second DAQ unit (4 

signal type inputs each time). The second DAQ unit was also physically connected to 

the temperature sensor of the engine thus recording a 5th input signal of value type. 

The raw data recorded were 1.1 MB. Hence, collectively the raw data for this case 
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study were 6.5511 GB. After pre-processing, 6.347 MB of data was transmitted over 

the wireless network; thus, 0.097% of the total data were transmitted after pre-pro-

cessing. 

For the temperature recorded from the main engine the correlation between raw and 

post-processed data had an R2 value of 0.999 (evaluation as in the first case study). 

The reliability of the heat exchange system was predicted to drop from 100% to 99.3% 

in 5 months (Figure 3:37). Thus, no warning was generated by the DSS for this system. 

Also, no other component of this diesel engine was monitored. The engine was pre-

dicted to continue to operate in good condition for 5 months. The period of prediction 

was a user defined input of reliability analysis tool. 

 
Figure 3:37 – Reliability analysis result for the recorded temperature sensor on the laboratory diesel en-

gine. 

The IMS dataset was examined for four different bearings that were unrelated. In 

that respect, the data was presented to the analysis tool and the DSS as independent 

components in independent systems. Thus, each of the bearings on each test was eval-

uated as an entity that was not affected by any other monitored component. This al-

lowed the review the DSS and its capability to predict individual component warnings 

and/or failures.  
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The scatter plots presented in Figure 3:38 and Figure 3:39 map the pre-processing 

extracted features of the bearings in the first experiment of the IMS dataset to the cor-

responding calculated reliability output of the analysis tool. The extracted features 

were directly inputted to the vibration analysis tool sequentially as they were received; 

to comply with input requirements. Each point in the graph corresponds to the relia-

bility calculated based on the synchronous measurement window. Each window cor-

responds to 10 minutes of vibration measurements. Thus, the horizontal axis presents 

the change of calculated reliability in time. The features extracted during pre-pro-

cessing and presented in the graphs are: mean, standard deviation, variance, peak-to-

peak and RMS. 

Bearing 1 starts with 100% reliability and the last value reported is 91%. The reli-

ability values for this bearing had a slight variation coinciding with the peaks of the 

standard deviation curve in plots (a) and (b) of Figure 3:38. It is evident that the infor-

mation retrieved from the y-axis vibration did not provide additional information re-

garding the condition as the DSS results were identical for both x and y axis (no pre-

dicted warnings or failures). There was no reported failure or warning by the DSS for 

bearings 1 or 2 as expected according to the IMS dataset description (Table 3:6). The 

reliability of the second bearing deteriorated to 89% at the end of the experiment. 

Bearings 3 and 4 displayed a different behaviour and reliability degradation compared 

to the first two (Figure 3:39). 

Bearing 3 displays a faster trend in degradation while the last value of reliability 

reported was 40%. Once again, the results between x and y axis vibration are very 

similar with the DSS identifying the same issues at the same points in time. In this 

case, the DSS predicted a warning (orange) and later a failure (red) which are both 

marked on the plot as vertical lines (Figure 3:39 a & b). The warning was detected 19 

days before the end of the experiment while the failure predicted 8.6 days before the 

end of the experiment. A failure of Bearing 3 was recorded in the ISM dataset descrip-

tion (Table 3:6). 
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               (a)                   (b)  

   
            (c)                   (d)  
Figure 3:38 – Statistical properties results of pre-processing of bearings 1(a, b) and 2 (c, d) mapped to the 
reliability results of post-processing. Series marked with * in the legend are plotted on the secondary vertical 
axis (right side) while the remaining are plotted against the primary vertical axis (left side). 

At the warning stage the DSS suggested the following actions in order of likelihood:  

1) Check Bearing 3 for material wear and tear. 

2) Check Bearing 3 for non-effective lubrication. 

3) Check Bearing 3 for overheating. 

At the failure stage the DSS suggested that material wear and tear was the root cause 

for bearing 3 failing which was different to the actual cause reported in the ISM da-

taset. The cost associated with the warning stage was $2,000 for the asset, the cost of 
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maintenance was $013 assuming engineers on the ship were trained to replace this com-

ponent, and the cost of delay was $15,000 for one day assuming the main engine of 

the ship would need to stop operating for one day for the bearing to be replaced.  

   
            (a)                   (b)  

   
            (c)                   (d)  
Figure 3:39 – Statistical properties results of pre-processing of bearings 3 (a, b) and 4 (c, d) mapped to the 
reliability results of post-processing. Series marked with * in the legend are plotted on the secondary vertical 
axis (right side) while the remaining are plotted against the primary vertical axis (left side). DSS warnings 
are vertical orange lines and DSS failures are vertical red lines. 

There were no costs associated with environment, safety and performance. Hence, 

                                                
 

13 The cost of an engineer onboard performing a maintenance action is $0 as there is no added to cost 
to the ship operator. Thus, no expense to the maintenance budget. Assumption verified by ship engineers 
and operating companies during the development of the DSS (Michala et.al., 2015)  
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the identified condition of the bearing would result to a total cost $17,000 before the 

component could return to good operating condition.  

Similarly to bearing 3, bearing 4 also displayed large variation in the reported sta-

tistical properties since the beginning of the experiment. This is the only bearing where 

the profile of the y axis is significantly different to the one on the x axis. There is 

significant difference in RMS, mean and peak-to-peak values reported during the ex-

periment. In this case, the DSS predicted the warning 29 days before the end of the 

experiment and the failure 25 days before the end of the experiment for both x and y 

axis data. The costs in the warning stage were the same as those predicted for bearing 

3. However, the actions suggested by the DSS were:  

1) Check Bearing 4 for manufacturer defect  

2) Check Bearing 4 for material wear and tear 

3) Check Bearing 4 for non-effective lubrication 

In both cases the DSS successfully identified that bearings 3 and 4 were not oper-

ating in good condition. Failure instead of defect was identified for bearing 3 as it 

demonstrated good operating condition at the beginning of the experiment. However, 

a defect was identified in the second case which was the expected outcome (Table 3:6). 

Additionally to the time domain extracted properties of the data, the frequency do-

main was analysed and frequencies with the highest amplitude reported. These were 

used to reconstruct the signal using the inverse FFT as injected points to the statisti-

cally reconstructed dataset. The statistical reconstruction followed the same process as 

in the previous case studies. Thus, the inverse FFT data points were added in the same 

manner as special events into the reconstructed stream. The correlation of the recon-

structed data stream to the raw data stream is reported in Table 3:9. Evidently, there is 

greater loss of information in the case of vibration data compared to other case studies.  
Table 3:9 – Correlation between raw and processed IMS dataset on bearing vibration measurements for 
experiment 1.  
No. Measurement R2  No. Measurement R2 

1 Bearing 1 x axis 0.899  5 Bearing 1 y axis 0.901 
2 Bearing 2 x axis 0.873  6 Bearing 2 y axis 0.885 
3 Bearing 3 x axis 0.799  7 Bearing 3 y axis 0.907 
4 Bearing 4 x axis 0.862  8 Bearing 4 y axis 0.797 
 

Extracted features for experiment 2 of the IMS dataset against the calculated relia-

bility value are presented in Figure 3:40 and for the 3rd experiment in Figure 3:41. 



 116 

   
      (a) Bearing 1           (b) Bearing 2 

   
     (c) Bearing 3            (d) Bearing 4 
Figure 3:40 – Statistical properties results of pre-processing in experiment 2 mapped to the reliability results 
of post-processing. Series marked with * in the legend are plotted on the secondary vertical axis (right side) 
while the remaining are plotted against the primary vertical axis (left side). DSS warnings are vertical orange 
lines and DSS failures are vertical red lines. 

In the figures DSS outputs resulting from the predicted reliability are also presented. 

Warnings were predicted for Bearing 1, 3 and 4 of experiment 2. The suggested actions 

and cost presented by the DSS were the same as in the case of Bearing 3 in experiment 

1 above. A failure was predicted for Bearing 1 which matched the expected in this 

experiment (Table 3:6). For bearings 3 and 4 a warning was raised towards the end of 

the experiment. No failures were raised for bearings 3 and 4 which is in line with the 
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expected condition at the end of the IMS dataset. The warnings raised predict a poten-

tial failure of bearings 3 and 4 at the end of the 5 weeks prediction period. The exper-

iment ends sooner than the 5 weeks prediction period. It is thus impossible to validate 

those two warnings against the actual condition of the bearing due to lack of data to 

cover the full prediction period after the warning was raised. Inspection of the data can 

indicate that the condition of the bearing is deteriorating as there is rising trend of the 

peak-to-peak amplitude and standard deviation for both bearings towards the end of 

the experiment.  

   
      (a) Bearing 1           (b) Bearing 2 

      
     (c) Bearing 3            (d) Bearing 4 
Figure 3:41 – Statistical properties results of pre-processing in experiment 3 mapped to the reliability results 
of post-processing. Series marked with * in the legend are plotted on the secondary vertical axis (right side) 
while the remaining are plotted against the primary vertical axis (left side). DSS warnings are vertical orange 
lines and DSS failures are vertical red lines. Vertical green lines signify lifted warning/failure state.  
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For the 3rd experiment a warning was produced for Bearing 2 which was however 

later removed as the reliability of the bearing increased. As the warning was removed, 

the bearing was predicted to be in good operating condition at the end of the experi-

ment which is in line with the recorded ISM dataset condition. Bearings 1 and 4 were 

also predicted to be in good operating condition; as expected (Table 3:6). Bearing 3 

raised a warning just 9 days before the end of the experiment which was raised to 

failure only 2 days before the end of the experiment. In that respect, the failure was 

correctly identified (Table 3:6) but there was no significant warning period ahead of 

the failure.  

Overall all the failures reported in the ISM end of experiment condition were iden-

tified successfully for all three experiments. The experiment completed without the 

DSS raising failures for any of the bearings that were expected to be in good condition. 

This validates the DSS as false positives/negatives were not identified. A warning was 

raised and consecutively removed for a bearing that was expected to complete the ex-

periment in good operating condition. Two additional warnings were raised that were 

not reported in the ISM results. These two warnings could not be validated as addi-

tional data would be required; for a failure to be raised or for the warning to be re-

moved. 

The correlation between raw and regenerated signals for the 2nd experiment of the 

IMS dataset is presented in Table 3:10. For the 3rd experiment, Table 3:11 presents the 

correlation analysis results. 
Table 3:10 – Correlation between raw and processed IMS dataset on bearing vibration measurements for 
experiment 2. 
No. Measurement R2  No. Measurement R2 

1 Bearing 1 x axis 0.778  3 Bearing 3 x axis 0.941 
2 Bearing 2 x axis 0.934  4 Bearing 4 x axis 0.905 
 

Based on the reported R2 values it is evident that method used for compression of 

the volume resulted in a higher error margin. In most cases the error is approximately 

10% and, in a few occasions, rises to approximately 20%. Thus, the selected method 

cannot reconstruct the original vibration raw dataset with high fidelity. This renders 

the approach inappropriate for use with analysis tools that require a lower error margin 

such as ANNs. However, this error margin did not affect the decision-making process. 

As demonstrated above the DSS results matched the expected ISM end of experiment 
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reported condition of all bearings regardless of the loss of information.  
Table 3:11 – Correlation between raw and processed IMS dataset on bearing vibration measurements for 
experiment 3. 

No. Measurement R2  No. Measurement R2 
1 Bearing 1 x axis 0.892  3 Bearing 3 x axis 0.926 
2 Bearing 2 x axis 0.797  4 Bearing 4 x axis 0.916 

 

3.4 Business	Case	Evaluation	
The maintenance of vessels is one of the largest operational costs (Section 1.1). The 

cost effectiveness of CM systems is well documented (DeMott, 1978a, 1978b). 

Holroyd (2015) support that deterioration to a gearbox was identified in advanced of 

the pre-scheduled maintenance period saving the operator an estimated $150,000. This 

cost would have accumulated through parts, replacement actions, unplanned stoppage 

and unexpected production disruption. The last two are the highest. Also, they present 

a second case study of an actual bearing failure of an anchor recovery system leading 

to a cost of $100,000. Other costs such as environmental damage fines can occur. For 

example, 35,224,000 litres of crude oil were spilled in the ocean in 2003 due to various 

incidents involving tanker ships (Devanney, 2010). The cost of repair is but a small 

contributor to the expenses associated with the event. The cost due to lost productivity, 

initiated through a failure of equipment, rises with criticality as presented in Figure 

3:42 (SKF, 2016).  

 

Figure 3:42 – Cost of loss of productivity against machinery/equipment criticality, adapted from SKF 
(2016). 

Several authors have documented the cost benefit through avoidance of unneces-



 120 

sary maintenance and better scheduling (Shin and Jun, 2015, Schwabacher, 2005). Ac-

cording to Shin and Jun (2015), a wide spread use of CM can result in $35 billion 

savings for the industry. Other indirect cost savings, or benefits, can be drawn from 

improved productivity (Prajapati et al., 2012). However, the capital cost of implemen-

tation and staff training must be taken into account (SKF, 2012b). To perform a cost 

benefit analysis the benefits must be identified and categorised. As this thesis proposes 

a CM system the benefits of CM versus non-CM will be reviewed. Then as the pro-

posed system is an advancement of the current state-of-the-art in ship CM applications, 

the benefits versus existing approaches will be presented in this section. 

The benefits of CM to the shipping industry14 have already been discussed (Chapter 

1) and are:  

• increase in business value and strategic positioning (DNV GL, 2014)  

• reduction in risk and uncertanty, better management of tolerable risk, and 

overall increased employee satisfaction 

• better compliance with health and safety regulations and adhere to environ-

mental regulations (EMSA, 2017, 2015, Logan, 2015, Takata et al., 2004) 

• better audit trails for maintenance and operation activities adhering to cor-

porate standards.  

• reduction of cost and maintenance budget (Moore Stephens LLP, 2015, 

Michala et al., 2015, Greiner, 2014) 

• effective utilisation of maintenance personnel and assets  (DNV GL, 2014) 

• effective maintenance planning 

• reduced working capital 

• inventory requirements and spare part planning  

• better supplier, procurement and warranty management 

• energy efficiency (Michala et al., 2015, Kara et al., 2015, Logan, 2015, 

Panagakos et al., 2015) through Slow steaming, lower-cost fuel and im-

proving operational efficiency (Psaraftis and Kontovas, 2015).  

                                                
 

14 MICHALA, A. L., LAZAKIS I. & THEOTOKATOS, G. 2015. ‘Predictive maintenance decision 
support system for enhanced energy efficiency of ship machinery’, International Conference of Ship-
ping in Changing Climates 2015 Conference proceedings, 24-26 November 2015, Glasgow. 
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• support reductions in CO2 emissions (Panagakos et al., 2015, ECSA, 2012, 

Webster, 2001)., EC (2011), (Diakaki et al., 2015, Kara et al., 2015).  

• effective performance 

 

Similar findings have been reported in several industries (De Giovanni and Esposito 

Vinzi, 2014, de Azevedo et al., 2016, Eker et al., 2015, Kara et al., 2015, Haque et al., 

2015, The British Institute of Non-Destructive Testing, 2015, Lees, 2015). In the fol-

lowing paragraphs, two of the most important direct cost benefits will be further 

analysed. The benefits of appropriate CM implementation, as has been demonstrated 

in other industries (Tourvalis, 2007, DNV GL, 2014, DeMott, 1978a). However, for 

the successful implementation of CM the full business cycle needs to be adjusted to 

guarantee maximum benefits (DNV GL, 2014).  

Wireless installations have been praised for their cost benefits by several authors 

(Feng et al., 2015, Ralston, 2007). Particularly, Colpo and Mols (2011) identify that 

the installation costs of wireless systems in industrial applications can be 50% – 90% 

lower than an equivalent wired installation. According to Katsikas (2013), a wireless 

commercial system in the same category as the one proposed in this thesis (LAROS), 

is reported to have 50% cost reduction from installation alone. The unit cost of the 

LAROS system is not publicly available, so a direct comparison was not possible. A 

further cost reduction is expected due to low maintenance costs such as automated 

firmware updates, available for commodity hardware such as the BBB (JaeHyuk et al., 

2013). The benefits of using wireless networks for CM on ships are:  

• immediate savings on installation and wiring costs (Feng et al., 2015, 

Mehta and Reddy, 2015, Ralston, 2007), including acquiring the materials, 

the careful planning for cable lay, connection, setup, and infrastructure 

(such as junction boxes, termination panels, network connection documen-

tation etc.). 

• reduced dry-docking time and labour and ship availability is minimally 

perturbed. 

• removing the need for installing power supply cables.  

• short commissioning time before on-ship installation.  

• installation and maintenance of the network is much more straightforward. 
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• more resilient to the effects of noise, path obstruction and technical failures 

due to dynamic routing (Mehta and Reddy, 2015).  

• availability, and scalability, as no additional effort is required to introduce 

new nodes to the system at a later date, at no extra overhead for re-com-

missioning.  

• installed in difficult to access areas, enhancing safety compliance (Myhre 

et al., 2014).  

• increases the energy efficiency of the solution and reduces the carbon foot-

print for the business. 

 

The following analysis will take into account the work presented by Katsikas et al. 

(2014), JaeHyuk et al. (2013) and Ralston (2007) in combination with the benefits of 

CM and Wireless Transmission. Table 3:12 presents a summary of the benefits of 

wireless compared to wired systems. 
Table 3:12 – Summary of wireless network benefits. 

 Benefits   Benefits cont. 
1 Savings on wiring costs  7 Reduced power need 
2 Reduced dry-docking  8 No electrical installation requirement 
3 Savings on installation and labour  9 Short commission time 
4 Less training for installation  10 No additional infrastructure  
5 Dynamic routing  11 High resilience to failures 
6 Scalability  12 Can be installed in difficult to access areas 

 

There are also other unquantifiable benefits that were not included in the following 

cost/benefit analysis for simplicity and to reduce the amount of assumptions made. 

Unexpected failures even though not often recorded, can have a disruptive effect on 

the business model and reduce or eliminate the profit margin of a company for a given 

ship at a specific journey (Rofle, 2015). Moreover, an unplanned failure often links to 

other maintenance costs as side-effects of the failure. A 10% – 15 % reduction of this 

“consequential loss” can be achieved through CM according to the same author. Re-

duced dependence on the onboard crew is another unquantifiable benefit as the shore-

based personnel can have a thorough knowledge of the ship’s condition at any point in 

time. In that respect, personnel retention rates have no effect on condition.  

Another indirect benefit is in the ordering parts planning process. In the event of an 

unexpected failure, a certain part may require several days from the order being placed 
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to it arriving at the ship. This process adds costs for the company and unnecessary 

delays (Wingrove, 2016).  

Other benefits such as better compliance to health and safety regulations, better 

management of tolerable risk, better supply/procurement/warrantee management were 

not included in the CM versus non-CM analysis as it was difficult to assign monetary 

values to each. Long term benefits include better performance, better operating condi-

tion, business growth, strategic maintenance planning, spare part management, better 

compliance with health/safety requirements, and reduced incident/casualty records. 

Other costs such as penalties due to delays and contractual agreements, insurance, ac-

cident and emergency costs can be also significantly reduced, if not eliminated. 

 Cost	Benefit	Analysis	

The following analysis was based on benefits and on prices available from literature 

reviewed in the earlier sections of this chapter. A total of 9 DAQ units were assumed 

to cover the most important systems and subsystems identified in Section 1.1.2. More-

over, the cost of sensors was not considered as most machinery have pre-installed sen-

sors. Some of the estimates such as the cost of installation are based on assumptions 

which are worst-case-scenario. For example, the installation of the system could be 

performed while the ship is sailing with the engineer working at times that the ship is 

in port and thus, further reduce the cost in Table 3:13.  
Table 3:13 – Costs associated with adoption of proposed CM method. 

Description Cost within 12 months 
DAQ unit cost £107 

Collector point  £40  
Software cost £0 

Sensor cost (assuming existing sensors) £0 
Internet usage on ship/vessel (Adamson, 2016a) £14,800 (0.82£/$) 

Cost of installation (assuming one day stoppage) £50,000 
Staff training (onboard short courses max 2 hours/engineer) £0 

Trainer fees (training videos & mooc courses) £0 
Software support (assumed commercial arrangement)  £5,000 

Total cost (assuming 9 units) $86,100 (£70,803) 
Total cost of hardware/software/support (9 units) $7293 (£6003) 

 

In comparison to not using a CM method, the cost benefit analysis payback is cal-

culated through dividing the total cost presented in Table 3:13 by the total benefit of 

adopting the proposed system or any other CM approach in Table 3:14. This payback 
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is 0.59 rounded down years; equal to 7.13 months without the rounding error. Adopt-

ing the system for a ship that is currently not utilising any CM approach can provide a 

return on investment within 7.13 months of its installation. 
Table 3:14 – Benefits of adopting the proposed CM method over non-CM methods. 

Description Benefit (12 months) 
Reduced unexpected stoppage (one failure) (Holroyd, 2015) $100,000 

Reduced failures & maintenance (40%), fuel consumption (8%) 
(Katsikas et al., 2014) 

$40,880 

Reduced communication over telephone and email (approximation 
based on 10% reduction) (Adamson, 2016a, Katsikas et al., 2014) 

$4000 

Total $144,880 
 

Assuming that sensors would need to be purchased and installed would increase the 

total cost by $5,400 but still would provide a return on investment of 7.58 months. 

After this period, the cost would be significantly reduced to support and maintenance 

of the system alone and the benefit for the company would continue to rise annually.  

This analysis has assumed one unexpected failure in one year. However, the current 

average failure rate per ship per year across all strategies is reported to be 1 × 10Æß 

for major failures that could result to stoppage (HSE, 2012). Even taking that into 

account, the cost of unexpected stoppage in the first 12 months would be $10 and the 

payback period 1 year and 11 months which is still a small period of time compared to 

the operational life-time of the vessel considering an annual $44,890 benefit through-

out this period.  

A secondary comparison is made here with other CM methods. In this analysis, the 

cost of adopting the system is presented in Table 3:13 ($7,293). The cost is divided by 

the total benefit over utilising any alternative wired CM method presented in Table 

3:15 ($377,250). The overall payback period was calculated to be 0.23 months rounded 

down; 7.19 days without the rounding error. 
Table 3:15 – Benefits of adopting the proposed CM method over other CM methods. 

Description Benefit (12 months) 
Savings on installation and wiring costs (network and power) (50%) $50,000 

Savings on equipment cost and software support $183,250 
Reduced dry-docking/commission time (commission in advance) $100,000 
Reduced power consumption (this is negligible over the period) $0 

Reduced training (free of cost training) $25,000 
No additional infrastructure (cost for routers etc.) $1000 

High resilience to failures (healing)  $0(operational cost) 
Scalability (only cost of additional DAQ unit – no other cost) $18,000 

Total $377,250 
 

No data was available for the cost of existing CM solutions for ships to the best of 
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the author's knowledge. For that reason, an estimation of the cost was based on two 

existing CM systems, and capital and operational costs reported. The first is a CM 

system for an offshore wind farm estimated at an average of £306,500 (May et al., 

2015) and the second is the cost of an online CM of electrical power transformers cost 

at £60,000 (Kim et al., 2005). These were selected as upper and lower limits. The upper 

limit was selected because it is retrofitted, applicable to large machinery comparable 

to those on a ship, and includes costs for transporting the equipment to a remote loca-

tion installing under extreme conditions. The lower limit was selected as dictated by 

sensitivity analysis methods to mitigate any overestimation. The average translated to 

dollars is $183,250. Furthermore, some systems require the ship to be at dry-docking 

or at major refitting for installation of a full wired network. In that respect, the cost 

was estimated based on an average $50,000 cost of 1 day out of operation and a total 

of 2 days was assumed for this work to take place. Additionally, a half day as equiva-

lent to employee man-hours was assumed for training. Finally, the cost of scalability 

is variable depending on the extent of work that is required and a 10% of the initial 

operation and capital investment cost was assumed to cover this amount.  
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Chapter 4: Discussion 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
This chapter presents the discussion of the findings of the previous chapters. The 

first section is the evaluation of the system based on the results of the previous chapter 

and the outcomes of the literature review and methodology chapters. In Section 4.2 the 

proposed system, its impact and its feasibility to address the research question are 

elaborated as well as the impact on sector business based on the findings of Chapter 3 

in conjunction with Chapter 1. Section 4.3 compares the proposed approach to other 

commercial systems. Finally, Section 4.4 provides an overview of the transferability 

of the research to other domains, the limitations and threats to validity.   
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4.1 System	Performance	
The proposed system was developed to accommodate temperature, pressure and 

vibration sensors for CM onboard ships, utilising commercially available sensors. 

These measurements were identified as sufficient for CM on ships (Chapter 1). Critical 

equipment and machinery components, systems and sub-systems were identified as 

the ideal targets. Industrially rated RF communications were used as optical, and ul-

trasound were either too primitive or too unreliable for use within the engine room. 

Moreover, there is little Wi-Fi interference onboard which limits the obstructions to 

performance. The system can handle multiple sensor inputs simultaneously which dif-

ferentiates it from other existing ship CM approaches. Processing at the edge of the 

network increases scalability, robustness and reliability of the system while addressing 

the need for reduced data transfer rates.  

The DSS system utilises multiple sources of information to immediately suggest 

actions onboard the vessel, or actions that can be performed in the future. This depends 

on the length of prediction period. The GUI was developed based on feedback acquired 

during workshops, conferences and meetings. This feedback refined the GUI and sup-

ported the usability of the system15.  

In the first case study, several events were successfully generated, and there was a 
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significant variation in the raw input data. Utilising the events appropriately, the re-

sulting dataset closely follows the raw dataset (correlation with R2 = 0.99998). Hence, 

the validity of the processing feature and event extraction algorithms for time domain 

inputs and methodology is proven. Moreover, the reliability analysis tool produced 

similar results for both datasets (1% difference in the last point of the prediction curve). 

In that respect, the information provided to the reliability analysis tool can be 

considered identical as the difference is not statistically relevant (R2 between the two 

reliability prediction curves was 0.989). In both cases, the predicted reliability fol-

lowed the expected trend as deterioration occurs over time. However, when the events 

were not considered, depending on the particular input, the curve demonstrated a rising 

reliability trend which is against expectation. This was due to limitations on of the 

reliability analysis tool. Thus, events are of paramount importance, so that post-pro-

cessing does not input false data to the reliability analysis and DSS tools. The appro-

priate use of events can eliminate such inputs and thus unreliable results. The algorithm 

that generates events is independent from the processing algorithm. As a result, the 

DAQ can support new algorithms for the generation of events on demand. Hence, the 

system has the added advantage of flexibility. Further, if the event was not generated 

to warn the DSS that this equipment is not operating, a failure would have been iden-

tified. Thus, the incorporation of events provides benefits not only to data management 

so that the processed data correlated well with the raw measurements, but also to the 

analysis and decision suggestion parts of the system. In this case study, it was 

demonstrated that reduction of the transmitted information does not result in any loss 

of information, particularly when events can be captured16.  

The second case study demonstrated the suitability of the volume reduction and the 

wireless transmission mechanism for operation within an engine room environment. 

The performance of the network was highly satisfactory under load. The QoS evalua-

tion provides evidence for the appropriateness of the utilised method for transmitting 

CM information. Overall, 90.53% of data transmissions were successful in first at-

tempt. Thus, bottlenecks due to repeated send attempts were avoided rendering dealy 

                                                
 

16 MICHALA, A. L. & LAZAKIS, I. 2016. ‘Ship machinery and equipment wireless condition moni-
toring system’, Proceedings of the International Conference of Maritime Safety and Operations, 13-14 
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tollerant networking appropriate for the system. All packets were guaranteed to be 

received (Acknowledgement mechasnism), so any gaps in data stream could only be 

generated by a failure of the DAQ unit. In this case an event is also generated to mark 

the gap in the data stream. As a result, the information extraction tool can easily iden-

tify incomplete datasets and avoid issues affecting the predictive outcome. Addition-

ally, the ability of the system to transmit such a large proportion of packets on the first 

attempt demonstrates that interference is not significantly affecting the DAQ units. As 

a result, the proposed approach is a valid alternative to networks of individual meas-

urement acquisition units. These units serve a single sensor and as demonstrated in 

Figure 3:33 it would be impossible to support the amount of data generated by several 

sensors simultaneously in a WMNs network without generating network issues.  

Further in the second case study the correlation of the raw dataset and the post-

processed dataset was evaluated. In every case R2 was either 1 or statistically insignif-

icantly away from 1. The worst case was identified to have R2=0.998 (Figure 3:36a), 

possibly due to the nature of this dataset, but it was still not statistically significant. 

Finally, there is an increase in correlation, compared to the first case study when events 

were not enabled. This increase was attributed to the use of events17. 

As no warnings or failures were identified by the DSS in this case study, no actions 

were suggested and resulting operating costs were not calculated. This was due to the 

data streams being sourced from a new ship under excellent operating condition. Thus, 

it was reasonable that no failures would be identified within the time limits of the 

prediction. However, this demonstrates the ability of the DSS to recognises highly re-

liable operating states of the monitored equipment/machinery and successfully predict 

that the system will continue to operate in good condition. Also, due to the presence 

of events, the data points near zero were not sent to the reliability analysis tool; pre-

venting the system from raising false positives or negatives. 

The third case study focused on proving the validity of data measurements through 
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recording the laboratory diesel engine cooling water temperature outlet of the heat ex-

changer. The recorded raw dataset was within the expected range for the engine as 

specified in the datasheet. Moreover, the data recorded was used for the validation of 

the processing method against the reconstructed signal which was verified by the cor-

relation results (R2 = 0.999).  

Additionally, the third case study verified the capability of the system to process 

both data types simultaneously (time and time-frequency domain). This was achieved 

by processing both types on the same DAQ unit. No synchronisation or other issues 

were identified in this case study while executing both types of processing algorithms 

in parallel. Both signal types displayed good correlation between collected and pro-

cessed datasets which verifies the operation of the system. However, the vibration 

measurements displayed larger correlation error making the proposed pre-processing 

algorithm an unsuitable back-end for some analysis tools. Finally, this case study ver-

ifies the vibration processing and validates the DSS methodology by comparing the 

results of the DSS to the original DSS version and the recorded (expected) failures of 

the IMS dataset.  

According to the results presented in Section 3.5, the DSS successfully reported 

warnings and failures in advance of their occurrence for every expected failure. The 

DSS also successfully did not predict a failure where a failure was not expected. The 

root cause was not identified in experiment 1 bearing 3 (wear and tear was suggested 

instead of defect). But a warning and failure were correctly identified. All other fail-

ures were identified as expected based on the IMS dataset description. 

In experiments 1 and 2, warnings of the expected failures were first identified ap-

proximately at the middle of the experiment or even earlier. This means that the issue 

was predicted before the bearing had gone through half of the revolutions expected by 

the manufacturer as useful life-time of the bearing. However, in experiment 3, bearing 

3, a warning was raised just 9 days before end of experiment. So, not sufficient warning 

time-to-failure was given. In experiment 2, two more warnings were raised that did 

not match the IMS dataset reported failures but did not escalate to failure (as expected). 

Also, in experiment 1 one unexpected warning (not corresponding to an IMS reported 

failure) would have been raised if the experiment was allowed to run longer; based on 

the recorded data trend. These warnings could not have been verified due to lack of 
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further data. The same warnings were raised by the original DSS. Also, they were all 

running in excess of their useful life-time so any failure at that stage would have been 

expected at any moment according to the manufacturer. Additionally, in experiment 3, 

bearing 2 produced a warning which was then removed as the data provided higher 

reliability values. No action was selected in the DSS as taken, so the order of future 

suggested actions was not affected. The final result was consistent with the expected 

condition of the bearing at the end of the experiment. 

The DSS predicted a total cost of $17,000 for each bearing; this cost was calculated 

based on the effect of the predicted failure to the system, its maintenance, and the effect 

on operational costs. This is because all bearings were assumed to be in the same po-

sition in the system and no other components of the affected equipment were being 

monitored. Thus, the cost of this failure was not affected by predicted warnings on 

other parts of the monitored machinery/equipment. The actions suggested by the DSS 

were validated against the original list of actions for deterioration in bearings (as sup-

plied by a shipping company maintenance department – Chapter 3). While the priori-

tisation is different due to the additional constraints, the suggested actions are still 

within those identified by the experts. 

For this case study, 0.097% of data was transmitted over the communication net-

work. Only the spectrum components that were within the top 1% margin from the 

component with the maximum amplitude were transmitted from the Fourier domain. 

Greater information loss was identified compared to value type with worst case R2 in 

experiment 1 equal to 0.797, in experiment 2 equal to 0.778, and in experiment 3 equal 

to 0.797. Overall, the worst case of information loss had a correlation of 0.778 between 

the processed and raw datasets. Even with this low correlation value the DSS was able 

to correctly identify and predict the operational condition of the bearing. A final ob-

servation in this case study was that the y-axis vibration (i) gave no additional infor-

mation in terms of DSS output in any case as the DSS output did not differ between x 

and y axis data for the same bearing and (ii) it provided different statistical properties 

in only one case. 

The third case study further strengthens the validity of the data processing method. 

Moreover, it proves the ability of the system to handle two different data stream types 
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simultaneously. Finally, the results of the comparative analysis for the two DSS sys-

tems support its validity and suitability.  

Finally, through the case studies, it is demonstrated that the pre and post processing 

units cooperate to allow the user of the system to deploy alternative feature extraction 

tools according to the needs of the company. They cooperate to successfully eliminate 

compatibility issues between DAQ and any information extraction strategy, as proven 

through the case on the reliability analysis tool. Currently the system components have 

been developed to TRL6 according to the classification of the UK parliament18.  

The presented research achieves reduction of the transmitted data that is comparable 

to lossy compression. Transmitted data volume was reduced by 1 order of magnitude 

for value type data which is equal to CM data state-of-the-art compression algorithms 

(Kwan and Luk, 2018). For vibration data, volume reduction of 3 orders of magnitude 

was achieved which is higher than any reported compression algorithm. However, the 

proposed approach has one order of magnitude higher error margin compared to com-

pression algorithms. The processing capacity at the edge was not exhausted during 

data compression while events were also generated through a single computation ap-

plied to each input measurement.  

4.2 System	Impact		
The proposed approach advances ship CM within the identified constrains, does not 

compromise the decision-making process and advances edge processing research 

through demonstrating analytics at 0 hops from the data acquisition point using porta-

ble algorithms. The thesis addresses the identified gap in current literature. As applied 

research the work presented in this thesis advances the technical results reported in 

literature in the performance and suitability of wireless networks in shipping CM. The 

proposed system further advances the research in edge computing by extending the 

known work to processing directly on the data collecting device in the shipping do-

main.  

Through the results presented in Chapter 3 and the system evaluation presented in 

Section 5.1 of this Chapter, it is apparent that the proposed system is suitable to edge 
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process and transmit equipment and machinery condition monitoring data wirelessly 

onboard a ship. Also, the minimum requirement for recording data was identified as 

the extracted features instead of the raw data, along with the generated events that 

characterise changes in the data patterns. As these can be combined to re-generate the 

raw data, there is no significant loss of information as there was no observed compro-

mise of the decision-making process. Thus, the first aim of the thesis was addressed.  

The system is based on an extension of the edge processing paradigm while utilising 

commodity hardware at the specific environment and constrained context. The distrib-

uted, scalable and adaptable nature of the feature extraction along with the capability 

of regenerating the information for further processing provides a unique system for 

managing big data generated through CM sensors. The system is suitable for the ver-

satility of the application environment and can adapt to perform other computation on 

the edge of the network. Thus, providing a platform for further development. Finally, 

the multiple-parameter multiple-constrain approach for the DSS system contributes to 

the proposed methodology. As a result, the objectives of this thesis were addressed 

through the proposition of the system hardware-software co-design investigation, the 

methodology and algorithms developed, the suitability evaluation and the cost effec-

tiveness analysis. The reliability and usability of the DSS system is evidence towards 

the minimisation of training requirements. The system’s contribution to knowledge 

comes from the evaluation of this system for suitability and use within the harsh envi-

ronment of the ship’s engine room.  

The system addresses the identified gap in literature providing wireless data transfer 

of extracted features with very low network overheads, minimising the amount of data 

transmitted. This enhances significantly the reliability and scalability of the system 

beyond the limitations of existing CM approaches in shipping. At the same time, it is 

proven to be cost effective and requires minimal initial training due to the DSS system. 

Additionally, the DSS system addresses the need of efficient maintenance action deci-

sion making software that was identified through the literature review.  

The shipping industry is lagging behind developments in monitoring and analytics. 

Computerised systems are superior to human inspection in identifying failures very 

early. But current systems are not well adopted by the industry. As presented through 
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the previous chapters as well as Section 5.1 the proposed system meets all of the re-

quirements identified in Section 2.3 (Figure 2:2). The design considerations identified 

in Chapter 2 were addressing the industry needs and requirements as presented in Fig-

ure 2:4. As a result, this approach can increase the adoption of CM in the existing 

global fleet.  

The impact to stakeholders was presented in Section 1.9 and the benefits of the 

developed system analysed in Chapter 3. In summary, the selected CM approach 

results in reduction of failures, business target management, reduction of human error, 

maintenance of higher quality, and reduction of maintenance cost. Even though ex-

haustive CM is not necessary, critical machinery/equipment monitoring is required for 

the successful application of the proposed method. The DAQ units can provide signif-

icant coverage of the critical system monitoring requirements of any ship; leading to 

less maintenance at sea, no need for permanent crew that has experience on the partic-

ular vessel, better performance and condition of ship, reduction of risk, better emission 

management, and increased availability of the ship. 

According to the analysis presented in Chapter 3, using CM demonstrates returns 

on investment within approximately half a year from implementation (7.13 months). 

Even considering the low probability of major failures this period extends to just 1 

year and 11 months. As a result, it provides a considerable benefit over the lifetime of 

the ship. Furthermore, the payback period of using DAQ instead of other CM methods 

was calculated to approximately 7 days. In that respect, the use of DAQ is by far the 

most cost-effective solution for to the shipping industry. It offers a significant compet-

itive advantage over other wired CM methods and can demonstrate direct benefit in 

very short payback periods, maintaining a low capital investment and operational cost 

ceiling. Finally, it can increase trust in the technology through the use of encryption 

and regulated development. 

4.3 Comparison	to	Commercial	Systems	
The LAROS system became commercially available in 2015. This system has some 

similarities to the system presented in this thesis. It utilises low cost wireless industrial 

ZigBee and a modular embedded system approach (LAROS, 2015). In that respect, a 

commercial interest in developing such a system further strengthens the selected ap-
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proach as a viable solution to the identified gap and industry needs. Moreover, accord-

ing to Katsikas (2013) it demonstrates “outstanding” performance sending packets 

from the engine room all the way to the bridge of the ship.  

LAROS has a connection through satellite to shore sending the full raw dataset, 

which increases the operational cost. A DSS software implementation exists only on 

the shore-based computer for maintenance action suggestion. Thus, this is one of the 

first differences between this and the proposed methodology. Moreover, there is no 

reference of cost/impact analysis to demonstrate the direct benefit of using CM on any 

of the publications available at the time of writing this thesis (Koutsoubelias et al., 

2016, LAROS, 2015, Katsikas et al., 2014, Katsikas, 2013).  

However, there is a significant shortcoming in regard to the LAROS system that 

this thesis addresses. Firstly, the system does not support remote network management 

or self-healing according to the existing publications, which is one of the novelties of 

the proposed system for wireless ship CM. Additionally, the computation capabilities 

of the embedded system are low as well as the available memory. Hence, the system 

is not able to support demanding edge computation and delay tolerant networking 

which are all addressed in this thesis. In conclusion, data is not edge-processed and 

there is no record of reliability and robustness of transmission, loss of data, handling 

error readings and self-healing. All of these shortcomings were targeted by the work 

presented in this thesis, significantly differentiating the two systems.  

Recently other companies have started working on smart sensor wireless installa-

tions for ship CM, such as KONGSBERG (2017). However, there is still very limited 

information available and these systems are expected to become more well used in the 

near future. At the moment the smart sensor presented by KONGSBERG (2017) is a 

minimal power consumption system that is only concerned with transmitting the raw 

data in close proximity so as to enable ease of installation. In that respect, this system 

is addressing a different need to the work presented in the thesis. Many companies 

have developed commercial wireless sensors that can be used for fault diagnosis (Feng 

et al., 2015). Utilising ZigBee as a protocol of communication it is possible that any 

number of this sensors could be interfaced directly to the proposed system. However, 

the issue of data output and data processing requirements of these added wireless sen-

sors may become a significant restriction or even a hindering point. 
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Another system that is related to the presented work and was recently introduced to 

the market is PRUDAQ which was presented in August 2016 (GroupGets, 2016). It is 

a DAQ cape for BBB. This product emerged in the market following similar reasoning 

as in this thesis to meet a demand for low cost DAQ for the future IoT generation. The 

main differences between that system and the work presented here are that (a) this 

thesis presents an approach that supports industrial sensors which require external 

power supply and (b) this thesis presents a a hardware design that can support up to 8 

sensors sampled at 100 Ksps instead of the limited option of 2 sensors supported by 

PRUDAQ (c) this thesis supports a full framework for capturing, processing and 

transmitting the data instead of just a library for DAQ. In this category, other simpler 

board designs have been published to support DAQ but offer an incomplete solution 

(KNJN, 2017, Nathan, 2017). 

4.4 Transferability,	Limitations	&	Threats	to	Validity	
The research outcomes presented in this thesis can be transferred to any other do-

main where CM is applicable. The DAQ system can be deployed with different sen-

sors. In that respect, any other application can be suitable as long as the edge pro-

cessing algorithm is adapted to suit the purpose. Examples of applicable domains in-

clude the autonomous ships, robotics, factories, power generation systems, wind tur-

bines, telephony infrastructure, Interment infrastructure and other machinery/equip-

ment operating in remote locations where access to the Internet is not a given com-

modity. The DAQ units are transferable with minimal intervention. However, the DSS 

system and reliability analysis tools would need to be either altered or replaced to serve 

different industries. For example, constraints and optimisation goals of the DSS would 

need to be adjusted to the needs of another industry. Furthermore, other monitoring 

requirements can be served by the DAQ units that are not related to CM. Examples 

include building environmental monitoring, smart homes and smart hospital applica-

tions. In this case the reliability analysis tools and the DSS would not be applicable. 

Though, the post-processing unit can bridge the gap between the DAQ units and any 

tool.  

The limitations of the proposed system are mostly defined by hardware 

considerations. Currently the maximum number of sensors supported are 8. However, 

this does not include the ability of the DAQ units to be expanded to support Bluetooth 
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connectivity to ad-hoc sensors. A limitation would be the maximum number of edge 

processing algorithms that can be deployed before the DAQ is overloaded in CPU or 

Bandwidth. These considerations can be explored through simulation but currently ex-

ceed the potential of sensor network alternatives. Finally, if the device is battery power, 

additional computation will limit the lifetime of the battery. Two options would be 

available in this case. Either to increase the battery capacity or to change to mains 

supply. However, in both cases this will increase the initial investment and the payback 

period of the system.  

Another limitation to be considered is the ability of the DSS to incorporate new 

constraints. It is possible that after a certain limit the addition of constraints would 

significantly affect the processing time of the DSS. This would result in significant 

delays and thus reduced usability of the system. Finally, the large margin of error iden-

tified in post-processing some of the vibration datasets limits the capacity of the system 

to interface to any analysis tool. This can be addressed through altering the pre-pro-

cessing algorithm to send a larger portion of the Fourier domain in the expense of 

compression gain.  

Threats to the validity of the proposed method, results and conclusions can be iden-

tified mostly in the assumptions made in this thesis. One of the fist assumptions taken 

was that the raw data stream was accurate. The sensorial input was not calibrated. Data 

is trusted as the sensors are commercial graded and comply with regulations and stand-

ards (Chapter 1). Moreover, the results of this thesis were independent on the accuracy 

of the measurements when comparing the raw and processed datasets. Inaccuracies of 

the measurements would mostly affect the results of the information extraction and 

DSS tools. However, this thesis does not examine the accuracy of the prediction of the 

reliability analysis tools which is mostly discussed in related literature. This thesis was 

focused on providing a system of data management and processing to support CM and 

DSS on ships. The results of the DSS were found to be within the expected reported 

failures and suggested actions. As a result, any inaccuracy of the recorded data stream 

did not significantly affect the performance of the DSS. Finally, as the system offers 

remote management, calibration factors could be added through remote updates of the 

software. 

Another threat to validity was the case study environment. The measurements for 
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the suitability of the wireless transmission method were taken under laboratory condi-

tions. The laboratory used approximated an engine room. However, it cannot be dis-

puted that the actual measurements within a ship might have provided a different pro-

file. On the other hand, the existing commercial systems in Section 5.4 and other re-

search measurements presented in Appendix B demonstrate that the operation of 

ZigBee within ships is both possible and effective; further supporting the findings of 

this thesis.  

Finally, threats could arise from other assumptions made during the cost benefit 

analysis. There was no data available for the cost of CM solutions and estimations 

were used based on offshore and electrical power system monitoring solutions. This 

approximation considered both the remote and harsh environment of the offshore plat-

forms as well as the low cost of the wired installations in an industry where CM is very 

well established. This approach attempted to estimate the cost of existing CM using 

the two most extreme cases according to sensitivity analysis methods. It is possible 

that this cost was either under or over estimated. However, it is still orders of magni-

tude larger than the cost of the system. Hence, there is confidence in the outcome. In 

terms of assumptions, the difference between cost and benefit are vast, so any minor 

assumptions would not have significantly affected the payback time. Moreover, sev-

eral other benefits were not calculated as there was no obvious way to predict a mon-

etary equivalent. However, these could easily be contributing to the estimated benefit 

more than any overestimation of the calculated benefit. 
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Chapter 5: Conclusions 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
This chapter summarises the content of the thesis, emphasises the impact of the 

proposed system as well as limitations and weaknesses identified in the previous chap-

ter. Then it suggests possible extensions to the work presented in this thesis. There are 

several directions of development which were not explored during the course of this 

PhD and could significantly add to the development of better CM in the shipping in-

dustry.  
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5.1 Conclusions	
The system presented in this thesis decentralised data analytics, effectively edge-

processed and wirelessly transmitted equipment and machinery condition monitoring 

data and is a pillar for future low cost CM for the maritime industry; based on the 

findings of the literature review and the excellent validation and verification results 

presented in Chapter 3. 

The minimum data transmission required is (i) a subset of the frequency spectrum, 

(ii) the statistical properties of the recorded signal, and (iii) a set of events that describe 

those signals. This information was extracted with a single computation over the input 

measurement. Using this information, the presented methodology can successfully re-

construct signals that carry the required information without compromising the deci-

sion-making process; successfully demonstrated through the DSS evaluation.  

The developed system is suitable for gradual integration of CM in a vessel or ves-

sels through a modular, wireless, remotely controlled and managed approach. It re-

duces the traffic of data from the data acquisition point to the final presentation point 

both onboard and on shore. The system has very low capital cost and training over-

heads, so it supports enhanced utility and applicability providing several benefits to 

industry stakeholders.  

The system can support several input sensors and process them in parallel. The 

wireless communication is delay tolerant and no information was lost over the trans-

mission network without causing delays. The noise profile in engine rooms is not ex-

pected to be an inhibiting factor. Sensor signals are categorised in value or signal type 

inputs. In value type inputs, the reconstructed signal is identical to the originally rec-

orded signal. The worst case R2 for this type of input was 0.998 in 1 of the 40 cases 

analysed (2.5%). In the signal type inputs, there is some loss of information. The worst 

case R2 recorded was 0.778 in 2 of the 16 cases analysed (12.5%). In all other cases 

there was no statistically significant difference between the original and reconstructed 

signal making the system reliably open-ended for any further processing. Neverthe-

less, even in the worst-case scenarios with the lowest R2 value there was no effect on 

the decision-making process as the DSS successfully identified the expected results 

(failure or non-failure of the system).  

The benefits provided to the industry include reduction in failure rates, maintenance 
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cost and dependency on ship specific expertise. The system extends ship CM state-of-

the-art through decentralised wireless onboard decision assistance, low cost and direct 

benefit association, data encryption and development according to Class standards, 

impacting on increase industry adoption. Return on investment of 1 year and 11 

months compared to not using any CM system and 7.19 days compared to any other 

commercial system was identified.  

The system is transferable to other domains when the DSS tool is removed. DAQ 

units have a capacity ceiling in the number of sensors that can be connected and in the 

amount of processes that can run in parallel without affecting performance. The DSS 

has a limitation on how many constraints can be considered before effects on perfor-

mance are noticeable as well.  

In conclusion, the overall system addresses the current industry needs but also con-

tributes to existing research in processing data away from central servers within the 

ship CM domain and a constrained context. Thus, it can become a pillar for future CM 

systems where Big Data introduce limitations to business adoption.  

5.2 Future	Work	
The most important extension to the current work would be the further case studies 

to increase the amount of Fourier domain data that are transmitted over the wireless 

network. Increasing the percentage of frequency spectrum peaks that is sent, could 

increase the amount of information that is successfully transmitted. Experiments, 

could identify an optimum number of peaks to transmit (e.g. 10% of the highest peaks, 

or 20 first harmonics etc.) to have better R2 with optimum amount of data transmission. 

However, these were not conducted as the decision-making process was not affected 

in the original case study’s worst-case correlation scenarios. 

An addition to the current thesis would be the comparison of ZigBee with other 

alternatives in terms of performance. Other RF technologies for industrial deployment 

could be used such as WirelessHART and ISA100-11a to identify if a benefit exists in 

using these technologies for better QoS.  

The limitations of the DSS could be explored. The DSS tool can be further ex-

panded to incorporate other optional constraints or optimisation targets such as alloca-

tion of maintenance actions to specific geographical locations such as the port of pref-

erence etc. The performance of the software would need to be measured to establish 
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an ideal balance between expectation and applicability.  

Another addition to the DSS is the IFTTT approach of generating mobile phone 

alerts, emails or text messages when the DSS identifies a new warning or failure.  

Other measurements could be added to the system for completeness. For example, 

speed is an important parameter for monitoring. 

To deploy the system in a ship, several practical considerations would need to be 

addressed. It will require the installation of various sensors by experts and the instal-

lation of predefined cable lengths to locations that are not difficult to access for mainte-

nance but will have to be carefully chosen so that they do not obstruct day-to-day 

operations in the engine room. Additional hardware might need to be installed in the 

form of RF repeater nodes to increase signal strength and reliability of the overall sys-

tem. The post-processing unit will need wire access to the control room. Software will 

need to be installed in the appropriate PC in the control room. If this deployment is 

possible Appendix G presents a method for evaluating the suitability of the system for 

wireless transmission within the ship’s engine room. However, this method was not 

used in this thesis.  

One of the directions that was not explored in this thesis was the utilisation of opti-

cal or ultrasound wireless data transfer. In this case data mules would be required. 

Using mulling is faster and less energy expensive than wireless routing (Vasilescu et 

al., 2005). The post-processing unit instead of being stationary, it could be a mobile 

unit that moves through the engine room either independently (possibly using a track) 

or by being carried through the engine room by the engineer who inspects the room 

every so many hours. Then, the unit would return to a docking station in the control 

room to both re-charge and send the data to the PC. These two possibilities would need 

to be explored based on both cost and availability of space in the engine room as well 

as other parameters such as noise interference etc. Moreover, a data mule could be 

used even in the current system as a backup option. It could allow for access to the 

locally stored raw data on the DAQ units, as well as troubleshooting when wireless 

communications fail.  

Moreover, two additional avenues could be explored to make the system more ro-

bust, autonomous and less expensive. Those were: 

• Incorporating MEMs sensors for vibration measurements. 
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• Incorporating a nine-axis MEMs sensor for ship motion tracking. 

Micro-Electro-Mechanical Systems (MEMs) sensors were initially introduced in 

2007 on iPhone, providing 6-axis inertial motion tracking. That corresponds to 3-axis 

acceleration and 3-axis rotation sensing. Such SoC solutions have become more widely 

available since 2013 (Acar, 2016, Judd, 2008). Also MEMs sensors have progressively 

expanded into vibration sensing for CM in recent years (Uhlmann et al., 2015). How-

ever, such sensors for applications on ships rated in the particular conditions of hu-

midity and temperature ranges experienced on the main engine are not yet available. 

Some sensors are appearing in the market but at the moment are priced much higher 

than the main stream MEMs products available for general applications.  

On the other hand, MEMs sensors could be used for ship motion tracking. This 

sensor would need to be installed on the central hub and away from operating machin-

ery. In that respect, this sensor would not need to be rated for high temperature ranges. 

Incorporation of this sensor will provide higher autonomy to the system as traveling 

conditions of the ship could be directly inferred from the recorded motion sensing al-

gorithm. As a result, the voyage and weather data needed for the DSS system could be 

possibly identified or predicted through the MEMs sensor readings. This addition to 

the system would reduce user input dependency.  

To further enhance the hardware and software interface of the device further re-

mote-control options would be required. Replacing the manually set variable resistors 

with digitally controlled equivalents would make this setup process remotely control-

lable. 

The system uses a battery (Appendix H). Actual consumption of power of the sys-

tem was not implemented. Data processing is expected to have a lower impact on 

power than transmission. However, processing may need to be adjusted, to make the 

system more power efficient. Additionally, powering up the ZigBee chip is expensive 

in power, and a potential reason for not using it. However, the most important contrib-

utor to power consumption are the sensors. 
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Appendix A – Development Standards 

This appendix is based on Cyber Systems Guidance from LR in regards to software 

development for any type of system from embedded to GUI in regards to survey related 

equipment and impact on safety and security (LR, 2016). These standards were fol-

lowed in the development process of the proposed system in this thesis. 

So as to comply with the guidelines any development must strive to follow the 

standards presented in the following table. The means through which these standards 

are applied in this particular case are further discussed below. Development based on 

methodical approaches such as Agile development further ensures that the final soft-

ware is of high quality (Basili and Weiss, 1984). 
Standards governing the development of the proposed methodology according to guidance by LR (2016). 

Standard Description  
ISO/IEC/IEEE 15288 Systems and Software Engineering – System Lifecycle 

Processes; Framework for describing system lifecycles 
and lifecycle processes 

ISO/IEC/IEEE 12207 Systems and Software Engineering – Software Life Cy-
cle Processes; implementation of software systems 

NIST SP 800-64 Security Considerations in the System Development 
Life Cycle 

IEC/ISO 31000 Risk Management Principles and Guidelines 
ISO/IEC 31010 Risk Management – Risk Assessment Techniques 

BS EN 61508 Functional Safety of Electrical/Electronic Programma-
ble Electronic Safety – Related Systems 

ISO 9241-210 Human-Centred Design for interactive systems 
IEC 61508 Software production and maintenance  

LR Provisional Software 
Rules 

Provisional Rules and Regulations for Software to be 
Used in Naval Ships 

ISO 9001 / IEC 61508 / IEC 
12207 

Planning and Delivery of software production 

ISO 10007 Configuration management and Software Maintenance 
ISO/IEC 27001, ISO/IEC 

15408 
Cyber security 

 

In order to comply with guidance on cyber system development the system compo-

nents are initially defined. For the proposed development two systems are identified  

1) the end device and the software for data acquisition and  

2) the main coordinator device collecting the data in a central point.  

Then for each of the devices the relevant subsystems had to be identified. The first 

is comprised of the main subsystems: 
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1) ZigBee communications 

2) Embedded processing unit 

3) Software 

4)  Connection to sensor and  

5) Sensor.  

The second is also comprised of the ZigBee communications subsystem and a soft-

ware component. The failure modes associated with these subsystems were then iden-

tified. These are presented in the table below along with the effect, mitigation and 

avoidance actions addressing the requirements of the first six standards in the previous 

table. As the onshore system is not included in the development the remote connection 

is not an additional risk to be managed.  

Moreover, as demonstrated through the mitigation and avoidance actions the devel-

oped system demands minimum training for failure mode identification and recovery. 

Also, in many cases it attempts to self-recover from the failure mode. Also, as devel-

opment took into account the minimum requirements from all stakeholders, and the 

proposed software19 leads to engineer centred suggested actions. The design was hu-

man-centred thus following the requirements of ISO 9241-210. Finally, software 

maintenance and updates are not accessible remotely and can only be performed dur-

ing inspection or survey by dedicated staff.  

In order to assure data, considerations were made towards the data integrity, avail-

ability authentication, confidentiality, authorisation, non-repudiation and data proper-

ties that preserve safety. In terms of cyber security, the marine environment is unique 

due to limitations in connectivity (LR, 2016). Most ships do not have the ability to 

download large files that could be infected. The common case is that the onboard PC 

is already setup with all necessary software and is never updated online. Moreover, the 

systems installed on ships do not usually have operating system discs or proprietary 

software which is the target of the great majority of infections and viral threat programs 

such as malware. 

                                                
 

19 Number of lines of developed code 77,070. Based on the C gearing factor* this takes 389 useful-code-average-developer 
months [i.e. 32.4 person years], or 51.7 highly-efficient-developer months [i.e. 4.3 person years]. The development was imple-
mented in less than 2.5 years.  
*http://www.qsm.com/resources/function-point-languages-table 
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Another, important parameter in system design is the ability of the system to utilise 

valid and verified input sources. Thus, several standards and regulations exist. As the 

proposed system needs to support input from sensors, the selected sensors need to 

comply with certification and regulation so that the data can be trusted. The table be-

low presents a list of the standards regulating sensors and measurements. 

As evident from the table, sensors that operate within the harsh environment of the 

ship’s engine room need to comply with a variety of standards and must have passed 

relevant testing. For that reason, only sensors which are specifically graded for indus-

trial applications, combustion engine monitoring and high humidity conditions are 

suitable for the proposed system. 
Standards and regulations governing sensors and measurements in industrial applications. 

Standard Description 

BS EN 61010–1,  
IEC 61010–1 (2001) 

Safety requirements for electrical equipment for measurement, 
control and laboratory use. 

UL 3111–1 (2001) Standard for Safety – Electrical measuring and test equipment 
BS EN 50081–1 (2004a) Generic emission standard. Part 1: Residential, commercial and 

light industry. 
BS EN 50081–2 (2004b) Generic emission standard. Part 2: Industrial environment. 

IEC CISPR 22 (2005), 
EN 55022 (2006) 

Radio disturbance characteristics of information technology 
equipment. Class B Limits. 

FCC Rules, Part 15 
(FCC, 1993) 

Complies with the limits for a Class B digital device 

BS EN 50082–1 (1998a) Generic immunity standard. Part 1: Residential, commercial and 
light industry. 

BS EN 50082–2 (1998b) Generic immunity standard. Part 2: Industrial environment. 
IEC 60068–2–1 (2007a), 
IEC 60068–2–2 (2007b) 

Environmental Testing. Cold and Dry Heat 

IEC 68–2–78 (2012)  Damp Heat: 90% RH 
 

These sensors are commodity in such systems and often are pre-installed by the 

manufacturers of machinery and equipment which is the current state-of-the-art for 

new-build ships. However, it may not be the case in older vessels.  

Through using sensors that are available commercially, there are additional benefits 

to the development process. First and foremost, the sensors are guaranteed to collect 

the required data reliably. Secondly, and of equal importance for a shipping environ-

ment, the commercial sensors are  marked [Conformité Européene Marked (EU, 

1993)] and have passed Safety, Electromagnetic Compatibility (EMC), Emission and 
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Immunity (EMI) testing. Also, commercially available sensors for industrial applica-

tions comply with the international EMC Directive (EC, 2014a) and Low Voltage Di-

rective (EC, 2014b). In that respect, sensorial input needs to be provided from com-

mercially available sensors certified for operation in the desired environment. How-

ever, it is broadly acknowledged that acting upon the recorded data is the most 

important aspect of the CBM implementation process (Fisher, 2017).  
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Appendix B – Ship Noise Profile and 
Wireless Application in Hazardous 
Conditions 

As this section discusses the proposed answer to the first research question, it pro-

vides an in-depth analysis of the applicability of wireless communication protocols in 

the shipping environment. It aims to discuss the noise profile of the ship engine room 

and the general conditions. This includes identifying if explosive atmosphere is formed 

within the engine room and if other hazardous conditions exist and could be affected 

by RF signal transmission. 

In an engine room, apart from the ship’s main engine, other devices also exist that 

can create electromagnetic noise. The main noise generators are the engine and sys-

tems in engine room such as electricity generators, reducers and ancillary machinery 

(e.g. winches, hydraulic motors) (Jegaden, 2013). This noise changes dynamically and 

is affected by several parameters such as the speed of the engine etc. (Bongjae et al., 

2014). Furthermore, reflection and scattering can occur especially due to the metal 

enclosure that surrounds the engine room. On the other hand, the special isolated na-

ture of the ship ensures that Wi-Fi and other ISM band cross-interference is minimal 

(Zhao et al., 2013).  

Another important consideration is the transmission synchronisation of the net-

work. When several nodes transmit simultaneously the interference increases and is 

linearly analogous to the number of nodes transmitting (Badis and Rachedi, 2015). 

However, this condition can be avoided through the correct geographical distribution 

of the network. By minimising the number of nodes covering the same geographical 

area and through the MAC layer, the Signal to Interference to Noise Ratio (SINR) can 

be minimised. 

In that environment noise can exist between few Hz and the lower end of GHz. 

According to guidelines, radio installations are achievable between 150kHz and 

300MHz for standard equipment operating outside the ISM band (The Norwegian 

Electrical Safety Directorate, 1993). Based on testing for radio devices on board ves-

sels, scrutinised for certification by Lloyd’s Register, it is necessary to prove that the 



 187 

system is not affected by noise in the region of 8MHz to 2GHz (LR, 2016, 2015). Also, 

the regulatory limit frequency range from 200MHz to 1GHz exists to protect machin-

ery and equipment from other spectral emissions (DNV GL, 1995). Moreover, accord-

ing to other research the EM noise reduces after 400kHz (Palczynska et al., 2006). 

Also for radiated emissions from equipment installed in any space on the ship, 2GHz 

is the maximum frequency permitted and it must be rated below 54 dBµV/m (DNV 

GL, 2006). In that respect, the operating frequency of ZigBee is ideally suited outside 

the frequencies most adversely affected. According to Baker (2010), the reliability of 

such networks in adverse conditions – and in particular the ZigBee technology – is 

reported as appropriate. Moreover, the LAROS commercial system currently installed 

on ships is operating successfully in this frequency range (Koutsoubelias et al., 2016, 

Katsikas, 2013). Moreover, other academic studies suggest that ZigBee is successfully 

transmitting across decks on actual ship trials (Paik et al., 2009, Paik et al., 2007). 

The geography and topology of the wireless sensor network can significantly affect 

the performance and reliability. In that respect, carefully selected installation topology 

can reduce the effect of reflection and scattering (Xu and Liu, 2012). Further, accord-

ing to Kiyang and Van Zyl (2014), wireless sensor networks based on the available 

standards are resilient to industrial noise as long as the separation between nodes is 

maintained under a threshold. For example, in noise characterised by 52dB Signal to 

Noise Ratio (SNR) a 6m separation is the maximum to guaranty QoS. 

The industrial wireless systems such as ZigBee Pro, WirelessHART and ISA 100-

11a are most often, by nature of application, battery operated; so intrinsically safe. 

Many systems developed with such technology have met regulatory needs in regards 

to environment, explosive classified areas and safety compliance in applications such 

as LPG pressure monitoring, safety relief valve monitoring, safety shower monitoring 

and rupture disc monitoring (Colpo and Mols, 2011). These are often installed in gas 

and crude oil processing plants which are some of the most hazardous industrial appli-

cations. 

As discussed by Kamila (2016), for a wireless network to become an ignition 

source, other installed devices in the vicinity would have failed their safety require-

ments. In that respect, a wireless installation alone is not an ignition hazard as it is very 

unlikely that it can spark an explosion on its own (Schultz, 2007). Power of the RF 
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signal larger than several hundred Watts is necessary, which is impossible in battery 

operated systems with ZigBee operating in 10mW. However, if the maintenance con-

dition of other inductive machinery and equipment is low, then it could lead to ignition 

under certain circumstances. On the other hand, these are standard requirements for 

any installation onboard a ship. Thus, a wireless network is no more prone to creating 

ignition than any other machinery or equipment capable of conducting current as long 

as it has passed the appropriate testing and acquired certification. For example, ZigBee 

applications exist for underground mining conditions and coal mines. Moreover, ex-

plosion protected antennas would have to be used in some of these applications. Recent 

radios and antennas already implement protection for over current and over voltage to 

reduce the potential of explosion due to the antenna (Fröhlich, 2012). 

According to regulations, when new electronic equipment is introduced in an in-

dustrial installation, it must be tested for Electromagnetic Interference (EMI) (Schultz, 

2007). This is to avoid induction of current on metallic objects. In that respect, the 

proposed system would need to be EMI certified before installation in ships and Ex-

plosion Certified. This could be achieved through selecting appropriate certified hous-

ing for the device. The housing can isolate the device and as a result remove the re-

quirement for each part to be put through testing. However, as the initial prototype 

development was tested in laboratory conditions this was not a consideration in this 

thesis.   
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Appendix C – User Manual 

The DSS user manual follows the previously published work in (Michala et al., 

2015). The only other difference from the previously discussed GUI is the addition of 

graph handling capabilities in the Plots area. The user can zoom in and out of a graph 

to inspect the plot in detail and can also hover over data points to see the exact reading. 

There are also two axes in this version to demonstrate the degradation in relative per-

centage an in actual expected temperature rise or pressure drop.  

 
Camshaft bearing overheating cost prediction based on optimal DSS action prediction not being followed. 

 



 190 

Camshaft bearing failure based on temperature readings. 

 
Crosshead bearing warning based on temperature readings. 
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Appendix D – Technical Datasheets 

Engine	datasheet	
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Sensor	datasheets	–	Pressure	sensor	
Extracts relevant to the work presented in this thesis. 
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Sensor	datasheets	–	Vibration	sensor	
Extracts relevant to the work presented in this thesis. 
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ZigBee	datasheet	
Extracts relevant to the work presented in this thesis. 
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BBB	hardware	spec	
Extracts relevant to the work presented in this thesis. (Available: http://beagle-

board.org/Support/bone101/#hardware). 
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Appendix E – DSS UML diagram 

The classes presented in this appendix were implemented for the DSS GUI. 

 

 

 

 

 

 

 

 

 



 210 

 

 

 

 



 211 

 



 212 

Appendix F – Third Case Study Corre-
lation Analysis Results for All In-
stances 

The following table presents the unique instance numbers used in the case study 

and their respective names in the input dataset.  
Cross-reference between unique instance numbers and input dataset measurement names. 
No. Measurement No. Measurement 
1 M/ETHRUSTBEARINGL_OOUTLETTEMP 20 NO_1INTERMEDIATESHAFTBEARINGTEMP 
2 M/ENO_1T/CL_OINLETPRESSURE 21 NO_2INTERMEDIATESHAFTBEARINGTEMP 
3 M/ENO_1T/CL_OINLETTEMP 22 NO_3INTERMEDIATESHAFTBEARINGTEMP 
4 M/ENO_1T/CL_OOUTLETTEMP 23 M/EMAINL_OINLETPRESSURE 
5 M/ENO_2T/CL_OINLETPRESSURE 24 M/EMAINL_OINLETTEMP 
6 M/ENO_2T/CL_OINLETTEMP 25 L_TCOOLINGF_WPRESSURE 
7 M/ENO_2T/CL_OOUTLETTEMP 26 M/ENO_1CYL_EXH_GASOUTLETTEMP 
8 SCAVENGINGAIRMANIFOLDPRESSURE 27 M/ENO_2CYL_EXH_GASOUTLETTEMP 
9 M/ESCAVENGINGAIRMANIFOLDTEMP 28 M/ENO_3CYL_EXH_GASOUTLETTEMP 
10 M/ESTARTAIRPRESSURE 29 M/ENO_4CYL_EXH_GASOUTLETTEMP 
11 M/EP_C_OINLETPRESSURE 30 M/ENO_5CYL_EXH_GASOUTLETTEMP 
12 M/ENO_1CYLINDERJ_C_F_WOUTLETTEMP 31 M/ENO_6CYL_EXH_GASOUTLETTEMP 
13 M/ENO_2CYLINDERJ_C_F_WOUTLETTEMP 32 M/ENO_7CYL_EXH_GASOUTLETTEMP 
14 M/ENO_3CYLINDERJ_C_F_WOUTLETTEMP 33 M/ENO_8CYL_EXH_GASOUTLETTEMP 
15 M/ENO_4CYLINDERJ_C_F_WOUTLETTEMP 34 M/ECAMSHAFTBEARINGTEMP(AFT) 
16 M/ENO_5CYLINDERJ_C_F_WOUTLETTEMP 35 M/ECAMSHAFTBEARINGTEMP(FORE) 
17 M/ENO_6CYLINDERJ_C_F_WOUTLETTEMP 36 M/ENO_1T/CEXH_GASOUTLETTEMP 
18 M/ENO_7CYLINDERJ_C_F_WOUTLETTEMP 37 M/ENO_2T/CEXH_GASOUTLETTEMP 
19 M/ENO_8CYLINDERJ_C_F_WOUTLETTEMP 38 M/ECONTROLAIRPRESSURE 
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Appendix G – WMN suitability valida-
tion methodology 

The method for assessing the performance of the network was based on established 

practices such as, capacity identification, throughput estimation, graph colouring and 

cliques (Badis and Rachedi, 2015). Single antennal WMNs’ capacity was derived 

through Equation N:1 known as Shannon’s formula. The capacity is closely related to 

the interference. Thus, low capacity indicates low performance, especially if the re-

quirements for data transfer exceed it. The signal power is dependent on the antenna 

and the noise on the environment. Typical values of electrical field strength of radiated 

noise on board a medium size cargo ship in machinery spaces are generally lower than 

0,1 V/m, rising to 1 V/m near a running alternator (DNV GL, 1995). However, the 

noise degrades in frequencies above 2GHz (refer to Chapter 5). Thus, it can be safely 

assumed that it is far lower than the 54 dBµV/m emission limit for the 2GHz fre-

quency. Also, several publications support the viability of WSNs in full ship 

installations both in the engine room and containers curried by ships (Koutsoubelias 

et al., 2016, Paik et al., 2009, Paik et al., 2007, White et al., 2010, Katsikas, 2013, 

Katsikas et al., 2014) 

! = 0 × logF ±1 +
£
f
≤ 

Where: B (Hz) is the bandwidth of the channel defined by the protocol, S/N 

is the signal to noise ratio in the ship, and C the capacity. 

The throughput of the network was estimated through Bianchi’s model. This equa-

tion is applicable to single hop networks, which is assumed to be the case in the pro-

posed deployment for those nodes initiating the transmission to the collection point. 

This was done for reasons of economy, in both installation cost and node traffic inter-

ference. The required probabilities were statistically derived from the network, as it 

attempts to send messages under conditions similar to those of the engine room. 

£ =
*&*"#Ö[*]

(1 − *"#)™ + *"#*&µ& + *"#(1 − *&)µù
 

Where: *L is the probability that a transmission is successful, *"# is the 

probability that there is at least one transmission in a given slot time, Ö[*] 



 233 

is the average packet payload size, µL is the average time the channel is 

sensed busy, µù is the average time the channel is sensed busy by each 

station during collision, and σ is the duration of one empty time slot.  

Graph colouring refers to a technique of graph labelling and is based on graph the-

ory. A graph is an ideal representation of a WMN as it allows for topographical and 

networking representation. Graph colouring has been used to assess connectivity, 

scheduling, resource allocation, frequency assignment, interference reduction, and ca-

pacity estimation in WMNs (Frey et al., 2016, Tushir et al., 2016, Arokia Mary and 

Amsalekha, 2014). Through this method, the capacity of any link of the network can 

be calculated. This approach is particularly useful when multiple nodes are accessed, 

when a message is propagated through the WMN, to reach the collection point. In that 

respect, this approach can be used to derive the load of the network when traffic is 

simultaneously initiated from various nodes.  

In graph colouring each link between two wireless nodes is represented by a node 

in the Conflict Graph (CG). The edges of the CG are conflicts between links, i.e. traffic 

interference. Colours of the edges represent the time-slot allocation of this edge. Edges 

starting from the same node cannot have the same colour. Mutual conflict links belong 

to the same subgraph which is referred as a clique. The distance-H-interfering model 

is used to create this graph for where any link with distance H is considered a potential 

interference. Edges in the sale clique must have different colours. The behaviour of 

this network can be studied if the geography of the network is known and the flow 

rates of the nodes are calculated based on successful transmissions. To study this 

behaviour a matrix representation is required where for each clique the following 

Equation applies. 

∀ë; ∑ç 	× Éç ≤ !ç 

Where: Éç is the average flow rate assigned to link i, !ç is the channel ca-

pacity of the link i, and ∑ç is the incidence matrix. 

The flow rate or any link is calculated through Equation: 

Éç =
1
π
∫ Éç(ª)äª
"

"Æº
 

Where: Éç(ª) is the instantaneous flow rate utilization on link i at time r. 

Assuming 1 number of links in the network and Ω the number of maximal cliques 
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that this link ë belongs to, the union of the clique matrices across all the links gives the 

global clique matrix ∑. 

For the network to be dimed as sufficiently capable of performing in the given en-

vironment, the conflict graph must be a perfect graph and a unit disk graph. A perfect 

graph is defined as a graph that for every clique the clique number is equal to the 

chromatic number (optimised chromatic allocation). A unit disk graph is defined as a 

planar graph where all edges must be allocated between vertices whose Euclidean dis-

tance is lower than a constant threshold of 0.46 (Gupta et al., 2007, Badis, 2007). This 

method could be used to establish the appropriateness of the ZigBee Pro protocol for 

installation in the engine room. 
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Appendix H – Power 

When real-time monitoring and wireless communication is a necessity for an em-

bedded system, the power consumption becomes an issue quickly. Hence, the embed-

ded system needs to have sufficient power supply to allow both these functions and 

consider power saving actions or “sleep” states. Moreover, some sensors require power 

supply to operate. The figure presents the relation between supply and consumption in 

an embedded system. The functions that consume energy are the power supplied sen-

sors and all the demanding software executed at regular intervals. 

 
Power sources and power consuming functions of embedded system. 

 

According to Costillo (2015), the power consumption can be identified as the sum 

presented in Equation: 

*K2%&æ'.- =ø*¿†1¿ãªç

¡

çyE

+ *Åªãx†¿¿ãªç-.$à	&$'¬àç%/	#$". 

Where: *K2%&æ'.- is the total power consumption, *¿†1¿ãªç is the power 

consumed by sensor ë for its operation, *Åªãx†¿¿ãªç-.$à	&$'¬àç%/	#$". is 

the power consumed by the processor for the selected sampling rate, N is 

the number of sensors in the system, and the ideal sampling rate is analo-

gous to the response requirements. 

As discussed by Gardner (2012), the power provided by a battery can support a 

system’s operation for several years if required. This is often referred as the operating 

life time of the system. Via an appropriate selection of sensors, low power electronics, 

and low power wireless systems, which can be optionally switched off when they are 

not needed, the system can increase its operating life time using low cost batteries. 
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Real time monitoring requires higher battery consumption. However, by managing 

when the sensors are enabled and disabled, or by altering sampling rates, the power 

consumption can be regulated. Additionally, battery changes can be implemented (e.g. 

at inspections) to create a balance between the two parameters. As part of this thesis, 

the total power consumption of the system will not be measured as it would signifi-

cantly change between the benchtop model used in this thesis and final deployment 

hardware. However, the power consumption of the system will be taken into account 

when designing both the hardware and software components. 

As wireless sensor networks are becoming more prevalent, many other techniques 

have been developed to minimise power consumption of data transmission. Proposals 

include harvesting power from vibration to power the wireless sensor, duty cycling to 

reduce operating time, implementation of wakeup calls to reduce trafficking conflicts, 

low power pre-processing routines to reduce transmitted data, variable sampling rates 

to increase sleep duty cycles, and implementation of fast data mining techniques to 

reduce pre-processing time (JaeHyuk et al., 2013, Baker, 2010, Yang et al., 2012). 

The power management policy proposed is presented in the following section 

(Figure 2:10). It utilises sampling rate management, low power fast data mining and 

low wireless traffic. The power management policy components alone are not novel. 

However, it contributes to the overall system in a significant and meaningful way as it 

fulfils a pragmatic need of any such system. 

Furthermore, to satisfy the power consumption constraints, the ideal sampling rate 

of the system must be identified and defined based on the duty cycles of transmission 

and pre-processing routines. These will be further elaborated in the data management 

and mining section of this thesis.  


