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Abstract

“Social Engineering” refers to the attacks that deceive, persuade and

influence an individual to provide information or perform an action that will benefit

the attackers. Fraudulent and deceptive individuals use social engineering traps and

tactics through Social Networking Sites (SNSs) and electronic communication forms

to trick users into obeying them, accepting threats, falling victims to various silent

crimes such as phishing, clickjacking, malware installation, sexual abuse, financial

abuse, identity theft and physical crime. Although computers can enhance our work

activities, e.g., through greater efficiency in document production and ease of

communication., the reliance on its benefits has reduced with the introduction of

social engineering threats.

Phishing email results in significant losses, estimated at billions of dollars, to

organisations and individual users every year. According to the 2019 statistics report

from retruster.com, the average financial cost of a data breach is 3.8 million dollars,

with 90% of it coming from phishing attacks on user accounts.

To reduce users’ vulnerability to phishing emails, we need first to understand

the users’ detection behaviour. Many research studies focus only on whether

participants respond to phishing or not. A widely held view that we endorse is that

this continuing challenge of email is not wholly technical in nature and thereby

cannot be entirely resolved through technical measures. Instead, we have here a

socio-technical problem whose resolution requires attention to both technical issues



and end-users’ specific attitudes and behavioural characteristics. Using a sequential

exploratory mixed method approach, qualitative grounded theory is used to explore

and generate an in-depth understanding of what and why the phishing characteristics

influence email users to judge the attacker as credible. Quantitative experiments are

used to relate participants’ characteristics with their behaviour. The study was

carefully designed to ensure that valid data could be collected without harm to

participants, and with University Ethics Committee approval.

The research output is a new model to explain the impact of users’

characteristics on their detection behaviour. The model was tested through two study

groups, namely Public and MARA . In addition, the final model was tested using

structural equation modelling (SEM). This showed that the proposed model explains

17% and 39%, respectively, for the variance in Public and MARA participants’

tendency to respond to phishing emails. The results also explained which, and to

what extent, phishing characteristics influence users’ judgement of sender credibility.
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Chapter 1 Introduction

1.1 Background

Since it was established in the 1960s by the U.S Department of Défense

(Schneider, Evans, & Pinard, 2009), the Internet has become the most important and

rapidly growing technology worldwide. It also offers continual improvement with a

wide range of forms of communication. Email, cloud computing, data management

and transfer, social networks like blogs and Facebook, and text messaging systems

such as Twitter and SMS are information technology based on the Internet.

Due to the wide range of uses, the Internet is now cheaper and accessible for

twenty-four hours and seven days a week. This reason supports the statistics done by

InternetWorldStats.com where the number of population using the Internet from

2000 to 2018 dramatically growth from 28.7% up to 1,066% worldwide.

The Internet has provided a business opportunity for growth through the

inception of online services. The most widely used applications on the Internet

nowadays are Social Networking Sites (SNSs). The first recognizable SNSs was in

1997 with “SixDegrees.com” (Boyd & Ellison, 2010). Since then people have been

attracted to SNSs that enable them to connect and communicate with each other

depending on the nature of SNSs. This SNSs offer a wide range of technical features

that enable people, companies, organizations or government agencies to perform a
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variety of advanced services (boyd & Ellison, 2007)(Kizgin et al., 2020)(Shen, Chiou,

Hsiao, Wang, & Li, 2016).

Business see the Internet as a core and the backbone of their daily business

and SNSs as an opportunity for business. This can be seen with the growing number

of services offered in the business using SNSs starting from promoting and

marketing to dealing with customers online.

Ensuring the success of online services requires a high level of security,

especially when it involves money and confidential data transactions such as online

banking and shopping. These online services require access to sensitive and

individual information and therefore, a similar degree of security by their traditional

counterparts are involved. For example, customers are encouraged to use their

personal identification number (PIN) at the auto teller machine (ATM) to guarantee

safe transactions. The same concept needs to apply in online banking, where users

are encouraged to employ an online PIN. Furthermore, additional identification

verification through users’ mobile number is added, such as One Time Password

(OTP) and Type Allocation Code (TAC) to protect users’ information. Unfortunately,

some users still fail to satisfy these requirements, leading them to become victims of

criminal activities (Camp, 2007).

Therefore, in online banking, customers are always advised to check the

website's legitimacy and be aware of ‘where’ they made the transaction. They are

also advised to not disclose personal information such as passwords by writing it in

their phone or paper. However, not all users are willing to take this as security advice

to prevent them from being vulnerable to attackers’ requests (Mannan & van

Oorschot, 2008).
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Genius hackers will see SNSs such as Facebook, Twitter, Blog and many

more as an opportunity to prey on their victims. They might get information about

users’ daily activities, lifestyle, employment status and attitude. This information can

easily be found through users’ comments and updates and even their friends network.

In the current advanced and modern generation, the desire for information

technology that pairs with the lifestyle in the sense of effectiveness and ease for

societies are most in demand. This is proven when SNSs no longer require a

computer but optionally, users can just use a smartphone or any latest mobile device

such as a smart watch and tablet as long as they can access Internet connectivity.

However, the simplicity and advancement of technology can be a double-

edged sword. While technology-based threats have been well discussed and directed

in many studies, the issue of human threats seem less interesting to researchers in the

information technology area, perhaps because of the complexity to understand and

predict human behaviours associated with user's susceptibility to social engineering

attacks.

(Schneier, 2000) defines social engineering as an action that involves

persuading and manipulating legitimate user(s) of the information system to give or

share the information that will allow the attacker to access the system. When the

connection is successful, attackers become covetous by creating many new social

engineering (SEs) attacks, such as phishing, scams, ransomware, and cyberbullying,

creating a computer network as a victim to the attacks and threats (S. Gupta, Singhal,

& Kapoor, 2017)

Email is not popular like other SNSs in terms of its functionality in support of

social network development due to its one-way communication service. However, it
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is still prevalent in a different way of use. One of them is in the verification

procedure for online registration, such as creating an online banking account, social

media, and other registration requirements that are needed for verification. The

importance of email makes it no longer safe, and the information is constantly under

threat where it can be intercepted, modified and exposed without users’ knowledge.

Moreover, facilities that are set up to monitor such attacks are also constantly under

attack (Q. Zhang, Cheng, & Boutaba, 2010).

Email allows users to communicate very efficiently and has become an

integral part of life for almost all daily activities, from working to socializing with

family and friends. The impact of email in terms of popularity is more than memos

or bulletin boards within organisations, and this can be seen from the growing

number of email accounts worldwide, which expected will increase from 3.9 billion

accounts in 2013 to over 4.9 billion accounts at the end of 2017 (Sara Radicati,

Analyst, & Levenstein, 2013).

Email is still growing and remains the first choice of communication medium.

However, as highlighted, email remains an effective medium for cybercriminals.

Many attacks with clever designs, tricks and skills make expert users with advanced

knowledge no exception of being susceptible to attackers (Aburrous, Hossain, Dahal,

& Thabtah, 2010b).

In Malaysia, cybercrime is considered as a ‘Ticking Bomb’ by the Police

Department and is a severe issues (Bernama, 2013) due to a loss of billions of

Ringgit Malaysia (RM) every year. In addition, Malaysia was ranked at number five

out of the ten riskiest and most vulnerable countries to cybercrime worldwide, as

shown in Figure 1.



5

Figure 1: 10 Riskiest countries to Malware attacks (Source: SophosLab)

One of the primary forms of contribution to cybercriminal activity is users’

attitude towards computer security and etiquette. They often take for granted the

capability of computer systems which later opens a window of opportunity to an

attacker. Phishing attacks are known for exploiting human characters (Karakasiliotis,

Furnell, and Papadaki 2006) see this as an opportunity to deceive users and leverage

attacks through phishing emails.

Moreover, phishing is a social engineering attack that no longer uses the

state-of-the-art objective as before, by stealing data and spreading viruses; it is now

simulating data breach and ransomware events. Many possible motivators drive

phishing attacks, including illicit corporate espionage, political and financial benefits.

Furthermore, (Cyveillance, 2015) claim the number of victims from phishing emails

per day could reach 80,000 and involves a financial loss over millions and maybe up

to billions of dollars. The actual figures cannot be identified due to unreported cases.



6

Unprepared users cannot defend themselves against phishing emails and are

usually victims to attackers’ baits (Downs, Holbrook, & Cranor, 2007). They are

willing to give private information and comply to the contents in phishing emails.

Many years ago, the motive of identity theft focused on establishing a trust

connection between the attacker and users.

Previous research on email-borne threats focused on technical solutions and

developing tools and software to prevent these threats from deceiving users (Purkait,

2012) (Tembe, Hong, Murphy-Hill, Mayhorn, & Kelley, 2013) (Yang, Xiong, Chen,

Proctor, & Li, 2017). However, we forget that hackers are also human. Humans will

always look for simple and easy ways to succeed. So, why would they need to bother

with sophisticated ways to fight against complicated systems if they can simply trick

users into giving up their information?. Moreover, the risk of attacks is associated

with difficulty making judgment by users in a virtual environment. Research by

(Zinoviev & Duong, 2009) suggests a significant difference between human

behaviour in real life and their actions in a virtual environment. Nevertheless,

persuasion research shows that people are more likely to obey, believe and accept the

message when the presentation of the message appears to be credible and from a

known sender (Hovland, Janis, & Kelly, 1953).

The problem of phishing emails becomes more complex when it targets every

user who owns an email account regardless of their background. This will bring us to

the question of which type of users are more vulnerable? Does a user’s background

play an important role in the users’ vulnerability level?

Therefore, our study intends to investigate the impact of user behaviour on

users’ susceptibility to Social Engineering victimisation or the so-called phishing
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email. Our research focused on two different target users; users who work in the

same organisation and public users (different culture and background). In other

words, this research aims to investigate how email users determine whether they

encounter phishing or legitimate emails based on the experiment done. In addition,

we developed a model that explains the characteristics in users that influence them to

become susceptible to phishing. Finally, this research investigated the influence of

each characteristic on users’ susceptibility to phishing based on their demographics,

such as gender, age, educational background, and frequency of email usage.

Therefore, as a resolution, we required both technical and specific human

attitude as a solution. This combination of technical and human attitude towards

email is a central issue to this research. Most researchers focused on the technical

solutions while user attitude and behaviour perceived in emails receive less attention,

and there are ongoing debates about the appropriateness of affirmation as a solution

to combat threats.

Previous attention to technical perspective only should not be limited by

demonstrating interest in understanding users’ perceptions and behaviour. This is

especially when most attacks today uses a method known as ‘bait and hook’ where

users are deceived by its objective (Emm, 2006). Therefore, computer systems and

networks should be reinforced to defy threats that are constantly looking for

opportunities to intrude.

Phishing relies typically on social engineering to obtain credential access,

where unaware users often provide ways to theft by leaving their information

unsecured or unprotected. Furthermore, when an identity is used persuasively, this
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type of behaviour leads to a social direction that requires a socio-technical solution

instead of a technical solution only.

1.2 Research Motivation

Since 2005, the risk of social engineering has become more popular and

received serious attention, according to the Institute of Management and

Administration findings. The report says they identified that social engineering was

the top security threat in that year and will continue as a challenge in cybersecurity

(S. Thompson, 2013).

Employees’ behaviour causes around 70% of information security incidents

and around 3% of an organisation’s profit is lost due to those incidents (McIlwraith,

2006). Even though many organisations agree on the importance of predicting and

controlling social engineering, many still fail to reach that goal (Brody, Brizzee, &

Cano, 2012). In addition, research on SNSs security showed that most social

engineering threats, such as spamming, social bots, and identity clones, mostly rely

on the masquerade (fake identity) technique (Fire, Goldschmidt, & Elovici, 2014a).

A report from the “Information Security Breaches Survey 2015” stated,

“Despite the increase in staff awareness training, people are as likely to cause a

breach as viruses and other types of malicious software. It is fairly straightforward

that people are the fundamental element of security and human error is the root cause

of most security breaches.

It is strongly supported by experts, such as (Shaw, Chen, Harris, & Huang,

2009)(Lance Spitzner, 2010) (Nicholas Ismail, 2018), that the weakest link in
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information security for an organisation comes from insiders. Regardless of their

level or position, they can still be victims and businesses are still under risk from

attacks such as fraud, money laundering, bribery, corruption and cybercrime, which

has not shown a decrease of cases from year to year.

1.3 Research focus

User is the focus of this study since they are also the focus of phishing email

attacks. Users are the target because they are known as the weakest link compared to

the other two elements in the Internet security chain, namely servers and transit

channels (Herzberg, 2009)(Bissell K, LaSalle RM, 2019). Figure 2 shows the path

that comprises these three elements.

Figure 2: Trust path on phishing attack (Li & Wu, 2003)

When an email is sent to an addressee, some receivers may view it as public,

whereas the sender thinks that every email sent is private. Therefore, the

responsibility now depends on these three elements to protect the information and

label it as “confidential information”. It does not matter what the contents or

information are as people rely on this trusted path to convey the information to the

authorised receiver.
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Even confidential information is shared between servers and users through

the transit channel, although only those with granted or authorised access are able to

access the information. This can only be done with help from the email clients that

make the forwarding process incredibly easy, with the result that the messages are

often viewed by unintended third parties (Whitten & Tygar, 1999). An Internet

server is designed to protect the information and confidentiality of the information

and to build trust in the sender.

Protecting information throughout the chain is an important goal of Internet

design. Engineers and experts are always finding ways to support demand changes

on the Internet Of Things (IOT) by introducing many software for servers and

advancing Internet communication protocol. The integrity of the transit channel is to

ensure in protecting the data that they carry, all web clients used a few standard

protocols. For example, a protocol named Secure Socket Layer (SSL) or Transport

Layer Security (TLS) was named as a de facto form of protection (Oppliger, Hauser,

& Basin, 2008). This protocol must ensure that the data exchange between parties is

encrypted inside the channel (Chomsiri, 2007). Mobile devices, laptop and many

other Internet devices are embedded with antivirus software as a final way to protect

their information. Of course, users themselves know their confidential information

and this makes them a key target for perpetrators.

Phishing attacks knowingly aim to exploit the weaknesses found in humans

(end user) with the users’ attitude of easily being tricked into revealing private

information (Dhamija, Tygar, and Hearst 2006) reason why phishing becomes

challenging to mitigate. For example, (Sheng, Holbrook, Kumaraguru, Cranor, &

Downs, 2010) found that end users failed to detect 29% of phishing attacks even

after being trained with the best user awareness program.
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The gap between what users think and what they are connected to (phishing)

becomes the primary issue in many studies (Oppliger et al., 2008). Moreover,

phishing is designed in chameleon to precisely look like a legitimate entity, although

they are malicious. The numbers reported for these emails do not seem to end; hence

urgent action is required to stop users from continuously becoming victims of

phishing emails.

As the phishing problem takes advantage of human ignorance and a naive

attitude, relying only on technology will fail to provide solutions and minimize the

impact of these attacks. Awareness programs to educate users by teaching them cues1

(Kumaraguru, 2009) is popular compared to investing in tools that can distinguish

between legitimate and illegitimate websites (D. J. Kim, Ferrin, & Rao, 2008).

However, despite many innovations, users still fall victim to phishing emails (Jagatic,

Johnson, Jakobsson, & Menczer, 2007) (Coronges et al., 2012). Attackers are always

trying to find new ways to succeed. The challenge also comes from users who resist

to learned and do not retain their knowledge permanently. Although some

researchers agree that user education is helpful (Kumaraguru, Rhee, Acquisti, et al.,

2007), others also disagree (Görling, 2006). According to Stefan Gorling (Görling,

2006), “ This is not only a question of knowledge but of utilizing this knowledge to

regulate behaviour and that the regulation of behaviour is dependent on many more

aspects other than simply the amount of education we have given to user”.

In the motivation of finding a solution, many different perspectives and

prevention have already been devised. For example, education programs targeted for

end-users on identifying phishing emails (Kumaraguru, Rhee, Acquisti, et al., 2007)

1 The sign used to identify phishing email
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(Sheng & Magnien, 2007) and enhancing software to distinguish between legitimate

and illegitimate websites (Y. G. Kim et al., 2008). The challenge is still growing

since users still fall prey to phishing emails (Jagatic et al., 2007), and perpetrators

continue to find ways around these solutions. To find the best approach, different

views or perspectives in studies known as non-technical has been explored.

Phishing is a semantic attack that uses an electronic communication channel

to deliver contents in the user’s spoken language and other languages to persuade

users. The challenge for computers is that there is extreme difficulty in accurately

understanding the natural semantic language. Therefore, in this case, only humans

are able to understand the true meaning of the contents and decide the direction of

action in the first place. It has been shown that people able to detect deception using

non-technical cues, and this vital role is usually based on individual characteristics

such as experience, personality and culture, among others (Anderson, DePaulo,

Ansfield, Tickle, & Green, 1999). Furthermore, the principle of deception is

employed by phishing emails to lure users into erroneous conclusions. The study of

deception or sources of vulnerability has become more relevant to date. These factors

have not been thoroughly investigated with concerning the users’ characteristics and

behaviours at work that produces vulnerability in organisations in a real-life

experiment without prior training.

Former research has indicated that depending on engineering alone is

insufficient to address the critical challenges of IT security. To date, little work has

been published on the human facet when performing the standard procedure of

security check to protect themselves from various approaches such as phishing

attacks (Alsharnouby, Alaca, & Chiasson, 2015)(Arachchilage & Cole, 2011)(Reeder
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& Consolvo, 2015)(Liang & Xue, 2010). Therefore, this study will investigate the

factors that may contribute to user vulnerability in detecting deceptive messages.

Previous research on phishing emails suggests that there may be a connection

between users’ characteristics and users’ detection behaviour. (Wright, Chakraborty,

Basoglu, & Marett, 2010a) in his qualitative research data, he found that most

participants used non-technical means to evaluate the legitimacy of phishing emails.

This refers to one finding where the participant did not respond to a phishing email

that requested private information but responded to a request from a lecturer. Further

investigation is required to study this connection.

A demographic study by (Sheng et al., 2010) shows an indirect relation

between the victims of phishing emails and their susceptibility to phishing attacks.

They conclude that gender and age strongly correlate with phishing susceptibility.

(Kumaraguru, 2009) also found interesting demographic differences between users

who were able to detect phishing emails (detector) and victims. Other studies

investigated demographics in designing phishing emails (Jagatic et al., 2007).

However, these studies did not focus on non-technical factors and failed to

investigate users’ detection ability and behaviour in response to phishing emails.

Culture is another potentially relevant factor to look to in more depth. This is

because a study on detecting deception in different cultures via different mediums

such as videos shows a high accuracy level compared to studies under poor mediums

such as recordings. The poor medium here means communication through it can be

misunderstood. It entirely depends on how the recipient interprets the content of the

email. Furthermore, email is also lacking in true interactivity and unable to give an
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immediate response when required. (Bond et al., 1990)(Paul T. Costa, McCrae, &

Löckenhoff, 2019)

Since email is considered a poor medium, this may affect users' ability to

detect deception across cultures. The discussion on the results from the effect of

culture on detection ability is discussed in Chapter 2.

In the study of phishing emails, researchers should not neglect to investigate

the behaviour of users themselves. Further research may help identify the

characteristics of users that impact their ability to detect behaviour and the

weaknesses in character that may contribute to the threats. Knowing the association

of certain characteristics would help the management to identify vulnerable users and

provide specific training to improve their defence against phishing attacks.

1.4 Research Question

The following questions were formed to address the problems identified in the above

discussion:

a. What are the factors involved in the process of users’ detection behaviour?

It is compulsory to know the differences between detectors and

victims. This information will direct us to explain the different behavioural

choice (ignore or respond) by comparing their respective detection behaviour.

Many previous research lacks or cannot provide sufficient information since

most of these research provide users with pre-knowledge about the attacks

(for example, by giving them a few samples) before the real experiment was
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conducted. Our study did not provide any pre-knowledge to ensure a real case

of experimentation can be done with significant results.

b. What are the Individual factors that influence users’ intention towards

phishing attacks?

This knowledge is important for the development of appropriate

preventive strategies for attacks. Victims of phishing are those who respond

to phishing emails. Our research suggests more than one phase (i.e. respond

or not) is required to investigate the weaknesses in users that make them

vulnerable. Furthermore, this can help us find the results whether victims

share the same weaknesses or have different kinds of weaknesses.

If it is proven that victims have different weaknesses in different

phases, this provides information that there is no “one-size-fits-all”

preventative strategy. For example, many education or awareness programs

have successfully improved users’ capability to detect phishing emails. Yet,

still, many reported cases coming from the victims have an awareness

education background (Kumaraguru, Sheng, Acquisti, Cranor, & Hong, 2010)

(Tschakert & Ngamsuriyaroj, 2019). For this reason, it is essential to know

whether victims share a weakness or maybe have several weaknesses.

c. Is there any relationship between users’ demographics such as gender, age,

education, email practice, level of awareness and the characteristics of users’

with the susceptibility to a phishing email?

Helping organisations to reduce risks by identifying the source

characteristics that influence email users to accept social engineering attacks
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can be achieved through policymaking and good training programs

(Shahbaznezhad, Kolini, & Rashidirad, 2020). However, knowing ways to

tackle employees from different demographic backgrounds is still a challenge.

Providing enough information to the management about their staff can help

them be well prepared to increase awareness and, most importantly, help

reduce costs from recurring inefficient programs.

1.5 Research Significance and Contribution

As email threats increase every day and in multiple ways, the challenge to

develop techniques against hackers are becoming more crucial, and so does the

impact from the threats. This thesis aims to identify the weaknesses in users’

detection ability when they receive a phishing email. Some reviews in literature show

that previous research focused on whether users will respond to phishing emails and

how users manage emails through behaviour modification (Jackson, Burgess, &

Edwards, 2006)(Whittaker & Sidner, 1996). However, this approach is with the

assumption that users want to, are willing to, and can also change their behaviour.

Hence, this research will investigate the behaviour that contributes to users becoming

victims or detectors.

This research is significant in a number of ways. First, understanding the

cognition, attitudes, behavioural intentions, and compliance of individuals in

response to attacks is the key element of information security. Threats from social

engineering are relatively new to information technology; hence it still possesses

significant security risks and is a challenge to control (Hadnagy, 2010)(Twitchell,

2006). To the best of the author’s knowledge, this research is the first study that
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conducted an experiment in a real environment in one of the government agencies

and used their resources to explore the factors that influence users’ susceptibility and

response to phishing emails more realistic environment.

The significance of this study also lies in its attempt to solve a serious

information security problem. The study setting also reflects a significant

contribution as SNSs are now the most common source of engineering attacks

(Chitrey, Singh, & Singh, 2012a)(Jagatic et al., 2007).

Adding to the above contribution and significance of study, the way this

study investigated the impact of demographic variables on susceptibility to phishing

emails is unique. This is because the study conducted on phishing attacks indicated

that there is a relationship between falling victim to phishing emails and

demographic variables such as age, gender, and educational level (Darwish, Zarka, &

Aloul, 2012).

Furthermore, this research is of particular relevance to the knowledge of

understanding the current attacks in phishing emails, and the findings also contribute

to the knowledge of Social Engineering attacks on Social Networking Sites in

general. Notwithstanding the importance of those solutions, this study focuses on the

main and weakest chain, namely, the users. None of the social engineering-based

attacks could succeed without users accepting, succumbing and performing the

requested actions.
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1.6 Study Design and Limitation

This study used an exploratory mixed-method approach starting with a

quantitative phase followed by a qualitative phase. Using a mixed-method design

ensures the validity and reliability of the study because of its ability to provide a

comprehensive overview of the problem and eliminate bias and subjectivity

interpretation; such bias from a qualitative study where the wrong interpretation from

the researcher on important characteristics may be biased happen.

Quantitative data were collected on users’ susceptibility (first phase in

detection behaviour) to phishing emails, users’ characteristics, and demographics.

Quantitative data also used to collect data to measure relationships between all

variables in the research. The experimental method used involved users in actual

detection behaviour with phishing emails. The advantage of an experimental design

is its emphasis on internal validity (Recker, 2013b). The aim of this study and the

methodology used helped fill the gap in the information systems literature. Based on

study from (Cao, Lowry, & Lowry, 2015) and (Osatuyi, Passerini, Ravarini, &

Grandhi, 2018) we concluded that the future study in SNSs needs to focus on:

(1) SN- specific construct validation development; (2) individual characteristics or

factors that play a role in SN; (3) multiple research methods, especially qualitative

methods and data analytics; (4) multiple research contexts such as different platforms,

industries, and cultures; and (5) different types of use, long-term use, and changing

social networks

Human cognition draws a close relation between people and their knowledge

from experience in using emails such as personal interaction, membership to groups
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or forums, and relationships between interest and concern. Therefore, choosing the

correct measurement is required to investigate the whole process of detection

behaviour. Previous studies like (Vacca, Jakobsson, & Tsow, 2013) (Kumaraguru,

Rhee, Acquisti, et al., 2007) chose phishing emails based on images and record

detection after receiving the phishing email failed to investigate all detection

behaviour involved in decision-making about phishing emails.

Studies on phishing emails using images or sample emails have several

limitations. The studies invoke users directly about what they see and may initiate

the detection process (Jakobsson, 2007). This technique is believed to involve

judging capability based on users’ experience alone. Some users may not get this far,

and variations in the emails can reflect their response (Gordon et al., 2019).

Another limitation reported is from the actions that users have to choose their

response (Downs et al., 2007). This is unlike a real-life situation where users can

respond immediately or later because some users may wait for the requests (Wright

et al., 2010a). Therefore, it is not suitable to conclude user final behaviour (respond

or ignore) by using these studies.
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Chapter 2 Literature Review

Phishing is synonymous with cybercrimes that affect many online

transactions and is increasing in frequency over time. It affects electronic commerce

by causing online customers to lose their trust in online transactions and leads to

severe issues that are constantly discussed nowadays at most of Internet security

conferences worldwide due to the huge impact on economic growth.

Phishing that affects online transactions is primarily due to an open network that is

exposed to the unsecured World Wide Web. For example, Google bots uncover 9500

new malicious web pages every day (Nguyen & Nguyen, 2016). It is often unnoticed

where tracing and prevention are almost tricky. In general, phishing is used to collect

information on users’ private data and manipulating the data to become valuable

information for hackers, such as usernames and passwords (Polakis, Kontaxis, &

Antonatos, 2010). Based on a Microsoft Security Intelligence Report in 2018, 53% of

phishing attacks targeted SNSs users (Lume, 2018). (Jagatic et al.,

2007)(Vishwanath, 2015) claimed that SNSs could easily and effectively attract

victims to respond to phishing links developed by the attackers.

The main objective of phishing is identity theft. The first phishing activity

was in 1996 when thousands of America Online (AOL) accounts were stolen using

emails as a “hook” to steal passwords from AOL users. Microsoft defines phishing as

the following,
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“A type of deception that is designed to steal your identity. Phishing scams

will try to get you to disclose valuable personal data - like credit card numbers,

passwords and account data by convincing you to provide it under false pretences.

Phishing schemes can be carried out in person or over the phone and delivered

through spam e-mails or pop-up windows”.

The flow and information to illustrate a phishing attack are shown in Figure 3

below:

 A user receives a deceptive message from the phisher.

 The user responds to the email by revealing their confidential information.

 The phisher obtains confidential information from the server.

 The information is used to impersonate the user.

 The phisher gains access online and attempts fraud.

Figure 3: Email-based phishing attack (Jampen, Gür, Sutter, & Tellenbach, 2020)
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2.1 The Evolution of Phishing Attacks

In June 2001, attackers started targeting payment systems on E-Gold.

However, it was not successful, although it established a new target for phishers

(Almomani, Gupta, Atawneh, Meulenberg, & Almomani, 2013). Then in 2003,

phishers targeted more famous websites such as eBay and PayPal by using their new

group domain. They tried to send spoof emails to PayPal customers with a fraudulent

link embedded in the email body. When the user entered his/her information, the

information will automatically be copied to the phishers’ database and later used for

illegal activities. Starting from that, phishing attacks achieved tremendous success

year after year. These attacks reportedly cause a loss of billions of dollars of

customers’ money a year (Khonji, Iraqi, & Jones, 2013).

The popularity of Voice over Internet Protocol (VoIP) around the year 2006

provided opportunities for phishers to spread their attacks called Vishing (Voice

Phishing) (Castiglione, De Prisco, & De Santis, 2009). With the vishing technique,

phishers will set up a voice system using VoIP in the first stage. Then the phishers

will use an automatic dialer to call the victims in their list and play the recorded

message. The recorded message will ask the customers to call a phone number

provided in the message and update their personal information.

There was less success in vishing or over the phone phishing; hence phishers

returned to email phishing. Phishers created a new kind of attack launched in late

2007, called spear phishing (Krombholz, Hobel, Huber, & Weippl, 2015). This type

of innovation was known as the most successful trick and had a high success rate

because it was a targeted phishing attack. Rather than sending phishing emails to just

anyone, the phisher sent spoof emails to targeted customers or consumers by
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pretending it came from a known sender. This technique was extended dramatically

between the year 2009 to 2011, and it has claimed responsibility for a data breach of

high profile cooperate data (Caputo, Pfleeger, Freeman, & Johnson, 2014).

In summary, until now, phishers are still improving their tactics by using new

techniques, targeting specific groups and channels, and have not failed even with

many research done on preventing attacks and defending data. Defending phisher

attacks have been studied since the first attack. Many technical solutions like

phishing detection tools, phishing prevention tools or correction techniques (Khonji

et al., 2013) have been developed. However, none of these could guarantee a hundred

per cent success in prevention if the users still ‘open the gate’ to the attacks. Besides

awareness programs that have become compulsory for many organizations, human

behaviour when dealing with attacks is the focus. Therefore, the present research

focuses on non-technical solutions. This is the leading role that makes most of the

attacks successful. If technology fails to fully defend the attacks, people should act

smarter on making decisions as an optional defence aid.

2.2 Types of Attack

It is impossible to list or predict all the types of attacks associated to phishing,

however, we will explain the most common attacks such as social engineering-

related attack which is the most used and popular in phishing at the time of writing.

Moreover, this type of attack uses less technical skills than Technical Subterfuge

categories that require certain tools or experts to complete the mission.
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2.2.1 Social engineering attacks

Social engineering attacks are acts to influence others in order to gain

information from them or to persuade them to perform an action that will benefit the

attacker in some way (Hadnagy, 2010)(Thornburgh, 2005)(Workman, 2008).

Therefore, it is a quite complicated and broad concept in the virtual environment of

SNSs because it involves understanding and controlling social engineering threats

that arise from different research backgrounds such as information technology,

sociology, psychology, behaviourism, marketing, and human communication. Spear

phishing is a popular social engineering attack and is generally known as “phishing”

only. Regardless of what it is called, the objective is always the same which is “to

direct users to comply with attackers’ request”. The following are a few types of

attacks that fall under social engineering attacks:

Figure 4: Classification of phishing attacks based on types of fraud (B. B.
Gupta, Arachchilage, & Psannis, 2017)

 Clickjacking – The clickjacking technique tricks users into clicking on an

object that may harm the users’ system. The object is normally embedded

with a hyperlink containing a malicious program that will give the attackers

full access to the system. The objects are normally in different types such as
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videos, photos, links and attachments (Coronges et al., 2012). An example of

this type of attack is the “Please update your profile here” or “Don’t Click”

trick, where the attacker creates a link that contains a masked URL. Once the

victims click on the message, the malicious program will spread

automatically into the victims’ computer system and open the systems to be

manipulated by the attackers (Robert McMillan, 2009).

 Farcing – Farcing is the type of phishing where the attackers use a phoney

SNS profile to befriend the victims before they can spy or solicit personal

information directly from them (Vishwanath, 2015).

 Spear Phishing - Spear phishing is a famous attack that targets specific

receivers, usually executives and high profile executives who have access to

company data and corporate credentials. They use spoof emails with the

primary objective of obtaining control of the entire organization by using an

authenticated identity.

 Identity theft – This type of phishing involves stealing personal information

on credit card details, social security number, identity card number, and date

of birth for financial or masquerade identity, which is then used in some

purpose such as online ordering products from the Internet or money transfer.

Users who are willing to share critical information with other people such as

health information (Mao, Shuai, & Kapadia, 2011)(Torabi & Beznosov,

2013) and location (Cheng, Caverlee, & Lee, 2010)(Humphreys, Gill, &

Krishnamurthy, 2010) are identified as possible victims.

 Spamming - Spam emails are defined as electronic messages sent to users

who are either ‘targeted’ or at random with the specific objective in the form
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of advertisements or profits. The objective of spam email is to transform them

into phishing emails that seek users’ confidential data and access their bank

accounts with the purpose of financial fraud. Attackers may direct the user to

a phishing website by attaching a link in the email. Some emails may contain

attachment-based spam and phishing content that enables them to pass

through spam filters by designing imitation emails that look like real emails.

Besides their content (design of email body), the attachments and words used

to contain a de-obfuscation technique that may also fool the spam filter.

 Reverse Attack – In a reverse attack, the attacker does not need to make

contact with the victims. Rather, the social engineer will trick the victims to

make contact with them. Here, trust plays an important role where extreme

trust with the attacker will give the opportunity for the attacker to ask the

victim to reveal their information (Irani, Balduzzi, Balzarotti, Kirda, & Pu,

2011).

2.3 Influence of spam/ phishing attacks

Spear phishing attacks are the new and popular attacks that target executives

and higher officials who have access to company data and corporate credentials.

Spoof emails are sent with the primary objective to obtain confidential data and take

control of the entire organization by using authenticated identities. The report from

Trend Micro Midyear 2017 (TrendLabs, 2017) states that 38 billion threats were

found using spam email as a propagation method. From this number, emails with

attachments are still the best technique used by the attackers to create cyber

propaganda which threatens targeted enterprises. Spam without attachments,
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including messages that have been embedded with malicious links, can be classified

as commercial, medical, insurance and scam spam.

Spear phishing emails trick users by sending fake emails asking for

confidential information without showing any suspicious entities. Through their fine

design, the attackers impersonate legitimate organisations to persuade users to

comply with their request. This type of attacks mostly relies on the users’ ability to

distinguish between legitimate and imitation emails. Unaware users will easily fall

victim and give the attackers the chance to pursue their objectives.

RSA in 2017 revealed that the total number of phishing attacks in the global

market is 123,929 cases. From the report, Canada endured the largest attack

distribution with 56% compared to the United States in second place with only 10%.

However, the United States led for countries that host phishing emails with 51%.

2.4 Email

Over the years, email has become a popular communication medium over the

Internet. The fast acceptance and popularity of emails are supported by its features

on supporting many communication services such as document attachments,

embedded links, design, ease of use, and protocol. The volume of emails received

and created everyday are numbered in billions worldwide. This is similar to the

growth of the number of new registered users. Estimated email accounts worldwide

is expected to grow 6% annually over the next four years, with 3.9 billion accounts in

2013 to over 4.9 billion accounts by the end of 2017.

Meanwhile, the total number of daily business and customer e-mails was

expected to exceed 319.6 billion in 2021 (S Radicati & Hoang, 2017).In most online
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registrations, the compulsory email field shows that every user who wants to use and

deal with the Internet must have an email address. This is the biggest contribution to

the reason of email growth.

2.4.1 Phishing Email features

Phishing emails are employed to make the design appear credible, and we

have used this design in our own phishing email experiment (see Section 4). The

discussion below is discussed based on two main studies (Akbar, 2014)(Wang, Chen,

Herath, & Rao, 2009) to examine these techniques.

2.4.1.1 Email Design

As mentioned earlier, phishers will employ various techniques to trick

victims to access their fraudulent websites. One of the popular ways is by sending

illicit emails but claiming as from legitimate institutions. The email content will

usually imitate the official look of an actual website with the logo, wording structure,

and often forged email headers.

These techniques are explained by the experiment done by (Wang et al., 2009)

when he analysed 195 phishing emails using the elaboration likelihood model

(ELM)(Petty & Cacioppo, 1986). The finding shows that phishing emails are well

designed to reduce suspicion.

For example, the ELM proposes that the quality of the message will influence

the users’ acceptance of the email. Quality here means the argument used in the

email design that is able to convince users (Bhattacherjee & Sanford, 2006). This
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feature is important for a phishing attack to succeed. For example, the content of the

email is to

inform that a certain amount has been debited into the user’s account and request the

user to confirm for the transaction to be made urgently; otherwise, the account will

be suspended. Figures 5a and b below show an example of an email created by

phishers when they attacked Malaysian National Bank customers. They used the

ELM technique to alleviate suspicion from the customer’s view.

a.

b.

Figure 5(a), (b): Examples of Malaysian National Bank phishing emails
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The attacker is smart enough to design a phishing email in order to increase

user acceptance. (Wang et al., 2009) identified four key design features that are used

to meet the objectives, as shown in Table 1.

Email Title/Generic greeting: Phishing emails are generalized such as “Dear User” or

“Dear Customer”. An interactive title increases users’ motivation to read and open

the email. In psychology, motivation is defined as a “state or condition where can be

described as a need, desire or want that giving direction to behaviour” (Kleinginna &

Kleinginna, 1981).

Table 1: Key design features

Dimension Features

Title Impact, company name, urgency

Message

appearance

Authentic looking email sender, email signatory,

personalization, media type, typo, third party icon

for trustworthiness, copyright, company logo

Email content

quality

Event, impact, urgent, courtesy, justification,

response action requested, penalty

Assurance

mechanism

Third-party icon for assurance, Anti-fraud/privacy

statement, SSL Padlock, general security lock, Help

link/feedback, mechanisms, authentication, HTTP

link

Email body: The body of email consists of an argument that expresses a sense

of urgency and offers a valuable proposition forcing the users to take further action.

The strength of the argument shows the quality of the argument (Bhattacherjee &

Sanford, 2006) . In ELM, this will become the central route of the decision-making
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process. If users agree and accept the arguments, they will comply with the request

and response.

Message Design: Most phishing emails use a valid looking design such as

logo and copyright information to increase message credibility. In ELM, this will fall

under the peripheral route of decision making (Petty & Cacioppo, 1986). A

misjudgement in the appearance of the message is the main reason users fall victim

to the peripheral route (Dhamija, Tygar, & Hearst, 2006).

Assurance Mechanisms: Phishers try to gain as much trust from the recipients

by assuring that the transaction is secure. Phishers use the TRUSTe symbol to spoof

users and they may use Secure Socket Layer (SSL) by using the https protocol.

(Grazioli, 2004) suggest that users who take action based on their judgement on the

assurance cues are vulnerable and at high risk of becoming victims.

2.4.2 Persuasion techniques

(Akbar, 2014) studied over 400 suspected phishing emails in English.

Categorical analysis and semantic network analysis were used to investigate how

these emails were able to persuade the victims. The study was to find the dimension

that was most influential in the persuasive technique credibility. In her study, she

identified three characteristics in emails that are able to show the persuasion

technique:

1) Authority of the email or source of credibility - Source of credibility is the

most popular persuasion technique regardless of their target and reason. It

refers to the message which appears to come from the inside or a trusted

organisation. Emails that come from an organisation domain, a legitimate
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sender and clear specific sender are most trustworthy. It can appear to

engender fear, where users must obey to the command to avoid negative

consequences such as losing privileged company data, punishment,

humiliation or will be charged for legal action.

2) Scarcity, consistency and likeability or message credibility – This refers to

the appearance of the message. (Sharma, 2010) identified three categories of

message appeals (rational, emotional and motivational) of the message.

a. Rational appeals use formal logic rules as a persuasive technique. The

importance of rational appeals in design is supported by (Wang et al.,

2009) where he said that phishing emails always present a

justification in the action (see Figure 2.2).

b. Emotional appeal refers to an “inside “message argument that focuses

on users’ emotions. According to (Witte, 1992), users who have

negative emotions such as fear, anxiety and distress have been found

the most fragile and easy to respond to phishing emails.

c. Motivational appeal refers to a message that targets users’ perceived

needs (Seiter & Gass, 2007). People are easily motivated to achieve

certain needs and dreams when it comes to psychological, safety,

belongingness/love, self-esteem and self-actualisation (A. Maslow,

1943)(A. H. Maslow, 1969)(A. H. Maslow, 1954). This opens the

opportunity for phishing emails to exploit users’ need for safety by

suggesting extra protection to their saving accounts as cyber threats

have attacked the bank; thus, creating fear for the loss of savings.
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Figure 6: Quality measurement framework (Wang et al., 2009)

3) Account related concerns – The use of account related reasons with the

current situation is the most popular technique to persuade users. This is

similar to the above-mentioned message credibility but normally more

generalized and not specific. For example, emails regarding a data breach on

PayPal accounts was sent to everyone. Those who are related may be fearful

of the issue but those who do not have an account with PayPal will easily

notice the strange event. The message structure elements in persuasive

message are shown in Table 2.

Table 2: Message structure (Sharma, 2010)

Index Frequency Percentage
Message Explicit 136 90.67

Implicit 14 9.33
Repetition Repetition 50 33.33

No.-Repetition 100 66.67
Order Climax 150 100
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In comparison among the types of message structure in Table 2 above,

explicit message has been found to be more persuasive than implicit message

(Perloff, 1993)(Trenholm, 1989). However, repetition message has a negative

impact on users’ attention and interest which contradicts to a less repetitive

message with a positive impact (Trenholm, 1989)(Dillard & Pfau, 2002). A

message is more persuasive when it has a strong argument in it (Seiter &

Gass, 2007). Also, the length of message plays a role in the persuasive

technique and success rate (Robert H. Gass & Seiter, 2015).

The following section will discuss the decision making process that

has been studied from the view of phishing emails.

2.5 Decision Making

It is our concern to identify the weaknesses in users’ decision making that leads them

to respond to phishing emails. Their judgement towards phishing emails is a part of

the cognitive process for their subsequent actions. We examined a few main decision-

making models, namely the model of detecting deception (MDD), Elaboration

Likelihood Model (ELM), and the theory of acceptance model (TAM). These

examples were selected because they can help us identify the area of weaknesses in

users’ decision-making regarding a phishing email.

2.5.1 The model of detecting deception (MDD)

According to the theory of deception, detection is a cognitive process which

involves examining different cues (e.g., words, tone with body language)(P. E.

Johnson, Grazioli, & Jamal, 1993)(P. E. Johnson, Grazioli, Jamal, & Zualkernan,
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1992). In the early age of deception study, the theory was applied to a high rich

medium (face-to-face) where the medium can provide much information that guides

the detectors to identify deception. Some of the information provided are the

intonation of voice and face expression. Besides that, is about two-way conversation

action. When it comes to a computer-based environment, a two-way communication

only happens when people make a video conference. However, video conferencing

quality is still less than real-time conversation, especially in detecting gestures and

tone due to signal delay. Other than that, another challenge in a computer-based

environment that is concerning is one-way communication such as using email. This

type of conversation is not like a face-to-face environment where a user can ask

questions and observe the real-time response. A one-way communication requires a

user to make a decision based on the available information that they receive in the

form of a message.

Figure 7: Model of detecting deception by (Grazioli, 2004)

Based on the MDD model introduced by Grazioli above (figure 7), the phases

involved in decision making consist of four main phases: activation, hypothesis
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generation, hypothesis evaluation, and global assessment. The details for each phase

are as below.

Activation – the beginning of the process where users observe the inconsistency cues.

Hypothesis generation – developing an explanation for the difference between

expectation and observation.

Hypothesis Evaluation - employ different evaluation methods.

Global assessment – the last stage where the evaluated hypotheses are summarized,

and a decision should be made followed by the action to be considered.

Grazioli in his work (Grazioli, 2004) advised that hypothesis generation and

evaluation should necessarily be a one-time process. This gives the user a chance to

make as much as hypotheses and evaluation. However, only one result should be

produced for each of the hypotheses before the conclusion can be made at the final

stage.

Most importantly, according to him, the detectors and victims that went

through the four phases of the model of detecting deception does not always

guarantee that they will be a detector. Only detectors are able to detect deception

while victims are always those who failed to detect it .

In our research, the MDD model was used to study users’ detection behaviour

when faced with phishing emails. Furthermore, in a study done by (Wright et al.,

2010a), two additional factors were found to be responsible for activating users’

suspicion in the early phase of MDD (see Figure 8). These factors are priming and

individual factors. Priming is defined as a cognitive structure of mind that is

developed by the experience it has found.
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Based on the study by (Higgins & Kruglanski, 1996), training in the priming

phase produces different results on users’ response to phishing emails. Some of the

users are able to change from victims to detectors while some remain as victims. The

strongest explanation for the situation is the individual factors that make them

detectors or victims, and these factors should be investigated and identified in order

to reduce the number of victims.

Figure 8: MDD model by (Wright, Chakraborty, Basoglu, & Marett, 2010b)

Based on the MDD cognitive process, we extracted the detection behaviour

into two phases; susceptibility and response. Susceptibility is the first phase in the

users’ detection behaviour. In this phase, the users will decide upon their intended

behaviour for the suspecting phishing email.

Response is the last phase in the users’ detection behaviour. In this stage, the user’s

final decision whether to respond to the attacker’s need or to ignore is important in

order to categorise them as a victim or detector. Victims are those who respond to the

phishing email.
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2.5.2 The Decision-Making Model

Cognition is defined as the act or process of knowing, which includes both

awareness and judgement (Morgan, 1979). The decision making model by (Dong,

Clark, & Jacob, 2008) was developed to explain the cognitive process in relation to

phishing emails (See Figure 9). Two of the main features in the model, which are the

type of selected cues and interpretation of the cues were used to identify the main

area of the users’ decision weaknesses. For example, an email that contains a well-

known bank logo. The user might think that the content of the email is legitimate

without knowing that the logo is simulated. This drives the user to give wrong cues

in judging the email. Another type of area is the incorrect interpretation of cues; for

the same example, the user may interpret the email request from the bank as correct

and assume that it is a normal bank procedure.

Figure 9: Differences between detectors and victims (Grazioli, 2004)
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2.5.3 The Elaboration Likelihood Model (ELM)

A study done by (Pfeiffer, Theuerling, & Kauer, 2013b) showed that users

pay more attention to the content of an email compared to metadata such as “From”

email address. On the other hand, (Aburrous, Hossain, Dahal, & Thabtah, 2010a)

found that some users ignore the phishing email cues but enjoy judging based on the

attractive appearance of the email such as colours, animation and image. ELM

proposes that users process messages using two routes: the central route and the

peripheral route (Petty & Cacioppo, 1986). If the message is processed using the

appearance like the given example, it is called the peripheral route process. However,

if the message is processed using the argument it contains and the instructions

(cognitive processing), the process is called the central route processing. As a result,

users who rely more on the design and appearance of a message are more vulnerable

because phishing emails are normally designed in interactive ways.

From these three cognitive process models explained, we narrowed down the

effectiveness of the models into the users’ judgement of the legitimacy of phishing

emails. It is suitable with the aim of the study to “understand users’ detection

behaviour phase” which is the main objective. Therefore, the MDD model is the

most suitable and appropriate for the study. The difference between the MDD model

and the two other models is the ability of the MDD model to explain the cognitive

process outside the design features of phishing emails. The weakness of ELM and

the decision-making model is that they are only able to explain the cognitive process

based on the design features of phishing emails. For example, ELM explains the

detection based on users examination of the emails. The judgement is based on what

the user is able to see on the email including its argument quality. The decision-
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making model, however, depends on the cue selection and cues interpretation of the

design features. Both of these models were unable to help the research in relation to

identifying users’ behaviour.

2.6 Detector and Victim Cognitive Process

Before further studying the users’ behaviour, we identified the foundation factors

behind the behaviour. Many studies on identifying the difference between detectors

and victims show significant differences between both. Based on our anchor

reference study (Grazioli, 2004), the differences can be identified in two main

cognitive phases; namely the evaluation and global assessment phases (See Table 3).

Also, the study found that a detector is able to use different cues in evaluating the

hypotheses and judge the legitimacy of the websites. However, it does not mention

“what” factors make detectors better in evaluating the hypotheses and “why” they

used different cues on judgement.

Table 3: Differences between detectors and victims

MDD Detectors Victims
Activation Inconsistence cues Inconsistence cues
Hypothesis generation Priming2 not significant Priming is significant

Hypothesis evaluation Competence at evaluation Incapable of evaluation
Global assessment Assurance cues Trust cues

In 2010, (Wright et al., 2010a) Wright updated Grazioli’s MDD model to

investigate the impact of individual user characteristics on detection behaviour. They

managed to interview only detectors to identify the factors that helped them detect

2 Priming is a way of warning users about deceptive behaviour.
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phishing emails, although no victims were included in the interview which made the

comparison between detectors and victims impossible. Our research, however,

managed to fill the gap by conducting the interview with the victims in order to

further understand why they respond to phishing emails. Based on Figure 8, priming

and cues were added because it was found to increase the awareness about deception

that can be used to warn a user about possible deceptive behaviour. It is also well

established in education and training materials to train the users to pay more attention

in the field of phishing emails. However, individual factors lead the users to make

wrong judgement and actions. Our research aims to fill the gap by investigating the

impact of users’ ignorance of themselves and organisations on each phase of

detection behaviour.

In summary, users are a weakness in ability to identify phishing threats. The

vulnerability should apply equally to phishing emails, which employ similar

deceptive tactics. The attitude of users who rely on advanced technology alone to

protect them does not show a reduced number of users who have fallen victim to

phishing. The following section discusses and evaluates the existing countermeasures

that are still in dilemma.

2.7 Current Countermeasure

In recent years, the topic of social engineering attack has attracted many

researchers. Many different types of countermeasures that are implemented at

different levels have been investigated and highlighted associated with social

engineering especially in SNSs (e.g., (Boorman et al., 2014)(Chitrey, Singh, & Singh,

2012b)(Dimension Research, 2011)(Fire, Goldschmidt, & Elovici, 2014b)(Position
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& No, 2007)(Jagatic et al., 2007)(Krombholz et al., 2015)(Shariff & Zhang, 2014)).

Many from those studies suggested that SNSs are the most common sources of social

engineering attacks and most of the researchers tried to come up with solutions to

overcome the problems. Figure 10 presents these solutions: spam detection, the

detection of bot-operated accounts, cloned profile detection, the classification of

profile owners’ identities, and the detection of users’ susceptibility.

Figure 10: Proposed Solutions in the literature

Even though our study is only targeted to phishing emails, we took into

consideration the preventions suggested to be applicable to all types of social

network attacks including phishing emails.

2.7.1 Spam Detection

Spam detection is used as a solution to identify the legitimacy of the message.

This solution relies mainly by comparing the similarity of the messages. Spamming

messages are usually similar in their specifications. Based on a study by (Gao et al.,
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2010) on spam messages, 70% of all malicious wall posts advertised phishing sites.

(G. K. V. Stringhini, 2010), studied the characteristics of spam messages to detect

them automatically. The findings showed that spamming messages were usually in

the form of advertisements and contained URL links to particular websites. The low

traffic spamming campaign was unable to capture more spamming messages

compared to using greedy bots in this experiment.

(Rahman et al., 2012) also used the similarity features in order to detect spamming

messages. They used the scoring technique to sum up the value for all messages with

a similarity in URL link and computed the standard deviation for all posts. It seems

to be the best solution than (G. K. V. Stringhini, 2010). Motivated from the success

of the URL link in a spam attack, we included in our study an experiment with an

email with a link that directed users to our experiment website. It is to test the

vulnerability in user awareness and see users' cognitive ability to differentiate

between legitimate and spam emails.

2.7.2 Detecting Computer Operated Accounts

One of the solutions suggested is to detect whether the profile is operated by

a human or computer (bots). Bots are known as “automatic or semi-automatic

computer program that is able to mimic humans and/or human behaviour in online

social networks” (Wagner, Mitter, Körner, & Strohmaier, 2012). In emails, this is

normally done by email filtering that acts as the first line of defence against phishing

email attacks. Email filtering acts in two ways; deletes identified phishing emails

without user involvement or issue warnings to the users. The first type of detection

uses a machine learning system that learns phishing emails festures that can be

adapted to recognise newly developed features. Additionally, email signatures have
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been proposed to improve detection ability (Garfinkel, Margrave, Schiller,

Nordlander, & Miller, 2005). Several researchers (Castillo, Mendoza, & Poblete,

2011)(Chu, Gianvecchio, Wang, & Jajodia, 2012)(Huber, Kowalski, Nohlberg, &

Tjoa, 2009)(McCord & Chuah, 2011) (G. Stringhini, Kruegel, & Vigna, 2010) used

content-based techniques in relation to spam detection to detect if the account

operation is automated or human.

The second type of detection is designed to warn users about phishing emails. It

cannot detect all forms of phishing emails; hence the final decision is still made by

the users who may choose to ignore the warnings (Fette, Sadeh, & Tomasic, 2007a)

(Maldonado & L’Huillier, 2013).

However, email filtering is unable to detect all types of phishing emails

(Chandrasekaran, Narayanan, & Upadhyaya, 2006)(Maldonado & L’Huillier, 2013).

The reason is that many phishing email designs are constantly created; thus

frequently making updates on the email filter is a difficult option. In some situations,

users really need to rely on their own ability to detect phishing emails when the email

filter is out-of-date.

2.7.3 Detecting Cloned Profiles

A few studies (Jin, Takabi, & Joshi, 2011)(Khayyambashi & Rizi,

2013)(Kontaxis, Polakis, Ioannidis, & Markatos, 2011) have proposed solutions

based on the similarity principle. It starts by analysing and characterizing the

behaviours of the identity clone attacks and proposing the framework of their

analysis. (Kontaxis et al., 2011) proposed a prototype system that can help users in

investigating or predicting their susceptibility to a cloning attack. The idea is to
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identify the information which contains the users’ profiles that identifies them. The

results are able to show an acceptable level of efficiency.

(Conti, Poovendran, & Secchiero, 2012), Introduced a new model in an attempt to

mitigate fake account attacks. Their model depends on temporal evolution that tries

to characterise real user accounts, and the data are collected in need to identify a set

of features in a dynamic mode of users. This profile is then studied with a particular

profile under test that can detect any major deviation from the expected behaviour.

The idea is to know whether the attacker is impersonating the victims on a particular

SNS where the victim has no prior account in place. This technique frequently

happens in a phishing attack where users sometimes receive emails from unknown

organisations or business companies claiming to be the users’ registered company

and applicable to some membership benefits. For example, emails from a bank,

Facebook or insurance company that they have never registered before. Users should

always be aware of these tricks and should not simply reveal important information

to the sender. At this point, cognitive ability plays an important role in the user’s

decision to avoid becoming a victim. The new idea in this model is that it does not

rely on the similarity measurement between the profiles. Therefore it has become a

challenge and limitation especially when it only relies on “trust” to the sender alone.

2.7.4 Owners’ Profiling Classification

The owner classification technique is usually used to classify the identity

(usually the gender). It is considered the best solution in helping to detect false

information about users’ profile. Many algorithms have been used to classify user

profiles, some of them are stack-SVM-based algorithm (Rao, Yarowsky, Shreevats,

& Gupta, 2010). Rao uses statistics on the users’ account as well as the n-gram and
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stylistic features. (Pennacchiotti & Popescu, 2011) Was studied on Twitter by using

features that extract the content of users’ profiles in order to find explicit links

pointing to outside sources, content structure features, lexical features, and text

content sentiment features. Another algorithm used is the Bayesian classifier by

(Alowibdi, Buy, Yu, & Stenneth, 2014) that compares gender indicators obtained

from different profile characteristics, including the user name and layout colours,

using a weighted technique. In his approach, he used only a few hundred features

compared to millions of features in (Zamal, Liu, & Ruths, 2012)(Liu & Ruths, 2013)

(Rao et al., 2011) and(Burger, Henderson, Kim, & Zarrella, 2011).

In conclusion, the classification technique is valuable in dealing with social

engineering, which involves detecting deception concerning identity, especially

gender. However, it is still challenging to date, and there is no evidence showing it is

an effective solution in combating social engineering attacks.

2.7.5 Detecting user susceptibility to Social Engineering

Victimisation

All this while, the solutions involved with detecting social-engineering

attacks such as spam/phishing emails and clone attacks were studied and researched

through technical methods. Although these studies are valuable, social engineering

attacks are still popular and attracts attention due to the success despite all the

technical methods available today. This is because most of the research focused on

the weaknesses of technology only and targeted less on the weaknesses of the users.

None of the attacks are believed to be successful unless the users themselves accept,
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succumb and perform the requested actions which finally harm them and benefit the

attackers. Moreover, not all e-service providers are keen to employ an expert and buy

expensive tools or software to protect users. When technical solutions fail, users are

the last option of defence against threats. For this reason, in this research, we are

trying to look further into user weaknesses behaviour that may contribute to

susceptibility to phishing emails.

(Rashtian, Boshmaf, Jaferian, & Beznosov, 2014) Investigated the behaviour

of friendship and relationship in social networks and found four factors that

significantly impacted users’ decision. The factors are knowing the requester in the

real world, having common hobbies or interests, having mutual friends and closeness

of mutual friends. The strength of the study is that it was done using exploratory

qualitative research. This qualitative method is a new and useful virtual-oriented

method in social network studies since it is able to give a significant difference

between human behaviours in real life and virtual environment (Zinoviev & Duong,

2009).

The study that relates closely to susceptibility in social engineering

victimisation is farcing done by (B. B. Gupta, Arachchilage, et al., 2017) . As

discussed , farcing is a type of phishing attack where the attacker uses a phony

profile to befriend with victims (Level 1 attack), and then solicit personal

information directly from them (Level 2 attack). The experiment was done on

undergraduate students and used an online survey that included their Facebook

accounts. The researcher then created four fake profiles on Facebook using a

factorial design, and friendship invitations were sent to the subjects. From the

findings, the study suggested that those who fell victim was the one who relied

primarily on the number of friends or the requester’s picture in the fake profile
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(Level 1). On the other hand, those who managed to receive (Level 2) the

information request used the sender’s picture in the message as a credibility cue. This

study is among the first studies dedicated to susceptibility to deception in phishing

attacks and was one of the strong experiments because it was performed using the

actual Facebook environment. One of the limitations in the study is that the

researcher used only one offer to trick the user (“offering internship”) that might not

impact users who were not interested in the incentive. The study also required the

user to examine based on the profile picture only. The number of friends does not

show the demographic diversity when the study only focused on undergraduate

students.

Our study was inspired by the Vishwanath study. We note the impact of the

limitation in the finding and enhanced our study with some additional strategies to

overcome the limitation. Even though our focus on social engineering type of attack

is different, the concept of phishing is still the same.

2.8 Gaps in Users’ Detection Behaviour studies

We summarise the gap in users’ detection behaviour in this topic. We found

many studies (as previously discussed) concerning users’ behaviour in response to

social engineering attacks, but not many of them thoroughly investigated the context

of phishing emails.

The design features of phishing emails make the emails credible and easily

mimic legitimate organisations to make users believe the originality of the email

(Wang et al., 2009). (Chandrasekaran et al., 2006)(Cook, Gurbani, & Daniluk, 2008)

and (Fette et al., 2007a) designed security tools that try to be the solution to draw
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users’ attention to phishing email cues such as using IP addresses or unmatched

URLs. Even though these tools were used to warn users about the threats, some of

the users still ignored the warnings because it was presented technically that many

users hardly understood, especially for non-technical users (Dhamija et al.,

2006)(Wu, Miller, & Little, 2006). This shows that usability is an important issue in

presenting warnings (Herley, 2009) and users’ detection behaviour are different

between different types of phishing emails. This suggests that users’ ability to detect

is the result from the interaction between the users themselves and the type of

phishing email they receive.

Some other studies showed the relationship between demographics and the

response to phishing emails but failed to thoroughly show the findings. For example,

the study done by (Kumaraguru et al., 2009) reported no significant difference

between inexperienced users to phishing emails with those exposed to phishing

emails after 28 days of the experiment. However, after they conducted the same

experiment with a different culture group of users, they found a significant difference

between experienced and inexperienced users. This suggests that users’

demographics, especially cultural differences, can show the ability to detect phishing

emails. However, the researcher did not compare the results between both studies.

Users who fall victim to phishing emails are those who treat warnings as less

important and easily ignore it even though the security indicators show hints to the

user (Stebila, 2010). This shows that the user characteristics have an impact on the

users’ ability to detect phishing emails. Besides ignoring behaviour on the cues given,

users’ awareness is also another important factor (Aburrous et al., 2010a). Hence, the

warning indicators are not effective in preventing the users from becoming victims;



50

the users’ themselves should be aware of how to detect phishing emails and be up-to-

date on these attacks.

2.9 Variables used in User Detection

On the organisation level, the findings by (Kvedar, Nettis, & P Fulton, 2010)

suggest that social engineering attacks can be successful even from inside

organisations, although they believe themselves as being aware of the attack

techniques. (Marett, Biros, & Knode, 2010) explained why people are weak and

perform poorly in detecting deception because of “bias”, where it is assumed that

most people are telling the truth. Users’ characteristic is the main issue in many

studies related to user awareness, as is for our study on the detection capability of

phishing emails. Some of the variables in deception have been investigated in

relation to phishing emails, while other variables that affect users’ ability have not

been thoroughly investigated. Furthermore, some studies showed inconsistencies in

the results and were unable to give a concrete measurement of finding. The present

study tried to address these limitations.

Users can be differentiated by their characteristics and this is also the factor

that is able to distinguish between detector and victim in phishing. This research

focused on highlighting the characteristics that make users vulnerable to phishing

attacks. This will act as an aid to organisations to increase their protection by

understanding their employees and reducing their chances of becoming victims. The

characteristics that have been chosen in our investigation are personality, culture and

experience.
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2.9.1 Cultural

Culture may play a role in differentiating detectors and victims. Phishing attacks are

mainly based on email and uses a complex medium in their deception practice. In an

organisation the employee may come from different cultures and backgrounds. Even

though the companies are in the same country and are expected to have the same

culture, previous studies showed the importance of the cultural factor as a variable in

users behaviour. Below is the table showing the criteria study by (Baoshan &

Dongming, 2009)(Douglas, 1978)(Furner & George, 2009)(Dow, 1988)(John &

Srivastava, 1999). They involved the cultural factor in their study and the definition

are as below:

Individualism: Degree to which the society reinforces individual vs. collective

achievement and interpersonal relationships.

Masculinity: Degree to which the society reinforces or does not reinforce male

achievement, control and power.

Uncertainty avoidance: Level of tolerance for uncertainty and ambiguity within the

society.

Conceptual Style: Patterns that effect how people identify, recognize, and react to

events.

Self concept: Effect of culture on how people perceive, define, portray, value and

view themselves, including self-esteem.
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Ethics and Constraints: Moral distinction between good and evil; in extent to which

moral behaviour is governed by guilt, shame, saving vs losing and probability of

being caught.

2.9.2 Personality

The study that is able to show the correlation between users’ personalities and

their success in detecting phishing email was first done by (Wright et al., 2010a)

based on interviews with detectors. The personality variables identified in the study

were sensitivity towards the information value, concern for privacy and security,

obedience to instruction, and the Big Five personality domains.

Another study in commerce also found that users were able to show high

levels of concern about the privacy of information, but this did not stop them from

giving their information when short term benefits were presented (Acquisti &

Grossklags, 2005). This shows that concerns about privacy may increase users’

suspicions and may lead them to activate MDD; however, this does not mean that

users will be aware of attacks and become a detector.

The Big Five personality dimensions are openness, extraversion,

agreeableness, conscientiousness, and neuroticism. Based on the same study by

Wright, detectors scored highly on conscientiousness compared to victims. The study

has some limitations where they did not include all detectors where the detectors who

did not inform their findings were excluded from the analysis.

The study from (Kumaraguru, Rhee, Acquisti, et al., 2007) used the

Cognitive Reflection Test (CRT) to see how likely would users click on links from

phishing emails that claimed to come from trusted companies even though the user
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does not have an account with the company. Users with high CRT are ranked as

more vulnerable with high potential to click on the link. Phishing emails are known

to be very tricky and are able to deceive users by implementing different techniques

such as camouflage email to appear as legitimate emails.

While the recent sudy by (Halevi, Memon, & Nov, 2015) certain personality

traits (conscientiousness) and gender able to influence a person to become

susceptible to threats.Therefore, she suggest further study about the effect of

personalities in dealing with online attacks.

The three studies above highlight the importance of personality study to defence user

from being attack.

2.10 Other Related Variables in Phishing Email Study

2.10.1 Age

Based on the study by (Dhamija et al., 2006)(Kumaraguru, Rhee, Acquisti, et

al., 2007)(Sheng & Magnien, 2007), age was found as not having a significant effect

but is able to show the ability in detecting phishing emails (Kumaraguru et al.,

2009)(Sheng et al., 2010). It was also concluded that users aged 18-25 years were

able to behave significantly different from older users, perhaps because they are the

up-to-date generation and more of risk-takers.

2.10.2 Gender

The studies in the relationship between gender and the capability of users

detecting phishing emails showed that female users are more vulnerable than males
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(Jagatic et al., 2007)(Kumaraguru et al., 2010). This also completes the fact that

women have a more agreeableness personality that may affect their vulnerability

(Costa Jr., Terracciano, & McCrae, 2001)

2.10.3 Education Level

Studies by (Sheng & Magnien, 2007)(Dhamija et al., 2006) found that

education level is not significant to differentiate factors in their vulnerability to

phishing emails. However, the studies with pre-educational materials to the users

were able to increase their ability to detect phishing emails (Bekkering, Ph, &

Hutchison, 2009)(Kumaraguru et al., 2009). The ability to detect phishing emails

with a pre- and post-test study can increase users’ awareness, especially in increasing

their knowledge about the bad consequences (Anandpara, Dingman, Liu, Roinestad,

& Jakobsson, 2007) (Tschakert & Ngamsuriyaroj, 2019).

2.10.4 Internet Experience

According to (Dhamija et al., 2006)(Kumaraguru et al., 2010), the number of

years in using the Internet was not significant with detecting phishing emails.

Internet usage varies between users. Some of them use the Internet for their work

only but most use the Internet to play games, social network and online shopping.

Even though users have experience with the Internet, not all of them are experienced

with secure and sensitive transactions, such as transactions involving money and

sensitive data transfer. In this situation, it is mostly related to conducting a study in

relation to users’ perceptions and behaviour towards the Internet. One study by

(Kumaraguru, Rhee, Acquisti, et al., 2007) found an insignificant relationship

between online shopping experience with detectors and victims.



55

2.10.5 Email Experience

When it comes to email experience, most of the studies asked users about the

number of emails they receive in a particular time frame (Kumaraguru, Rhee,

Acquisti, et al., 2007)(Sheng et al., 2010). A phishing susceptibility study was able to

find out that phishing knowledge plays an important role in users’ ability to detect

phishing emails. However, users are mostly unaware of the importance of knowing

the criteria of email that is able to be spoofed and know how to evaluate them. Users

may use email frequently, but this does not guarantee that they can be categorized as

a detector at all times.

In summary, the problem in phishing emails has two dimensions, users and

technology. The technological solution was developed to tackle the problem but only

a few are from the users’ perspective. Studies on users’ characteristics that may

impact their ability to detect phishing emails have not been thoroughly investigated

in relation to their effect on detection behaviour and vulnerability, especially in the

context of phishing emails. As a result, users must remain alert to threats and cannot

always rely on current and available solutions.

Improving users’ ability to detect phishing emails is believed to be the only

way that may help to reduce the number of victims. Nevertheless, what will happen

if the users still refuse to learn from the lesson and fail to detect phishing emails?

Therefore, a better understanding of the users themselves is the best option to

identify user detection behaviour's weaknesses. From the study, we can address the

characteristics of the users that need to be focused on and use the findings to best

prepare aid such as user training based on their character, a better employee selection

filtering process, and technical solutions to help unidentified impaired users. All
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these aids are used to enhance user detection capability and turn them to become

detectors instead of victims.

2.11 Study Group Background

There are two groups have been chosen in this study. One is a semi-

government agency name, Majlis Amanah Rakyat (MARA). Another group is an

open respondent, which we named a Public group.

2.11.1 The Role and Function Of MARA

Majlis Amanah Rakyat (MARA), or the Council of People Trust, an agency

under the Ministry of Rural Development's purview, was established on 1 March

1966 as a statutory body of the first Bumiputra Economic Congress resolution in

1965.

The council is responsible for developing, encouraging, facilitating and

fostering the economic and social development in the federation, particularly in rural

areas. The role has been to provide research and business loans to Malaysian students

and entrepreneurs, respectively. They oversee the construction of infrastructures,

such as factories and shop lots for Malay businesses. These facilities have often been

constructed and rented out to Malay entrepreneurs at a subsidized rate to stimulate

business growth and stimulate business growth in the Malaysian community. In the

education sector, MARA has been granting scholarship to the Malay community

since its inception in 1966 to increase the education level of Malays and close the

income gap between the other races in Malaysia.
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The success of the MARA agency in the two sectors, education and

entrepreneurship, has been recognised by the Malaysia government. In 1968 MARA

was assigned to involve in one more competitive sector for the Malaysian economy

called Investment Sector. MARA Investment Sector was developed to establish

equity ownership in the corporate sector and strengthen non-financial asset

ownership. The objectives are to control, monitor and enhance Corporate

Governance implementation, Commercial and Property Development of MARA

investment and assets. This has awarded MARA as the biggest and most significant

statutory bodies in Malaysia.

2.11.2 MARA as the Studied Agency for This Research Study

MARA agency was chosen to be studied in this research due to its critical

function in developing the Malaysian economy. The agency has changed the socio-

economic landscape in Malaysian society. Since MARA has now more well known,

there are a few reasons why the study must be done in the agency.

1. The MARA agency's success in all of its sectors makes them one of the

agencies that received the government's biggest budget allocation every year.

The traditional management control systems in data protection have been no

more relevant to the digital era. With the advance, digital technology MARA

is facing a challenge in improving their employee's competency level. As a

statuary body, MARA must abide by the national employee act to

continuously improve employee knowledge to support organisation change

culture. It is not as simple as hiring a new employee with a relevant expert
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background. Therefore, drastic and urgent change to the situation may be

impossible in a critical case scenario, especially for certain departments

where their workers' age is almost pensioner age. The increasing and

profound change in digital threats have become a new concern for

management in protecting their confidential information and data.

2. Many studies of MARA, focused on the management aspect (Ibrahim &

Mustaffa, 2016)(R. D. Johnson, Marakas, & Palmer, 2006). However, none

of them is related to the threat and security of MARA information and data.

As far as my concern, this study will be the first study related to the MARA

information security area that looks into the effectiveness of awareness

training, age, and employee culture.

3. There is no official report from the newspaper about the attack that focuses

on MARA agency. However, MARA IT department has come out with

several warning emails recently mentioning serious SPAM and phishing

attack at MARA email system. This can be seen in the screenshot of the email

in Appendix C. It is shown that MARA nowadays requires more attention on

their security implementation and employee to fight against the issue.

2.11.3 Public Group

Many of the study related to phishing email are using University students as

their participant. Therefore, our second group for the study comes from the email list

from researcher email list in two different email accounts. The reasons for the

selected group is.

1. To have a group of participants with different backgrounds, especially on the

study scope's culture, knowledge, and training level.
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2. To imitate a real-world scenario where not all hackers targeting business

email and focus on stealing money. Some hacker hacks people just for fun,

disrupting the network, spreading idealism and political agenda. So, this is

typically happened to free emails service user.
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Chapter 3 Research Model

This chapter explains how the research model was developed. Theoretical

perspective was used to examine user behaviour and its attributes. The research

model and hypothesis are presented in this chapter.

3.1 Model Selection

Technology acceptance in people is about adapting to technology in their

daily lives (Louho, Kallioja, and Oittinen 2006). One technology's success or failure

and its features can be viewed in terms of user engagement with the technology

itself. Emails are known as a technology that is generally employed to increase user

productivity and enhance communication, making them widely used nowadays.

However, extensive use of this technology in everyday activities has also increased

the abuse of the associated system (de Paula et al., 2005). As a result, researchers are

interested in studying technology acceptance issues, focusing on individual user

characteristics, such as cognitive style, internal beliefs, and their impact on usage

behaviour (Dillon, 2001).

Education programs can increase users’ knowledge of cyber threats,

specifically in phishing emails, by increasing the rate of users becoming detectors by

40% (Kumaraguru et al., 2009). Significantly, some educational programs have been

designed to observe the demographic differences in detectors and victims. However,

the research still requires further exploration and study focusing on users’
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perspective. Before discussing further, we will explain the leading theory used in our

research.

We adapted the theory of deception with the theory of user acceptance in

order to:

i. Define the cognitive process between the deceiver (sender) and

deceived (receiver); and

ii. Study the main factors that support user behaviour that contribute to

the cognitive process.

Besides these two theories, we also leveraged the Big-Five Framework,

which is the most widely used model when the user’s personality is the study's focus

(Gosling, Rentfrow, & Swann, 2003). This model can represent the personality and

classify the differences in the perception of individuals, which was used to help us

support our empirical literature between types of individuals with their susceptibility

to phishing attacks and provide structure for future research framework. We will

hash out the details around these adapted theories throughout this chapter.

3.1.1 Theory of Deception

In phishing, the hackers' technique is normally by luring the receiver to do the

desired action(s) by manipulating the environment and encouraging the receiver to

act to a false cognitive representation. This theory was developed in order to explain

the deception concept in an information-intensive environment such as face-to-face

communication (Grazioli & Wang, 2001)(Grazioli & Jarvenpaa, 2000).
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Grazioli, in his work (Grazioli, 2004), applied the theory of deception in a

computer-based environment and proposed the MDD (see Figure 8). A phishing

environment requires a process that mainly involves a one-way communication

where the deceiver sends an email. The user then makes a judgment followed by a

conclusion based on the data in the electronic mail. This virtual office experience is

more complex compared to a real-time environment where face-to-face interactions

can give users a chance to observe the actual state of affairs and ask when in doubt.

Thus, to detect phishing emails, users who open a phishing email fall into two

categories: detectors or victims. Detectors can detect the legitimacy of an email and

decide not to respond to the email, while victims are unable to notice the reminders

in the bogus email and comply with the action request from the email. Using the

MDD theory leaves us to follow the behavioural process in detection; susceptibility

and response.

3.1.1.1 Theory of Acceptance

The success or failure of one technology can be viewed in terms of user

engagement with technology use. In a similar vein, (Iahad & Rahim, 2012)

characterize a technology's value by its adoption and uses.

Email is a technology that is broadly used to increase user productivity and

enhance communication. Therefore, user acceptance of this technology is not

doubted today. However, the extensive use of this technology in everyday activities

has also increased the abuse of associated systems (de Paula et al., 2005). As a result,

researchers interested in studying technology acceptance issues focus on individual

user characteristics, such as cognitive style, internal beliefs, and their impact on



63

usage behaviour[3]. To achieve this objective, we designed the survey questions

related to user acceptance of using email as the technology in action.

3.1.2 Unified Theories of Acceptance and Use of Technology Model

(UTAUT)

The Unified Theories of Acceptance and Use of Technology (UTAUT) model

proposed by Venkatesh (Venkatesh, Morris, Davis, Davis, & Venkatesh, 2003)

integrates eight elements from other prominent models; namely, Theory of Reasoned

Action (TRA)(Louho et al., 2006) , Motivational Model (MM)(F. D. Davis,

1989)(F. D. Davis, Bagozzi, & Warshaw, 1992) , Theory of Plan Behavior (TPB)

(Ajzen, 1991), Theory of Acceptance Model (TAM)(F. D. Davis, 1989)(F. D. F. D.

Davis, Bagozzi, & Warshaw, 1989), Innovation Diffusion Theory (IDT) (Rogers,

1995), Social Cognitive Theory (SCT) (Bandura, 1986) , Motivational Model

(MM) (F. D. Davis et al., 1992), and Personal Computer Utilization (MPCU) (R.

L. Thompson, Higgins, & Howell, 1991). Venkatesh claimed that UTAUT could

explain 70% of technology acceptance behaviour and affords a better explanation for

factors influencing the individual’s intention and usage. UTAUT consists of four

core determinants of intention to use: performance expectancy, effort expectancy,

social influence, and facilitating conditions. Other information such as gender, age,

experience, and voluntaries of use are also recorded to find out the contribution of

the entity to user behaviour.

Expending by adding an extension has been applied to the study of various

technologies [19](Venkatesh, Thong, & Xu, 2012) in both organizational or

non-organizational. Over 400 articles in our concern cited the original UTAUT as

their extension to work with more or less of the extended and modifying elements.
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The UTAUT model is demonstrated in Figure 11. According to the study, adding

factors in support of the investigation of the theories may reveal a breakdown of the

theories’ results and create new knowledge and generalizability of UTAUT

(Neufeld, Dong, & Higgins, 2007).

The UTAUT model is believed to be more suitable for this research because

the focus of UTAUT is more specific to the consumer (end-user) who uses and the

effort in using the technology regardless of the motivation of use (Venkatesh et al.,

2012).

Figure 11: UTAUT Model [178]

3.1.3 The Big Five Personality Model

This personality model consists of five broad, bipolar factors representing human

personality abstractions that proponents of the model can classify the differences in

individuals’ personalities. These factors are summarized in specific facets made up

of traits (Gosling et al., 2003), as shown in Table 4 below.
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Table 4: Facet and Domain of the NEO PI-R Inventory (P T Costa & McCrae, 1992)

The framework consists of three main groups of factors: Personal, Experience, and

Big Five Personality. We represent our related theory with our model in Figure 12,

below:

Figure 12: Cognitive and Behaviour in detection process

Activation

Hypothesis

Susceptibility Level

Action

Result

Phishing Email

User

COGNITIVE BEHAVIOUR

Graziolis’
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3.2 Research Hypothesis

The research model (see Figure 13) and hypotheses (see Table 6) were developed

and empirically tested. Data were collected using a survey, experiment, and

interview to obtain a holistic view of the research objective.

Figure 13: Research model with the hypothesis

3.2.1 Trust

The first dimension is labelled “Trust”. Trust is the degree “to willingly

become vulnerable to the trustee (another person, institution or people in general) by

considering the characteristics of the trustee” (Rousseau, Sitkin, Burt, & Camerer,

1998).

Trust is measured using five items developed by (McKnight, Kacmar, &

Choudhury, 2003). Trust can be divided into two types: i) Personal characteristic and
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ii) Confidence of reliability for a specific person or organization. Both types of trust

are when he/she has dealt with the person or company for a certain period. Since our

focus is on user characteristics, our trust measure is more related to the user to email

and the organization.

H1: Trust in email influences users’ response to phishing emails.

3.2.2 Usage

Usage variable was used as one of the components that came from our

selected UTAUT model. This is to see how the user ‘usage behaviour’ towards

technology may affect their decision making towards phishing emails.

H2: Using email in daily activities increases the chances to become a victim.

3.2.3 Manage

The way users manage their email account is essential in a way to understand their

effectiveness in dealing with emails. For example, some people may have fewer

emails in their account even though they have a longer experience using email. This

is because this type of user will often delete unwanted or unrelated emails. Likewise,

some people manage to organize their emails using the email developer's features,

such as having folders that will help filter emails efficiently.

H3: Users who are able to manage their emails efficiently are less susceptible to

phishing emails.
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3.2.4 Big Five Personality dimensions

The Big Five personality was used to divide individual personality into five

main categories; (1) extraversion; (2) agreeableness; (3) conscientiousness; (4)

emotional stability; and (5) openness. Each of these categories summarizes more

traits that can form different traits in the personality dimension view (Gosling et al.,

2003). Many research publications related to the user's personality with the Big Five

personality dimension and studied the impact on the users’ behaviour and entities

(Chiaburu, Oh, Berry, Li, & Gardner, 2011)(Balakrishnan, Khan, Fernandez, &

Arabnia, 2019)(Park et al., 2015). Moreover, research in cognitive neuroscience

shows that emotion that comes from human personality is able to play an important

role in decision-making (Bechara, Damasio, Damasio, & Anderson, 1994). For

example, a person who has a high score in extraversion is keen to look into

something that gives them excitement. In other words, extraversion could open users

to more risks of phishing that uses “offer” or “promotion” as a bite. One other

example is the agreeableness personality which involves the potential of believing

others with less suspicion. Both of these personality dimensions certainly put users at

risk to easily behave in a wrong way.

H4: Dominance in certain personality traits increases users’ susceptibility to

phishing emails.

H5: Dominance in certain personality traits affect users’ response to phishing

emails.

We measured the relationship between the Big Five personality dimensions

and users’ susceptibility and response to phishing emails. The hypothesis for the Big

Five dimensions are:
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Extraversion (H4a, H5a); Agreeableness (H4b, H5b); Emotional stability (H4c, H5c);

Conscientiousness (H4d, H5d); Openness (H4e, H5e). The items were measured

using the items developed from the present study, containing ten items altogether

(Gosling et al., 2003).

3.2.5 Experience

Email is the primary medium used in deception in a phishing attack, but it is a

poor medium for transferring information[26]. This statement does not guarantee that

a decrease in email usage can prevent users from becoming phishing victims.

Experience is also not a guarantee of awareness level in individuals, especially

considering the many new types of attacks created every day.

H6: Users with experience in using email are less susceptible to phishing

email.

3.2.6 Susceptibility

We see the susceptibility level in reference to users' ability to suspect any

unusual events in emails. Under the MDD model's cognitive phases (see Figure 7),

users will go through four cognitive phases before making their decision. The

activation cognitive level will only be triggered when inconsistencies happen

between the expected cues and observed cues (Burgoon, Buller, Guerrero, Afifi, &

Feldman, 1996).

We define user susceptibility by looking at their ability to identify the cues in

the email from the survey that asked them to rate the level of response to the email

sample. The characteristics of the email are listed in Table 10. According to (Stiff,
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Kim, & Ramesh, 1992), suspicions can cause users to focus more on making

judgments about what they face based on situational characteristics. In this study, we

represent this by the susceptibility variable.

H7: Users with high susceptibility will respond to phishing emails.

Susceptibility is the first phase in users’ detection behaviour. Failure to detect

phishing cues will lead them to misjudge the email. Therefore, we tested users using

four different types of email.

3.2.7 Demographic characteristics

Many researchers have focused on demographic features (gender, age, and

education level) as predictors of phishing susceptibility. The results of these

approaches were varied; for instance, (Flores, Holm, Nohlberg, & Ekstedt, 2015)

found the relationship between cultural differences and personal determinant (Sheng

et al., 2010) did not find any significant correlation between age and gender to the

susceptibility. It is still relevant to relate demographic characteristics in every

research in order to see the relevancy of the subject used in research with the overall

research environment.

Compared to the victims, normally, detectors are aware of the attackers' tricks

and rely on a solid hypothesis to examine more cues. For example, some detectors

may look for cues in the logos, while others look for cues from spelling mistakes,

graphics and the type of attachment used in the email. However, victims mostly rely

on company logos or padlock signs only (Dhamija et al., 2006). In this present work,

this behavioural phase is called response.

H8: Users with a high education level are less susceptible to phishing emails.
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3.2.8 Response

The response is the last variable used in our research model. It is the final

stage of the users’ detection behaviour process. It is measured by the action that users

need to comply with the requested email. A response is a final stage in the cognitive

phase in the MDD global assessment, where the users need to sum up the results of

their evaluation(s) and make a decision (Grazioli, 2004).

When the user complies with the request embedded in a phishing email, the

data will be recorded under the response variable. This is the final action by a user in

order to classify them as victim or detector. Besides that, this is also the final phase

in the cognitive phase of the MDD assessment, where users make the last judgement

and come to a conclusion.

Table 5: Summary of constructs

Construct Definition
Trust Inclination to trust the email
Susceptibility Users’ inability to detect phishing emails
Manage Capability in managing emails
Usage Using email in daily activities
Big Five Personality
dimensions

The five dimensions of personality

Response Last phase in cognitive MDD; users’ action in
response to phishing email.
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Table 6: Research hypotheses

Hypothesis Includes Description

H1 Trust Trust in email influences users’ response
to phishing emails.

H2 Usage The use of email in daily activities
increase the chances to become a victim.

H3 Manage Users who are able to manage their
email decreases susceptibility to
phishing emails.

H4

Extraversion,
agreeableness,
conscientiousness,
emotional stability, and
openness

Certain personality traits increase users’
susceptibility to phishing emails

H5
Certain personality traits affect users’
response to phishing emails

H6 Experience Users with experience in using email are
less susceptible to a phishing email

H7 Susceptibility Users with high susceptibility will
respond to phishing emails.

H8 Educational Background Users with a higher education level are
less susceptible to phishing emails.

Table 5 shows the summary of constructs used in the present work, while

Table 6 lists all the hypotheses. Some of the hypotheses consist of several constructs

under the main hypothesis, which explained in the “includes” column. For example,

H4 and H5 are used for the Big Five personality traits, including five constructs

under the personality traits.
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This chapter has presented the design of the present study. It also explained

the process used in identifying the detection ability and behaviour, which is defined

as the relevant parameters used for the investigation and then presented in the

research model and hypothesis.
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Chapter 4 Research Methodology

This chapter explains the choice of methodology consistent with our research

model for this work. Specifically, it explains why this particular methodology was

chosen and the advantages and limitations of the selected approach.

4.1 Methodology/model choice

In the overall research process, we adopted three approaches or methods that

involved information systems and human behaviour in general. Those approaches are

the mixed methods, quantitative method and qualitative method (Cresswell, Plano-

Clark, Gutmann, & Hanson, 2003)(Hanson, Creswell, Clark, Petska, & Creswell,

2005)(Tashakkori & Teddlie, 2003).

Our main intention of work is to explore and identify the user characteristics

that influence email users to respond to social engineering attacks, namely phishing

emails. The research also aims at identifying the relationship between those

characteristics with users’ demographics and backgrounds. To achieve the objective,

the research method was combined in a sequential order beginning with the first

phase, which involved a literature study associated with users’ characteristics in their

ability to detect phishing emails, followed by a quantitative method in the second

phase, and a qualitative method in the final phase.
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4.2 Participant Selection

Our target participants in this research are users from an organization which

we named as Business Company MARA (BC) and Public (PB) users. The

involvement of participants is voluntarily for MARA. The distribution of surveys and

experiments is conducted randomly; however, it is still within the allowed

departments by the authorities. Anyhow, it still considers the departments that

involved more with internet usage, especially email. Unlike MARA, Public email

users, as stated in Section 2.11.3, no priority in selections’ made. It was chosen

because they usually used free email service and came from various background. If

the attacker intends and has a different perception of users, they must learn the nature

of users.. Moreover, they need a different way of attack and expected response from

the attack. This may also contribute to our discussion later, where we also look into

demographics features as our study variables.

We did not initially engage the participants in this field, meaning users

involved in the first stage were not required to be engaged in the second stage. This

is because we did not want to give the users any clues about the experiment and get

invalid data due to their cognitive awareness. The main point was to ensure the

experiment could be done in a natural environment with no possibility of the users

giving fake responses. Therefore, our survey for the public was blasted randomly

from the collection of emails we got from the researcher’s email account. However,

we carefully chose MARA workers' level to ensure the survey and experiment were

fairly distributed to all levels for MARA. The selection involved help from IT

support in the IT department.
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This research involved data collection starting from the initial data with an

agency under the Ministry of Rural Development (KKLW), known as Majlis

Amanah Rakyat (MARA). It was compulsory to get consent from the top

management of the governing body and the department involved. The target of this

group consisted of the top management and officers only. These categories were

selected because of their work environment that made emails compulsory as a

medium of communication. The number of users in these two groups was too large to

conduct a direct observation as it seemed impossible and inappropriate to monitor all

the users. At this stage, the characteristics of this group made it appropriate for the

survey method. Since this experiment was conducted using only the email system,

permission from the IT support was required to use the company emailing system. A

temporary email under the organisation’s domain was requested to test the ‘Trust’

variable in users and support our hypothesis, HT1.

Inductive, deductive and experimental approaches were used in the research

design during the initial data collection. The inductive study used exploratory

research to identify the potential relationship between the dataset and the variables

used in our theoretical framework. Theoretical knowledge is often used to find a

relationship with the view of literature, and it is often missing insight about the

direction and strength of the relationships [4](B. Thompson, 2004). However, less

rigorous than the confirmatory approach method, the exploratory method provides

more freedom to explore and conduct observations pertaining to the study,

particularly discoveries that strengthen and support the conceptualization of the

theoretical framework’s independent and dependent variables subsequent posited

hypothesis. However, the main disadvantage when relying solely on exploratory
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research is when the researcher does not interpret the event observed clearly [6] that

can causes biases in the results.

A literature review was conducted as the primary procedure to identify the

characteristics of the users’ ability to detect phishing emails. From here, we

developed the conceptual model (see Figure 14). This conceptual model was tested

using a mixed-methods approach which comprised a survey, an email experiment,

and interviews with the victims and detectors in the final round.

Based on Figure 14 below, the research commenced with a literature review

to define the strategy to cater to our objective. It was also used to examine the

relationship between the proposed variables with the previous research used in the

study under the same domain. We designed the relevant variables for the proposed

experiment, survey and email experiment from the findings. We also generated the

hypotheses for the study at this stage.

The subsequent step involved conducting the second phase of the research

based on the first phase findings. In this phase, we identified the participants'

susceptibility level and classed them into detectors and victims. This process

involved several tasks and stages, which will be explained throughout the thesis.
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Figure 14: Proposed Research Design

Finally, in Phase 3, we conducted Study 3 - interviews with several victims

and detectors to finalize the truth behind their actions. Several questions were given

to identify the reason for their action to support the quantitative method results
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identified in Phase 2. This method is in reverse order from other research where the

interview is regularly conducted at the first phase. Our method is to know the precise

reason behind participants’ actions and, most importantly, to educate them with the

recommended training needs. This is our study's speciality compared to most

researchers who usually leave the participants after data has been collected.

4.3 Data Collection Method

In order to fulfil phase 2 and 3 in our research design objectives. We split the

discussion about the approach in data collection into three different studies. Study 1

and 2, which represent Survey and Experiment study, is used in collecting

quantitative data. In contrast, Study 3, an interview, was constructed to gain in-depth

participants experienced in dealing with phishing emails. Different data collection

approaches or so-called triangulation process was used in the study to strengthen our

finding. Furthermore, it is believed the most flexible and able to collect rich and

comprehensive data. (Kusrini, Subagyo, & Masruroh, 2017).

4.3.1 Study One ( Survey )

Our first study method is Survey. The survey or questionnaire is a

research method that includes cross-sectional and longitudinal studies in data

collection using structured interviews and various types of the questionnaire

(Cresswell et al., 2003). This inquiry type is likewise suited for gathering

information from a population with a huge amount to discover. There are a

few strengths and weaknesses in the survey method as listed by (Babbie,

2001):
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a. Useful for extracting information from large samples;

b. Many questions can be asked on each topic; and

c. No bias – meaning all respondents will answer the same question.

Some of the weaknesses of surveys are:

a. They are inflexible as there is no change of instrument in the middle of

the study;

b. Standardization may be troublesome for some objectives as the questions

given may not all be related to some respondents; and

c. They rely entirely on answers from the respondents and not the actual

action taking place.

A survey is a way to determine the user level of awareness and is used to evaluate a

security awareness program(Kruger & Kearney, 2006)(Hansche, 2001). It can also

provide the benchmark for research and is proven to be the most efficient way to

collect quantitative data from large samples (Darlington & Scott, 2002).

The target users for both groups are large and come from varied locations,

making it difficult for the researcher to conduct a direct observation method.

Furthermore, this group's characteristics made it appropriate for a survey; it is also

considered a sensible method, as indicated by this method's strength. The survey

method was used to collect information about the end-users and their characteristics

(independent variable), besides measuring these characteristics' impact on detecting

phishing emails in both studies’ domain.

The survey asked the information related to all the categories in our research

design such as demographics, practice and usability, trust, and user experience can be
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extracted using this method. The information obtained from this questionnaire was

triangulated with the data collected from other studies, which helped compensate for

the survey method's weaknesses.

To overcome our limitations in the number and categories of target users and

demographics, the online survey questionnaire was chosen as the means to conduct

an investigation. Moreover, this method has been used in various systematic studies

(Couper, Blair, & Triplett, 1999) and found to be an acceptable methodology

(Solomon, 2001).

4.3.1.1 Survey Method

Online web surveys are now broadly used in many research areas because of

the distinct advantages over traditional methods, especially when it is more

environmentally friendly, cost minimal, save time and trusted in terms of data

integrity. For this research, the questions were designed using Qualtrics software that

is compatible for both mobile and desktop and can be accessed from anywhere,

making it more suitable and convenient.

The survey constructs were developed by considering as much data that can

be collected to cater to the investigation categories in our research model and also by

adopting main online survey criteria as follows: response efficacy, self-efficiency

questions and general security attitude questions (Ng, Kankanhalli, & Xu, 2009),

perceived severity and vulnerability questions (Workman, 2008)(Ng et al., 2009),

and user security practice and experience (Rhee, Kim, & Ryu, 2009).



82

The questionnaire was divided into five sections (see Appendix A). The first

section collected general information about users demographic such as their gender

and age. The second sections then collect information about the perceived

vulnerability, perceived severity, response efficacy, internet practice, user behaviour

and experience. The following sections collected information about user security

orientation and awareness. Here, users were asked to indicate their awareness of

selected security issues and their level of confidence about the current

implementation of security in terms of the ability to protect themselves against

threats. The fourth section asked users about their perception of themselves using the

big five personality items. Finally, users were asked about their potential action

towards the email sample given. A seven-point Likert scale and multiple-choice was

used for most of the questions.

4.3.1.2 Survey Pilot study

To produce the best survey, the instrument was tested to avoid potential lead

to incorrect conclusions concerning the reliability and validity of the item scales

measures. This includes ensuring that the survey system is compatible with all

potential devices and platforms. For this study, we applied the pilot-tested to

establishes whether the research instrument could be considered reliable.

Alternatively, in this study, ten people from college(s) that were not participating in

the main study were used (Bachmann, Elfrink, & Vazzana, 1996)(Medlin, Roy, Ham

Chai, & Chai, 1999). Respondents were instructed to provide feedback relating to

any misinterpretations about what the questions expected from them. To ensure the

survey was clear and unambiguous, we included synonyms in parenthesis where

necessary for some personality scale items. To encourage honest responses, the
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respondents were informed of the purpose of the study, and it is voluntarily where

there are no right or wrong answers, and they could withdraw from the survey at any

time. The main reason why we need to cater to all of the aspects is simple; to avoid

distractions to the users while answering the survey questions which may drive to

invalid results.

4.3.1.3 Survey Questions

The aim of the survey is to answer the second and third questions:

- To what extent does the user demographic and characteristics influence the

susceptibility level in respond to phishing emails?

- Is there any relationship between the influence with the users’ response to

phishing?

Our hypothesis is that users’ characteristics have a significant impact on their

detection behaviour. Therefore, the survey aims to collect data on the below

characteristics:

1. Trust

2. Usage

3. Manage

4. Email experience

5. Susceptibility/Vulnerability

6. Big Five personality dimensions

7. Response

8. Age
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9. Gender

10. Internet activity

The questions for Trust, Manage and Usage variables were measured on a 7-

point Likert scale where 7 is strongly disagree, and 1 is strongly agree. The

explanation for each variable is as below.

4.3.1.3.1 Trust

Trust is a personal characteristic, and it differs from one individual to another.

Sometimes, it is not worthwhile to trust entities. Email is one of the entities that users

should not trust because attackers will always try to design phishing emails to look

like something that people can trust. We measured participants’ disposition to trust

by using instruments from (McKnight et al., 2003)(see Table 7).

From the literature review, trust is generally expressed as an individual’s

optimistic expectation for the effect of a consequence or other user behaviour. It is

said to be relational when the evidence from previous interactions shows positive

expectations about the other party’s intentions (Denise, Sim, & Ronald, 1998).

Risk and trust are a path-dependent connection where trust and risk are both

in a mutual relationship. It means that a risk-taker can create an opportunity for trust.

The question designed does not ask the user directly about trust, but we try to

view how the respondents feel about emails while indirectly giving us information on

how they trust emails and rely on emails in their life. Our research wanted to find the

impact of trust on users’ behaviour or vulnerability with phishing emails.
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Table 7: Code items for Trust

Code Item
Trust1 I found email is a good way to maintain relationships
Trust2 Email is very important in my daily life
Trust3 I look professional when using emails
Trust4 I always choose email as an option for communication
Trust5 I easily trust conversations in emails

4.3.1.3.2 Usage

The usage items asked about users’ common email practices. As we know,

different users have different ways of usage practice. For instance, some people

might use emails for their work only, while some others may use emails for almost

all their daily activities such as notification alert, social network, and relationship

bonding.

Table 8: Code items for Usage

Code Item
Usage1 I use email to keep updated with my work activities
Usage2 I use email for my social network activities
Usage3 I use email to pass the time
Usage4 I find email is easy to use

4.3.1.3.3 Manage

The manage variable is used to know how users manage their email. Some

people may use some of their time to clean their personal inbox, but some think it is

just a waste of time. The question we asked also included whether they are willing to

tell others about their email.
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Table 9: Code items for Manage

Code Item
Manage1 I manage to control incoming emails myself
Manage2 I have no problem telling others my email address
Manage3 My email use is effective
Manage4 I always monitor my incoming emails
Manage5 I only respond to emails from known senders
Manage6 I delete emails from unknown senders

4.3.1.3.4 Experience

Users are inclined to become victims from a lack of cognitive involvement in

dealing with scam emails (Vishwanath, Herath, Chen, Wang, & Rao, 2011).

Experience in email richness increases the potential to extract rich information inside

the email (Carlson, 1999).

Users might face difficulties in extracting information and guessing the

objective from the email directly. However, phishing is famed to have the same

pattern or writing style in content (Iqbal, Khan, Fung, & Debbabi, 2010), such as

keywords(Hong, 2009)(Papers & Anderxon, 2006), URL features(McGrath & Gupta,

2008)(Basnet, 2014), language, situational emotion usage (Lampert, 2010), and

template (Iqbal, Binsalleeh, Fung, & Debbabi, 2010) that are used in their emails.

Moreover, the number of emails in the user’s inbox cannot guarantee the

experience level, but it can show the richness of the media used. This is because

some users might not read all of their incoming emails and fail to manage their inbox

effectively by keeping the unwanted emails in their account.
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4.3.1.3.5 Big Five Personality Traits

The Big Five is known as broad categories of personality traits. Personality

traits show the consistencies of individual characteristics over their lifespans across

broad situations (Pervin & John, 1999). The dimensions are 1) Extroversion: The

character is described by excitability, sociability, talkativeness, assertiveness and a

high amount of emotional expressiveness. (Landers & Lounsbury, 2006) in his

research found that people who have high extroversion are more involved in their

social activities that do not involve computers or Internet usage; 2) Agreeableness:

This personality includes trust, kindness, affection and other prosocial behaviours. It

is believed that people who have more agreeableness tend to be more cooperative

and fall victim to attacks; 3) Conscientiousness: This describes people who are more

organized and determined to complete tasks. They are more thoughtful and have

good control and goal directive behaviours; 4) Neuroticism: This trait categorises

individuals with high instability in emotions. People who have a low level of this

trait tend to be calmer and more stable in emotion; 5) Openness: People with high

openness are believed to have more range of interest. In other words, openness could

be a high-risk measurement for those who are risk adventurers.

Indirectly, risk levels depend on each of these entities. For example, the

attacker might design a phishing email that promises the victim a massive amount of

returns such as prize, money and benefits to target users with a high dimension in

openness. Emails with threats like the potential of losing money, closure of accounts

and service destruction are often used for people in the neuroticism dimension.

Furthermore, phishing emails are well designed to avoid suspicion among victims. In
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relation to the Big Five personality dimension with a phishing email, (Parrish Jr.,

Bailey, & Courtney, 2009) in his article explored the users' susceptibility to phishing

email with the Big Five dimension and agreed that effective intervention requires the

understanding of the roles of individuals in the success or failure of an attack.

4.3.1.3.6 Susceptibility

The first recognition step in MDD is activation, where the users normally will

suspect the phishing attempt. The users’ subsequent actions will reflect their

detection ability. We captured this dimension by designing four phishing emails with

different criteria (see Table 10). We added the response value and found the average

for each user. Users who average above five will be categorised as susceptible.

The survey asked users to pretend to be the person who received these four

emails. They then must rate the possible action they will take when faced with these

types of email in real life. The rating used a 7-point Likert scale where 7 is

“definitely will respond”, and 1 is “definitely will ignore the email”. A scale of 5,

which rates “maybe will respond,” was considered when the users might become

susceptible to phishing. Therefore, the average value of five was used to measure the

susceptibility level of users.

The selection of emails was carefully chosen to give a real scenario and feel

to the users and consider the current attack situation. The instructions for both studies

are similar. The participants were advised not to take too much time to answer the

question, which gets them to role play by assuming that they have an account and are

members of the company used in the experiment, PayPal, Maybank and student. This

means that they have to answer the question once they have finished reading the
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email. The time gap between reading and answering may allow them to change their

attitude towards the question.

The criteria for the four emails are described as below:

Table 10: Characteristics of Phishing emails

4.3.1.3.7 Age, experience and gender

This is to measure the influence of participants’ age, year of experience using

email, and gender on their ability to detect the threats (Jagatic et al., 2007)(Bekkering

et al., 2009)(Sheng et al., 2010). We asked the users to input their birth year to get

their exact age. Other items were asked in the given range.

Table 11: Experience and Gender Items

Code Items
M Male
F Female
O Others
Y_Exp1 Less than a year
Y_Exp2 1-2 years
Y_Exp3 3-5 Years
Y_Exp4 6-10 Years
Y_Exp5 More than 10 Years

Email Sender Design Response Justification

Email 1 unknown Text Action This email asked the user to
check the sender’s Facebook

Email 2 Known
company

Text + Link Click Information update required

Email 3 Known
company

Text + Link Click Internet banking notification

Email 4 Known Text +
Instruction

Action System administrator email
about storage status
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4.3.1.3.8 The Internet for email usage and priority

Internet access is essential in order to use emails. However, some people may

use the Internet to do many other things such as surf websites, play games or online

shop but do not have an email account, while others may use the Internet to access

emails only. Therefore, it is necessary to know users’ practices in using the Internet,

the reason they need the Internet, and how vital the Internet is to them to see the level

of addiction that may contribute to the wrong usage of the Internet that may expose

them to vulnerabilities.

Our expectations of the experienced users are that; they are high in awareness

which provides users with the foundation of knowledge for comparison obtained

from Internet usage and email usage (Burgoon et al., 1996). We also expected that

people with more than two email accounts are more vulnerable because of their

addiction to email usage, H6.

Internet usage was measured based on years of usage and the hours that they

used the Internet daily, and the rank was based on the priority of the Internet in their

life. For email usage, we asked the participants about the number of emails in their

inbox, the number of emails they responded to in a day, and the priority of emails in

their daily life (refer to survey appendix A). Our research wanted to know whether

users’ behaviour towards the Internet and email activities will affect the ability to

detect phishing emails.

Hypothesis H6 states that “users with more experience in the email will

reduce their chances of becoming victims”. Therefore, we asked users about their
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experience and email richness to measure this hypothesis directly and a few

indirectly designed questions to cater to the item measurements in Table 11. For

these questions, we provided an interval level of answer for users to choose from. A

nominal type of question was used to categorize users’ experience level.

Therefore, a literature review was conducted to identify users’ behaviour

characteristics that expose and make them vulnerable to phishing emails. The

detailed examination of the relationship between the independent variable (users’

characteristics) and dependent variables (susceptibility, response and risk level) was

used to develop a conceptual model.

4.3.1.4 Response

Due to the limitation on implementing the same approach for tracking

response variable in both groups, we proposed two strategies to measure how users

respond to email stimuli and phishing requests. For MARA, we captured the actual

response of users to the phishing email by using the Study two experiment (see

section 4.3.2). Since we were unable to do the same experiment for the Public group

users, we introduced an alternative, potentially more ecologically valid measure of a

response variable by asking a question about their email credential information. This

simulates the real scenario where the vulnerable users usually fail to judge the

importance of credential information and respond to attacker question (Schram,

2019).

The response variable was used to labelled users as victim or detector for

further analysis. The two alternative methods for measuring response can produce

acceptable results (see section 5.2.4.7), showing that logical validity allows
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participants to use their cognitive factors to interact with a situation that reflects their

real life.

4.3.2 Study Two (Experiment)

We manage to set up an email experiment using two newly created account

under the MARA domain with approval. The account is created purposely for this

experiment with the limited time given. To do the experiment study, we designed a

tracking system using Microsoft Outlook to track the email open, link- click and user

IP address. The main purpose of study two is to track users’ who responded to the

phishing email that enable us to categorise them as the victim. This response IP was

then recorded using an analytic software used to map with the users’ survey IP. Users

who responded to the phishing email experiment and survey was marked as “1”

(victim) for their response variable, and those who were answering the survey and

received the phishing email but not doing anything to it will be marked as “0”

(detectors).

Categorizing user as victims and detectors are very important to support our

third study on digging insight view of both users’ categories characteristics that may

be hidden and unable to be captured during Study one and Study two. Details about

Study three will be discussed in section 4.3.5.

4.3.2.1 Email Experiment Method

The experiment method is known as a cause and effect relationship study

through the control of specific variables and the isolation of other variables. This will
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give strength to experimental studies due to emphasising internal validity (Recker,

2013a).

To measure the effectiveness of the factors under a study, each variable under

examination must be tested, and any variables that can affect the decision-making

process are isolated. The experimental method is considered the most suitable

method due to its strength and advantages.

The challenge is to ensure that the experiment is similar to the real

environment and is harmless to the participants. Therefore, we needed to comply

with the organizational ethical conduct (see Appendix B). This is to make sure that

the experiment does not affect productivity and trust in the organization.

The experiment was conducted using three sets of emails (see Figures 15 - 17)

and during an office hours (7.00 am to 6.00pm). This is to imitate a hacker’s

objective to gain the users’ trust on the source of the email and study the

vulnerability and trust of users towards its existing protection provided by their IT

support. This was also to support the current threat where vulnerability can come

from the inside organisation.
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Figure 15: Email Experiment 1

Figure 16: Email Experiment 2
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Figure 17: Email Experiment 3

The three emails design characteristics are described and displayed in Table 12.

Table 12: Characteristics of email

Email
Experiment

Sender Design Response Justification

1 Known No Subject,
Text, Ask a
question

Reply This email asked if the
user has ever received
any message from the
sender.

2 Known With subject,
Link click

Link click Asked to check user
entitlement

3 Unknown With subject,
ask for a
response, text

Reply Promote user to check
sender’s Facebook

In this study, we designed email experiments with a simple look to minimize

the complicated design and avoid wasting users’ time reading the email. This is to

cater very busy and lazy people to read long messages and make the email distinct

from normal emails. We believe people only read the first few lines to decide

whether to stay or leave the message. To avoid users from leaving the message

without responding or making any decision, we finally decided that the best

technique is to create a simple phishing email design that can catch user interest and

response but still keep the email look like a legitimate email for user judgement.
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4.3.2.2 Experiments Ethical Consideration

This experiment was conducted in an actual situation and undoubtedly

involved critical ethical issues to avoid harming the participants. For the survey study,

we manage to get ethical approval from our institution, Strathclyde University. We

also manage to get ethical approval to run our experiment in MARA by the IT

technical support department head. This is very important and crucial because it

involves a deception study and is believed to be harmful to the participants,

especially on their trust in the organization and they may feel upset by the deception.

To make sure that the experiment causes minimal risk of harm, we carefully tried to

control the responses and took care of the participants’ privacy. Therefore, for the

Mara group, the option is by mapping the IP address from experiments with the IP

address from the survey with the help of IT support.

We addressed the ethical concerns when considering our design, as

recommended by (Finn & Jakobsson, 2007)(Oh & Obi, 2012). Respondents do not

need to reveal their secret information related to accounts (e.g., address, full name

and ID number), and we are not advised to store their personal information. The

response and results (e.g., vulnerability and staff behaviour) during the study remain

undisclosed and will be destroyed at the end of the research. Only the final report

will be given to Mara to be used to plan suitable training opportunities for the staff.

4.3.2.3 Experiments Pilot study

Two pilot studies were conducted for Study Two before the actual experiment

is release. We minimize the number for a pilot study to minimise the impact of the

experiment study, especially for MARA group. Many complaints will be receiving if
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too many phishing emails sent to company email accounts. The activity also can give

a bad impression on IT support credibility. Furthermore, the pilot study ensures that

the features for email study, such as tracking email open, tracking email response,

and the link embedded in the email, are working as expected. Since this study is to

record the expected user behaviour when dealing with phishing emails, we asked ten

people who are not involved in the study about our question and sample of the

phishing email.

We did not do the pilot study to our experiment candidates because we did

not want to give them any priming study that may provide hints about the experiment,

which may affect the study. Users who have a good cognitive level will easily

remember the priming study and remain aware of the study. Besides, no one wants to

fake ignorance for things that they already know.

The pilot study conducted for our experiment is only to ensure the

functionality of the email system used. The most important is to make sure the

specified user can receive the email, the link reaches the study page, and the click

tracking link from google analytics works well.

As mentioned above, no email phishing training is made to reduce the impact

on the organization and user psychology. However, the experiment's content resulted

from screening, discussion and selection through analysis of the study literature in

the same previous field. Discussion about the email was discussed in the next section.

4.3.3 Development Of Email Experiment

Our objective was to find those who opened the email and clicked the link or

responded to our phishing email. In order to do this, we developed a website to link
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to our analytic software. At this point, we developed a simple dummy website under

the .com domain name “escapido.com”. Also, under the monitoring of the MARA

system administrator, they activated two email addresses to be used for the

experiment. The email addresses were zyazara@mara.gov.my and

danish@mara.gov.my.

In our research, email phishing was designed for specific targets in the

organization. The objective is to mimic the role of a legit phishing email, where the

attacker is expected to have information about the victims. Furthermore, the

percentage of victims that succumbed in this study are in the expected range (Sheng

and Magnien 2007)(Luo et al. 2013).

The design for the email in the survey and experiment was different. The idea

was to avoid giving cues to the users that may influence their response.

4.3.4 Content Of Experimental Email And Victims Identification

The email experiment was sent from three different people. Two of them are

authentic users from MARA’s domain, while another is from a Gmail user. The main

goal is to see the different responses between the emails from the organization as a

known sender compared to the unknown sender. An email open tracker software

from Outlook 365 was used in the hidden coding within the emails with the

motivation to see how many users opened and responded to the emails compared to

those who opened and ignored the emails. This was also an efficient way to know

whether the emails successfully reached the targeted users. Besides recording on

opened emails, the IP addresses for the participants who chose to reply and click on

the email link were also captured using Google Analytic software to match their
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responses to the phishing email with their responses to the survey. Furthermore, the

study in MARA group used the IP addresses to select the user to be interviewed in

our final experiment stage.

The design of the experiment email imitated real emails. However, the

content was written in full English text. This is an unusual scenario in the

organization where Bahasa Malaysia is the primary language in business emails. The

receivers should have first noticed this abnormality if they were indeed aware of the

difference. However, the results tracked from the response did not show that they

were aware of this unfamiliarity.

4.3.5 Study Three (Interview)

The interview is used in study three to understand more profound human

behaviour and the different reasons governing that behaviour. Moreover, it is

conducted to understand a research topic or problem from the perspective of

detectors and victims. The interview method is known able to provides complex

textual descriptions of people experience regarding a particular issue. This method

can effectively identify intangible factors such as the individuals' religious belief,

norms, gender roles, and ethnicity. The relevance of which to the research topic may

not be apparent from the onset but is believe able to strengthen the finding of the

study (Chu, PH. and Chang, 2017)

4.3.5.1 Interview Approach

Study three aims to explain the source of the behaviour that influences users

to accept and ignore the email from the source. (Adams & Sasse, 1999) suggest

dividing the study into the category that includes the research factors to explore. This
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research followed these suggestions to categorize the targeted users for the interview

under Detector and Victim to the phishing email. The suggestions help in designing

the content of the interview questions.

4.3.5.2 Interview Pilot Study

A pilot is a rehearsal study that is conducted before the main study is

undertaken (Junyong In, 2017) In the present study, four pilot interviews were

conducted to test the proposed interview question. The objective is to test the clarity

and effectiveness in exploring participants’ experience regarding social engineering

attack. Some of the modifications to the interviews questions and protocol were

made considering the pilot interview results. The adjustments were made in the

interview questions; this adjustment is on restructuring the question and statement

used in the question design to be more professional look and have some control from

the interviewer to enable the study to conform to both the research project and the

question methodology.

4.3.5.3 Interview Protocol

Semi-structured questions were prepared in order to address all the possible

topic under investigation. The protocol was adapted based on the objective and

purpose of the interview. The environmental characteristics of phishing and how it

impact victims were taken into consideration. For example, the interview included

some questions regarding the experience of accepting strange email and

distinguishing fake and legitimate email. For victims, the extra question was added to

know the reason behind their action. Also, interactivity with the participants during

the interview allowed the conversation to cover some important questions and topics
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that were not included in the semi-structured question but arose during the interview.

This followed the approach suggested by (Wengraf, 2001). The interview was

conducted in two ways which are face-to-face and over the phone. The participants

may choose any one method to used depends on their suitability. Each of the

interviews was audio-recorded and transcribed all interview that was conducted in

Bahasa Melayu language. Each interview took about 30 to 60 minutes. To manage

and to minimise ethical risks issue, the following guidelines were applied before,

after and during the interviews:

1. Ensure the interview sessions are conducted in a friendly environment and

manner.

2. Participants were explained about the purpose, types of question and privacy

of the information they provide before starting the interview.

3. Inform the participants that they have the rights not to answer the question

without any penalty.

4. No collected information will be reported to anyone in a position of authority

over them that may threaten their position or status.

4.3.5.4 Interview Questions Design

Through the interview, a researcher can understand human behaviours and

the reasoning that governs those behaviours (Wengraf, 2001). It is focused on ‘ how’

and ‘why’ of the decision-making process, rather than just focusing on ‘when’,

‘where’ and ‘what’ questions.
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Each question was designed by adding ‘ phishing email’ in the sentence as

the reference subject to avoid losing focus in the questions. The interview questions

are as the following:

1) Have you heard about phishing emails?

2) How do you identify phishing emails?

3) What did you do when you opened the phishing email? Why?

4) Have you checked the link in the phishing email? What did you found?

5) Have you checked the reply address in the phishing email? What did you

found?

6) What did you do when you suspected the phishing email?

7) Why did you respond to a phishing email? (For victims only)

8) What did you do when you discover the phishing email? (for detector only)

9) What is your reaction if someone accesses your account?

4.3.6 Difference Between Mara and Public Group Studies.

In general, the research design was the same for both groups (see Figures 18

and 19 below). The first stage involved a survey collecting as much data about users’

characteristics and susceptibility to phishing emails. Since both groups were

conducted in English, we did not require any language translation in this study. Next,

for MARA, we sent an email experiment to capture those who respond to the

phishing email. The process required mapping the IP address. However, for the

public, this experiment is impossible due to constraints in location and target. Hence,

we included the question asking about their email and password. We ended the

studies for the public without a Study Two.
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Figure 18:Mara group method

Figure 19: Public group method
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Chapter 5 Quantitative Results

5.1 Overview

This chapter presents the results of the quantitative phase. It starts with

presenting the profile of the participants, followed by data screening and preparation

for exploratory factor analysis and the assessment of the reliability of the

measurement. The hypothesis testing is then presented, followed by the demographic

analysis, the structural model fit assessment and testing mediation effects. A brief

discussion on results was explained at the end of this chapter.

5.2 Quantitative Analysis

A total of 1000 participants from the MARA Organisation (MARA) and 200

from the researcher email list (Public) were targeted. Only those who completed the

survey were included in the analysis, which gave the final number of participants 286,

with 181 from MARA and 105 from the public.

The reliability and validity of the instruments were examined, and SEM's use

to explain the model in the experiment was justified. We analysed the data from both

surveys using SPSS version 24 and SmartPLS software version 3.2.7 and presented

the final model with structural modelling (SEM) using R software Lavaan Package.



105

5.2.1 Data Preparation

To ensure the data is ready for analysis, the data was processed using the

steps suggested by (Carter, 2010). The steps involved the processes below:

a) Code Book: A code book was used to arrange the data into coding. For

example, the three Years Of Experience in Email groups (1-4), (5-10) and

(more than 10 years) were coded as YOE1,2,3, respectively.

b) Data Cleaning: We conducted the survey online, where the data were entered

electronically. Therefore, the dataset had to be cleaned from unrelated entries,

blank entries and unsolved questions.

c) Data eligibility: To ensure no ineligible data were in the analysis, we needed

to run two processes:

i. Data eligibility - This is used for scale questions where users

need to answer from 1 to 7. We ensured that answers were

within this range.

ii. Response eligibility - This is to ensure none of the responses

gave the same answer for all questions.

d) Raw data was download in Excel format and then exported to the SPSS

statistical software.

5.2.2 Demographic items

We tried to make sure of respondents' diversity, which is a priority in

demographic characteristics for both studies. However, as a semi-government agency,

the policy in MARA only allows for 10% of their staff from other ethnicities than

Malay. Therefore, it was one of our constraints to get respondents from other

ethnicities in the Mara group. However, we can confirm the diversity of respondents

can come from age group, gender, respondent location, and nationality in our public

survey.
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5.2.3 Age and Gender

Besides the steps suggested by Carter, we also look at a few other ways to

analyse our result. One of it is dividing the age categories refer to the range

suggested by (Fink, 2017) and (Berk, 2015). According to Berk, age 18- 25 refers

to the ‘Emerging Adulthood ‘ stage while over 25 is at the ‘Adulthood’ stage. For the

Mara group, more than half (55.8%) of the participants were under the category of

age 36 years above, and 60.2% (N= 109) were female (Table13). No language and

nationality were asked since the study was conducted in the same country, and

employment policy is as mentioned above.

Table 13: Age and Gender (MARA)

Age Frequency Percent Gender Frequency Percent

18-25 15 8.25 Male 72 39.8
26-35 65 35.9 Female 109 60.2
36 and above 101 55.8

Compared to the Mara group, the public participants were able to show

equality in gender statistic, with male respondents were 50.5% (N=53) while female

respondents were 49.5% (N=52).

Table 14: Age and gender (Public)

Age Frequency Percent Gender Frequency Percent

18-25 7 6.7 Male 53 50.5
26-35 42 40.0 Female 52 49.5
36 and above 56 53.3
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The age statistic for both studies showed that the participants came from all groups

and have the same rank in number distribution, where the most percentage of

participants in both groups are from age 36 and above.

Figure 20 below shows the distribution location of our survey respondents. It is from

the analytic software used to detect the IP address of the respondents. The red colour

represents the survey respondents from the Public group, while blue is from the Mara

group.

Figure 20: Respondent distribution

For Public, our respondents came from numerous countries such as Malaysia,

Europe, America, Saudi Arabia, and India. It showed we manage to get the diversity

of culture among the respondents. Unlike Public, Mara survey showed that the
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majority of respondents come from Malaysia. Only one is from America. However, it

cannot measure diversity because MARA also has a staff who work at six MARA

overseas offices in Australia, United Kingdom, Saudi Arabia, Indonesia, America

and India. Therefore, it is within our expectation to have a few responses from them

in MARA respondents;

Participants from both groups have also been asked about their email usage.

As shown in Table 15 below, both groups show the similar result in a higher

percentage. According to the results, it was showing that participants already using

email for more than 10 years, receive up to 20 emails in each working day, have

more than 500 emails in their inbox, receive only a small number of important emails

each day, respond to 1 – 4 emails each day, and sent an average of 1- 4 emails each

day.
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Table 15: Descriptive statistics for email usage

Statistics
Public MARA

Frequency Percent Frequency Percent
Experience length using email

Less than a year 1 1.0 1 0.6
1-2 years 1 1.0 4 2.2
3-4 years 10 9.5 13 7.2
5-9 years 18 17.1 38 21.0
>10 years 75 71.4 125 69.1

Number of message receive in each working day
less than 10 34 32.4 66 36.5
up to 20 59 56.2 100 55.2
more than 20 but less than 50 11 10.5 12 6.6
above 50 1 1.0 3 1.7

Number of email currently in inbox
50-100 15 14.3 48 26.5
101-500 22 21.0 66 36.5
more than 500 68 68.0 67 37.0

Frequently important emails receive each day*
none 8 7.6 13 7.2
little 52 49.5 64 35.4
some 38 36.2 79 43.6
a lot 7 6.7 25 13.8

Number of emails respond each day
none 28 26.7 9 5.0
1-4 55 52.4 89 49.2
5-10 14 13.3 60 33.1
more than 10 8 7.6 23 12.7

Average email send each day
none 14 13.3 22 12.2
1-4 71 67.6 81 44.8
5-10 15 14.3 60 33.1
more than 10 5 4.8 18 9.9
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5.2.4 Internet Activities

We asked participants for both studies about their priority in using the

Internet based on why they used it. The questions are to see the importance of

Internet activities in users daily life.(Kumaraguru, Rhee, Sheng, et al., 2007) Suggest,

there is a relationship between users’ experience using the Internet with the phishing

detection ability. Therefore, this study sought to identify the type of activities that

bring to detection ability.

To do so, we grouped Internet usage priority into five primary activities and

asked the participants to rank those activities based on their priority. We did not

make it an open question to avoid any difficulty in categorizing the results. For both

studies, we see the results differ from each other. For the public group, the use of the

internet for online games was the main priority, followed by email and social

networking (Figure 21). However, in the MARA group, where accessing the internet

for the online game is strictly prohibited during working hours, the online game

percentage is 0% (See Figure 22). The result shows that the priority of internet usage

is suitable for their working environment where the information seeking and

searching, 48% and electronic email is 43%. The result showed the suits and

expected internet use with the users' task background for both groups. It also

contributes information that non of the group showing the major misused of the

internet. However, the high percentage of using the internet for online gaming in the

public group may come from the participants' age, mostly from teenagers to middle

ages. This show the relevancy of the target group with their Age, activity and

background.
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Figure 21: Internet Activity (Public)

Figure 22:Internet Activity (MARA)

5.2.4.1 Trust

Every variable involved in testing the hypotheses were rated using a 7-point

Likert agreement scale (strongly disagree, disagree, somewhat disagree, neither agree

nor disagree, somewhat agree, agree, and strongly agree). We used the same question

and answer scale for both groups.

For the Trust item, participants were asked five questions. The result is shown in

Table 16 below:
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Table 16: Trust results for Mara and Public

MARA Public
Statistics Mean Mean
I found email is a good way to maintain relationships 5.12 2.73
Email is very important in my daily life 5.39 2.87
I look professional when using emails 5.77 2.07
I trust conversations through emails 4.80 2.89
I always choose email as an option for communication 4.64 1.54

As shown in Table 16, the participants from MARA were able to show that

they trust email communication compared to public participants. They do not doubt

their ‘trust’ in the email system and have no reason not to trust them. This is not the

same as the public respondents where they still have doubted the email system they

use.

5.2.4.2 Usage

Participants were asked four questions about their email use. As shown in

Table 17, Mara participants rated highest for the easiness of email usage; however,

the highest mean for the public respondents is that ‘ email is used to pass the time’.

Table 17: Usage Mean for Mara and Public

MARA Public
Statistics Mean Mean
I use email to keep up-to-date with work activities 3.50 2.87
I use email for my social network activities 3.75 2.07
I use email to pass the time 3.10 2.89
Email is easy to use 4.10 1.54
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5.2.4.3 Manage

We also asked participants six questions about how they manage their email.

This is to see how users deal with and control their emails.

Table 18: Manage Mean for Mara and Public

MARA Public
Statistics Mean Mean
I manage to control incoming emails myself 3.99 2.43
I have no problem telling others my email address 3.99 2.06
I always monitor my incoming emails 3.42 2.52
I only respond to emails from known senders 3.99 1.72
I delete emails from unknown senders 3.77 2.58
My email use is effective 4.80 2.42

From the results, MARA respondents were able to show some confidence in how

they manage their emails compared to public users, where the average answer is that

they somewhat disagree with the way they manage their emails.

5.2.4.4 Susceptibility

We measure participants susceptibility based on their rate for four sample

emails given. For this question, the 7-point Likert scale was used starting from

“Definitely will respond” for 1, “Most likely will delete” for 2, “Maybe will delete or

ignore the email” for 3, “I don’t know” for 4, “Maybe will respond” for 5, “Most

likely will respond” for 6, and “Definitely will respond” for 7.

Table 19: Susceptibility mean for Mara and Public

MARA Public
Statistics Mean Mean
Email 1: Greeting 3.02 3.90
Email 2: PayPal 4.97 3.19
Email 3: Maybank2U 4.78 3.27
Email4: System maintenance 4.01 5.22
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Table 19 above shows the highest mean for public respondents is on trusting

an email from system maintenance. While for MARA, most respondents chose

“Maybe will respond” to the email from PayPal.

5.2.4.5 Big Five Personality Dimension

Participants from both studies were asked to rate themselves with five

personality traits based on 10 descriptive items. The items are the components from

the five dimensions of the Big Five personality traits. The rated scale used the 7-

point Likert scale (Strongly disagree, Disagree, Somewhat disagree, Neither agree

nor disagree, Somewhat agree, Agree and Strongly Agree). The results are shown in

Table 20.

Table 20: Big Five Personality Dimension Mean for Mara and Public

MARA Public
Statistics Mean Mean
Dependable, self-disciplined 4.60 4.29
Sympathetic, warm 5.91 5.88
Extraverted, enthusiastic 4.50 2.22
Reserved, quiet 2.62 3.71
Calm, emotionally stable 4.07 2.07
Open to new experiences, complex 4.29 2.97
Anxious, easily get upset 3.86 2.93
Critical, quarrelsome 4.30 4.09
Conventional, uncreative 5.02 4.45
Disorganised, careless 4.59 3.80

As shown in Table 20, both public and MARA participants were most likely

to agree that they were sympathetic and warm. In addition to that, MARA

participants also showed that they agree that they are conventional and uncreative.

The results also show that public participants were most disagreeable about being
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extroverted, enthusiastic, calm, and emotionally stable. On the other hand, MARA

participants mostly disagreed with being reserved and quiet.

For this study, the outcome from 10 items was then combined in pairs to

obtain scores related to the primary dimension in the Big Five personality. We used a

procedure suggested in (Louho et al., 2006). The procedure involved adding related

pairs with the negative item reverse score and dividing the result by two to obtain the

mean score. The results are presented in Table 21.

Table 21: Five dimension mean for Mara and Public

MARA Public
Statistics Mean Mean
Conscientiousness 4.00 4.24
Openness 3.63 3.26
Extraversion 4.93 3.25
Emotional 4.10 3.56
Agreeableness 4.80 4.89

From Table 21, MARA participants almost agreed that they are extroverted

and agreeable. Public participants almost agreed that they are in the agreeableness

dimension.

5.2.4.6 Response

The final variable for this study is the dependent variable, Response. This

variable is used to identify users’ detection behaviour. In the MARA group, we sent

three sets of phishing emails created to determine the victims. The score was

calculated based on whether the users responded to any of the experiment emails. For

the Public group, we calculated the score based on those who responded “YES” for

the question asking their willingness to share their email and password in the survey.
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Based on the results from the MARA group, out of the 181 survey

respondents who also involved in Study Two (Email Experiment), 26% (N=47)3

responded to the phishing email. This percentage fulfilled the range of the percentage

of users who fall victim to phishing email incidents as studied by (Finn & Jakobsson,

2007) and (Knight, 2004). Our study first response recorded within 24 hours after the

email was sent. This supports the study done by (Iuga, Nurse, & Erola, 2016) where

they also found that victim responds to phishing email within 24 hours of the attack.

Out of 105 respondents to the survey in the public group, 13.3% (N=14)3 are

considered victims. Both studies showed the normal range of fall victim users in an

experimental study setting (Sheng et al., 2010)(Alseadoon, Chan, Foo, & Nieto,

2012). The reason users fall victim will be discussed in more detail in Chapter 7 (see

Section 7.2.1).

5.2.5 Demographic Analysis

There is not much difference in age and gender from the study in Public and

MARA from the results. Both studies showed the same highest percentage category

for age and only a slight difference in the gender category.

5.2.5.1 Age

We used the study by Sheng et al. (Kumaraguru et al., 2010) in categorizing

the age group. We had users from all groups in both groups (See Table 22 and Table

24), which produces the 3 X 2 table for cross-tabulation. The number of minimum

expected frequency cell below five also exists in our tables; however, it is accepted

for analysis using chi-squared tests because the number of cells expected frequency

3 This number was calculated based on the response to at least one of the emails in any way.
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of 5 or more is greater than 80%. The chi-square test was used to test the relationship

between age and users’ responses to a phishing email.

A chi-squared test for MARA participants indicated no significant association

between age and users’ response to phishing emails. However, the chi-squared test

for participants’ age in the Public group was able to show a significance between age

understudy with the response to phishing emails with p =. 044. There is not much

difference in terms of the age category frequency from both groups that supports why

only one group can show the significance in results. However, something that may

differ between both is the education background of respondents. MARA users were

considered users with a higher education background due to the employment entry

policy in government organizations. This cannot be so sure for public users where

their background varied. Figures 23 and 24 show frequencies chart for both studies.

Table 22: Frequency age - MARA

Action Total

Age

Detector Victim
18 - 25 Count 10 5 15

Expected Count 11.1 3.90 15.0
26 - 35 Count 43 22 65

Expected Count 48.1 16.90 65.0
36 above Count 80 20 101

Expected Count 74.8 26.2 101.0
Total Count 134 47 180

Expected Count 134.0 47.0 180.0

Table 23: Chi-Squared Test Age - MARA

Value df Asymp.sig
(2 sided)

Exact Sig
(2-sided)

Axact Sig.
(1 sided)

Pearson Chi-Square 4.519a 1 .104 .098
Likelihood Ratio 4.500 1 .105 .121
Fisher’s Exact Test 4.659 .091
Linear-by-Linear Association 3.701b 1 .054 .066 .038
N of Valid Cases 180
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Figure 23:MARA Respondents Age Frequency Chart

Table 24: Frequency age - public

Action Total

Age

Detector Victim
18 - 25 Count 4 3 7

Expected Count 6.07 0.93 7.0
26 - 35 Count 36 6 42

Expected Count 36.4 5.60 42.0
36 above Count 51 5 56

Expected Count 48.5 7.47 56.0
Total Count 91 14 105

Expected Count 91.0 14.0 105.0

Table 25: Chi-Squared Test Age - Public

Value df Asymp.sig
(2 sided)

Exact Sig
(2-sided)

Axact Sig.
(1 sided)

Pearson Chi-Square 6.253a 1 .044 .052
Likelihood Ratio 4.752 1 .093 .106
Fisher’s Exact Test 5.333 .059
Linear-by-Linear Association 4.389b 1 .036 .041 .034
N of Valid Cases 105
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Figure 24: Public Respondents Age Frequency Chart

5.2.5.2 Gender

For both groups, the result was unable to show the significance in gender

with response to phishing emails. This is consistent with the result obtained by

(Sheng et al., 2010), who also found gender was not significant in predicting a

victim's. Table 26 and Table 28 show that the number of victims is mostly male users.
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Table 26: Frequency Gender - MARA

Action Total
Detector Victim

Gender
Male Count 49 23 72

Expected Count 53.3 18.7 72.0
Female Count 84 24 109

Expected Count 80.7 28.3 109.0
Total Count 133 47 180

Expected Count 133.0 47.0 180.0

Table 27: Chi-Squared Test - Gender MARA

Value df Asymp.sig
(2 sided)

Exact Sig
(2-sided)

Axact Sig.
(1 sided)

Pearson Chi-Square 2.222a 1 .136
Continuity Correction 1.736 1 .188
Likelihood Ratio 2.198 1 .138
Fisher’s Exact Test .166 .094
Linear-by-Linear Association 2.210 1 .137 .166 .0
N of Valid Cases 180

Table 28: Frequency Gender - Public

Action Total
Detector Victim

Gender

Male Count 43 10 53
Expected Count 45.9 7.07 53.0

Female Count 48 4 52
Expected Count 45.1 6.93 52.0

Total Count 91 14 105
Expected Count 91.0 14.0 105.0

Table 29: Chi-Squared Test - Gender MARA

Value df Asymp.sig
(2 sided)

Exact Sig
(2-sided)

Axact Sig.
(1 sided)

Pearson Chi-Square 2.837a 1 .92
Continuity Correction 1.952 1 .162
Likelihood Ratio 2.922 1 .87
Fisher’s Exact Test .150 .080
Linear-by-Linear Association 2.810 1 .94
N of Valid Cases 105
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Figure 25: Frequencies chart gender (MARA)

Figure 26: Frequencies chart gender (public)
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5.2.5.3 Usability

The correlation between two variables was measure using Spearman’s test.

The results show a significant correlation between only two items measuring users’

usage with their response to phishing emails (Table 30). From the finding, the

negative relation between frequency of important email receives each day (rho = -

0.210, p<0.001) and the positive relation of hours using the internet in a day (rho =

0.330, p <0.001) with response was indicated. It shows that with the increasing

number of important emails received each day, user response to phishing will

decrease. However, the positive relationship between hour spend using the internet

shows that the more time users spend using the internet, the more likely users

respond to phishing.

We conclude that users with heavy use of the internet by spending much time

on the internet are more prone to become victims, while users who do their everyday

tasks dealing with important email seem to be more careful when responding to

email. The public group did not show any significant correlation between variables

which might contribute to the number of low victims in the study.
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Table 30: Spearman's rho test on email usage in MARA
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5.3 Instrument Validity

This section will discuss the process used to measure the reliability and factor

analysis to determine and test the dimensionality and validity of variables.

5.3.1 Reliability

The function of reliability measurement is to find the consistency between

items to the measurement constructs. The reliability measurement concerns

consistency and stability of measurement (Lean, Zailani, Ramayah, & Fernando,

2009). Cronbach’s alpha was used to measure the reliability in each construct, and

the value obtained from the test using SPSS is presented in Table 31. Based on

scholars, Cronbach’s alpha result of 0.7 is acceptable for the cut-off value (Hair,

Black, Babin, Anderson, & Tatham, 2010). However, according to (Pallant, 2011), a

Cronbach’s alpha of 0.5 is acceptable if the number of items is low.

Table 31: Reliability measures

Variables MARA Public
Alpha Item Alpha Items

Trust .685 5 .729 5
Usage .915 4 .622 4
Manage .859 6 .741 6

Susceptibility .688 4 .596 4

All constructs complied with the reliability measurement requirements in both

groups, and therefore, all variables are accepted for further analysis.
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5.3.2 Variable validity

Once the reliability of the variables is measured, we used exploratory factor

analysis (EFA) to measure the variables' validity and uni-dimensionality. Besides

using EFA, variable validity can also be measured by obtaining convergent validity

and discriminate validity using confirmatory factor analysis (CFA).

5.3.2.1 Exploratory Factor Analysis (EFA)

The principal component of factor analysis with varimax rotation was used to

measure the reliability construct in the survey. The analysis was using SPSS version

24. This step is essential to determine the items with the weak factor loading. It is to

ensure that we only retain the items with the strong factor loading in the study.

Another advantage of EFA is to identify the items that can be used for the same

construct. If more than one variable item can measure the same construct, we might

need to choose only the best items to represent the constructs.

Based on Table 32 and Table 33, the EFA results show that there were only

three constructs in the MARA group and two constructs in the public group after the

analysis. This happened because the items variables for Usage and Manage in the

MARA group able to measure the same construct. Therefore, we had to choose only

one construct for the factor. At this stage, we decided to remain the Manage variable.

We choose Manage because the question given is more related to the objective of the

thesis, where we want to see how users behave towards phishing. The same thing

happened in the Public group, where three constructs fell under the same factor. This

made only one construct chosen to represent the factor, and we decided to use the

Manage variable for further study for the same reason as the Mara group.
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Furthermore, items that had a high load factor outside their construct were omitted

from the study

Table 32: MARA Group Exploratory Factor Analysis (EFA)

1 2 3 4
Usage 1 0.883 0.199

Usage 2 0.832 0.109

Usage 3 0.852 0.197

Usage 4 0.904 -0.103

Trust 1 -0.276 0.298 0.719 -0.234

Trust 2 -0.330 0.130 0.688 -0.288

Trust 3 -0.282 0.217 0.698

Trust 4 -0.394 0.493

Trust5 -0.318 0.425 0.540 0.105

Manage 1 0.864

Manage 2 0.774

Manage 3 0.9 09

Manage 5 0.797 0.141 0.107

Manage 6 0.826 0.131

Manage 4 0.275 0.661

Email 1 0.562 -0.233 0.103

Email 2 0.751 -0.287

Email 3 -0.205 0.667 -0.112 -0.207

Email 4 -0.105 0.704 -0.291 0.131
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Table 33: Public Group Exploratory Factor analysis (EFA)

1 2 3 4
Usage 1 0.627 0.539 0.347 -0.139

Usage 2 0.819 -0.255 0.130
Usage 3 0.681 -0.108 -0.644 0.105

Usage 4 0.608 -0.474 0.379 0.374

Manage 3 0.722 0.355 -0.275

Manage 6 0.543 0.159 0.197

Manage 5 0.426 -0.369 0.212 0.123

Manage 4 0.714 -0.137 -0.553

Manage 2 0.825 -0.233 0.123

Manage 1 0.407 0.232 -0.155 -0.201

Trust 1 0.693 0.428 -0.214
Trust 2 0.627 0.539 0.347 -0.139

Trust 3 0.819 -0.255 0.130

Trust 5 0.681 -0.108 -0.644 0.105

Trust 4 0.608 -0.474 0.379 0.374
Email 1 0.545 -0.108 0.571

Email 2 0.126 0.354 0.677

Email 3 0.308 -0.195 0.565

Email 4 0.119 0.509 0.198

An explanation for the result can be attributed to the biased answers given by

the public participants (Ali Hussein Alkahtani, Ismael Abu-Jarad, 2011).

5.3.2.2 Confirmatory Factor Analysis (CFA)

Confirmatory factor analysis has a strong relationship with structural equation

modelling (SEM); it can also examine the construct validity of all the variables.

However, CFA cannot be analysed using SPSS. In this study, we used partial least

square software (SmartPLS 3.8) to do the CFA.
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(Fornell & Larcker, 1981) suggested that the average Variance Extracted

(AVE) minimum requirement for each construct is 0.5 and above. On the other hand,

(Stevens, 1992) suggested using a cut-off of 0.4 as acceptable for factor loading

irrespective of sample size.

The results shown in Table 34 and Table 37 support the assumption that

convergent validity can be obtained within the construct for both groups. Only one

item in both the public and MARA group study did not meet the minimum suggested

factor loading. This means that this item does not contribute to measuring the

construct and can be removed. Therefore, the item is removed from further analysis.

Tables 35 and 36 for the MARA group, while Tables 38 and 39 for the Public

group show the AVE for each variable. From the results, the value of AVE met the

suggested rule of discriminant validity where it should be greater than the square

correlation between a pair of latent variables.

Results from both convergent and discriminant can be concluded that our

variables have satisfied the construct validity in both study groups.

 Even if the AVE is higher than 0.5 is an acceptable value for the validity of

the construct. However, according to (Fornell & Larcker, 1981), “Evaluating

structural equation models with unobservable and measurement error”

(journal of marketing research pp39-50,1981), an AVE less than 0.5 is still

acceptable if the composite reliability is higher than 0.6.

 In the MARA and Public group study, both constructs met the suggestion by

Fornell for composite reliability higher than 0.6.
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Table 34: Factor Loading MARA

MANAGE SUSCEPTIBILITY TRUST
Email 1 0.069 0.038 -0.030
Email 2 -0.018 0.454 0.040
Email 3 -0.175 0.952 0.177
Email 4 -0.064 0.570 0.003
Manage 1 0.905 -0.176 -0.333
Manage 2 0.849 -0.177 -0.408
Manage 3 0.897 -0.197 -0.310
Manage 5 0.764 -0.039 -0.244
Manage 6 0.831 -0.165 -0.243
Trust 1 -0.172 0.125 0.746
Trust 2 -0.245 0.107 0.738
Trust 4 -0.377 0.067 0.732
Trust 5 -0.249 0.210 0.731

Table 35: Discriminate validity (MARA)

MANAGE SUSCEPTIBILITY TRUST
MANAGE 0.851
SUSCEPTIBILITY -0.187 0.600
TRUST -0.374 0.170 0.737

Table 36: Composite Reliability (MARA)

Composite Reliability
MANAGE 0.929
SUSCEPTIBILITY 0.613
TRUST 0.826
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Table 37: Factor Loading (Public)

MANAGE_ SUSCEPTIBILITY
Email 1 0.190 0.806
Email 2 0.158 0.658
Email 3 0.068 0.527
Email 4 0.194 0.628
Manage 1 0.646 0.119
Manage 2 0.475 0.009
Manage 3 0.825 0.180
Manage 4 0.459 0.002
Manage 5 0.029 -0.095
Manage 6 0.686 0.178

Table 38: Discriminant Validity (Public)

MANAGESUSCEPTIBILITY
MANAGE 0.578
SUSCEPTIBILITY 0.249 0.662

Table 39: Composite Reliability (Public)

Composite Reliability
MANAGE 0.709
SUSCEPTIBILITY0.753

5.4 Hypothesis Testing

In this section, we present the results from our hypothesis testing and

structural model. R software with Lavaan package was used to test the overall

model (Rosseel, 2012b). The Lavaan package was proposed to test the SEM models,

including categorical variables as dependent variables (Rosseel, 2012c). It is needed
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to cater to the categorical dependent variable (response) used in our research and

logistic regression to test the hypothesis.

Our research has two dependent variables (susceptibility and response).

Therefore, we chose multiple linear regression for susceptibility and logistics

regression for response variables to test both hypotheses. The final model was then

tested with R software, which can test SEM that includes a categorical variable as a

dependent variable, in our case is the response variable. The analysis for the study

was organised as below in order to show the results.

5.4.1 The need for regression for hypothesis testing

Earlier in the study, we applied linear and logistic regression to test the

regression coefficient (Beta value) for each variable used in the study. The advantage

of logistic regression is the ability to test the regression coefficient for a binary

categorical dependent variable which cannot be done using SEM. However, both

regressions have one limitation where it is limited to measure only one dependent

variable. Since our research has two dependent variables, we used SEM to measure

the overall model.

Besides the limitation, regression still is the best way to investigate the

impact of variables on their dependent variable. The hypothesis testing involves

investigating the impact of the predictors on a singular dependent variable (Hair et al.,

2010).

5.4.1.1 Regression analysis steps

The three main analytical steps used to test the research hypothesis in the study are:
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1. Factors are obtained from the average score for the items in each factor.

2. Testing predictors individually with their related dependent variable.

3. Applying the regression and interpreting the results.

5.4.1.2 Factor score

The factor score is calculated by computing the score for every item

presenting the factor (Raykov & Marcoulides, 2019)(Gudgeon, Comrey, & Lee,

1994). The score is then divided by the number of items that contribute to the scale to

get the average. For example, susceptibility was measured using four items.

Therefore, the final score for susceptibility was calculated as follows:

Susceptibility = (Email 1 + Email 2 + Email 3 + Email 4 ) / 4

5.4.1.3 Relationship testing between variables

The first step in regression is to test the impact of each independent variable

with the dependent variable (susceptibility and response). Only those with a

significant relationship with the dependent variable were grouped in the model in the

final model. The reason for this step is to prevent any insignificant variable(s) from

entering our final model. The results for this procedure are shown in Table 40 to

Table 43.
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Table 40: Linear regression with Susceptibility as a dependent variable for MARA

Independent variables Test Results
Trust There is a positive and significant relationship between

trust and users’ susceptibility
Manage There is a positive and significant relationship between

manage and users’ susceptibility
Openness There is a negative and significant relationship between

openness and users’ susceptibility
Extraversion There is a positive and significant relationship between

extraversion and users’ susceptibility
Agreeableness There is a negative and significant relationship between

agreeableness and users’ susceptibility.
Usage There is a negative and significant relationship between

usage and users’ susceptibility

Table 41: Logistic regression with Response as dependent variable for MARA

Independent Variable Test results
Susceptibility There is a positive and significant relationship between

susceptibility and response to phishing email.
Openness There is a positive and significant relationship between

openness and users’ response to phishing email.
Trust There is a positive and significant relationship between

trust and users’ response to phishing email.
Agreeableness There is a negative and significant relationship between

trust and users’ response to phishing email
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Table 42: Linear regression with Susceptibility as a dependent variable for Public

Independent variables Test Results
Agreeableness There is a positive and significant relationship between

openness and users’ susceptibility

Table 43: Logistic regression with Response as a dependent variable for Public

Independent variables Test Results
Openness There is a positive and significant relationship between

openness and users’ response.
Usage There is a positive and significant relationship between

usage and users’ response.
Susceptibility There is a negative and significant relationship between

susceptibility and users’ response.

5.4.1.4 Interpreting regression results

This section describes the results for the significant independent variables

obtained from testing with susceptibility and response variables. Our main

hypothesis is that the predictor variables have an impact on users’ susceptibility. The

results obtained from the quantitative analysis for the hypothesis is as below:
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Figure 27: Regression scatter plot (Public)

The linearity for both groups can be examined from the scatter plot in Figure

27 and Figure 28. As can be seen, the residuals did not show any major nonlinear

pattern (Hair et al., 2010). The data points in both scatter plots are shown in random.

Therefore, we conclude from the result that the linearity and homoscedasticity are

satisfied for both groups.



137

Figure 28: Regression scatter plot (MARA)

Normality, however, can be examined by looking at the value provided in the

skewness and kurtosis. The normal distribution of data is close to zero of these two

measures. Also, some scholars suggested that normality can be achieved if the study

has a large sample size (more than 40 cases) (A. Field, 2013)(A. P. Field, 2018). Our

studies, the number of participants met the suggested criteria and, therefore, satisfies

the normality requirement.

Multicollinearity measures the relationship between the predictors and

suggests a strong predictor relationship (Hair et al., 2010). Two types of measures

are used to satisfy this requirement: variable inflation factor (VIF) and tolerance

level (TOL), where VIF should be below ten and TOL should be above 0.1 in order

to conclude the absence of multicollinearity (Andy Field, 2009)(Hair et al., 2010).

The public group does not require multicollinearity measures since the regression test

only had one independent variable. Table 44 shows that the predictors examined in

our research are suitable for multiple regressions for the MARA group.
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Table 44: Collinearity statistics

Predictors Collinearity Statistics
Tolerance VIF

Trust .298 3.356
Manage .276 3.3620
Openness .822 1.217
Extraversion .785 1.274
Agreeableness .341 2.931
Usage .255 3.919

To measure the dependency of residuals for variables, we used Durbin-

Watson measures. The Durbin-Watson test values obtained for both groups are 2.137

for MARA and 1.864 for the public. These values are acceptable for the Durbin-

Watson test where the value should be close to 2 in order to show the independence

between residuals (Andy Field, 2009).

The results from linear regression in the Public group show a positive and

significant relationship between agreeableness and susceptibility. Agreeableness

explains 3.1% of the variance in susceptibility. The overall model shows a significant

impact on susceptibility with the proposed model as nearly (p < 0.05) (see Table 45

and Table 46).

Table 45: Linear regression result - susceptibility (Public)

Model Unstandardized Coefficients Standardized Coefficient t Sig.
B Std. Error Beta

(Constant) 3.928 0.907 4.322 .0000
Agreeableness .218 .119 .329 1.837 .053

Table 46: Model Summary - Susceptibility (Public)

Model R R Square Adjusted R Square Std. Error of the estimate
1 .176 .031 .029 1.381



139

Results from multiple regression (Table 47 and Table 48) for the MARA

group show that two positive and significant relationships between Manage and Trust

with susceptibility as the dependent variable. There is one relationship with a

negative and significant relationship between Openness and Susceptibility from the

result obtained. The result shows that Manage, Trust, and Openness can explain

84% of the variance in susceptibility. The overall model shows a significant impact

on susceptibility by the proposed model (p <0.001) (see Table 46).

Table 47: Linear Regression result - susceptibility (Mara)

Model Unstandardized Coefficients Standardized Coefficient t Sig.

B Std.Error Beta

(Constant) 1.780 1.287 1.320 .155
Trust .198 .065 .210 2.345 .011
manage .534 .071 .190 7.101 .003
Openness -.215 .066 -.210 -3.10 .006
Extraversion .048 .065 .043 .823 .450
Agreeableness -.093 0.835 -.073 -1.122 .323
Usage .125 0.90 .072 .999 .186

Table 48: Model Summary – Susceptibility (MARA)

5.4.1.4.1 Response as an outcome

A major hypothesis is that the predictor variables impact users’ response

(he/she would respond to phishing email). Basically, we need to satisfy the logistic

assumption from the logistic regression for the binary categorical dependent variable

Model R R Square Adjusted R Square Std. Error of the estimate
1 .920 .8464 .921 1.215
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with a sample size above 50 (Hutcheson & Sofroniou, 1999). Our two studies were

able to fulfil these two assumptions since our dependent variable, ‘response’, is a

binary category (detectors or victims). We present our results from the logistic

regression below.

Both predictors, openness, usage and susceptibility, were significant at the p < 0.05

level in the public group. These three variables increased the users’ response to

phishing emails (see Table 49)

Table 49: Public Logistic regression with a response as an outcome.

B S.E Wald df Sig. Exp(B)
Susceptibility -.432 .209 5.021 1 .025 1.432
Openness .548 .255 4.876 1 .019 1.650
Usage .390 .201 1.323 1 .049 1.925

Table 50: Model summary – Response (Public)

Step -2 Log likelihood Cox & Snell R Square Nagelkerke R Square
1 91.88 .073 .168

Based on Table 50, the Cox and Snell R-square formula, this model is able to

explain 7% of the variance, with the Omnibus model coefficient statistically

significant at the p < 0.01 level. This gave a consistent between model significance

and percentage of the variance. Openness and Usage variables have a positive and

significant relationship with a Response, while Susceptibility has a negative but

significant relationship with a Response. From the results in Table 49, we can

conclude that those higher in Openness and users’ Usage behaviour effect two times

more likely than others (Exp(B)) with Response to the phishing emails.
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Table 51 shows that predictors such as Openness, Susceptibility, Trust and

Agreeableness were significant at p < 0.01 level in the Mara group. Openness and

Susceptibility show the significance for both groups. However, MARA predictors

that significantly include Trust and Agreeableness can increase users’ response to

phishing emails.

Based on the Cox and Snell R-square (see Table 52), this model is able to

explain 38% of the variance, with the omnibus model of coefficients statistically

significant at the p < 0.001 level and consistent with the model by explaining a

significant percentage of variance. Susceptibility, Openness and Trust have a positive

and significant relationship with the Respons with p < 0.01. Agreeableness, however,

shows a negative and significant relationship. This means that Agreeableness is more

likely to increase users’ ability to detect phishing emails. The significant level for

agreeableness is shown at p<0.05 level. The result for agreeableness shows a

similarity to linear regression, where Agreeableness also shows a negative

relationship and significant to susceptibility.

Table 51: Final MARA Logistic Regression on Response result.

B S.E Wald df Sig. Exp(B)
Susceptibility .872 .229 10.231 1 .001 2.360
Openness .772 .213 8.970 1 .000 2.495
Trust 1.032 .187 11.020 1 .002 1.720

Agreeableness -.328 .189 3.465 1 .034 .652
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Table 52: Model summary – response (MARA)

Step -2 Log likelihood Cox & Snell R Square Nagelkerke R Square
1 112.987 .382 .543

As indicated in Table 52, both high susceptibility and openness were almost

two and a half times more likely than others (Exp (B)) to respond to phishing emails.

Those with a high Trust score were two times more likely than others (Exp(B)) to

respond to phishing emails, and those with Agreeableness is one time likely than

others (Exp(B)) to detect the phishing emails. Table 53 below shows the supported

hypotheses obtained from both regression models in both studies.

Table 53: List of supported hypotheses

Public MARA
No. Variables Result Supported Result Supported
H1 Trust N/A4 β = 0.2105

and
p = 0.011

Yes

β = 1.0326
and
p = 0.002

H2 Usage β = 0.39
and
p = 0.049

Yes No

H3 Manage N/A β = 0.190
and
p = 0.003

Yes

H4 Personality
traits

β = 0.329
And
P = 0.053

Yes No

Agreeableness
Openness N/A β = -0.2107

and
p = 0.006

Yes

4 N/A means we did not test the construct because it did not satisfy the validity measurements or not
significant.
5 Blue indicates from linear regression result
6 Black indicates from logistic regression result
7 Red indicates negative impact



143

Public MARA
No. Variables Result Supported Result Supported
H5 Personality

traits
Openness β = 0.548

and
p = 0.019

Yes β = 0.534
and
p = 0.003

Yes

Agreeableness N/A β = -0.328
and
p = 0.034

Yes

H6 Experience N/A N/A

H7 Susceptibility β = - 0.432
and
p = 0.025

Yes β = 0.872
and
p = 0.001

Yes

5.4.2 Structural equation modelling (SEM)

We used SEM in analysing our multiple independent and dependent variables.

The only issue when using SEM, is measuring the latent variable instead of the

manifest variable. To overcome SEM software constraint, we used R software with

Lavaan Package in analysing the overall model because of its ability to analyse

SEMs with categorical dependent variables (Rosseel, 2012a).

The measurement model has provided satisfactory reliability and validity.

This means that all items used in our research are able to measure the construct they

are expected to measure. We continued evaluating the research model using

structural equation modelling (SEM) in the next step. SEM is widely used in testing

the behavioural of studies (Baumgartner & Homburg, 1996)(Henseler, 2017)(Novak,

Hoffman, & Yung, 2000).

We investigated users’ behaviour when they faced phishing emails. Figure 29

and Figure 30 show that the model is explained from the goodness of fit for the
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research model. Both groups have different values to explain their responses to

phishing by referring to the variance value. For the Public group, the overall model

explains that 17% of the variance users’ behaviour will respond to the phishing email

(R2 = 0.172). In the MARA group, the overall model is able to explain that 39% of

the variance is responsible for the users’ behaviour in response to phishing emails

(R2 = 0.390). Table 54 to Table 57 provide details about the outcome of the models.

We will discuss the reason for the difference in Chapter 7.

Figure 29: Structural model for Public group

Table 54: R Software results - Public

Path Path Standard
error

P-Value
ID DV Coefficient
Agreeableness Susceptibility 0.320 0.045 0.012
Susceptibility Response -0.342 0.064 0.000
Openness Response 0.433 0.019 0.018
Usage Response 0.126 0.029 0.032
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Table 55: R square value - Public

R square
Susceptibility 0.192
Response 0.172

Table 56: R Software results - MARA

Path Path Standard
error

P-
ValueID DV Coefficient

Manage Susceptibility 0.120 0.023 0.012
Trust Susceptibility 0.412 0.051 0.023
Openness Susceptibility -0.322 0.082 0.018
Susceptibility Response 0.542 0.034 0.000
Trust Response 0.223 0.032 0.015
Agreeableness Response -0.310 0.079 0.021
Openness Response 0.232 0.027 0.000

Figure 30: Structural model for MARA group
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Table 57: R square values - MARA

R square
Susceptibility 0.670
Response 0.390

5.5 Summary

We have discussed how we analysed the data for both groups in this chapter.

The steps of analysis began with cleaning the data to be entered into the analysis

software. Validity and reliability were tested in the first stage for each variable to

ensure the final models’ construct is reliable.

We also explained how we tested our hypothesis and proposed the final

model. Hypothesis testing was conducted using multiple regression and logistic

regression, while the final model was tested using R software with Lavaan Package.

The study for the Public group showed that users with a high level of

agreeableness would increase their susceptibility to phishing emails from the final

model. However, a high level of susceptibility does not influence users to respond to

phishing emails. It can be seen by the negative relationship between response and

susceptibility for the study. On the other hand, another two constructs are able to

increase users’ response to phishing as found in the model, which is Openness and

Usage.

The result from the MARA model is able to show the positive relationship

between susceptibility with the response to phishing emails. Moreover, the

susceptibility behaviour increased by how the users managed the email and trust
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behaviour but were negatively impacted by users’ openness. Although openness has

a negative relationship to susceptibility, it shows a positive relationship to the

phishing email and trust behaviour.
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Chapter 6 Qualitative Analysis

The results from interviews with the victims and detectors are presented in

this chapter in a qualitative analysis format. The primary purpose of this method is to

gain a deeper understanding of why the victims responded to the phishing email and

differentiate between the behaviour of detectors and victims.

This chapter begins with the introduction of the measurements used in the

analysis on reliability and validity. Then, the process used to analyse the data is

described. Finally, the results are presented and interpreted.

For the MARA group, we selected participants based on the matching IP

address captured in the Google Analytics software (used to track click to email – see

Chapter 4.3.2) with the IP registered under MARA business. Whereas for the public

group, matching IP addresses were impossible to do. Alternatively, we selected and

contacted the victims based on their response in the survey question asking for their

password. A total of 13 participants agreed to be interviewed, where six of them

were classified as victims and seven as detectors.

6.1 Reliability and Validity

We measured the reliability of the interviews using Cohen’s Kappa index of

inter-rater reliability method (Carletta, 1996), which is often used to measure an
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agreement between coders in qualitative research. Six of the interviews were

analysed by two different coders. Both were provided with the transcript and

interview codebook. The coding was designed based on prior topic categories that

were derived from the MDD model. The results in Table 58 shows the level of an

agreement satisfactory, K is above 0.7. The codebook is presented in Table 59. The

validity of the findings was assessed by comparing them with the findings from the

survey (i.e., data triangulation) (Eriksson & Kovalainen, 2011)(Sekaran, 2003).

Table 58: Inter-coder reliability

Participant Activation Hypothesis
generation

Hypothesis
evaluation

Global
assessment

1 1 1 0 1

1a 1 1 0 1

2 1 0 1 1

2a 1 1 1 1

3 1 0 1 1

3a 1 1 1 1

4 1 1 1 1

4a 0 1 1 1

5 0 0 1 1

5a 0 1 0 1

6 1 1 1 1

6a 1 0 1 1

b
Agree Disagree

a Agree 12 6
Disagree 8 10

Pr(a):= [(Coder 1 agree & Coder 2 agree) + ( Coder 1 disagree & Coder 2
disagree)/all cases ]
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And the equals 0.90
Pr ( e): = 0.5

(Galton (Francis Galton, 1893))
K = 0.80

The inter-coder reliability is satisfactory because k > 0.7.

6.2 Analytic Procedure

Most of the interviews were audio-recorded to ensure the interviewer not

missed any important information. It was also done in both Malay and English

language. All participants had no problems with the recorded procedure. Each

recorded interview was transcribed in full, yielding 14 transcripts, with two or three

pages for each.

The qualitative data were analysed in four phases. The first three phases were

data reduction, data display and conclusion drawing (Miles, M.B & Huberman,

1994). The final phase is data interpretation, which integrates finding from the

previous three phases (Silverman, 2006)(Silverman, 2011).

6.2.1 Data reduction

Data reduction aims to segment the raw data into a manageable form so that

researchers can transform it into their focused information. See Table 59 below.
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Table 59: Codebook for analysis of the interviews

Phase Activation Hypothesis

generation

Hypothesis

evaluation

Global

assessment

Description Phase which user

suspects they

have been

attacked by

phishing email.

Phase in which

user develops an

explanation for the

activation

situation.

Refer to the

processes that a

user chooses to

test their

explanation.

The final

decision a user

makes based on

the combined

results from

hypothesis

evaluation.

6.2.2 Data display

Once the raw data have been organized, it is then presented into a table in

which the participants were divided based on their groups (detectors and victims).

Their responses were listed under each priori topic category. The data that could not

be used and classified under any of the categories were grouped separately for further

analysis (Braun & Clarke, 2006).

6.2.3 Data interpretation

The final phase in qualitative data analysis is interpretation, in which the

results from each phase were integrated. At this phase, dominant and emergent

themes were identified. From here, we identified the dominant theme for detector

behaviour and victim behaviour, each of which contained several sub-themes. The
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emergent themes were perceived email importance, communication between users,

awareness of phishing email cues, and choosing the type of consult to be given.

6.3 Results

We present the results obtained from the interview analysis in this section.

6.3.1 Detectors’ behaviour

From the analysis, we reveal three factors that are able to differentiate

between detectors and victims. Those factors were concluded and can be seen in

Table 60. Next, we categorised the answers as below:

Negative consequences: Detectors ignored the phishing email because they

believed the email might cause harm to them.

Knowledge about phishing email: Detectors were able to detect cues in the

phishing email. Knowledge of existent techniques used in phishing emails was able

to help most of the detectors not respond to the phishing email. This is unlike the

victims in this study who were unaware of the existing cues.

Importance of the requested information: Some of the victims ignored the

cues because they thought the requested information was too important and the email

was from a trusted sender. Table 60 below illustrates the level of responses from

detectors when asked why they did not perform any action requested from the email.
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Table 60: Detectors response

Code Excerpt from transcript

The importance of the requested
data

“I did not respond because I know my
password is important and cannot be share
with an unknown person.”

Low-level security behaviour “I did not respond because, in my
knowledge, it is the common request in the
phishing email.”

Negative consequences “I am afraid if my respond will bring more
harmful email my inbox.”

Based on the responses, we can conclude that detectors felt more responsible

for their email account by intentionally protecting their information and behaving

securely. This also can be seen when they were asked to identify their source of

knowledge about phishing emails. Some of the answers are:

a. General publicity about the negative consequences of cyber threats.

b. Attended awareness programs in their work associated to cyber-attacks,

including identity theft.

c. Personal experience when working with online applications such as websites,

games, and emails gave insight into their weaknesses and the capability of

these weaknesses to be exploited by attackers.

6.3.2 Victims behaviour

Most phishing email studies identify users as victims and detectors based on

their final behaviour (i.e. respond or not). However, based on our investigation, we
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classified victims into three types of victims based on users’ detection behaviour.

They are naïve victims, doubtful victims, and risk-taker victims.

Figure 31: Users’ action when dealing with phishing emails

6.3.2.1 Naïve victims

We categorise naïve victims as a person with almost no suspicion of phishing

emails. Even though they believe in phishing emails, they cannot generate or

evaluate the deception of the hypothesis. Significantly, they had no doubts about

whether it was a legitimate email.

Table 61: Naïve Victims response

Code Excerpt from transcript

No suspicion “I have no doubts because the email looks like real email.

Another email with no subject also made me think it came

from a known sender.”

Trust “I thought the email was for work and from an employee in

the same organisation. Therefore I have no doubt because it

comes from trustworthy organisation email.”
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The findings in quantitative data also suggested that certain personality

characteristics, including Trust and Usage, showed an increase in users’

susceptibility and response to phishing emails. Thus, the results also support the

findings from the interviews, whereas users with no suspicion is categorised under

victims’ characteristics.

6.3.2.2 Doubtful victims

Another type of victim is doubtful victims. This type of victims showed their

suspicions but was unable to confirm it. Their weakness was that they lacked helpful

information about phishing and were high in openness to the email. See Table 62

below for the answers from doubtful victims.

Table 62: Doubtful victim response

Code Excerpt from transcript

Lack of previous knowledge “As far I remember, I never received this kind of

email characteristics before, so I have no experience

in it”

Openness to new friends within

the same organisation

“At the beginning, I have doubt, but in the end, I felt

safe even I don’t know the sender, but I am kind of

open to making new friend.”

Managing emails “It comes to my mind to ask my colleagues if they

received the same email but I usually will do it after

responding to the email.”

The quantitative data support these findings. The openness and managing

email characteristics have a significant impact on users’ accuracy in detecting

phishing emails. Users who fail to manage the flow of their response to emails tend



156

to respond without getting confirmation in the first place. Their openness to making

new friends and accepting any ideas without studying the sender's background were

more likely to make them victims.

6.3.2.3 Risk-taker victims

Risk-taker victims choose to respond to phishing emails because they do not

see any harm that may affect them in future from their actions. These victims did not

lack the knowledge in phishing but were high in ignorance. They also believed that

they could counter the event if the attack seems to occur continuously. Besides that,

they want to see how the attacker wants to play with their strategy. The interview

with the victims showed the answer as in Table 63 below.

Table 63: Risk-taker victims’ response

Code Excerpt from transcript

No important data to show “The email seems will have a continuation from
the sender, I want to see how the attack looks like,
that is why I respond.”

My data is not important “I believe my data is not important. My level of
position does not show that someone wants to use
me as a victim.

Knowledge in a phishing attack “ I have experience in a phishing attack. None of
the attacks will succeed if they ask the user
password directly. I believe they more tricky than
this. Therefore, I respond to see what will they do
next.”

Our findings from the quantitative analysis were able to show a significant

relationship between certain personalities such as agreeableness and openness to

users’ response to phishing emails. Users with a willingness to accept the experience
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and new ideas fall under the agreeableness characteristic. Some users respond to

challenge the attacker on the next move, which shows the openness of new

experiences in victims who believe they can counter back if they use new ways later

on. This is hazardous behaviour where failure in identifying new cues might cause

more harm to the user.

6.3.3 Awareness of phishing email cues

Phishing email education often aims to educate users on the importance of

awareness to increase users’ protection against attacks. From the qualitative results,

we found that awareness alone cannot prevent participants from responding to a

phishing email. A majority of the victims said they have heard and were aware of

phishing email issues from social media and the Internet and have attended courses

in the past. Table 64 shows the idea and specific knowledge about how phishing

emails work and how detectors identify them, and why victims are unable to identify

those emails.
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Table 64: Awareness of phishing emails

Code Excerpt from transcript

Participant 1

Detector

“I often received emails like the experiment email. I also get
information from the news on the internet. It is maybe because I
love to surf the internet and get the latest information about
current issues in IT.”

Participant 2

Victim

“I heard about it (phishing email), but I am not interested in
exploring more about it.

Participant 9

Victim

“I did attend a few courses about cyber security awareness, but
unfortunately, my busy schedule made me sometimes careless
and unaware.”

Participant 11

Detector

“I often received an email from our IT support department to
warn us about the latest look of cyber threats including Spam and
phishing email. It is the reason I do not respond to the email that
looks suspicious.”

6.4 Summary

This chapter has presented the findings from the analysis of our qualitative

data. The main factor that shows the difference between detectors and victims, such

as knowledge and awareness about phishing cues, plays a vital role in users’

decision-making process.

Our findings were also able to identify three categories of victims:

i. Naïve victims: Users who respond to phishing emails

without suspecting anything.

ii. Doubtful victims: Users who are suspicious of phishing

emails but still respond to the email due to confirmation

failure.
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iii. Risk-taker victims: Users who know the consequences of

their action (respond to suspicious email) but still perform

the action because they perceived it to be harmless.

Unlike victims, detectors demonstrated more responsibility in protecting their

password and personal information by behaving rationally in any situation.We also

found unexpected results where most detectors tend not to warn others about the

threats they experienced and preferred not to take any action. However, some just

warned the person closest to them.
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Chapter 7 Discussion

This chapter will summarise the findings of our research. It will begin with

confirming the three main phases that detected users’ behaviour and certain users’

characteristics. Secondly, we summarise the differences between the two group

studies (Public and Organisation, MARA). Lastly, we discuss the implications of our

findings concerning strategies to improve users’ protection against phishing emails.

We also conclude the best recommendations for the organisation and personal in

search of the best solutions to phishing emails problems for the victim, organisations

and IT professional.

7.1 Summary of Findings

The main objective of our research is to identify users’ characteristics that

affect the response and detection behaviour. Based on our results, several

characteristics contributed to detection behaviour that differentiated between the

detectors and victims. Figure 32 below presents an answer to our first question in

our research (Q1) with the summary of the findings based on the three phases:

susceptibility, confirmation, and response.
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Figure 32: Impact of users’ characteristics on response to the phishing email

Knowledge and awareness are key and essential in identifying phishing

emails in order to reduce their susceptibility. This result also supports the finding

from (Stembert, Padmos, Bargh, Choenni, & Jansen, 2015). The process of detection

starts with an awareness of phishing email cues.

Email is a poor medium to present insufficient cues for reliable judgement.

Therefore, users' characteristics are affected by susceptibility, where cues are another

way to help users judge whether they face legitimate or fake emails. In other words,

the more cues, the more chances of users to become a detector.

Phishing email cues will trigger detection and the process of identification.

These cues require users’ attention to certain features where some ordinary users

may neither notice nor understand. At this stage, users with email richness

(experienced user) are believed able to extract useful information.
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Another two significant characteristics, Trust and Agreeableness, are believed

to increase user susceptibility level. This is because phishing email attacks easily

exploit both characteristics. Users with a high level of Trust and Agreeableness are

more vulnerable to attacks as they are less questionable. Their trust somehow makes

them reckless person in action.

High agreeableness in user character is another possible reason that increases

users’ susceptibility as they are likely to obey orders. Phishing emails always target

users with high agreeableness character. They will make sure users will comply with

the specified action request in the phishing email.

The second phase in detection behaviour is confirmation. Our findings from

qualitative data showed that users are less likely to get confirmation from other

resources before responding to phishing emails. Even detectors sometimes refer to

one resource to get confirmation. This step is actually the best action to help users

identify phishing emails and reduce the likelihood of responding to phishing emails.

The qualitative data also showed that the person suitable in consulting

participants about phishing email detection is someone with appropriate knowledge,

such as a server administrator or IT expert. For instance, server administrators are

supposed to know whether the email was initiated from legit sources. IT experts, on

the other hand, know how the tricks from attackers work. They can consult and warn

authorised users about any potential attacks.

The third phase in the study is a response. We identified three personality

characteristics from the quantitative results that contribute more to respond to

phishing emails: Trust, Openness, and Usage. This supports the study done by

(Tzipora, Lewis, & Memon, 2013) where she also found the relationship between
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personality and response to a phishing email. She also suggested various phishing

email design and types can play with personality. On the other hand, qualitative data

provided additional insight by suggesting that the users are more influenced by the

request information from an unimportant person and willing to take the risk of

responding.

In conclusion, defence against email threats (phishing) require serious

attention on all potential weaknesses in detection behaviour in users rather than

concentrating on technical defence only. As our qualitative data showed, three types

of characters in users make them vulnerable to phishing emails.

Other variables in this study, such as Cultural, Demographic and Internet

experience, did not show any apparent difference in both studies. Only in the Public

group, participants from cross-cultural backgrounds showed less vulnerability than

the MARA group. This may cause by language, where English is not the first

language for MARA participants. However, it did not show much difference in

outcome for both groups when it comes to experience.

7.2 Comparison of results from MARA and Public groups

Both groups were similar in design, where the first study is a survey that was

used to collect information about users’ characteristics and their level of

susceptibility. In the second study, we recorded users’ responses by sending them a

few email experiments for the MARA group and analysed the responses for

questions asking for users’ password in the Public group. This stage provided the key

differences between these two groups in a way to label users as victim or detector. In

the final stage, we arranged and invited participants with the label as detectors and
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victims to an interview to further study their unique characteristics. Even though

culture is one of the key differences, especially when the experiment's geographical

area exists, study culture differences are not our focus in the research. Therefore, it

was omitted from our further discussion.

We conclude our result differences in both groups in two areas: the response

rate (see Section 7.2.1) and the number of users’ characteristics that had an impact

(see Section 7.2.2). The number of victims in the Public group was significantly

lower compared to the MARA group. In addition, fewer user characteristics were

identified in the Public group than in the MARA group. We discussed the differences

in the topic below. However, the results from both groups are able to support each

other.

7.2.1 Response Rate

The number of victims from both groups showed a significant difference.

This can be seen from the MARA group which had 47 victims (25.9%) compared to

the public group, where there were only 14 victims (13.3%). Two factors that might

account for the differences are the perceived importance of emails in their daily tasks

and user characteristics.

The first factor explained the terms of social presence and users’ background.

Knowingly, social presence has a direct relation with the ability to include

interpersonal involvement for certain tasks (Miranda & Saunders, 2003). The

contributing factors are as follows:

1. The background of the MARA participants required to use and work with

email as their medium of communication contributes to the importance of
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checking and opening emails in their daily activities. This is different

from the participants in the Public group, where the background is varied.

Some of them may not check their email daily.

2. Based on the experience of the researcher, who is one of the MARA staff,

email is viewed as an alternative for any other type of bulletin board or

memo, which email is compulsory to use and open during working hours.

3. Since the public group study using public email services, users seemed to

be more courteous and aware of any cyber-attack. This mentality may not

be the same as MARA users who place more trust in the emails under a

private domain (in this case, @mara.gov.my). They prefer to put the

responsibility on the IT administrator in order to monitor all threats.

The number of victims in MARA is expected to increase in the future, as emails

become a more widely accepted communication medium since it is also easy to

access using mobile apps. The increasing number of e-services among government

agencies also shows users' importance to use emails in their activities. As more users

connect to these services, the chances of users receiving phishing emails can increase.

Therefore, appropriate action is needed to educate them not to fall victim to phishing

emails.

7.2.2 Users’ Characteristics

Both groups did not show much similarities. This may be because of the

difference in the environment of study. However, since our study is to try to see the

users’ characteristics individually, we do not consider the work environment

differences that may jeopardize the research findings.
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The characteristics from the email usage question show similar results for

both studies. This includes the number of emails in users’ inbox, the number of

emails received each day, and the number of responded emails. The only difference

for both is the number of important emails received daily. The MARA group showed

a higher number of respondents who received quite a lot of emails compared to the

Public group users.

When it comes to Trust, Usage, Manage, and Susceptibility, the MARA

group, was able to show more sensible results. For instance, the MARA respondents

showed a high level of trust in emails, with a mean score above 4.50 for each

question given. Unlike MARA, the public respondents lack in trust level on emails

with a mean score below 3.00 for all questions. The sensible reason is that MARA

participants do not have any other choice besides using email in their daily activities

in the workplace. This is supported by the high score result in the question from the

Usage section area where (“email is easy to use”) and manage (“my email use is

effective”) for the MARA group. Each staff must have an email account when they

work with the company as it is believed to contribute to a comfortable feeling when

using emails. Undoubtedly, this is a strong reason for them not to change from

conventional to a new communication technology such as WhatsApp and Telegram

applications that can provide almost similar functionalities like emails.

On the other hand, public respondents show high susceptibility when

responding to an email from system maintenance. This is different from the MARA

respondents who showed susceptibility to the email from PayPal. This latter

observation is accounted for because most respondents from MARA have secure

monthly incomes that enable them to shop online or use PayPal.
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Both groups have no differences in the number of emails received, responded

to, sent, and email number in the inbox regarding email and Internet usage questions.

The only difference is the number of important emails they received each day and the

time spent using the Internet. The MARA respondents had spent more time (9 hours)

using the Internet than the Public respondents (5 hours). This latter observation is

accounted for because the MARA participants were working for up to 8 hours a day.

Results for Big Five personality dimensions showed that both groups have

one similarity in the result. Respondents from both groups show that they are agreed

to have more Agreeableness character. Additionally, each group has another extra

major character: Extraversion for MARA and Conscientiousness for Public.

However, both groups also agreed that they are also Sympathetic and Warm, and

Conventional and Creative. Previous research by (Wright et al., 2010b) suggested

that users who were able to detect phishing emails score highly in conscientiousness.

It has been shown to correlate with the increased susceptibility to phishing emails in

the Public group.

It is rational to conclude that culture does not affect users’ ability to detect

phishing emails. Nevertheless, to some extent, culture can directly impact users’

characteristics, and these characteristics directly impact users’ ability to detect

phishing emails. For instance, the ability to spot English language spelling mistakes

in a non-speaking English culture is a big challenge. Identically, certain personality

traits are more dominant in some cultures than others. Both groups showed that

agreeableness increases users’ vulnerability to phishing emails, and having a

sympathetic and warm personality besides a conventional mindset limits their ability

to explore modern and the latest social engineering threats. This is also supported by



168

research done by (Srivastava, John, Gosling, & Potter, 2003) where Agreeableness

increases throughout early and middle adulthood.

7.3 The implication of findings for defensive strategies

This section will discuss the implication of our findings to develop defensive

strategies to increase users’ ability to detect phishing emails.

7.3.1 Focus on email content tricks

Users who cannot spot the cues are more vulnerable to threats. Furthermore, a

study using eye trackers technology for users with IT and technical background also

found that they need more time on email content to judge the metadata of the email's

authenticity (Pfeiffer, Theuerling, & Kauer, 2013a). As discussed in Chapter 2,

phishing emails usually are designed to imitate legitimate emails to conceal

deception and gain trust from the users. According to (Dong et al., 2008), the main

weakness in victims is the failure to judge the email’s legitimacy. This is the strong

relationships in our findings which showed that this weakness is associated with the

main characteristics that can increase users’ susceptibility to phishing emails. The

characteristics are trust, agreeableness, and openness.

Users with high trust and agreeableness are more vulnerable to phishing

emails. Changing personality characteristics is complex and challenging but not

impossible if done correctly through systematic education. The results might not be

able to be seen immediately but may be able to reduce the effect of the submissive

personality.
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Knowing that users with high agreeableness are more likely to follow

instructions, hence direct instruction to protect their private information from trusted

sources can increase their protective behaviour (Wright et al., 2010b). Therefore, the

best strategy is to use the users' characteristics weaknesses, such as using suitable

authorities to give an order to the user with high agreeableness character. Using this

way can increase their trust level and make them obey the order from the trustee.

This may not only reduce time to educate the users but indirectly can reduce

management cost.

Experience in working with emails has been shown to decrease users’

vulnerability. This is because users who have more working experience with emails

can extract more cues than those who are new to email technology. However, the

years of working with email cannot guarantee the efficiency for users to detect cues

in phishing emails. This is due to how often the users’ face new and different types

of emails. The knowledge that comes from email richness can give the users more

experience in detecting cues to avoid becoming victims.

However, our qualitative results showed that users with knowledge of

phishing emails are still unable to use their knowledge to identify phishing cues. This

has resulted when both victims and detectors are said that they are aware of phishing

emails but did not know how to identify them. Security knowledge, on the other hand,

does not show a significant impact on detection ability. There is also less effort from

users to confirm the legitimacy from other sources, causing no alternative way to

warn them about phishing emails.
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7.3.2 Inability to detect cues

Observing inconsistent cues is an essential aspect of the detection process

(Burgoon et al., 1996). In phishing emails, users need to observe the inconsistency

cues in the email by referring to different types of resources and opportunities

available. For instance, users may validate the legitimacy of the email they received

by consulting with an IT expert or doing some research about the email sources.

Failure to confirm and validate the legitimacy of the email can increase the

chances to become a victim. Besides, the initiative can increase users’ knowledge

about phishing emails and increase their chances of becoming detectors.

From the results, we found that the person who gets consulted from their

friends can also impact the chances of becoming a victim. The possibility happened

when they get consulted from a friend only, who is also the potential victims.

Ignoring the warning from the experts make them reckless and unable to authenticate

the legitimacy of an email. On the other hand, those who consult the detectors can

avoid becoming victims since they received the correct information.

7.3.3 Inefficiency in dealing with emails

The factors that contribute most to user weakness are requested information

types and the users’ personality.

The type of requested information plays an important role to differentiate

between detectors and victims. Victims show low importance in protecting their

passwords and are less concerned about losing their information. This can be seen in

our qualitative results where some of the victims responded to the phishing email
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because they did not think the email may harm them. Moreover, some of the victims

knew about phishing emails and had experiences of being attacked in the past. This

shows that previous experience does not teach a lesson in not engaging from being

attacked again.

This is supported by certain personality dimensions that contribute to users’

response. The survey identified three dimensions: Openness, Extraversion, and

Agreeableness, which can contribute to users’ responses. Users with openness

usually are more adventurous and love to explore new experiences. This personality

can cause them to become eager to know what will happen based on their action.

This personality contributes to the potential risk involved. The extraversion

personality embedded in users’ behaviour makes them more sociable and easier to

interact with others. This behaviour encourages the response to phishing emails. On

the other hand, agreeableness discourages suspicion with the requested action and

provides an excellent combination to increase users’ risk-taking behaviour of

becoming a victim. Besides that, this behaviour can be addressed by raising the

stakes for risky action (Burns, Durcikova, & Jenkins, 2012).

7.4 Recommendations

Our recommendations focus on the victims, security aid designers and

organisation. Each will be discussed as below:
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7.4.1 Victims

Earlier, we identified the victims based on three types: naïve, doubtful and

risk-taker victims. Each type has its own vulnerability to susceptibility and phishing

emails.

a. Naïve victims: The vulnerability for naïve users comes when they fail to

observe and interpret the cues in the first place. Zero-knowledge and

unawareness of threats are the most common reasons for this type of victims.

Their naïve characteristics increase their susceptibility level. This type of

users requires training or programs to increase their awareness and

knowledge about social network threats, especially phishing emails.

b. Doubtful victims: This type of victims need to choose the right person or

resources to consult before deciding. Working together with an expert and

doing further research to overcome their doubtful feelings can help them not

become victims and increase their knowledge about current threats.

c. Risk-taker victims: Users with this type of characteristics are usually those

with a strong belief that their actions will not harm them. The belief will

increase when they experience success from their actions in the past. Thus,

they will continue with their low-security behaviour. In order to cater and

improve defences, they need to change their perception about attackers and

aware of the impact of their actions which will affect not only them but also

other users.



173

7.4.2 Security aid designer

Limitations such as short lifespan of phishing websites, from hours to days

only(Moore & Clayton, 2007), and the limited ability of security tools to prevent

phishing attacks on day Zero(B. B. Gupta, Tewari, Jain, & Agrawal, 2017)(Aniket &

Sunil, 2018) make it hard for the available tools to cope with the new attacks every

day. For instance, email filtering tools like machine learning requires the algorithm

to learn from a specific number of samples before it can warn users about the threats.

The inability to get enough samples can reduce the efficiency of the system. At this

stage, we suggest the involvement of users to detect phishing emails in the early

stages in order to help discovery for the tool designer.

7.4.3 Organisation responsibility

Organisations play an important role to their staff in protecting them from

being a victim of phishing attacks. Implementing the latest and updated security tools

is the standard action to protect employees and prevent phishing emails from

reaching users. However, nowadays, using tools cannot guarantee 100 per cent

protection to the employee. Many of them are still fall for victims (Williams, Hinds,

& Joinson, 2018). Therefore, organisations need to find new ways of improving

protection.

Based on our qualitative results, some of the victims revealed that they had

attended training about security awareness a few years ago provided by their

organisation. A study done by (Kumaraguru et al., 2009) also showed that a higher

percentage of participants who can identify phishing emails come from the users

categorised as a trained user. In addition to that, (Yang et al., 2017) also found that
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training embedded in e-mails with text and graphic notes about phishing is more

effective than traditional security notification. This is because users need new

updates about threat frequently to discuss and share information about the threats and

security while attending the training with their peers, which will improve their

awareness level and protection against security attacks.

Organisations should enhance the information delivery system for their

employees and encourage them to use this system as a channel to warn them about

any possible attacks. This includes facilitating the system with the reporting function

from users. With this function, those detectors who address any attack cues in the

first place may report to IT support. This helps the IT support to protect the network

and build more robust protection without increasing the security cost. Based on our

experiment, none of the participants reported the attack to IT support. Some of them

said, i) they did not know the channel to report, ii) they were afraid that they are

wrong because they are not an expert, and ii) they did not think they should involve

other departments. Besides that, they did not have a strong relationship with the

security department. There is strong evidence of the importance of the relationship

between employees in any department with the security department. We also suggest

the organisation highlight the importance of reliable consultation services that

everyone can access anytime in the organisation.

Organisations should take the opportunity to work with detectors. Users who

are able to detect or discover phishing emails should know the pathway to report an

event to the relevant authorities. The authorities then should be responsible for

issuing warnings to other users. Early detection does not only reduce the response

time. It saves much money from spendings on the recovery process, such as

resources damage, staff psychology treatment, IT expert hire, and client trust loss.
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The most significant impact to the organisation is the “loss of client’s trust”. Lost of

trust in the organization threats handling capability not only jeopardizes the

reputation but may impact their revenue.

7.5 Summary

We concluded that detection behaviour is comprised of three phases where

each phase produces a different impact on users. The users’ behaviour is the action

from specific characteristics that differentiate between victims and detectors.

Awareness of these relationships can help the organisation to increase its protective

strategies. The findings from the studies supported our developed research model by

explaining users’ detection behaviour . Furthermore, the study was able to identify

the weaknesses in detecting phishing emails and suggest ways to improve strategies

and security tools in future for organisation and developers.
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Chapter 8 Conclusion

Chapter 1 of this thesis presents the research problem under investigation. Chapter 2

presented a critical review of the literature and identified the gaps in knowledge

about the topic. The causal model that was developed to guide the investigation was

described in Chapter 3. The design and methodology used to test the model were

explained in Chapter 4, while Chapter 5 and 6 discussed the analysis and results from

the quantitative and qualitative data, respectively. The results and the implications

for addressing phishing emails strategies were discussed in the following chapter,

Chapter 7. The chapter is first presenting the summary of the findings concerning

each of the research questions. The recommendations for best practices and future

research direction are highlighted in this chapter (Section 7.4). Finally, the summary

of the main practical contributions of the thesis, suggestion to organisation and user,

and the discussion of the study's limitations was concluded in Chapter 8.

Our main findings can be summarised as, a) Users’ detection behaviour has

three main phases called susceptibility, confirmation and response; b) Users’

characteristics have a significant impact on detection behaviour; c) Personal factors

such as background and managing email impacts users’ ability to detect phishing

emails; and d) There is no single solution to the phishing email problem for a single

type of victim. Therefore, the strategies need to target specific vulnerabilities and

weaknesses.
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8.1 Academic Contributions

The main academic contributions of our research are:

1. Developed a model that is able to examine the entire process of users’

detection behaviour and identify the weaknesses in their behaviour.

2. Used quantitative data to identify the impact of users’ characteristics on the

detection of phishing emails. The impact can be classified as a) the impact of

trust, manage and openness on users’ susceptibility and b) the impact of

personality traits on users’ response.

3. Used qualitative method to identify additional factors that affect different

phases in the model.

4. Identified the categories of victims by using the interview with victims

approach in Study Three.

5. Demonstrate the impact of users’ personality and activity on users’ ability to

detect phishing emails.

8.2 Contribution to Practice

Our main contribution is to develop practical strategies in addressing the

problems related to phishing emails detection behaviour and their vulnerabilities. The

related phases are susceptibility and response.

8.2.1 Susceptibility

Educating users about phishing email cues to improve their ability to prevent

them from becoming victims has been discussed in various studies. The ability to
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spot cues can alert users on the potential dangers (Fette, Sadeh, & Tomasic,

2007b)(Dewan, Kashyap, & Kumaraguru, 2014). Our data supported this finding by

identifying the two characteristics and one behaviour of users’ that should be

concentrated on to decrease their susceptibility (see Section 7.3). The related

characteristics are Trust and Agreeableness, while the behaviour is on ‘managing

emails’ capability. Trust in email is a major weakness in users’ characteristics.

Therefore, users should be trained on dealing with phishing emails that can

impersonate any organisation and individual. Agreeableness is the other

characteristic that increases users’ susceptibility to phishing emails. The primary

issue in Agreeableness and Manage is to be authoritative in control and the inability

to warn users about deceptive behaviour in the first place.

8.2.1.1 Trust in email.

Users usually Trust email and have a high confidence level to use it as a

modern communication medium. It is due to the features of the email systems and

the email provider's ability to provide the system with the latest security services that

are believed to effectively protect information. Some of the examples of service

provided by email providers are:

a. Proton Mail- is an open-source email service protected by Swiss

privacy law and has end -to -end encryption.

b. Microsoft outlook- is a browser-based email service with the

operation is entirely online exchange.

c. Zoho Mail - most secure and add free email hosting service tailor-

made for the company's communication needs. It is clean and fast and

offers protection against fake emails.
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d. Hubspot mail- focused on the use of existing templates according to

the need. The email is easily customized by using drag and drop.

e. Gmail- Gmail using third-party programs that synchronize email

details through IMAP or POP.

f. iCloud Mail- Provide by Apple. iCloud Mail loads automatically the

HTML images.

g. Yahoo Mail- Provide large email storage capacity to the user.This is

useful for people who transfer big size of data such as image and

video.

Therefore, users and organizations need to choose the email service that

meets their usage needs wisely. User can not depend on and trust the service provider

and the IT specialist alone. User should be trained to deal with tricks in the world of

email wisely. They need to learn to control such beliefs' characteristics by obtaining

certainty from various sources and not believing in one source. The ability of the

internet and the existence of websites and software, either paid or free, can be used to

access information and check the legitimation of email. For example, Verifalia,

snov.io and the website ‘verify-email.org’ can help users verify the validity of emails

received. It is the best way to reduce the user's probability of being susceptible to

attack with extra precaution steps.

8.2.1.2 Agreeableness

Agreeableness is another users’ characteristics that found can increases

users ’ vulnerability to phishing emails. Agreeableness is a personality trait that best
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to described as cooperative, polite, kind, and friendly. People high in agreeableness

are more trusting, affectionate, altruistic, and generally displaying more prosocial

behaviours than others (P T Costa & McCrae, 1992). They tend to exaggerate the

will of others over their own. If seen, it is very much related to the nature of the Trust

characteristics, as stated earlier. The only difference is that the Agreeableness users’

is more ‘we-centric’ than ‘me-centric’, while the Trust users’ has no preference for

selection.

Furthermore, agreeableness users’ satisfaction can be obtained by fulfilling

the desires of others. They are also less likely to say NO to others. This attitude is

hazardous because it can have a harmful effect, especially on meeting hackers' needs.

Although being empathetic is a good attitude. Therefore, to ensure good

attitude in agreeableness is not misused by posing a threat, this attitude needs to be

addressed effectively.This is because those with this characteristic often struggle to

assert their wants, needs, and preferences. They often struggle when the situation

requires tough decisions.

There are several things taught in psychologist books to deal with high

quality of Agreeableness person. Among the things that can be practised in the

organization are:

a. Provide training that teaches the user to always think before answering. This

is to ensure that it becomes a routine and a principle in themselves by taking

the time to think about all decisions rationally before taking action.

Furthermore, based on research by (Williams et al., 2018) they said that

Context-specific factors in emails are also likely to impact employee

susceptibility in the organization.
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b. All matters given to them must be in writing or via email. High agreeableness

employees often say ‘yes’ without thinking about the task given.In fact they

also easily forget what answers they give. Giving a request in writing will

allow them to think of their answer. Therefore, all warnings and instructions

for the correct action to manage email threats should be given reminders by

memo or email from time to time.

With both actions above, it is not impossible can reduce user susceptibility to attack.

This is very important because, based on the latest statistics from (Mimecast, 2021);

52% of ransomware victims paid threat actors ransom demands.

8.2.1.3 Managing Email

Our study found that weakness in managing email is another factor that

causing the user to be vulnerable to email. Email management is often taken less

serious by users because they often think everything will be handled by the email

service provider or the email software tools purchased or subscribed by the

organization. However, according to the same statistic report ( Mimecast,2021),79%

of companies still lack security preparedness. Therefore, relying on this tool only

does not guarantee the user's safety, especially with various new types of emails

borne today.

One of the best measures is to provide consistent helpdesk services and

training to users and employees on handling email more efficiently and securely. For

example, as a service provider, it is necessary to provide easily accessible assistance

services for all levels of users. An employer needs to provide training to employees

through a physical or a practical and complete user manual according to the features
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of email services owned by the company. This is because each company may use

different tools. Continuous knowledge and updates about the current system and

threats are necessary to guarantee the effectiveness of email services and reduce

mismanaging of the email features.

8.2.2 Response

They reply to phishing emails because they want to do it. This is believed to

be because of some of the personality traits present in user that motivate them to

respond (see Section 7.3). The attitude that we identified that influence users to

become ignorance to cues is Trust and Openness. Often this attitude can produce

negative consequences following their actions.

8.2.2.1 Trust

Similar to the discussion of trust in section 8.111. The trust attitude exists due

to users' dependence on the effectiveness of email applications and their organization.

The attitude that fully trusts other things and neglects self-responsibility makes users

and employees susceptible to threats.

8.2.2.2 Openness

Openness attitude is good in terms of social interaction. According to

(DeYoung, Weisberg, De Young, & Hirsh, 2011), openness is best explained by:

“Openness/Intellect reflects imagination, creativity, intellectual curiosity, and

appreciation of esthetic experiences. Broadly, Openness/Intellect relates to the ability

and interest in attending to and processing complex stimuli. ”
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People who have high openness tend to seek new things and experiences.

Openness to experience also tends to be correlated to another psychological trait

known as absorption, which involves the ability to become immersed in imagination

or fantasy. This construct may also be linked to hypnotic susceptibility or the

tendency to be hypnotizable (Y. Zhang et al., 2017). Despite the benefits of having

openness attitude, there is also a downside of the attitude such as:

a. The attitude of love for something interesting makes them easy to get

involved in risky behaviour. They tend to challenge themselves

without thinking about the effect of their action.

b. People who are high in openness tend to be more informed about

sexual relationships, have a more open attitude toward sex, and want

to have more sexual experiences (Meltzer & McNulty, 2016). The

possibility of people with this trait becoming bait of phishing using

sex attractive modus is very high.

8.3 Types of Victims

Based on our findings, there is no single type of victims. Therefore, we

categorised the victims into three categories: naïve victims, doubtful victims, and

risk-taking victims. We discussed each type of weaknesses in Section 7.4.

To summarize, naïve victims have almost no suspicions about an attack.

These victims are vulnerable and will respond to the email directly. Raising

awareness and knowledge about phishing emails and security tools is believed to be

the only way to help develop safe behaviour and reduce the chances of responding to
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phishing. Naive victims fall prey to phishing emails because they have a high level of

susceptibility in the first phase.

Unlike naïve victims, doubtful victims have sufficient awareness of phishing

emails, but they fail to confirm their suspicions or are high in a trust personality trait.

This happens typically in the second phase of detection behaviour. They cannot seek

confirmation for their suspicious feelings and are prone to trust the minimal

information given in an email. Their level of protection would be increased by

providing them with enough technical support and information to answer their

suspicions. This confirmation can produce an immediate response to work with their

trust personality trait.

Risk-taking victims have less secure behaviour by responding to phishing.

This personality engages them in dangerous behaviour. The personality is not only

able to harm themselves but also others. People with risk-taking behaviour are likely

to ignore any warnings and are more selfish. Their high openness to new experience

trait may cause a higher potential loss. In addition, these victims do not attach high

importance to protecting private information and lack of integrity sense for their

organisation. We discussed the potential strategies for organisational and individual

to protect against attack in the next section.
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8.4 Propose Strategies and Techniques

In an organization, the management is responsible for ensuring that

employees can carry out a given workload and does not neglect the organisation's

security against cyber threats with their actions. At the same time, individual or

public email users’, they still need to increase their self-awareness about cyber

threats. Cyber threats, especially phishing email, are not focusing on attacking

business email only. They also targeted public email account users with various other

goals rather than business email compromise.

Hackers strategies to lure public email user and making them victims is still a

success today.This can be seen by the number of cases or incidents of users fell to

phishing email is still high (MyCert, 2020). According to the same report, the

number of reported cases increased when the Covid-19 Pandemic occurred in 2020,

where most people were required to work from home. Employees are unable to rely

100% on the organization's email security system. Their devices are now in the range

of potential insecure environment.

The public is now very panicked with the Covid-19 situation that has hit. This

can make them vulnerable to the probability of a new form of attack by hackers. It is

because hackers like to use current issues to make a profit. For example, creating

fake pandemic funds for pandemic victims, creating spear phishing links to the

deceptive pandemic information websites. Therefore, in the current situation,

whether we are the public or employee of an organisation, the responsibility to

protect our confidential information is in the user itself—users’ need to equip

themselves with knowledge as much as possible. With enough knowledge, user can

reduce their chances to become vulnerable to attack.
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8.4.1 Training

In the face of these phishing attacks, employees have become the frontline of

cybersecurity. Reducing their vulnerability to phishing emails has therefore become a

critical challenge for companies. The International Organization for

Standardization/International Electrotechnical Commission information security

standard ISO 27001 Clause A.7.2.2 requires every organization to provide adequate

training and knowledge to an employee. A study done by(Singh, Aggarwal, Rajivan,

& Gonzalez, 2019) found that giving phishing email training to users can increase

their confidence in dealing with a phishing email. While, (Tschakert &

Ngamsuriyaroj, 2019) results show that awareness training can increase user

confidence and reduce false-negative click. They also suggest that proper practical

training by using various learning techniques such as video games, tutorials, and

simulations will help different user preferences.

Besides the common awareness training, there are several additional

measures in addition to those described in section 7.4.3. Organizations may consider

doing different types of training.

i. Training employees to be able to spot phishing emails.

User preference in learning is vital to make sure they are willing to

learn and not struggle to learn.This is also to ensure the effectiveness

of the lesson, which can contribute to behaviour change as required.

As discussed in section 7.3.2, the inability to detect phishing cues is

one of the main contributors to becoming victims.

To ensure the effectiveness of training, various methods have been

done. For instance, training using phishing email simulations, one to
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one staff training and even computer-based training (Tschakert &

Ngamsuriyaroj, 2019) . However, according to (Proofpoint, 2020) the

effectiveness of the training provided is still not showing the ability in

reducing the number of victim to date. Something that we might

overlook in training is ‘knowing the training participants’.

So the best way is not by training users at random but by identifying

those users. Users need to be categorized into different categories to

suits the training with users. For example, categories user by;

a. Knowledge

The main reason for awareness training is to equip users with

appropriate knowledge about information security. Knowing a

person's existing level of knowledge before they follow the

training can prepare the instructor to see things that the user does

not yet know. This is to ensure that no information is

misrepresented to the user at all level.

The user's experience with email phishing is also important in

order to know whether the user has ever been a victim or not. If

the user has been a victim before, the cognitive level plays an

important role in avoiding being a victim for a second time. It is

different from those who have never been exposed to phishing.

They need more varieties sample of phishing emails in their

training session.

b. Personality
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Knowing the personality of the user is one of the best ways to

categorize the training. This is because the training content and the

trainer choice can be adjusted according to the participants'

characteristics. For example, those with an Openness personality

need to be trained to be smart, not hasty and careless in making

decisions ( as discussed in 8.2.2.2). At the same time, trainers to

extroverts user should be wise in re-directing them to the training

topic. Extrovert user must be giving a chance to be delightfully

surprised by new and unexpected conversations with others. The

trainer is suggested to speak with their native language and learn

how to white lie because it is hard for an extrovert to accept others

views.

Identify user personality using the big five personalities is also

part of the objectives in this study. We want to see the relationship

between users’ personality/attitude and their actions to phishing

emails in order to provide appropriate training. Another study that

is also looking at the importance of understanding employee

attitude to provide better planning was done by (Ashenden, 2018).

Therefore, we believed that effective training is the best socio-

technical aid against threats rather than using technology defence

capabilities entirely support by (Osatuyi et al., 2018)(Ashenden &

Lawrence, 2016).
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ii. Embed Cybersecurity awareness as culture.

All key personnel in the organisation must make cybersecurity issue

an agenda for everyday tasks. It will make an employee understand the

importance of preventing threats.The activities such as a) continuously create

awareness bulletin, memo and messages b) create cyber awareness posters

and advertisement that give information about the impact of the attack to an

employee in organization and public; .c) organize the cyber awareness day

where experts in this field can have a dialogue with people and provide the

latest information. Indirectly, it will teach people to make awareness to

threats as a culture of their lives and strengthen the human firewall either at

work or outside the workplace.

8.4.2 Reward

Everyone loves to get a reward. A reward is given to show our appreciation

for all the good that has been done. Rewards are not necessarily in the form of

valuables gift but can also be in the form of certificates of appreciation and

acknowledgement. Moreover, Positive and public acknowledgement will help spread

good behaviour in user.

A reward is an alternative for the authorities, management in the organization, or

the government to tackle user willingness to report any cyber threats event. It can

also help obtain useful information about the attacks and create suitable types of

system defence, which is usually challenging due to a lack of data. Therefore, a

Cybersecurity Defence agency for every country must provide a platform for
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reporting the event. For example, Cybersecurity Malaysia has created a ‘cyber999

line’ to help users detect, interpret, and report the incident to the authorities.

8.4.3 Disciplinary Measures

Disciplinary action varies between organizations and countries. It depends on

the policy and the act used. Disciplinary action is seen as a rough action against the

individual, and it is advised to be the final action taken after the failure of all other

efforts. In certain circumstances, employee disciplinary measures may be appropriate,

especially for those who fail to follow cybersecurity precaution for more than one

time. However, care must be given to the penalty given. The penalty must be tailored

to the mistake made. This is to ensure that it does not cause a significant decrease in

productivity due to emotional disturbance, which may also cause a long term effect.

Employer or authority may come out with different stages of warning and

penalties to the offender. This is to see how effective those penalties to them. For

example, the employee can be transferred to a less risky division (not handling

important data) against his negligent actions for their repeated misconduct. This

ensures that no major risks occur while awaiting changes in employee behaviour on

the safety training provided.

As public users, the authorities often give warnings through social media, TV

and radio regarding the law action that can be taken against their cyber misconduct.

For example, the Communications and Media act in Malaysia, violating the

consumer code of practice to cause problems to the public, can be prosecuted for up

to RM10K. In Singapore, consumer negligence, whether intentional or not resulting

in loss of company assets, can be fined not more than $ 5 k and imprisoned not
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exceeding ten years under the Computer Misuse Act. In the United Kingdom,

however, employees generally need to be warned in advance that failing to comply

with the employer’s cybersecurity measures may have disciplinary consequences up

to and including termination of employment.

Employment law is different between a country according to the culture and

beliefs. It also needs to be revised from time to time based on its suitability with the

users, technology and even cultural development in that particular country. The

effectiveness of penalties and actions taken to prevent from becoming victim to the

cyber threat should also constantly be reviewed by an authority.

In conclusion, users can increase their protection against email threats in

many ways. Yet, it still ended with their willingness and desire to learn and strive to

change their attitude to become more responsible person. The attitude to not relying

on technology alone must exist in them. This is because every action taken is

depending on the user decision. Psychologists often state that a person's personality

cannot be changed. However, according to recent research by (Bleidorn et al.,

2019)(Krueger et al., 2018), ‘ through effective intervention, personality traits can be

changed’ by training to a better direction.

8.5 Limitations of Study

Our research on phishing emails tried to imitate the behaviour of real

phishing emails and design incorporated features that are commonly used in most

phishing emails (see Section 4.3.4). However, in real life, users are exposed to more

types of phishing emails than we tested. Even though we were unable to include all
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these features in our design, the main design features in our research are most

commonly used in phishing emails now and will continually be used.

The second limitation of the study is the age of participants (18 and above)

for the MARA group but no limitation in the Public group. In real life, phishing

emails can reach any user as long as they have an email account. Younger users are

believed to be vulnerable to phishing due to less knowledge and experience and

frequent Internet usage compared to older people. Even though our study was unable

to show the relation of experience and age in email use with the response to phishing,

a previous study (Sheng et al., 2010) found that people within the ages of 18-25 were

more likely to fall for phishing than people in other group age categories. The author

also speculated that this is due to a few reasons; a) a lower level of education, b) less

experience of using the Internet, c) less exposure to training materials, and d) less

aversion to risk. Therefore, there is not enough evidence to support the theory that

requires us to discard age from further study.

The third limitation is that the study only used the approved email account

given by the MARA organisation with restriction (see appendix C). The attached

tracking source code in the email was also with limited functionality (capture click

and open email). This is due to corporate policy and privacy terms to corporate

domain users. However, we managed to track the click to indicate the users have

been deceived and hence warrant identification as victims. The different ways to

identify the victims between the MARA and public users were also limitations in our

study. However, the result of construct reliability from the survey overcame the

validation of the result.
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Please choose the corresponding number in each statement which best describes the degree to which a statement
is true for you:
I see my self as:

Strongly
disagree

(1)

Disagree
(2)

Somewhat
disagree

(3)

Neither
agree
nor

disagree
(4)

Somewhat
agree (5)

Agree
(6)

Strongly
agree
(7)

Extroverted,enthusiastic o o o o o o o
Critical, quarrelsome o o o o o o o
Dependable, self-

deciplined
o o o o o o o

Anxious, easily upset o o o o o o o
Open to new

experiences, complex
o o o o o o o

Reserved, quiet o o o o o o o
Sympathetic, warm o o o o o o o

Disorganized, careless o o o o o o o
Calm,emotionally stable o o o o o o o
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Please read the short paragraph to answer this question:

Dear participant, please pretend that you received the next four email .

The question is what will be your action to each of the email.

Conventional,
uncreative

o o o o o o o
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Email 2
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Appendix B : Interview Question

RESEARCH TEAM
Principle Researcher: Zalina Ayob

Doctor of Computer Science Student
Principle Supervisor: Dr.George Weir

Lecturer Computer and information
Science
University Of Strathclyde ,UK

Associate Researcher: Pn. Siti Hawa Ahmad
Lecturer Computer Science
MARA Professional College,
Malaysia

DESCRIPTION
This Project is being undertaken as part of doctorate computer science for Zalina Ayob.
The purpose of this interview is to identify the socio-psychological factors that influence email
users to fall victims for phishing email, and find the relationship between each factor and users’
demographics such as age, gender, educational level, relationship status, and personality type.
You are invited to participate in this project because you are ( respond/ignore) to our phishing
email experiment. The research team requests your assistance because your input is valuable in
helping to develop a better understanding on how email users can fall under (victims/detector)
categories for phishing email tricks and attacks.
PARTICIPATION
Your interview will be recorded in audio. The interview will take approximately about 30- 45
minute of your time. Interview can be performed by phone or face to face only.
RISKS
There are no significant potential risks associated with this research project. However the interview
may cause participants to experience some level of anxiety. Also, some anxiety may arise from a
realization that the participants are vulnerable. However, participations are entirely voluntary and
participants are not obliged to answer any questions they find objectionable and they have the right
to stop the interview at any time without any penalty. No information collected will be reported to
anyone who is authority over them and participants.
PRIVACY AND CONFIDNTALITY

All comments and responses will be treated confidentially. Your name is not required in any of the
responses. However, any information obtained in connection with this research that can identify
you will remain confidential. It will only be disclosed with your permission, subject to legal
requirements. Any data collected as part of this project will be stored in non-identifiable form and
securely as University Of Strathclyde of research data policy. We plan to publicly present and
publish the results of this research as journal articles and conference proceedings. However,
information will only be provided in a form that does not identify you. The interview will be audio
recorded and the transcriptions will remove any identifying details. Only the researcher will have
access to the audio tape. The audio tape will be destroyed at the conclusion of the project. The
transcription of the interview will be sent to you before data analysis to be revised and where
necessary rectified by you. It is not possible for you to participate without being audio recorded.

CONSENT TO PARTICIPATE
We would like to ask you to sign a written consent form (enclosed) to confirm your agreement to
participate.
QUESTIONS/ FURTHER INFORMATION ABOUT THE PROJECT
If have any questions or require further information please contact one of the research team
members below.
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CONTACT INFORMATION

Zalina Ayob
(Main Interviewer)
0182264301
zalina.ayob@mara.gov.my

Siti Hawa Abdullah
(2nd Interviewer)
01162031170
s.hawa@mara.gov.my

Telephone: 0141 548 3707
Email: ethics@strath.ac.uk

Thank you for helping with this research project. Please keep this sheet for your
information.

QUESTIONS:

1. Have you heard about phishing emails?

2. How do you identify phishing email?

3. What did you do when you opened the phishing email? why?

4. Have you checked the link in phishing email? what did you found?

5. Have you checked the reply address in the phishing email? What did you found?

6. What did you do when you suspected the phishing email?

7. Why did you respond to the phishing email? (for victims)

8. What did you do when you discover the phishing email? (for detectors)

9. What is your reaction if someone accesses your account?

10. .How important is your account to you?

(PRINT NAME)

Signature of Participant: Date:
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Appendix C: Ethical Consent

Participant Information Sheet for Security and Email use Survey

Name of department: School Of Information Science
Title of the study: Exploring user awareness of network security threats

ZalinaAyob
Postal Address:
LT12.13
Computer and Information Sciences Livingstone Tower
26 Richmond St GLASGOW G1 1XH

Application ID: 183

Status:Approved

Title of research:

Exploring user awareness of network security threats

Summary of research:

This study aims to shed light on end-user awareness of network security issues and seeks to
gauge user’s own impressions of such awareness with a view to exploring how such
perception may affect the end-user’s network behaviour

How will participants be recruited?

Recruitment
-Indirect contact with the participant
-Participants will be identified by the student researcher or person in authority.
-The recruitment by student researchers will be via:
-Directory or Database in the approval domain.
-Direct Contact with the Participant
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The recruitment will be via:

Email
Personal contact

How will consent be demonstrated?

An information sheet has been prepared which gives participants full details of the survey. It
will be made clear to participants in the information sheet that

Anonymity and confidentiality will be maintained.
The study will not affect activity and their running system productivity.
No harm will affect participants in terms of psychology or emotion.

What will the participants be told about the conduct of the research?
Participants will be informed that they will be asked to give their permission to be included
in the study. Thereafter, they will receive survey email and a request to complete a short on-
line questionnaire that addresses aspects of computer experience and security awareness.

What will participants be expected to do?
Participants must complete a consent form to confirm their willingness to take part in this
study. Participation in this research is on a volunteer basis and no payment will be made.
The research is expected to answer specific research questions on perceived risks in network
security.

How will data be stored?
The researcher will abide by the provisions of the Data Protection Act and the University
Data Protection Policy there for;
Data and results obtained from the research will only be used in the way(s) for which
consent has been
given.

Data will be:
Fairly and lawfully processed
Processed for limited purposes
Adequate, relevant and not excessive
Accurate
Not kept longer than necessary
Processed in accordance with the participant’s rights
Secure
Not transferred to settings without adequate protection.

How will data be processed? (e.g. analysed, reported, visualised, integrated with other
data, etc.) The data will be collected and analysed based upon the research focus. Only
anonymised, relevant and allowable/ non-confidential data be disclosed in the research
dissertation. The data will also be compared to other secondary sources such as related
articles, journals or books. This comparison will support judgments on the reliability of the
collected data. The data will also be the basis for comparative study with similar overseas/
international data.
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How and when will data be disposed of?
The student researcher will have access to data generated in the study. In addition the
research supervisor of may see the data, in order to guide the student in the associated
analysis. In working with the collated data, all information that could identify individual
participants will be removed. Data will be stored for a maximum of one year after the
conclusion of the researcher’s present degree course. All data will be stored in a secure PGR
database that can only be accessed by the authenticated student researcher.
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Appendix D: MARA Profile

a) MARA Website (www.mara.gov.my)
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Appendix E: Sample latest phishing email attack to MARA inbox
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Appendix F :Email Experiment
Experiment 1

Result

Email Features:
Sender email: zyazara@mara.gov.my
Recipient email domain:@mara.gov.my
Status: known sender
Service: Outlook
Subject: none
Link: none
Attachment: None
Content: Did you get my messaGe?

Quantity: ~3000 users
Tracking duration: 7a.m – 7 p.m-malaysia

Results:
Email opened: 1850
Reply message: 10
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Experiment 2

Result

Email Features:
Sender email: danish@mara.gov.my
Recipient email domain:@mara.gov.my
Status: known sender
Service: Outlook
Subject: Please confirm your entitlement
Link: yes
Attachment: None
Content: Click on the link below to see your entitlement

http://goo.gl/CU90zx
Quantity: ~3000 users
Tracking duration: 7a.m – 7 p.m-malaysia
Results:
Email opened: 803
Reply message: 0

Link click: 149

http://goo.gl/CU90zx
http://goo.gl/CU90zx
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Experiment 3:

Result

Email Features:
Sender email: worldprospect2u@gmail.com
Recipient email domain: Variety
Status: unknown sender
Service: google mail
Subject: Your future prospect
Link: no
Attachment: None
Content: Hello,
My name Jack Hooke, I saw your profile at facebook. I don't want
to embarrass you, so please respond to my email as I have
something important to tell you regarding your future prospect.
Regard
JH

Quantity: 70 users
Tracking duration: unlimited

Results:
Email opened: not track
Reply message: 0
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