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Abstract 

 

There are huge amounts of elderly people who suffer from cognitive impairment worldwide. 

Cognitive impairment can be divided into different stages such as mild cognitive impairment 

(MCI) and severe cognitive impairment like dementia. Its early detection can be of great 

importance. However, it is challenging to detect the cognitive impairment in the early stage with 

high accuracy and low cost, when most of the symptoms may not be fully expressed. Although 

there have been some big changes and progresses in the field of detecting and diagnosing the 

cognitive impairment in recent years, all these existing techniques have their own weaknesses. 

Regarding the weaknesses of the existing techniques, both the traditional face to face cognitive 

tests and computer-based cognitive tests have the problems with diagnosing the mild cognitive 

impairment. More specifically, some personal information like age, education and personality 

will influence the test results and need to be taken into consideration carefully. While the 

neuroimaging techniques are widely used in clinics, their major weakness is the high expenses 

required in the screening stage. Besides, the neuroimaging techniques are often used to diagnose 

the cognitive impairment only when the patients are found to have serious cognitive problems. 

As a result, there is a pressing need to find alternative methods to detect the cognitive 

impairment in the early stage with high accuracy and low cost. In fact, some research works 

suggest that automatic facial expression recognition is promising in mental health care systems, 

as facial expressions can reflect people’s mental state. Whilst viewing videos, studies have shown 

that the facial expressions of people with cognitive impairment exhibit abnormal corrugator 

activities compared to those without cognitive impairment.  As a result, analysis of the facial 

expressions has the potential to detect the cognitive impairment. 

In this thesis, a novel strategy for cognitive impairment detection is proposed, which is 

significantly different from the traditional methods like cognitive tests and neuroimaging 

techniques. The proposed strategy takes advantages of visual stimuli in the experiment and it 

mainly uses facial expressions and responses to detect the cognitive impairment when the 

participants are presentenced with the visual stimuli. As a result, this novel strategy for cognitive 

impairment detection with acceptable accuracy and low cost is achieved. 
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I present a novel deep convolution network-based system to detect the cognitive impairment 

in the early stage and support mental state diagnosis and detection. In the system, there are three 

important units in the proposed cognitive impairment detection system including the interface to 

arouse the facial expression, the proposed facial expression recognition algorithm and the 

algorithm to detect the cognitive impairment through the evolution of emotions. Among the 

cognitive impairment detection system, facial expression analysis is an important part. For facial 

expression analysis, this research presents a new solution in which the deep features are extracted 

from the Fully Connected Layer 6 of the AlexNet, with a standard Linear Discriminant Analysis 

Classifier exploited to train these deep features more efficiently. The proposed algorithms are 

tested in 5 benchmarking databases: databases with limited images such as JAFFE, KDEF and 

CK+, and databases with images ‘in the wild’ such as FER2013 and AffectNet. Compared with 

the traditional methods and state-of-the-art methods proposed by other researchers, the 

algorithms have overall higher facial expression recognition accuracy. Also, in comparison to the 

state-of-the-art deep learning algorithms such as VGG16, GoogleNet, ResNet and AlexNet, the 

proposed method also has good recognition accuracy, much shorter operating time and lower 

device requirements.  

In order to verify the system, I first made an experiment design. Then, clinical experiments 

were carried out in Shanghai, under the support from Dr Xia Li who is the chief physician in 

Mental Health Centre in Shanghai. After the recruitment procedure, a group of elderly people 

including cognitively impaired people and cognitively healthy people were invited to take part in 

the experiments. After the experiments in Shanghai, I classified the experiment data and used the 

proposed system to process the data. I compared the major differences in the emotion evolution, 

including angry, happy, neutral and sad, between the cognitively impaired people and cognitively 

healthy people when they were watching the same video stimuli. In the selected testing group, 

the system had an overall cognitive impairment recognition accuracy of 66.7% using KNN 

classifier based on their evolutions of emotions. 
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Chapter 1 Introduction 

1.1 Research background and motivation 

A growing number of elderly people suffer from serious cognitive impairment such as 

Dementia in UK. Dementia is a progressive cognitive impairment which may cause impairment 

in many cognitive domains such as memory and language abilities. Every year, a large amount 

of money is spent on the healthcare for the patients with dementia. In addition, it is estimated that 

there will be about 80 million dementia patients worldwide by 2040 [1].  

Mild cognitive impairment (MCI) is an intermediate stage between the expected cognitive 

decline of normal ageing and the more serious cognitive decline like dementia. Most of the MCI 

patients can live independently and their daily activities are not affected greatly [2]. As MCI 

patients have similar symptoms as mild dementia patients, the diagnosing of these patients uses 

similar techniques [3].  

Cognitive tests and neuroimaging techniques are popular state-of-the-art techniques to detect 

the cognitive impairment. However, these techniques have their own problems and weaknesses. 

For instance, for cognitive tests, some information such as education background, age and 

personality need to be taken into consideration as they may affect the test results [4]. Moreover, 

professional neurophysiologists are needed in the face to face cognitive tests [5]. In addition, 

magnetic resonance imaging (MRI) and metabolic positron emission tomography (FDG-PET) 

are popular neuroimaging techniques to detect the cognitive impairment [6]. However, one of the 

weaknesses for the neuroimaging techniques is the high expenses required in the screening stage.  

As a result, novel techniques are needed for early detection of the cognitive impairment with 

low expenses and high accuracy. In fact, it has been observed that the emotions of people with 

cognitive impairment exhibit detectable differences compared to the individuals without such 

impairment [7][8]. For instance, Chen et al. researched self-reported emotion experience after 

watching film clips between cognitively impaired people and healthy people [7]. After watching 

a disgusting film, disgust was a target emotion. They found that the patients with frontotemporal 

dementia showed more positive and negative non-target emotion, whereas the patients with 
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Alzheimer’s disease showed more positive non-target emotions compared with other participants 

[7]. Related work was conducted by Henry et al. who invited 20 cognitively impaired people and 

20 healthy people to watch videos and compared their reactions when watching these videos. 

Cognitively impaired people were found that they demonstrated difficulties in facial muscle 

control and amplification of the expressed emotion [9].  Similarly, Smith et al. found that 

cognitively impaired people showed more negative emotions while watching negative images 

because of reduced control of negative feelings [8]. In addition, another research group found 

that patients with Alzheimer’s disease could experience prolonged states of emotion beyond their 

memory caused by some events [10].  

On the other hand, some researchers used the surface facial electromyography to learn the 

emotion situations for the participants and compared the emotion difference between the 

cognitively healthy participants and the cognitively impaired participants. For instance, Burton 

et al. mainly researched the abnormalities of facial muscle activities for the patients with dementia 

and found that the patients with dementia showed abnormal corrugator activities compared to 

cognitively healthy participants [11]. 

As a result, automatic facial expression analysis has the potential to be used for cognitive 

impairment detection in the elderly. However, there are no developed systems for the detection 

of cognitive impairment through facial expression analysis. Within mental healthcare, it has been 

reported that facial expressions can reflect people’s mental states [12], and that patients with 

cognitive impairments may express abnormal facial expressions [11].  Therefore, I aim to present 

a novel detection system which is able to detect and monitor the cognitively impaired people by 

analysing of people’s facial expressions using machine vision techniques. As a result, the 

proposed detection system is able to understand and analyse the users’ emotions automatically 

and focus on monitoring the evolution of facial expressions over a period of time. 

1.2 Dementia and mild cognitive impairment 

Dementia is a kind of progressive cognitive disorder. Its symptoms include language and 

memory impairment. In fact, dementia can lead to neuropathological changes. For the reason that 

the neuropathological changes cannot be detected when the patients are alive [13], dementia 

detection often involves a probabilistic diagnosis. The major cause of dementia is about damage 
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in the brain cells, which can result in abnormal cellular operation and communication. Moreover, 

it is noticed that damage in different parts of the brain can result in different types of dementia 

[14]. Common types of dementia include Alzheimer's Disease, Vascular Dementia, Dementia 

with Lewy Bodies, and Fronto-Temporal Dementia [15]. Alzheimer’s disease is the most 

common type of dementia and 60% to 80% of dementia patients belong to this type of dementia 

[16]. 

For patients with dementia, there are some common types of symptoms such as impairment in 

memory, recognition and language domains and impairment in movement ability and changes in 

personality [15]. Among these symptoms, impairment in memory is the initial symptom. 

However, symptoms may also vary across individuals. In addition, some symptoms may affect 

the emotions and facial expressions. For example, impairment in memory, reasoning and 

judgment abilities may lead to abnormal facial expressions while the patients are viewing videos 

and images. 

MCI is an intermediate stage between the expected cognitive trajectory due to normal ageing 

and the more serious decline due to dementia. In addition, half of the MCI patients may remain 

stable and the other half of the patients may develop into dementia patients. As a result, MCI can 

be considered as a risky state for dementia [17]. Furthermore, if some MCI patients have 

problems in verbal abilities, episodic memory and associative recognition impairment, these 

patients may have higher possibilities of developing into dementia patients [18], [19]. 

1.3 Research challenges 

Although there are many existing methods to detect the cognitive impairment, these methods 

have their own unavoidable problems and drawbacks. Furthermore, very few approaches can 

detect the early stage of the cognitive impairment with high accuracy and low cost. The major 

research challenges in the early detection of the cognitive impairment will be reviewed in the 

following paragraphs. 

The first challenge is that although some methods can be used to detect severe cognitive 

impairment such as dementia, they are not sensitive enough to detect the minor stage of the 

disease like MCI. For instance, the Mini-Mental Status Examination (MMSE) is a kind of 

cognitive test which has a good performance in detecting dementia. However, it is reported that 
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this cognitive test is not very reliable in detecting MCI and can only detect 18% of the MCI 

patients [20]. 

Secondly, the challenge is about detecting the minor symptoms in the early stage of the disease. 

In fact, most of the patients with MCI are able to live independently and there are only minor 

abnormalities for the MCI patients compared to healthy normal adults. Moreover, different 

people may display different symptoms. In general, the accurate and reliable diagnostics of the 

symptoms is very challenging.   

Finally, the third challenge is about the low cost and effective detection for the cognitive 

impairment. Some state-of-the-art techniques require substantial financial and personnel costs. 

For example, cognitive tests often need professional neurophysiologists to conduct the tests for 

the patients, while it is expensive to detect the cognitive impairment using the neuroimaging 

techniques in the screening stage. 

1.4 Aim and objectives 

The research aims to investigate the advanced assistive technology to improve the mobility 

and independent living of the elderly by the early detection and monitoring of MCI in the low-

income community, when dealing with the social challenges due to ageing populations.  Toward 

this end, a detection system which is able to detect and monitor the cognitive impairment is 

presented for the elderly people by analysis of people’s facial expressions using machine vision-

based techniques. 

The principal objectives are: 

1) To detect the MCI symptoms in the elderly with high accuracy and low cost which can 

benefit elderly people especially in the low-incoming community. 

2) To monitor the progress of MCI and mental health situation through analysing the 

evolution of expressions. 

3) To research the abnormal cognitive impairment related facial expressions using 

computer vision techniques. 
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1.5 Major contributions 

As the state-of-the-art cognitive impairment detection techniques cannot provide a satisfactory, 

accurate and low-cost solution for cognitive impairment detection in the early stage, I mainly 

investigate new alternatives to detect the cognitive impairment in the early stage using machine 

vision-based techniques. 

The major contributions of this thesis are listed below: 

1) A novel framework for facial expression analysis is proposed, which extracts deep 

features from the Fully Connected Layer 6 of the AlexNet and uses the standard Linear 

Discriminant Analysis Classifier to effectively train these deep features. The proposed 

framework is extensively investigated using 8 different databases. Compared with 

traditional methods, my algorithm shows good facial expression recognition accuracy. 

Compared with some state-of-the-art deep learning algorithms, my algorithm doesn’t 

have their common problems, such as long operating time and high device 

requirements.  

2) A novel detection system is proposed, which can detect the cognitive impairment in 

the early stage with acceptable accuracy and low cost. The cognitive impairment 

detection system which is based on the analysis of the evolution of emotions during a 

period of time is novel. It is able to record the facial expressions when participants are 

watching the video stimuli. Moreover, the system can recognize the facial expressions 

and produce the evolution of emotions. By analysing the evolution of emotions, the 

proposed system is able to detect the cognitive impairment and monitor the mental 

health situation.  

3) A novel strategy in experiment design for cognitive impairment detection is proposed. 

Unlike most research work which often focused on the participants’ facial expression 

recognition ability or the participants’ facial expressions, the novel strategy focuses on 

the participants’ facial expressions under various visual stimuli to automatically detect 

the cognitive impairment, which is unique. The abnormal emotion patterns for 

cognitively impaired people are found under the selected visual stimuli. Different 

methods for the analysis of the evolution of emotions are compared to detect the 

cognitive impairment. 
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1.6 Thesis overview 

This thesis has 6 chapters which are outlined below:  

First of all, in Chapter 2, I review the several currently popular techniques for the early 

detection of the cognitive impairment and discuss about their advantages and weaknesses. These 

techniques include cognitive test, neuroimaging techniques and computer vision-based 

techniques. Also, I review the literature on computer vision techniques to analyse facial features. 

The process of facial features analysis can be divided into three parts: face detection and facial 

components alignment, facial features extraction, and facial features classification. I review about 

the computer vision techniques involved in each step in terms of their advantages and drawbacks.  

In Chapter 3, I introduce the developed facial expression recognition algorithm. As introduced 

in the thesis, I propose a new solution that extracts the deep features from the FC6 of the AlexNet 

and use the standard LDA to effectively train these deep features. The proposed solution shows 

promising and stable performance on all 5 online databases among the 9 methods reported. 

In Chapter 4, I present the developed system to detect the cognitive impairment, which 

involves three major units: the developed interface to arouse the emotions and record facial 

expressions, the developed facial expression recognition algorithm and the unit about the 

detection of the cognitive impairment based on the evolution of expressions. 

In Chapter 5, I introduce the experiments to test the proposed cognitive impairment detection 

system in Shanghai as a case study. I mainly use the proposed system to compare the major 

difference in emotional evolution between cognitively impaired people and cognitively healthy 

people when they are watching the same video stimuli. 

In Chapter 6, I summarize the thesis and discuss about the limitations and future improvement 

for the proposed cognitive impairment detection system. 
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Chapter 2 Cognitive impairment detection and 

facial expressions recognition 

2.1 Cognitive impairment detection 

2.1.1 Traditional techniques to detect cognitive impairment 

A Using cognitive tests to detect cognitive impairment 

Cognitive tests are one of the most popular methods to detect cognitive impairment in clinics. 

There are many popular cognitive tests such as Montreal Cognitive Assessment (MoCA) [20], 

Mini-mental Status Examination (MMSE) [21]and the Functional Activities Questionnaire (FAQ) 

[22]. Also, different kinds of cognitive tests are suitable for cognitively impaired patients in 

different types and different stages. On the other hand, many cognitive tests such as MMSE are 

less sensitive to patients in the initial stage of the disease. 

For instance, Mitchell et al. found the limitations in MMSE which has a good accuracy in the 

detection of dementia and they had a survey to research the performance of MMSE using 34 

cases [23]. Although the MMSE cognitive test has an overall recognition accuracy of 80% for 

detecting cognitive impairment, the MMSE have problems with distinguishing dementia and 

MCI. Also, it has problems for non-linearity and test length. In addition, for traditional MMSE 

cognitive tests, adjustment is needed for people with a poor education background. 

On the other hand, compared to the MMSE cognitive tests, MoCA is more sensitive to the 

MCI patients which can often be completed in 10 minutes. Nasreddine et al. did experiment to 

compare the performance between MoCA and MMSE with 93 mild dementia patients, 94 MCI 

patients and 90 healthy participants [20]. The experiment showed that MoCA which detected 90% 

of MCI patients had better recognition accuracy than MMSE cognitive test which only detected 

18% of the MCI patients. In summary, MoCA is better for cognitive impairment detection of 

patients with MCI while MMSE may be used for detection for dementia patients. 
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In addition, some researchers worked on the investigation of the cognitive tests such as the 

clock-drawing test (CDT) and SKT (Syndrom-Kurztest) Short Cognitive Performance Test. 

Allone et al. mainly investigated about the sensitivity of the CDT in monitoring the progress of 

cognitive decline in cognitively impaired people [24]. In the study, 139 patients were involved 

including patients with Alzheimer's dementia (AD), vascular dementia (VaD) or Parkinson's 

disease (PD). All these patients completed the CDT. The experiments showed that impairment of 

executive functioning was more pronounced in PD and VaD than in AD and patients with AD 

committed more errors about semantic knowledge. The results proved the usefulness of the CDT 

in the detection of different dementia subtypes. However, clock drawings needed to be analysed 

according to the quantitative and qualitative scoring system carefully and participants needed 

help from other people. In relevant research, Stemmler researched about the validity of the SKT 

and SKT showed a high predictive validity for the onset of dementia [25]. 

Also, some researchers did surveys about the cognitive tests. For example, Velayudhan et al. 

carried out a survey of 22 traditional cognitive tests including MMSE, 6-Item Cognitive 

Impairment Test (6CIT) and the Hopkins Verbal Learning Test (HVLT) [26] and found that 

different cognitive tests were suitable for different types of cognitive impairment. For example, 

Addenbrooke's Cognitive Examination (ACE) and Montreal Cognitive Assessment are effective 

to detect dementia with Parkinson's disease [26] and MoCA is more sensitive to MCI than MMSE 

[20]. These cognitive tests often could be completed in less than 20 minutes and could be used in 

clinics. 

Furthermore, some factors such as education background, personality and age may affect the 

result of cognitive tests and need to be taken into account [4]. Also, for face to face cognitive 

tests, professional neurophysiologists are needed to carry out tests for the patients. 

B Using computer-based cognitive tests to detect cognitive impairment 

Apart from the traditional cognitive tests, computer-based cognitive tests are also quite 

popular. There are mainly two types of computer-based cognitive tests: the tests developed by 

traditional cognitive tests and the tests using novel screening tools [5]. In general, the computer-

based cognitive tests are convenient and can provide help for many people who have access to 
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the Internet. However, the computer-based cognitive tests have some common problems such as 

the requirement in computer skills and lack of psychometric standards. 

Some existing cognitive instruments are used to conduct the computer-based cognitive tests. 

For example, Báez et al. utilized traditional tests such as the Mini-mental Status Examination 

(MMSE) and Geriatric Depression Scale (GDS) [27], while Kondou et al. used the five-cog test 

to make an automatic system to detect dementia and MCI [28]. With the help of the image 

processing techniques, the system is able to recognize the characters and patterns automatically 

which are entered by the user on a touch interface. 

In general, traditional cognitive tests and computer-based cognitive tests have their own 

advantages and drawbacks. In addition, there are some good review papers compared the 

traditional cognitive tests and the computer-based cognitive tests. For instance, Wild et al. 

reviewed 18 screen tools in the field of usability, comprehensiveness and reliability to compare 

the computer-based cognitive tests with the traditional cognitive tests which could be used to 

detect dementia and MCI [5]. Many advantages and drawbacks of the computer-based cognitive 

tests are found. One important feature for the computer-based cognitive tests is the sensitivity of 

the responses, accuracy and standard format when recording the users’ response. As a result, the 

minor abnormal difference between the people with MCI and mild dementia and cognitively 

healthy people can be noticed. Also, the computer-based cognitive tests have advantages such as 

low cost, alleviating the requirement of professional neurophysiologists and able to help a lot of 

people who have access from the Internet. On the other hand, the computer-based cognitive tests 

have disadvantages such as lack of psychometric standards, the possibility of bad human 

computer interface and requirement of computer skills. For instance, Jocava et al. developed a 

novel computer-based test battery called Cognitive Testing on Computer (C-TOC) to improve 

both usability and validity in computer-based cognitive function assessment in elderly people 

[29]. In their improved system, user interface features did not pose significant 

problems. However, low computer skills adversely affected test performance. In relevant 

research, Stringer et al. proposed a system to use multiple computer use behaviours to detect the 

cognitive decline which was designed for elderly computer users [30]. Some behaviours were 

found that they were related to the cognitive impairment such as more frequent pauses, slower 

typing, and a higher proportion of mouse clicks. Also, this test was only helpful for elderly 

computer users. 
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Afterwards, Gualtieri also made a review and compared the traditional cognitive tests with the 

computer-based cognitive tests [31]. Gualtieri also pointed out that the computer-based cognitive 

tests had advantages in costing little time and money. In addition, as the timing is done by the 

computer, the timing can be accurate in milliseconds, which can be used to measure the reaction 

time accurately. However, although the computer-based cognitive tests may work as an initial 

and alternative method to detect the cognitive impairment, clinical diagnosis is still needed to 

work as a further and accurate diagnosis. On the other hand, traditional cognitive tests may take 

the responses and mood into consideration, when the professional neurophysiologists are doing 

the cognitive tests for the people. 

C Using neuroimaging techniques to detect cognitive impairment 

The neuroimaging technique is quite useful for the early detection of cognitive impairment 

when clinical symptoms are not fully occurred. Also, it can detect the cognitive impairment using 

the abnormality in the brain. It is mainly due to the fact that the brains of patients with cognitive 

impairment may have abnormality before the occurrence of the symptoms [15]. There are two 

kinds of neuroimaging techniques which are widely used in clinics for early detection of cognitive 

impairment: magnetic resonance imaging (MRI) and metabolic positron emission tomography 

(FDG-PET) [6]. These two techniques are both used to detect the abnormalities in brain regions 

for early detection of the patient with cognitive impairment.  

 

Figure 2-1 Comparison of spatially normalized FDG uptake [32] 
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Some researchers proposed novel methods to detect cognitive impairment by using FDG PET 

techniques. For instance, Herholz et al. presented a novel indicator of FDG PET with the 

automated voxel-based procedure to diagnose cognitive impairment [32]. The data was collected 

from large amounts of participants consisted of 110 normal healthy controls and 395 patients 

with cognitive impairment. The participants including healthy controls and cognitively impaired 

patients were recruited from eight participating centres. These participants had performed the 

clinical assessment, including neuropsychological testing and exclusion of other diseases by CT 

or MRI which was required by Alzheimer's disease diagnosis criteria. The results showed that all 

regions of the brain related to cognitive impairment were affected at the beginning of the disease. 

Furthermore, there is a bigger difference between the images of PDG-PET for normal control and 

patients with the cognitive impairment which is shown in Figure 2-1. The 4 images above 

represent the image for the cognitively impaired people and the 4 images below are for healthy 

controls. 

On the other hand, many researchers reviewed the studies of using the MRI in diagnosing the 

cognitive impairment. For instance, Hsu et al. did a review for MRI [33]. MRI technique can be 

used for early detection of cognitive impairment, as it can detect the biochemical cognitive 

impairment related abnormalities in the brain regions. In addition, Ross et al. found that magnetic 

resonance spectroscopy (MRS) could identify the longitudinal changes in order to detect the 

disease in the early stage [34]. Also, MRI could show the patterns of atrophy with a predictive 

value for certain dementias [35]. This information could help to confirm diagnostic suspicion or 

to identify certain processes [35]. 

Moreover, some researchers used MRI techniques and machine learning to detect cognitive 

impairment. For example, Klöppel et al. proposed a novel system to detect the cognitive 

impairment and used SVM in MRI to detect different disease types of cognitive impairment [36]. 

The experiment showed a recognition accuracy of 96% for the detection of the disease by using 

brain images. 

Shepherd et al. researched about combining MRI with FDG-PET data to improve the imaging 

accuracy for detection of the dementia disease [37]. The integrated FDG-PET-MRI allowed 

both imaging modalities to be obtained simultaneously from the patients. In the research, more 

than 1500 patients were involved over 7 years and one positive finding was that concordant 

https://en.wikipedia.org/wiki/Alzheimer%27s_disease
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temporoparietal volume loss and FDG hypometabolism were linked with an increased risk for 

underlying dementia disease. However, the integrated PET-MRI system required several 

modifications to standard imaging centre workflows, and it also needed the trained individual 

radiologists to interpret both modalities in conjunction which was not helpful for early detection 

for the elderly people conveniently. 

In summary, although diagnosing cognitive impairment using neuroimaging techniques are 

widely used in clinics, the major weakness of them is the high expenses. Besides, the 

neuroimaging techniques are often used to diagnose cognitive impairment only when the patients 

discover that they have serious cognitive problems. 

2.1.2 Detecting cognitive impairment by computer vision techniques 

A Detecting the cognitive impairment with eye movement 

As there are abnormal eye movement patterns for patients with cognitive impairment, analysis 

of eye movements can be used to detect the cognitive impairment. In exact, some researchers 

found that the patients with cognitive impairment have problems with static spatial contrast 

sensitivity, visual attention, shape-from-motion, colour, visual spatial construction, and visual 

memory [38], [39]. Also, some eye movement patterns are especially useful such as fixation 

duration, re-fixations, saccade orientation, pupil diameter smooth, pursuit movements and 

saccadic inhibition [38], [39].  Although many researchers worked on using eye movement 

patterns to detect cognitive impairment [40]–[42], the investigation in minor disease case like 

MCI patients was insufficient [38]. On the other hand, for precise measurements, eye trackers are 

needed in the experiments when the participants are watching videos. 

As a result, many researchers worked on the analysis of eye movement patterns to detect 

cognitive impairment, Zhang et al. worked on the linkage between the cognitive situations 

obtained from the cognitive tests and the eye movement patterns collected when the participants 

were watching videos [40]. They would like to find the cognitive impairment related eye 

movement patterns for cognitive impairment detection. In the experiment, they found that the 

cognitively impaired people had slower saccade motion and longer fixation time, although the 

sample number was small in the experiment. 



13 
 

In relevant research, Fernández et al. researched the eye movement pattern for the cognitively 

impaired people when they were reading proverbs [42]. In the experiment, there were 20 

cognitively impaired people and 40 cognitively healthy people. They found that the patients with 

cognitive impairment had longer gaze periods for words with predictability. In recent research, 

Wilcockson et al. researched about using eye movement performance to investigate and contrast 

the MCI subtypes [43]. In the research, the participants included 68 dementia patients, 42 amnesic 

MCI patients, 47 non-amnesic MCI patients and 92 healthy controls. The experiment found that 

eye tracking could distinguish between the two forms of MCI. However, this test required eye-

tracking paradigms to know the eye movement performance for the participants. 

On the other hand, there are some typical eye movement experiments for cognitive impairment 

detection such as the visual paired comparison (VPC) task. In the experiment, the participants 

were asked to watch a picture they saw previously when the eye tracker was used to track the eye 

movements of the participants. Some researchers used the VPC task to find the differences in the 

eye movements between cognitively impaired people and normal people. For example, Dmitry 

et al. used the VPC task to detect if there was a memory problem for the patients with MCI [41]. 

The VPC task would test if the participants could figure out the image they saw previously.   

B Detecting the cognitive impairment by recognizing activities 

When cognitive decline occurs, elderly people’s daily activities will be influenced [44]. As a 

result, the recognition of their activities can be used for the detection of cognitive impairment. In 

particular, the systems with these techniques can be used to monitor the cognitive changes and 

disease progress for the elderly people automatically. In some approaches, the cognitive 

impairment detection system may focus on observing people when they are doing some ordinary 

tasks like washing hands to detect the cognitive impairment [45]. On the other hand, some 

systems may design some games to let participants play while observing their behaviours and 

hand movements for early detection of MCI [46]. 

Ashraf et al. proposed to assess the cognitive status such as aware, mild, moderate and severe 

by monitoring their handwashing process [47]. In the system, they extracted features from their 

handwashing trials. From the hand washing video, they extracted features such as motion 
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trajectory of the participant’s hands. Also, the experimental results showed that the system had 

the potential to detect the cognitive impairment and monitor participants’ mental status. 

On the other hand, some researchers focus on monitoring other daily activities of the 

participants for detection of the cognitive impairment. For instance, Iarlori et al. proposed a RGB 

Depth camera-based monitoring system to monitor the patients with the cognitive impairment 

using neural networks [44].  The system was able to monitor the daily activities of the patients in 

the home environment for determining the Direct Assessment of Functional Status (DAFS) index. 

DAFS, proposed by Zanetti et al., is a standardized observation-based checklist which is used to 

evaluate the cognitive situation for the elderly people with cognitive impairment [48]. Brushing 

teeth and grooming hair are the two activities selected in the system. The system could detect the 

abnormalities during the activities to find out the cognitive situation of the elderly people. The 

experimental result showed that the system was able to recognize the daily activities and calculate 

the DAFS score, which reflected the occurrence of the cognitive decline. However, the ability to 

recognize the activities is weak and limited. 

Matic et al. proposed a system to monitor the cognitive decline by recognizing the activities 

which used the fusion of the RPID technique and machine vision technique [49]. The system 

could provide an early warning of the disease by analysing the changes in their behavioural 

patterns in the daily activities such as cooking. Its analysis result would be passed to caregivers 

or doctors. By monitoring the cognitive situations of the patients automatically, this system could 

reduce the workload of the caregivers. In [49], cooking and memory card game were selected to 

be as two daily activities monitored. However, this research was still in progress and there were 

no experiments carried out yet. 

In Aleksandar’s case above, only two types of activities could be recognized. More types of 

daily activities should be used to know the cognitive situation of the elderly people in order that 

the MCI could be detected at the beginning. Buso et al. proposed a system to monitor the 

cognitive decline by recognition of 8 kinds of activities for the people with the cognitive 

impairment [50]. The activities involved feeding birds, making tea, preparing and eating a meal, 

playing a CD and so on. This system recognized the activities using the videos which were 

recorded by wearable devices. It was made up of the fusion of the object detectors and the location 

detectors. For example, to detect the activities of preparing and eating a meal, the objects such as 
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bowls, spoons and food were involved and the place such as the kitchen was involved. The overall 

performance was good. However, the recognition accuracy for some activities was low such as 

the recognition of making a phone call. The reason was that making phone calls might not be 

detectable by the wearable device as the phone was always near the ear. In addition, making 

phone calls might happen in many different places. 

In order to improve the accuracy for recognizing the activities in complex environment 

recorded by the long videos, locating the place and the time that the activities take place is 

important. Avgerinakis et al. did research on monitoring and recognizing the activities for the 

elderly people [51]. Their research focused on the improvement of the performance for 

recognizing the Activities of Daily Living (ADL). Therefore, they proposed a novel algorithm 

that would locate ADL both in time and space. It would find the start and end time of the activities 

and where they took place. 

Liang et al. focused on a special type of cognitive impairment detection [45]. They developed 

a system to detect the cognitive impairment for the deaf participants who used British Sign 

Language by hand movements. The system focused on the analysis of the sign language space 

envelope which included the sign trajectories, sign depth and sign speed and their facial 

expressions based on normal 2D video of the people. They provided improved segmentation of 

object from the background which enabled that the accurate real-time hand trajectories were 

achieved. The researchers compared two types of hand movement trajectory models which were 

the model traced by skin colour segmentation and the model based on OpenPose skeleton model. 

They found the second model had improved performance. 

However, it may be difficult to monitor the patients during their daily activities all the day to 

find the abnormal body movements. In spite of monitoring the patients in daily activities, a 

method for detecting the cognitive problem when playing an interactive physical game was 

proposed in [52]. The cognitive situation could be evaluated by the video recorded with the body 

motion sensor when the elderly people were playing the game. The interactive game could record 

the parameters of the body motion. In addition, in their research, 5 kinds of games were developed 

using the Kinect to detect if the elderly people had problems of the mild cognitive impairment. 

In relevant research, Kubota et al. also used a system to detect the MCI [46]. In this system, 

the participants were required to use touch interaction to finish the Virtual Reality based 
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Instrumental Activities of Daily Living task on the computer. In the research, they found that 

there were differences between the Non touch time (NTT) for the healthy participants and MCI 

participants. NTT showed the time interval during not touch on the screen. Several patterns were 

found from the NTT and they classified the patterns by SVM classifiers with a classification 

accuracy of 75%. 

C Detection of the cognitive impairment by facial expression 

The people with the cognitive impairment have the impairment in recognizing the facial 

expressions [53]–[55]. Meanwhile, the facial expressions of the people with the cognitive 

impairment also show the differences compared to normal people. As a result, the facial 

expressions also have the potential to diagnose the cognitive impairment by observing and 

monitoring the facial expressions. However, there are many investigations on detecting the 

cognitive impairment by monitoring the facial expressions. 

The differences of the facial expressions were discussed between the normal people and the 

patients with the cognitive impairment in many research papers, such as [9], [11]. Burton et al. 

researched on the facial muscle activities for the patients with Alzheimer's Diseases (AD) [11]. 

In the experiment, the group of patients with the AD and the group of the normal people were 

asked to watch some emotion-eliciting images while their facial muscles were researched. The 

facial muscles researched mainly involve the corrugator and zygomatic facial muscle. To measure 

the corrugator and zygomatic EMG activity, 4-mm surface electrodes were placed above the left 

eye and over the left cheek for the participants. Smiles are often related to the zygomatic activities, 

and frowns are often related to the corrugator activities. The experiment results showed that the 

AD patients showed more corrugator activities when viewing the negative images. Meanwhile, 

there was also a big difference for zygomatic activities between the AD patients and the normal 

people. The AD patients showed the maximum zygomatic activities when they were watching 

the negative images, and showed the minimum activities for the positive ones. The patients have 

the impairment to control facial muscles and to express their feelings.  

After that, Henry et al. researched on the facial expressions of the patients with the cognitive 

impairment [9]. In their experiment, the patients were asked to watch videos, and the facial 

expressions were recorded. At the same time, they were asked to express their feelings in the 
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conditions of spontaneous expressions, amplification and suppression of emotions. The 

experiment results showed that, the behavioural amplification on the expressed emotion of the 

patients was affected. However, the subjective feelings and suppression of emotions were not 

affected. 

There are some difficulties to use the facial expressions to diagnose the cognitive impairment. 

The facial expressions may be different between individuals, and would be affected by the 

premorbid personality [56]. The influence of the premorbid personality on the facial expressions 

was discussed. In their research, they found that less positive facial expressions were showed by 

the avoidant attached people compared to that of the securely attached people during their family 

visit to the people with cognitive impairment. In addition, the patients with the premorbid 

hostility would show more negative facial expressions. Moreover, the facial expression 

behaviours would be affected by culture, and were different between the western people and the 

eastern people [57]. 

Furthermore, the facial expressions of the patients with the cognitive impairment will be 

affected by apathy [58].  For example, Seidl pointed out that the total facial expressions would 

not decrease with the progression of the disease. Instead, the total facial expressions would 

increase, but there would be less specific facial expressions. 

Although many researchers work on the special emotion pattern of cognitively impaired 

people, there are few works about cognitive impairment detection system by the facial expression 

and current cognitive impairment detection systems have their own problems. Tanaka et al. 

proposed a system to detect dementia automatically by their face [59]. In the system, three fixed 

questions will be asked to the user: ‘Q1) what is the date today; Q2) tell me something interesting 

about yourself; Q3) how did you come here today?’ Meanwhile, the system will record users’ 

response and speech during answering the questions. If the user is silent for more than 15 seconds, 

the system will be changed to the next question automatically. In exact, the system mainly 

extracts features from the following attributes: facial landmarks, face pose, gaze angles, intensity 

of action units, and users’ response time. L1 regularized logistic regression classifier is used to 

classify these multi-dimensional facial features into the dementia group and non-dementia group. 

In their experiment, there are 12 participants with dementia and 12 participants without dementia. 

As a result, 82% of dementia detection accuracy is achieved. However, the research above has 
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several limitations. Only 24 participants were unable to show the typical pattern of the cognitively 

impaired people. Also, the system which works in Japanese may provide limited help if the user 

doesn’t understand Japanese.  

Different from the research in [59], Browne et al. focus on monitoring the pain expression of 

the people with severe cognitive impairment [60] which are not aimed to detect cognitive 

impairment by the facial expressions. They mainly focused on observational assessments of the 

pain emotion by their facial expressions, since severely demented people have limited ability to 

self-report if they suffer from pain. 
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2.1.3 Discussion and summary 

In this Chapter, I have reviewed different state-of-the-art techniques for cognitive impairment 

detection including cognitive tests, neuroimaging techniques and computer vision-based 

techniques. However, existing techniques have their own problems and drawbacks and these 

techniques for early detection of cognitive impairment are unsatisfying [61]. 

There are some drawbacks for cognitive tests, including traditional face to face cognitive tests 

and computer-based cognitive tests. The first issue is that different cognitive tests are suitable for 

different types of cognitive impairment diseases. For example, Addenbrooke's Cognitive 

Examination (ACE) and Montreal Cognitive Assessment are effective to detect the dementia with 

Parkinson's disease [26] and MoCA has better performance to detect MCI than MMSE [20].’ 

Some personal information may also affect the result of the cognitive tests such as age and 

education background [4]. Furthermore, for traditional face to face cognitive tests, the 

professional neurophysiologists are required to carry out the tests for the patients. For computer-

based cognitive tests, if the elderly people would like to take the tests on their own, some basic 

computer skills are often required. 

The neuroimaging techniques including MRI are quite popular in the clinics for their high 

accuracy in detection of cognitive impairment. However, high expenses are required in the 

screening stage of the tests. In addition, most patients will go to the clinic to see a doctor only 

when they know they have serious cognitive problems. 

In general, for cognitive impairment detection, machine vision-based techniques including eye 

movements, facial expressions and recognition of activities can be alternative methods.  However, 

there are still many problems to overcome and they still need thorough validation in usability. 

For instance, for eye movement based cognitive impairment detection systems, eye trackers are 

often needed for precise measurements. On the other hand, effective eye movement experiments 

need to be designed. In addition, many activities recognition systems have a problem about 

limited activities recognition ability. Moreover, the systems which can detect the cognitive 

impairment by using facial expressions are still in progress. The advantages and weakness of 

each technique are summarised in Table 2.1. 
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Table 2.1 Comparing several techniques to detect the cognitive impairment 

 

In conclusion, in this chapter, I reviewed many state-of-the-art techniques to detect the 

cognitive impairment including cognitive tests, neuroimaging techniques and computer vision-

based systems and discussed their advantages and drawbacks. From the review, I would like to 

draw out two important research directions. The first direction is about the automatic cognitive 

impairment detection systems that use multiple information sources such as eye movements, 

facial expressions and body motions. These systems are expected to monitor the progress of the 

disease automatically and they are suitable for family use. The second research direction is about 

the advanced computer vision-based techniques to diagnose the different types of cognitive 

impairment by brain images with higher accuracy and low cost in clinic situations.  

Techniques Characteristics Weaknesses Setting Cost 

Face to Face 

Cognitive Tests 

Test the cognitive 

ability such as memory  

Can be finished in 20 

minutes  [26] 

Education background 

and some other factors 

may affect the result 

Dependent on 

professional 

neurophysiologists [4] 

Memory 

clinics 
Medium 

Computer-based 

Cognitive Tests 

Test several cognitive 

domains Available 

through software and 

interface 

Requirement of computer 

skills; bad human 

computer interface for 

elderly user [5] [29] 

Homes Low or free 

Neuroimaging 

Techniques 

Able to detect the  

abnormality in the 

brain  [6] 

Suitable for detailed 

diagnosis, not initial 

detection; high expense 

Clinics High 

Activities 

Recognition 

Able to detect the 

cognitive decline [44] 

[45] 

Able to recognize limited 

activities [49] 
Homes Low or free 

Tracking Eye 

Movements 

Able to detect deficits 

in visual attention and 

so on [38], [39] 

Need eye tracker [38] Labs Medium 
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2.2 Techniques to recognize the facial expressions 

2.2.1 Face detection and alignment 

 

As it is reported that cognitively impaired people may show disease related abnormal facial 

expressions, the state-of-the-art techniques in using machine vision techniques for facial 

expressions recognition are reviewed. After that, to recognize facial expressions, detection of the 

face is the first step in many approaches [62]. In some approaches, the landmarks of the nose, the 

eyes and the mouth need to be located accurately for face alignment. In addition, to a practical 

problem, a robust face detection and alignment technique should be effective in various 

orientations, lighting situations and backgrounds for different images. 

In practice, there are two kinds of face alignment techniques: local algorithms and global 

algorithms [63]. For example, Active Appearance Model (AAM) [62], [64] is a global face 

alignment method which may be able to endure the changes in lighting conditions. Global method 

seems to be reliable which employs all the geometric information of the face to find the facial 

landmarks. In contrast, Active Shape Model (ASM) employs many local features [65]. In local 

methods like ASM, the algorithms can detect the facial parts like the pupils of the eyes and nose 

corners. However, the local algorithms may be affected by the changes in lighting situations. The 

major reason is that ASM mainly has local feature model which may be affected by the uneven 

lighting situations. In the following paragraphs, ASM and AAM will be reviewed in more detail. 

The ASM algorithm was proposed by Cootes et al. [65]. Both AAM and ASM are utilized to 

locate the landmarks of the facial components. However, ASM algorithm involves a global shape 

model, but also contains some local feature, while AAM only has a global appearance model [62], 

[64]. In addition, they may have different advantages and drawbacks. Compared with ASM, 

AAM algorithm is better in enduring the changes in lighting situation.  

The advantage of ASM lies in locating the facial components accurately. In ASM, to match 

the average face model to the genuine image is the first step [62]. When the face has an orientation, 

the average face model with an orientation is needed. Next, the model searches around the image 

to find the best location for the point in the image and updates the face model. The Mahalanobis 

distance is used in traditional ASM to find the best locations for points. However, ASM has two 
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problems in the process of finding the landmarks of facial components [9]. The first problem is 

that the algorithm will fail to locate the facial landmarks if the actual facial landmarks are far 

from the average facial landmarks template in some situations. Moreover, if the practical facial 

landmarks are not located along the normal direction of the edge contour, ASM will also fail to 

locate the facial landmarks of the facial components correctly. In the following paragraph, some 

improved ASM algorithms will be introduced to solve these problems [62], [63], [66]. 

Lee et al. proposed an improved ASM algorithm which was used to find the facial landmarks 

for the facial components [62]. They did experiments to test their algorithm using more than 700 

images of faces and the experiment showed that their improved algorithm could increase the 

accuracy of finding the facial landmarks from 77.1% to 88.3%. Moreover, they improved the 

ASM algorithm in two aspects. One was about improvement in the model definition file and the 

other was that the centres of the eyes were used to find the initial landmarks. 

In addition, in Huang et al.’s improved ASM algorithm, the eyes were used to find the initial 

position of the facial landmarks [63]. The experiment results showed that the improved method 

had better performance than the original ASM algorithm. 

Le et al. also proposed an improved ASM algorithm which was focused on the high-resolution 

images [66]. They used the standard Viterbi algorithm to improve profile matching. In addition, 

they improved the global shape model in two ways in order that the flexibility for the changes in 

shapes was improved. One way was about component shape fitting and the other was about 

configuration model fitting. 
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2.2.2 Facial feature extraction and representation 

 

Facial feature extraction is very important. If inadequate features are chosen or facial features 

are not selected accurately, even a good facial expression classifier may not be able to show a 

satisfying facial expression recognition result [67]. There are many methods to have 

categorization for techniques of facial feature extraction which will be discussed as follows. 

In one categorization method, the facial feature extraction algorithms can be classified into 

two types: appearance-based methods and geometric features based methods [67]. This 

categorization method is mainly based on what kind of features are extracted: geometric features 

or appearance features which are introduced in detail below. For appearance-based methods, 

some images filters such as Gabor filters are used to detect the features in the whole face or in 

part of the face. The appearance features present the appearance changes of faces such as wrinkles 

and furrows. However, the disadvantages of these methods are high cost in time and system 

memory. On the other hand, for the other approach, the geometric features such as the shapes and 

landmarks of the facial components are extracted to work as a feature vector which contains the 

geometric information of the face. However, in this method, the landmarks of the facial 

components need to be located and tracked accurately.  

In addition, the algorithms for facial feature extraction can be divided into holistic approaches 

and local approaches [68]. In the local approaches for facial feature extraction, part of the face 

will be analysed, which are more efficient compared to analyse the entire face. However, each 

part of the face components may be processed separately. On the other hand, in the holistic 

approach, the entire face will be analysed to find the features. 

In the third approach to classify the groups, there are static approaches where still images will 

be analysed and dynamic approaches where continuous video frames will be analysed [68]. 

Categorization of the facial feature extraction is shown in Table 2.2. In the following paragraphs, 

the static approach and dynamic approach will be introduced in detail.  
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Table 2.2 Comparing several techniques for facial feature extraction 

 

Type Characteristics Weaknesses 

Geometric 
Use the shapes and landmarks of 

the facial components 

Need accurate facial 

components landmarks [67] 

Appearance 
Use image filters to detect the 

features 

Time and memory consuming 

[67] 

Holistic 
Have more information from the 

entire face 

Increase computation 

complexity [68] 

Local 

Sensitive to changes in a small 

area and is efficient in 

computation 

Each part of the features may 

be extracted separately [68] 

Static Computation simplicity 
Deal with each frame 

separately  [67] 

Dynamic 

Consider the evolution of facial 

expressions [69]; Can improve 

performance by finding a logic 

connection between emotion [68] 

Increase computation 

complexity [68] 

A Static Approaches 

In static approaches, the facial features are extracted from one still image or one frame from a 

video. For instance, Pantic et al. have proposed a system to extract facial features from images 

which are used to recognize action units in the facial expressions [70]. This approach mainly used 

profile and frontal images of the faces. In their algorithm, some facial components were detected 

by a multi-detector. The experiment showed that the system was able to detect 32 action units 

and the recognition accuracy for detecting the action units is about 86%. 

In addition, Shan et al. also proposed a system to recognize facial expressions which mainly 

uses Local Binary Patterns (LBP) [67]. The LBP algorithm was originally proposed by Ojala et 

al. which had a few advantages such as efficiency in computation and good performance in 

various lighting situations [71]. The LBP operator labels the pixels of an image by thresholding 

a 3 × 3 neighbourhood of each pixel with the centre value and considering the results as a binary 
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number. Also, the 256-bin histogram of the LBP labels which is computed over a region is used 

as a texture descriptor. They tested the LBP algorithm in a few datasets which showed promising 

experiment results. In further research, they found that the LBP algorithm also had good 

performances even in images with low resolution. However, there was one drawback for this 

system, as it could only work on the static images. 

B Dynamic approaches 

For dynamic approaches, the facial expression extraction is focused on the continuous frames 

which contain temporal information.  

Zhao et al. proposed a facial expression recognition system which was tested using Cohn-

Kanade facial expression dataset [69]. The advantages of their proposed system included simple 

computation, robustness to videos even with low resolution and low frame rates. In their approach, 

region-based local descriptors were used to recognize emotions which were from image 

sequences, together with the information of region, pixel and volume levels. Comparing to their 

earlier approach, the new approach had a better recognition accuracy of about 96.26% in the 

Cohn-Kanade dataset. Experiments in a variety of images resolutions and frame rates showed 

promising facial expression recognition in real-time. 

To better recognize facial expressions, many researchers focus on extracting facial features to 

recognize facial muscle action units (AU) [67]. Also, the Facial Action Coding System (FACS) 

which was proposed by Ekman and Rosenberg could help in the process of facial expressions 

recognition [72]. In the FACS system, the 46 AUs which was formed with specific sets of facial 

muscles could make up many different facial expressions. In the following paragraphs, the facial 

expression systems which use AUs will be introduced in detail.  

Lien et al. proposed a computer vision-based facial expression recognition system which had 

the advantages in dealing with subtle changes in the face [73]. There were three modules in the 

system which could extract facial features: the dense-flow extraction, the facial-feature tracking 

and also the edge and line extraction. The discriminant classifiers classified the extracted features 

into different AUs. The system was tested using 100 males and females video frames and showed 

a good performance. 
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Furthermore, Tian et al. also used AUs to recognize facial expressions [74]. This system was 

able to recognize various AUs with 96.4% recognition accuracy for upper face AUs and 96.4% 

for lower face AUs. Also, the proposed system was able to use both transient facial features such 

as deepening of facial furrows and permanent facial features such as mouth and eyes. Features 

from various facial parts were tracked and extracted. In the experiments, many independent image 

datasets were tested. Moreover, their system had some advantages. The system was robust and 

could even track facial features when there were big changes in the appearance. The system also 

reduced the processing time and it took no more than 1 second to process each frame. 

In relevant research, Pantic et al.’ proposed an emotion recognition system and focused on the 

facial muscle action [75]. In addition, unlike most of the systems focusing on the front view 

images, the system could also handle long profile-view facial expressions video sequences which 

contained temporal information. In the research, they tracked 15 facial points in the profile view 

of the face image sequence and could recognize 27 AUs. In addition, the facial expression 

recognition accuracy of 87% was achieved in the experiment. 

Many researchers also focused on finding the logic connection between AUs and evaluation 

of AUs. For example, Tong et al.’s research showed that utilizing the logic relation in the 

evolution of AUs could help in improving the recognition accuracy for the facial expressions [68]. 

Especially, the high intensity AUs were used to predict and detect the low intensity AUs, in order 

that the recognition accuracy for the low intensity AUs could be improved. Tong et al. proposed 

Dynamic Bayesian Network (DBN) based facial expression recognition system [68]. A coherent 

and probabilistic framework provided by DBN could show the probabilistic relationship among 

a variety of AUs and predict the temporal changes in AUs [68]. The experiments showed that 

utilizing of logic relation between AUs could improve the recognition accuracy of AUs 

significantly. Their proposed system especially had a good performance for spontaneous facial 

expressions and under various face orientation and lighting situations. However, there was one 

limitation that their current system was only able to detect 14 most common AUs. They planned 

to detect more AUs in the future work. 
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2.2.3 Facial feature classification 

It is a difficult task to classify facial features, as people have their own ways to show their 

emotions [76]. In addition, people of different ages and different ethnicities may show their 

emotion in different ways. Moreover, in different illumination situation and face orientation, the 

same expression for one person shows differently. On the other hand, the performance of the 

classification of the expressions will be affected by the facial features selection. Categorization 

of the facial feature classification is shown in Table 2.3 below. 

Table 2.3 Comparing several techniques for facial feature extraction 

Type Characteristics Weaknesses 

Static 
Easy to use and efficient in 

computation [76], [77] 

Don’t consider the evolution of 

emotions 

Dynamic 

Involve temporal information and 

fully analyse the changes in 

changes of emotions [76], [77] 

Need more training samples 

 

     Many classifiers are designed for facial expression classification with different focuses and 

drawbacks such as deep convolution neural network, linear discriminant classifier and Bayes 

classifiers [78]. Furthermore, different classifiers may be good at solving different tasks. For 

instances, deep convolution neural network is good at image classification and object recognition 

[78], [79]. A typical deep convolution neural network has several layers for different tasks in the 

image classification problem. For example, in AlexNet, there are 5 convolution layers to extract 

the features of the images [80].  The 3 fully connected layers are mainly used to interpret these 

feature representations and perform the function of high-level reasoning. The softmax activation 

is normally applied to the very last layer in AlexNet. The softmax classifier is used for image 

classification for the features extracted from the previous layers. 

As the 6 basic kinds of emotions are quite famous (e.g. happy, sad, surprise, angry, fear and 

disgust) which is proposed by Ekman, these predesigned groups of emotions are working as the 

output in many facial expression recognition systems [77]. In addition, the extracted features 

from the images of the face are worked as input in these systems. 
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Like facial features extraction, emotion classification can also be grouped into static 

approaches and dynamic approaches, which will be introduced in detail in the following section 

[76], [77]. The advantages for static approaches are efficient computation and easy to use, while 

dynamic approaches are able to use the logic connection between AUs to improve performance 

and have an improved recognition accuracy. 

There are also some good survey papers researched about emotion recognition techniques. For 

instance, Li et al. provided a comprehensive review on deep learning based emotion recognition, 

which includes analysis about datasets and algorithms [81]. Also, Kumari et al. researched about 

emotion recognition focused on geometry and appearance-based techniques [82]. 

A Static approaches 

Static approaches can also be called as frame-based approaches [83]. In static approaches, the 

system often uses still images or independent frames from a sequence of video frames. Bayesian 

Networks and Neural Networks can be used to classify still images [76], [77]. 

Lopes et al. pointed out the difficulty of facial expression classification as the different way 

people posed and expressed their emotions [76]. They proposed a deep convolution neural 

network based facial expression recognition system [76]. Andre et al. thought there were no 

enough images for public facial expression dataset which were needed in the deep CNN approach 

[76]. As a result, they used image processing techniques to extract some of the most important 

facial features. Image pre-processing techniques were used to extract facial expression features 

within this approach.  Lopes et al. evaluated their system through three public image datasets: 

CK+, JAFFE and BU-3DFE, subsequently demonstrating a recognition accuracy of 96.76% in 

the CK+ dataset, 71.62% in the BU-3DFE dataset and 53.57% in the JAFFE dataset.  

Bashyal et al. used the learning vector quantization (LVQ) algorithm to recognize facial 

expressions [79]. Compared with Bashyal’s early work, LVQ algorithm showed better facial 

expressions recognition of fear. They achieved a recognition accuracy of 85.7% in the experiment. 

Mandal et al. proposed a system to recognize facial expression using higher order Zernike 

moments for facial features extraction and an ANN based classifier for feature classification [78]. 

They achieved recognition accuracy for 69% in the Cohn-Kanade dataset. However, they only 

classified the facial expression into two groups: positive and non-positive emotions. Caroline et 



29 
 

al. also worked on facial expressions recognition. They found LDA had best facial expression 

recognition performance for the seven basic facial expressions [83]. 

B Dynamic approaches 

In contrast with the static approaches, the dynamic approaches employ temporal information 

of image sequences as the input [77]. Therefore, they are also known as sequence-based 

approaches [83]. 

Many researchers have been working on dynamic approaches for facial expression recognition. 

For example, Cohen et al. researched on Bayesian Networks and dynamic approaches for emotion 

recognition [77]. They used the Naïve-Bayes classifiers and did and experiment to test the system 

using the distribution which changed from Gaussian to Cauchy. Moreover, they used Tree-

Augmented Naive Bayes (TAN) classifiers and investigated dependencies among various facial 

motion features. The facial feature extraction and facial expression classification in the system 

worked in real-time. They also used a multi-level hidden Markov model (HMM) classifier for 

dynamic facial expression recognition. 

Kotsia et al. proposed a system using SVM to recognize six basic emotions and also some 

action units [84]. In the experiment, the recognition accuracy reached 99.7% for 6 basic facial 

expressions and 95.1% for action units using the Cohn-Kanade dataset.  

2.2.4 Eigenface algorithm based facial expression recognition 

A Introduction to Eigenface algorithm 

 

In the previous section, I have reviewed many algorithms and techniques in facial expression 

recognition systems. Nowadays, researchers continue doing the research in the facial expression 

recognition system. For instance, Fathallah et al. used deep learning based techniques for facial 

expression recognition [85]. However, many facial expression recognition techniques have 

weaknesses such as problems in complex background. On the other hand, Eigenface was a facial 

expression recognition algorithm which was the initial emotion recognition algorithm I planned 

to use for a feasible case study. After that, I continued to explore the use of deep learning based 
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facial expression recognition algorithm which will be detailed in Chapter 3, and found the deep 

learning based facial expression recognition algorithm had improved emotion recognition 

performance. Eigenface algorithm was proposed by Turk and Pentland [86] and many researchers 

used this technique in related problems [87][88][89][90]. 

For example, Wijeratne et al. used the Eigenface algorithm to recognize facial expressions and 

the system would assign descriptive words to the detected features [88]. This approach was able 

to match the input images with a word which could describe it best. In a relevant work, Lo used 

the Eigenface algorithm in performance animation [87] and Toure et al. worked on matching the 

input image with the images with known identity using Eigenface algorithm [89]. 

B Principal component analysis 

In order to recognize the facial expression using Eigenface based algorithm, the principal 

components analysis (PCA) is one of the fundamental steps in the algorithm. There are several 

steps for PCA:  

1) Obtain one set of random datasets. 

2) Adjust the dataset by substituting the dataset with the average value in order to get the 

normalized data. 

3) Calculate the covariance of the adjusted dataset from step 2). 

4) Calculate the eigenvectors, and eigenvalues of the covariance. 

5) Compare the eigenvalues and select the large one as the feature vector. PCA has the 

distinction of being the optimal orthogonal transformation in order to keep the 

subspace that has the largest "variance".  

6) Obtain the final data by multiplying the adjusted data from step 2) with Feature Vector. 

C Eigenface conversion 

There are several steps in the classic Eigenface algorithm. First, all the images in the dataset 

will use Eigenface conversion and they are worked as the input. Next, the adjusted dataset is 

obtained using the following two steps: obtain the average image for the dataset as (2.1); minus 

the origin dataset with the average image as (2.2): 
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                                                     𝝍 =
1

𝑀
∑ 𝑻𝑖

𝑀
𝑖=1 ,                                              (2.1) 

                                                         𝝓𝑖 = 𝑻𝑖 − 𝝍.                                                           (2.2)  

 

Where 𝝍 is the average face vector, 𝑀 is the number of images in the dataset, 𝑻𝑖 is the i-th 

face vector, 𝝓𝑖 is the i-th normalized face vector. 

In the third step, we can obtain the eigenvectors and eigenvalues of the covariance of the 

matrix of the adjusted image dataset using (2.3): 

 𝒖𝑙 = ∑ 𝒗𝑙𝑘𝝓𝑘
𝑀
𝑘=1 , 𝑙 = 1……𝑀.                                   (2.3) 

Where  𝒖𝑙 is the eigenvalue and 𝒗𝑙𝑘 is the eigenvector and 𝝓𝑘 is the normalized face vector. 

After that, the weight of each input image is defined by (2.4): 

𝜔𝑘 = 𝒖𝑘
𝑇(𝑻𝑖 − 𝛙), 𝑘 = 1……𝑀.                            (2.4) 

Where 𝜔𝑘 is the k-th weight, 𝒖𝑘
𝑇 is the transpose of the k-th eigenvalue.  

 

Figure 2-2 Examples of Eigenface and average face [91]  

Fifthly, the major weights are selected and the images are projected to the face subspace. 

Finally, we can get the results by comparing them. The examples of Eigenface are shown in the 

first three images and the average face is shown in the fourth image in Figure 2-2. 

2.2.5 Summary 

This Chapter mainly reviewed the literatures on computer vision techniques to analyse facial 

features. The process of facial features analysis can be divided into three parts: face detection and 

facial components alignment, facial features extraction, and facial features classification.  
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I have reviewed the advantages and drawbacks of different facial expression recognition 

techniques involved in each step. For face detection and facial components alignment, it is better 

to use AAM for facial expression recognition ‘in the wild’ as there are variations in lighting 

situations. On the other hand, it is better to use ASM to recognize lab-posed facial expressions. 

There are static approaches and dynamic approaches for facial feature extraction and facial 

feature classification. If there are not enough training samples, it is better to use static approaches. 

On the contrary, dynamic approaches are suitable for person-dependent systems and training 

datasets with continuous video frames. In the case of detecting cognitive impairment based on 

facial expressions, as the lighting conditions are stable in the experiment setting, it may be better 

to use a local method in facial components alignment. Also, the experiment focuses on 

researching about static images of emotions and a static approach in facial feature extraction and 

facial feature classification will be used. 

In my opinion, there are two main future directions for the facial expressions recognition 

systems in order to make machine vision-based facial expression recognition is better than human 

operators. One direction is that facial expression recognition systems should be robust in various 

conditions and complex backgrounds with high accuracy. In the second direction, more 

information, such as voice and body movement, should be involved together with facial 

expression recognition.  
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Chapter 3 Deep Convolution Neural Network 

based facial expression recognition 

3.1 Introduction 

 

Nowadays, deep learning based facial expression recognition has received a lot of research 

attention. Many researchers proposed deep learning based facial expression recognition systems 

showing an overall good performance. In general, deep convolution based facial expression 

analysis systems can be classified into two groups: those using static images and those using 

continuous video frames. Static approaches have shown good performance, but require rigorous 

testing.  Jain et al., for example, proposed a convolution neural network based algorithm to 

recognize facial expression with high accuracy [92]. However, their algorithm was tested on only 

two small facial expression datasets.  Shao et al. also proposed three novel CNN models with 

different architectures [93], and tested their algorithms in several datasets such as CK+ and 

FER2013. These CNN models included: a shallow CNN which involved 6 depth wise separable 

residual convolution modules, the dual-branch CNN which was able to simultaneously estimate 

the global features and local texture features and the pre-trained CNN. Within the three 

architectures presented, the data suggested that the pre-trained CNN with 5 convolution layers 

had a better performance.  

In addition, some researchers have constructed the facial expression recognition systems based 

on continuous video frames. For instance, Dong et al.  [94] proposed a deep learning based 

dynamic facial expression recognition. On this basis, they noticed that the traditional dense 

structure was not accurate enough without sufficient training data for facial expression 

recognition. Therefore, a relative shallow network structure was constructed which are with 

densely connected short paths for facial expression recognition. On the other hand, Zhao et al.  

[95]  also designed a deep neural network based fatigue expression recognition system. They 

used two stacked auto-encoder neural network to train the landmark of the face region, and 

texture for the eye region which was extracted from image sequences obtained by a camera. Then, 
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these two networks were combined to form a bimodal deep neural network, which could 

recognize the fatigue facial expressions. The experiments showed the proposed system had good 

performance with an average accuracy of 96.2%. 

However, there are some issues in the current facial expression recognition systems. The first 

problem is how to construct the datasets to test the system, as most facial expression recognition 

algorithms do not always show good recognition accuracy in any datasets. For instance, deep 

learning based algorithms need to be trained in datasets with a large amount of images to 

determine a large amount of weights [93]. Secondly, facial expression recognition in the wild is 

another challenging problem to some facial expression recognition systems, which is dependent 

on the lighting situations and image quality. The emotions in the wild will be introduced in detail 

in Chapter 3.4.1. On the contrary, there are fewer problems in the datasets using lab-posed facial 

expression images [93]. Therefore, both traditional approaches and deep learning based 

approaches have their own weaknesses. The traditional approaches which employ hand-craft 

features have poor performances for new images [96]. For deep learning based approaches such 

as GoogleNet [97], AlexNet [98] and ResNet [99], there are problems including huge memory 

consuming, long training time, and requirement of Graphics Processing Unit (GPU) to reduce 

training time [100]. In this aspect, there are several good survey papers which well described the 

advantages and drawbacks in the facial expression recognition systems (see [101]–[105], [106], 

[107]). 

In order to develop a novel and effective facial expression recognition framework to solve 

these issues, I propose a facial expression recognition algorithm which combines the deep 

features and the Linear Discriminant Analysis Classifier (LDA). Herein, the deep features are 

extracted from the fully connected layer 6 from AlexNet. By combining these two techniques, 

these problems can be solved which will be introduced in the next section. 

 In this chapter, I will compare and test the facial expression recognition algorithms against 

the well-known facial expression databases including the Karolinska directed emotional faces 

(KDEF) database [108], the Japanese female facial expression (JAFFE) database [109], CK+ 

[110], [111], facial expression recognition challenge (FER2013) [112], and AffectNet database 

[113]. The experiments demonstrate that the method uses features extracted from the Fully 
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Connected Layer 6 of AlexNet, and uses the classifier LDA achieves the best performance in all 

these datasets. 

This chapter is organized as follows. Section 1 provides a general overview and introduction. 

Afterwards, the proposed deep learning-based framework is given in Section 2. CNN is 

introduced in Section 3. Section 4 introduces the experimental set-up, and presents the results. 

Section 5 provides a short summary for this chapter. 

3.2 Proposed facial expression recognition algorithm 

In this section, the overall structure of the proposed facial expression recognition system will 

be introduced. The images or video frames of people’s faces are working as the input of the 

system.  

The image pre-processing is then applied to the input data. The processing of the data is carried 

out using the deep convolution network AlexNet combined with traditional classifiers, such as 

SVM, LDA and KNN. Finally, the classification result for facial expression recognition is the 

output of the system. The general flowchart of the system is shown in Figure 3-1. 

     In the system, the first stage is the system input.  The video frames of facial expressions from 

the videos recorded by the proposed system work as the input.  The videos are then converted 

into continuous video frames in order that the proposed algorithm can process these images. I 

also use the images from 5 online datasets as the input. In the second stage, the image pre-

processing technique is applied to such input images and video frames.  This part has two main 

stages: removing the unnecessary image parts and resizing of the images. First, a face detector is 

used to locate the position of the face in the images using the Viola-Jones algorithm [114], [115].  

The Viola-Jones algorithm was proposed in 2001 by Paul Viola and Michael Jones. It is used to 

detect the face with good accuracy and short time while the unnecessary image part like the 

background can be removed. The Viola–Jones object detection framework is the first object 

detection framework to provide the competitive object detection rates in real-time.  

Next, the appropriate face part is cropped from the images. Finally, the cropped face part is 

resized, which is decided by the input of the deep learning network.  At this stage, the brightness 

of the images can be adjusted if needed.  At the same time, if the video frames are grayscale, 
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given that the deep learning network requires RGB images, the image can be converted into RGB 

format by concatenating arrays [116].  

 

Figure 3-1 Flowchart of the proposed facial expression recognition algorithm 
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After the image pre-processing, facial expression analysis techniques are applied to the pre-

processed images in the third stage. These techniques use a combination of deep learning 

networks and traditional classifiers which will be introduced in detail in the next section. In the 

proposed facial expression recognition algorithm, I use the deep convolution neural network 

AlexNet to extract the deep features from the processed data. The work I present use a pre-trained 

AlexNet trained with more than a million images so that the network model can learn the rich 

feature representations[117]. The use of the pre-trained AlexNet has the advantages of both high 

good features extracted and short processing time. On the other hand, creating a deep convolution 

network from scratch need to be trained by a large dataset containing a huge amount of images, 

which is difficult and unnecessary.  

In this study, I aim to achieve a better performance by selecting the most appropriate layer to 

extract the features from the Fully Connected Layer 6 (FC6), Fully Connected Layer 7 (FC7) and 

Fully Connected Layer 8 (FC8) from the AlexNet. By doing the experiments, I compare the 

performances based on the features extracted from FC6, FC7 and FC8 respectively, which will 

be introduced in detail in the following section. Here, these deep features extracted by the 

AlexNet will work as the input of the traditional classifiers.  At the same time, I find that LDA 

can achieve the best recognition accuracy. 

3.3 Convolution Neural Networks and traditional classifiers 

3.3.1 Convolution Neural Networks 

CNN is a kind of deep learning networks which need less image pre-processing compared to 

other traditional image classification algorithms [118]. CNN is also a kind of artificial neural 

network which contains convolution operations. The major advantages of the convolution layer 

will be introduced in Chapter 3.3.1. Here, I should just point out that one of its most important 

advantages is that they do not need prior knowledge and hand-crafts when designing the features. 

CNNs have been applied in various domains, such as natural language processing and computer 

vision [118]. A typical CNN has an input layer, an output layer, and hidden layers (convolution 

layers, pooling layers, and fully connected layers). The major advantage of the hidden layers will 

be introduced in the following sections. 
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Compared to traditional classifiers, CNNs have more complex network structures, which are 

with large amounts of hidden layers, in order that CNN has more powerful features extraction 

and representation abilities [119]. For example, the AlexNet has 8 layers and GoogleNet has 22 

layers. Therefore, CNNs have good applications in the field of object classification, and many 

researchers use CNNs to solve object classification tasks. For instances, Hui et al. proposed an 

improved CNN combined with SVM to recognize faces [120]. They found that the algorithm 

which was combined with SVM may have better object classification ability when being trained 

with a limited number of samples than the original CNN algorithm. In addition, Oh et al. used 

two CNNs to do the scene classification tasks [121]. 

 

Figure 3-2 Structure of the AlexNet [80] [122] 

AlexNet, proposed by Alex Krizhevsky et al., is a kind of CNN [98]. The AlexNet mainly has 

eight layers which include five convolution layers and three fully connected layers. Figure 3-2 

shows the network structure of the AlexNet. The AlexNet is trained on a subset of the ImageNet 

dataset, which contains more than 1,000,000 images in 1000 object categories [80]. Normally, 

the images are working as the input and labels of images are working as the output. In my 

implementation, the code runs in Matlab which includes the deep learning part. In my research, 

the transfer learning techniques are used in AlexNet to reduce the training time [80]. Also, another 

advantage of using the transfer learning techniques is that a much smaller image dataset is needed 

in the training stage. 

In the following, some important layers are introduced in the AlexNet. The first layer is the 

input layer. There are also 5 convolution layers and 3 fully connected layers. The output of the 
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activation function forms the neurons of the current layer. As a result, it will form the feature 

map of the current convolution layer. The convolution layer is mainly used to extract important 

features in the image. The calculation can be described in the following function [123]–[125]: 

                    𝑋𝑗
𝑙 =  𝐹(∑ 𝑋𝑖

𝑙−1 ∗𝑖∈𝑀𝑗
𝑤𝑖𝑗

𝑙 + 𝑤𝑏)                                                  (3.1) 

Where, 𝑋𝑖
𝑙−1 represents the feature map of the 𝑖 - th output of the 𝑙 − 1- th layer,  𝑋𝑗

𝑙 represents 

the feature map of the 𝑗 - th output of the 𝑙- th layer, * represents the convolution operation, 𝑤𝑖𝑗
𝑙  

represents weight which is a scalar and 𝑤𝑏represents the bias which is a scalar. ReLU (Rectified 

Linear Units) layer is followed by each convolution layer. The ReLU layer is mainly used to 

increase the nonlinear properties of the network, and these ReLU layers for input x can be 

described by [123]–[125]: 

                               𝐹(𝑥) = 𝑚𝑎𝑥 (0, 𝑥)                                                                   (3.2) 

After each convolution layers, there are also max pooling layers. With the increasing of the 

number of convolution layers, the feature dimension increases quickly. The pooling layers are 

used to reduce the dimension and they are used for down-sampling. These process will not change 

the number of feature graphs, but they can reduce the number of parameters by removing the 

unnecessary information. The max pooling layers can be described by the following equation 

[123]–[125]: 

                            𝑋𝑗
𝑙 =  𝐹(𝑑𝑜𝑤𝑛(𝑋𝑗

𝑙−1) + 𝑤𝑏)                                                    (3.3) 

In which 𝑋𝑗
𝑙−1 represents the j feature map of the pooling layer l, and 𝑤𝑏 represents the offset 

term of the down-sampling layer.  

The fully connected layers FC6, FC7 and FC8 are regarded as convolution layers. The fully 

connected layer takes the results from the convolution process and uses them to classify the image 

into a label. The convolution kernel size and the input data size should be consistent with that of 

the convolution layers. The fully connected layers can be described by [123]–[125]: 

                             𝑋𝑗
𝑙 =  𝐹(∑ 𝑤𝑖𝑗

𝑙 𝑋𝑗
𝑙−1

𝑖 + 𝑤𝑏
𝑙 )                                                     (3.4) 

AlexNet is a CNN with a relatively simple structure which is easy to train in comparison with 

other CNNs, such as GoogleNet and VGG [126]. There are some features which result in the 

success of the AlexNet, such as the ReLU non-linearity layer and the dropout regularization 
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technique. The dropout technique is mainly used to deal with the overfitting problem, but it will 

increase the training time. In addition, transfer leaning is another useful technique when applying 

the AlexNet in practical techniques. By transfer learning, the pre-trained network parameters can 

be transferred from the large image datasets such as ImageNet to the target dataset. The good 

performance of transfer learning is due to the similarities between the ImageNet and the target 

dataset and also the importance of well-trained network parameters. Researchers such as 

Almisreb et al. have applied transfer learning to the AlexNet for a human ear recognition task  

[127]. They tested the algorithm using 250 images from 10 subjects and achieved a good 

performance. Some other researchers also used the AlexNet for some object recognition or 

classification problems. For example, Muhammad et al. used the AlexNet to recognize nine 

different types of fruits and to solve the relevant problems such as similar shapes, colours and 

textures among various fruits [128]. 

However, the original AlexNet still has some drawbacks. For example, a limited number of 

training samples will cause non-convergence which is a common problem in deep learning based 

approaches [126]. Also, the lack of appropriate supervision in the AlexNet causes the overfitting 

issue. The pre-trained AlexNet architecture only deals with the classification task for the final 

supervision term [126]. It is noticed that the aim of the AlexNet is to learn the layers of filters 

and the weights for the minimization of the classification error at the final output layer. However, 

this supervision limits the ability of the AlexNet to deal with the simultaneous and transparent 

classification error minimization. As a result, in practical problems, some researchers modified 

the original AlexNet structure to better solve problems. For instance, Han et al. proposed an 

improved AlexNet structure which was combined with spatial pyramid pooling and side 

supervision to solve the scene classification problems on remote sensing images [126]. In a 

related work, Xiao et al. proposed another improved AlexNet structure by decomposing large 

convolution kernels into two small convolution kernels  [129]. Some researchers also worked on 

using a combination of CNNs with traditional classifiers, but they didn’t research about using 

which layer from the CNN to extract the features. For example, Lopes et al. used a combination 

of GoogleNet, VggNet or ResNet with SVM for tuberculosis detection, and the last layer before 

classification was used to extract the features [130]. In a relevant work, McAllister et al. used a 

combination of GoogleNet or ResNet with different classifiers for food classification problems 

and the last pooling layers were selected to extract the features [117]. McAllister et al. and Lopes 
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et al. mainly used GoogleNet, ResNet and VggNet to extract the features. These CNNs may have 

good performance, but need long operation time and high device requirements which are detailed 

in Chapter 3.5.2. 

3.3.2 Traditional classifiers 

In my research, the proposed method mainly combines the AlexNet and some traditional 

classifiers including SVM, LDA and KNN. The deep features extracted from FC6, FC7 and FC8 

of the AlexNet work as the input for the traditional classifiers. The traditional classifiers have 

their own characteristics. For instance, the SVM can use kernels to transform many feature 

representations into a higher dimensional space in order to classify multiple classes [117]. As a 

result, the SVM has good applications in object classification and face detection. 

The LDA can find the optimal transformation to separate different classes better [131]. The 

applications for LDA include image retrieval and face recognition. Let 𝑊 represent an optimal 

set of discriminant projection vectors [132]. These discriminant projection vectors will map the 

original data space which is the features extracted from the AlexNet onto a lower dimensional 

feature space, by maximizing the fisher criterion J(W) and let the classification error in lower 

dimensional feature space be minimum. As a result, the LDA is used to train the features from 

FC6 in the AlexNet and the trained LDA is used to obtain the classification result for the features 

of the testing images. The LDA can be represented as a function of 𝑊: 

                                                              𝐽(𝑊) =  
|𝑊𝑇𝑆𝐵𝑊|

|𝑊𝑇𝑆𝑊𝑊|
   .                                           (3.5) 

In (3.5),  𝑆𝐵 and  𝑆𝑊 are scatter matrices, which can be described as: 

                                                  𝑆𝐵 = ∑ 𝑀𝑖
𝑁
𝑖=1 (𝑚𝑖 − 𝑚)(𝑚𝑖 − 𝑚)𝑇                                  (3.6) 

                                                              𝑆𝑊 = ∑ 𝑀𝑖
𝑁
𝑖=1  ,                                                     (3.7) 

Where  

                                                         𝑀𝑖 = ∑ (𝑥 − 𝜇𝑖)(𝑥 − 𝜇𝑖)
𝑇

𝑋 ∈ 𝑥𝑖
                                (3.8) 

Where X={x1,x2,…,xN} is a dataset of the given N-dimensional vectors and mi  is the 

mean of samples in the class i and m is the mean of all samples. 
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3.4 Experiments 

3.4.1 Introduction to the experiments 

In order to test the proposed facial expression recognition algorithm, I designed several 

experiments to test the performance of the algorithm. The first experiment is recognition accuracy. 

I will test the proposed algorithm against several other algorithms in the facial expression datasets. 

The recognition accuracy shows the overall performance of the proposed algorithm against other 

algorithms. 

Next, the second experiment is about recognition accuracy in each emotion type for each 

algorithm. In this experiment, the performance for each emotion type using each algorithm can 

be compared. I will analyse the advantages and drawbacks of each method. Then, in a practical 

situation, not only recognition accuracy but also operating time is important. In some situations, 

even real-time calculation speed is required. In spite of the good recognition accuracy, deep 

learning is time consuming compared to the traditional classifiers. The proposed method uses the 

AlexNet for feature extraction and it only requires a single pass through the data in order that 

some common problems in the deep learning algorithms are solved [133]. As a result, the 

proposed algorithm has a good performance in calculation speed compared to the other deep 

learning-based algorithms. There are also experiments conducted to compare the performance in 

calculation speed for each algorithm in this thesis. 

Finally, the third experiment is about the ratio of training images to testing images employed 

in assessments. As a result, I can find out the influence of the training image ratios for different 

algorithms on the selected dataset. In the experiment, I will test different training image ratios for 

different algorithms. 

In order to identify the approach with the best recognition accuracy, different methods were 

tested in the experiments. To this end, I tested the pre-trained deep CNN AlexNet with the initial 

learning rate 0.0003, minimum batch size 5, and maximum epochs 10 [80]. The test of the 

traditional classifiers included a multiclass model for SVM, LDA with linear Discriminant-Type, 

and KNN with Euclidean Distance and 1 NumNeighbors. I also tested the combination of the 

AlexNet with traditional classifiers [134]. As the layer selected to extract the features affects the 

recognition result, I conducted the experiments using different layers to extract the deep features. 
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The explored layers are the FC6, FC7, and FC8 of the AlexNet. I first tested the combination of 

the AlexNet and LDA using FC6, FC7 and FC8 to investigate which layer may have the best 

recognition accuracy. I subsequently discovered that FC6 demonstrated the highest recognition 

accuracy. I then used FC6 to extract the deep features and experimentally tested which classifier 

demonstrated the highest recognition accuracy among SVM, LDA and KNN. In summary, I 

tested the recognition accuracy of facial expressions using the following method: deep 

convolution neural networks AlexNet, traditional classifiers SVM, LDA and KNN and the 

combination of the AlexNet and traditional classifiers using FC8 and LDA, FC7 and LDA, FC6 

and LDA, FC6 and SVM, and FC6 and KNN, respectively. 

Table 3.1 Summary for 9 facial expression algorithms 

Order Algorithm Input Feature 

Extraction 

Classifier 

1 AlexNet Images AlexNet Softmax 

2 SVM Data Matrix None SVM 

3 LDA Data Matrix None LDA 

4 KNN Data Matrix None KNN 

5 AlexNet + FC8 + LDA 
Images AlexNet LDA 

6 AlexNet + FC7 + LDA 
Images AlexNet LDA 

7 AlexNet + FC6 + LDA 
Images AlexNet LDA 

8 AlexNet + FC6 + SVM 
Images AlexNet SVM 

9 AlexNet + FC6 + KNN 
Images AlexNet KNN 

 

All the 9 algorithms involved in the experiments are summarized in Table 3.1 above. The 9 

algorithms are listed in the first column. The second column shows the input of each method. All 

the algorithms which involve the AlexNet use the images in 227 × 227 resolution as input. All 

the traditional classifier including the LDA, SVM and KNN use the data matrix as input.  

In detail, the input images are converted into the grey scale images and the images are 

converted from images to a series of values of grey degree. Data matrix containing these values 
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are used as the input for the SVM, LDA and KNN. Then, the feature extraction method is shown 

in the third column. The classifiers for each algorithm are shown in the fourth column. The 

original AlexNet use softmax classifier and the other algorithms use the SVM, LDA or KNN as 

classifiers. 

Table 3.2 Summary for 8 facial expression datasets 

 

In order to compare the recognition accuracies of the nine methods, I conducted the 

experiments against different facial expression databases in this research. Specifically, for online 

datasets, I used JAFFE, KDEF, CK+, and FER2013 Datasets, which both include  the databases 

with limited images (such as the JAFFE, KDEF and CK+ databases) and the databases with ‘in 

the wild’ images (such as the FER2013 databases). In additional to the 5 online datasets, I also 

Dataset Number of 

different 

emotions 

Type of emotions Viewpoint Number of 

images in 

each emotion 

categories 

Source 

JAFFE 7 Lab-posed emotion Front view Even Online 

KDEF 7 Lab-posed emotion Front view Even Online 

CK 7 Lab-posed emotion Front view Uneven Online 

FER2013 7 Naturally 

expressed emotion 

Different 

viewpoint 

Uneven Online 

AffectNet 7 Naturally 

expressed emotion 

Different 

viewpoint 

Uneven Online 

Dataset of the 

author 

5 Lab-posed emotion Front view Even Myself 

Dataset of 

Chinese 

elderly people 

5 Naturally 

expressed emotion 

Front view Uneven Experiment for 

the proposed 

system 

Dataset of 

Chinese 

students 

5 Naturally 

expressed emotion 

Front view Uneven Experiment for 

the proposed 

system 
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tested the proposed algorithm in some other datasets including the dataset of the author and two 

other datasets which were used in the experiment for the proposed system to detect the cognitive 

impairment.  

Table 3.2 gives the introduction for all the datasets used in the experiment. The 8 datasets are 

listed in the first column. The second column shows how much types of emotions are contained 

in each dataset. All the online dataset contains all the seven basic facial expressions: happy, 

neutral, sad, surprise, angry, fear and disgust. However, in the experiment for the proposed 

system, participants almost don’t show emotions of fear and disgust. As the result, for the other 

three datasets, only 5 facial expressions are involved: happy, neutral, sad, surprise and angry. The 

third column shows two kinds of the method on how the emotions are expressed: the lab-posed 

emotion or the naturally expressed emotion (emotion in the wild). Every people has different 

ways to show the emotions. The emotions in the wild are expressed by people naturally. For 

example, the images of facial expression in the wild from the AffectNet dataset are collected 

from the Internet [113]. These images are collected using 1250 facial expressions-related 

keywords by using three major search engines. These facial expressions are in various 

viewpoints, various lighting situations, and different ways to show the emotions naturally, which 

increase the recognition difficulty of facial expression greatly. However, in the lab-posed 

emotions, all the people are trained to show the emotions in the same way.  

The fourth column shows the viewpoint of emotions contained in each dataset. The designed 

experiment for the cognitive impairment only involves a front view of emotions. On the other 

hand, the dataset with emotion in the wild contains all possible view points of the emotions which 

increase the difficulty of emotion recognition. The fifth column shows if the number of images 

in each emotion categories is even or uneven. In the experiment for cognitive impairment 

detection, participants may show neutral or happy emotion in most of the time, but they may 

show less other emotions such as angry, sad and surprise. As a result, the number of images in 

each emotion categories is uneven for the datasets obtained in the cognitive impairment detection 

experiments. The number of images in each emotion categories is also uneven for the datasets 

with emotion in the wild.  The number of images in each emotion categories is even for the 

datasets with lab posed emotions. Finally, the sixth column shows the source of the datasets: i.e., 

the datasets are from online, from the cognitive impairment detection experiment or from images 

of the author. 
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In the 8 datasets, it is noticed that the tested algorithms including the AlexNet, SVM, LDA, 

KNN and the combination of the AlexNet and traditional classifiers have the varied performance. 

There are many possible reasons which could affect the recognition accuracies including the 

variation in the light situation, background environment, viewpoint of the face and many other 

factors. Different methods may be good in different situations. Some of the possible reasons 

which will affect the recognition performance is analysed. First of all, some of the algorithms 

take a long time to train and test and the experiment is done for only one time. As a result, the 

experiment result may be influenced by some random factors, as the training datasets are selected 

randomly from each group every time. If 50% images are selected as the training dataset, every 

emotion group will select 50% images as the training dataset randomly. We assume there is a 

difference between happy emotions from elderly people and those from children. As the training 

samples are selected randomly every time, if the training dataset only contains happy emotions 

from elderly people, the facial expression recognition algorithm may have poor performance in 

recognizing the emotions of children. On the other hand, if the training dataset contains happy 

emotions from both elderly people and children, the facial expression recognition algorithm may 

have good performance in recognizing the emotions from both children and elderly people. In 

summary, if the training dataset contains various kinds of poses of emotions and the facial 

expression recognition algorithm can learn enough features of the emotions which are influenced 

by random selecting of the training dataset and the testing dataset, the algorithm will have a good 

performance.  

Secondly, some datasets contain lab-posed facial expressions. In these kinds of datasets, all 

the actors and actresses have the same way to show the same facial expressions. The algorithms 

can learn enough features when using a small number of images as the training dataset.  

In the experiment, there are also two average experiment data to show the recognition 

performance: overall accuracy for each method and average accuracy for each emotion. The 

overall accuracy for each method shows the recognition accuracy for a method to recognize the 

emotions for all the images. The overall accuracy R for each method is equal to the corrected 

recognized emotion images 𝑁𝐶  divided by the total number of the tested images 𝑁𝑇 which is 

shown in the equation (3.9). Also, the average accuracy for each emotion shows the average 

accuracy for all the method to recognize the certain type of emotion. It is equal to the sum of all 
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the recognition accuracy for all the methods for one emotion divided by the number of the 

recognition methods.                  

                                                               R =  
𝑁𝐶

𝑁𝑇
                                                                  (3.9) 

3.4.2 Experiment using the author’s facial expressions 

A Dataset of 400 images of author’s facial expressions 

In this dataset, I selected 400 front-view images of facial expressions of the author which were 

all processed using the images pre-processing techniques introduced above. The first dataset only 

has one subject. I use 5 different facial expressions in the dataset: angry, happy, neutral, surprise, 

sad. In order to train the facial expression algorithm, I use 70% of images from the dataset to 

work as the training dataset. Also, the rest of the images are used as the testing dataset. Table 3-

1 compares recognition accuracy for the facial expressions using the dataset of 400 images of 

authors’ facial expressions with each different method. The methods used for facial expressions 

recognition are shown in the first column, whilst the recognition accuracy for each method is 

shown in the second column respectively. 
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Table 3.3 Recognition accuracy achieved by each algorithm for the dataset of author’s facial expression 

Algorithm 
Recognition 

Accuracy (%) 

AlexNet 97.5 

LDA 91.5 

SVM 93.2 

KNN 94.9 

AlexNet + FC8 + LDA 99.2 

AlexNet + FC7 + LDA 100 

AlexNet + FC6 + LDA 100 

AlexNet + FC6 + SVM 97.5 

AlexNet + FC6 + KNN 97.5 

 

As the table shows, the proposed methods (AlexNet + FC7 + LDA and AlexNet + FC6 + LDA) 

both reach the highest recognition accuracy of 100%. As the dataset only contains facial 

expression from the author, the difficulty for recognition of the facial expression is relatively low. 

All the algorithms achieved good performances compared to the online facial expressions dataset 

which will be introduced in the following sections. 
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Table 3.4 Recognition accuracy of each emotion achieved by each algorithm for the dataset of author’s 

facial expression 

Method 

Angry 

(%) 

Happy 

(%) 

Neutral 

(%) 

Sad 

(%) 

Surprise 

(%) 

Overall 

Accuracy for 

Each 

Method (%) 

AlexNet 91.7 96.2 100.0 100.0 100.0 97.5 

LDA 91.7 92.3 89.5 92.6 90.9 91.5 

SVM 87.5 92.3 94.7 92.6 100.0 93.2 

KNN 91.7 88.5 100 100 95.5 94.9 

AlexNet + 

FC8 + LDA 
95.8 100 100 100 100 99.2 

AlexNet + 

FC7 + LDA 
100 100 100 100 100 100 

AlexNet + 

FC6 + LDA 
100 100 100 100 100 100 

AlexNet + 

FC6 + SVM 
91.7 96.2 100 100 100 97.5 

AlexNet + 

FC6 + KNN 
91.7 100 100 100 95.5 97.5 

Average 

Accuracy for 

Each Emotion 

93.5 96.2 98.2 98.4 98.0 96.8 

 

Furthermore, Table 3.4 also shows the recognition accuracy for each emotion when using each 

different method for the dataset of the author’s facial expressions, and the overall recognition 

accuracy is given. The methods used for facial expressions recognition are shown in the first 

column, whilst the recognition accuracy of each method for each facial expression is shown in 

the second to the sixth column respectively. Finally, the overall recognition accuracy of each 

algorithm is shown in the seventh column.  
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Table 3.5 Recognition accuracy using different training images ratio achieved by each algorithm for the 

dataset of author’s facial expression 

Method 30% 50% 70% 90% 

AlexNet 94.2 97.9 97.5 100.0 

LDA 79.7 87.1 91.5 94.8 

SVM 89.4 89.7 93.2 92.3 

KNN 87.6 92.3 94.9 94.8 

Proposed 

Algorithm 
97.8 98.4 100.0 100.0 

In order to find out the influences of the training image ratios for different algorithms on the 

selected dataset, I have done experiments using 4 options of training image ratios: 30%, 50%, 

70% and 90%. In each experiment, the rest of the images are working as the testing images. 

On that basis, I tested the author’s dataset on facial expressions. Table 3.5 shows the different 

ratios of the training images with the different algorithms for the dataset of the author’s facial 

expressions and the resulting recognition accuracy. The results also suggest that the proposed 

algorithm using AlexNet, FC6 and LDA has the best performance, regardless of the training 

images ratio examined. When I selected 70% of the images randomly from the database to act as 

the training images, and use the remaining images as the testing dataset, the recognition accuracy 

of the proposed algorithm can reach 100%.  

AlexNet has better facial expression recognition accuracy when the training images ratio is 

50% than that of 70%. Also, SVM and KNN have better facial expression recognition accuracy 

when the training images ratio is 70% than that of 90%. 

There are two major factors. One factor is that when more images are selected as the training 

image, the algorithm may learn better features of the emotion and get better performance. 

However, there is another factor which is detailed in Chapter 3.4.1 that the experiment result may 

be influenced by some random factors, as the training datasets are selected randomly from each 

group every time. If 50% images are selected as the training dataset, every emotion group will 

select 50% images as the training dataset randomly. If the training dataset contains various kinds 

of poses of emotions and the facial expression recognition algorithm can learn enough features 
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of the emotions which are influenced by random selecting of the training dataset and the testing 

dataset, the algorithm will have a good performance. 

3.4.3 Experiment using online datasets 

A JAFFE 

Table 3.6 Recognition accuracy achieved by each algorithm for JAFFE dataset 

Algorithm 
Recognition 

Accuracy (%) 

AlexNet 70.0 

LDA 60.0 

SVM 66.7 

KNN 51.7 

AlexNet + FC8 + LDA 70.0 

AlexNet + FC7 + LDA 85.0 

AlexNet + FC6 + LDA 90.0 

AlexNet + FC6 + SVM 78.3 

AlexNet + FC6 + KNN 75.0 

 

In this dataset, I selected 202 front-view images of facial expressions from the JAFFE dataset 

which were all processed using the images pre-processing techniques introduced above. 7 

different facial expressions are contained in the dataset: angry, fear, disgust, happy, neutral, 

surprise, and sad. 

In order to train the facial expression algorithms, I used 70% of images as the training dataset. 

Also, the other images were used as the testing dataset. Table 3.6 compares the recognition 

accuracy for the facial expressions using the JAFFE dataset with each different method. The 

methods used for facial expressions recognition are shown in the first column. The recognition 

accuracy for each method is also shown in the second column. 
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As the table shows, the proposed method reaches the highest recognition accuracy of 90.0%. 

As there are a limited number of images in the dataset, the AlexNet doesn’t show a good 

performance.  

Although the SVM has better performance in some datasets than the LDA, the AlexNet + FC6 

+ LDA still has a better performance than the AlexNet + FC6 + SVM. The major reason is that 

the features extracted from FC6 are fewer, shallower and lower-level features, with a higher 

spatial resolution and a larger total number of activations. The LDA has better performance in 

learning and classifying these features than the SVM. 
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Table 3.7 Recognition accuracy of each emotion achieved by each algorithm for JAFFE dataset 

Method 

Angry 

(%) 

Disgust 

(%) 

Fear 

(%) 

Happy 

(%) 

Neutral 

(%) 

Sad 

(%) 

Surprise 

(%) 

Overall 

Accuracy for 

Each 

Method (%) 

AlexNet 33.3 100.0 55.6 77.8 77.8 75.0 75.0 70.0 

LDA 44.4 37.5 44.4 66.7 66.7 100 62.5 60.0 

SVM 55.6 62.5 33.3 66.7 88.9 87.5 75.0 66.7 

KNN 22.2 75.0 22.2 44.4 88.9 50.0 62.5 51.7 

AlexNet + 

FC8 + LDA 
44.4 100.0 44.4 55.6 88.9 75.0 87.5 70.0 

AlexNet + 

FC7 + LDA 
66.7 100.0 66.7 88.9 100.0 87.5 87.5 85.0 

AlexNet + 

FC6 + LDA 
66.7 100.0 77.8 100.0 100.0 87.5 100.0 90.0 

AlexNet + 

FC6 + SVM 
44.4 100.0 33.3 88.9 100.0 100.0 87.5 78.3 

AlexNet + 

FC6 + KNN 
33.3 100.0 44.4 66.7 100.0 100.0 87.5 75.0 

Average 

Accuracy for 

Each Emotion 

45.7 86.1 46.9 72.9 90.1 84.7 80.6 71.9 

 

In addition, Table 3.7 shows the recognition accuracy for each emotion when using each 

different method for the JAFFE dataset. In addition, the overall recognition accuracy is given at 

the same time. The first column shows the methods used for facial expressions recognition, and 

the recognition accuracy of each method for each facial expressions is shown in the second to the 

eighth column. Finally, the overall recognition accuracy of each algorithm is shown in the ninth 

column.  
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Table 3.8 Recognition accuracy using different training images ratio achieved by each algorithm for 

JAFFE dataset 

Method 30% 50% 70% 90% 

AlexNet 51.4 55.5 70.0 76.1 

LDA 45.7 60.6 60.0 66.6 

SVM 37.3 62.6 66.7 80.9 

KNN 33.8 52.5 51.7 71.4 

Proposed 

Algorithm 
73.2 80.8 90.0 95.2 

 

Moreover, the experiments were done using 4 options of training image ratios: 30%, 50%, 

70%, and 90% for the JAFFE dataset. In each experiment, the remaining images were used as the 

testing images. 

Table 3.8 shows the different ratios of the training images using the different algorithms for 

the JAFFE dataset, and the resulting recognition accuracies are given as well. The result also 

suggests that the proposed algorithm using AlexNet, FC6 and LDA is demonstrated as the best 

performance in all training images ratio conditions. When I use 90% images randomly as the 

training images and the rest as the testing images, the recognition accuracy of the proposed 

algorithm reaches 95.24%. In addition, I find that even I choose 30% images as the training 

images, the proposed method shows a good performance, which indicates that the proposed 

method can learn the good feature of the images with small amount of training images. On the 

other hand, SVM and KNN show great improvement when increasing the training images ratio. 

The LDA and KNN have better facial expression recognition accuracy when the training 

images ratio is 50% than that of 70%. There are two major factors. One factor is that when more 

images are selected as the training images, the algorithm may learn better features of the emotion 

and get a better performance. However, there is another factor which is detailed in Chapter 3.4.1 

that the experiment result may be influenced by some random factors, as the training datasets are 

selected randomly from each group every time. If 50% images are selected as the training dataset, 

every emotion group will select 50% images as the training dataset randomly. If the training 
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dataset contains various kinds of poses of emotions and the facial expression recognition 

algorithm can learn enough features of the emotions which are influenced by random selecting 

of the training dataset and the testing dataset, the algorithm will have a good performance. 

B KDEF 

Table 3.9 Recognition accuracy achieved by each algorithm for KDEF dataset 

Algorithm 
Recognition 

Accuracy (%) 

AlexNet 85.4 

LDA 64.6 

SVM 66.7 

KNN 42.2 

AlexNet + FC8 + LDA 82.3 

AlexNet + FC7 + LDA 84.7 

AlexNet + FC6 + LDA 87.1 

AlexNet + FC6 + SVM 86.1 

AlexNet + FC6 + KNN 63.6 

 

In this dataset, 980 front-view images of facial expressions were chosen which were all 

processed using the images pre-processing techniques introduced above. As I mainly researched 

on the front view images, I removed all the side-view images from the dataset. 7 different facial 

expressions are used in the dataset: angry, happy, neutral, surprise, sad, fear, and disgust. In order 

to train the facial expression algorithm, 70% of images were used from the dataset to work as the 

training dataset. Also, the rest were used as the testing dataset. Table 3.9 compares the recognition 

accuracy for the facial expressions using the KDEF dataset with that for each different method. 

The methods used for facial expressions recognition are shown in the first column. The 

recognition accuracy for each method is shown in the second column. 
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As the table shows, the proposed method (AlexNet + FC6 + LDA) reaches the highest 

recognition accuracy of 87.1%. AlexNet achieves a good performance with a recognition 

accuracy of 85.4%.  

The AlexNet + FC6 + SVM has a better performance in KDEF dataset than JAFFE dataset. It 

is influenced by several reasons. KDEF dataset uses 980 images of facial expressions than JAFFE 

dataset which only uses 202 images. As a result, the AlexNet + FC6 + SVM can better find the 

features in the images of facial expressions. Also, more images will reduce the problems of the 

random selection of the training dataset. 
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Table 3.10 Recognition accuracy of each emotion achieved by each algorithm for KDEF dataset 

Method 

Angry 

(%) 

Disgust 

(%) 

Fear 

(%) 

Happy 

(%) 

Neutral 

(%) 

Sad 

(%) 

Surprise 

(%) 

Overall 

Accuracy for 

Each 

Method (%) 

AlexNet 83.3 97.6 76.2 92.9 90.5 73.8 83.3 85.4 

LDA 57.1 78.6 42.9 85.7 61.9 54.8 71.4 64.6 

SVM 59.5 66.7 61.9 85.7 73.8 54.8 64.3 66.7 

KNN 33.3 40.5 31.0 45.2 47.6 40.5 57.1 42.2 

AlexNet + 

FC8 + LDA 
85.7 78.6 73.8 92.9 90.5 73.8 81.0 82.3 

AlexNet + 

FC7 + LDA 
90.5 78.6 66.7 92.9 95.2 85.7 83.3 84.7 

AlexNet + 

FC6 + LDA 
85.7 90.5 71.4 97.6 95.2 83.3 85.7 87.1 

AlexNet + 

FC6 + SVM 
88.1 81.0 73.8 95.2 95.2 83.3 85.7 86.1 

AlexNet + 

FC6 + KNN 
54.8 61.9 47.6 83.3 71.4 54.8 71.4 63.6 

Average 

Accuracy for 

Each Emotion 

70.9 74.9 60.6 85.7 80.1 67.2 75.9 73.6 

 

Furthermore, Table 3.10 also shows the recognition accuracy for each emotion and the overall 

recognition accuracy obtained when using each different method for the KDEF dataset. The 

methods used for facial expressions recognition are shown in the first column. Furthermore, the 

second to the eighth column show the recognition accuracy of each method for each facial 

expression. Finally, the overall recognition accuracy of each algorithm is shown in the ninth 

column.  
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Table 3.11 Recognition accuracy using different training images ratio achieved by each algorithm for 

KDEF dataset 

Method 30% 50% 70% 90% 

AlexNet 74.0 75.1 85.4 84.6 

LDA 56.5 61.8 64.6 61.2 

SVM 56.7 64.0 66.7 69.3 

KNN 30.0 35.9 42.2 36.7 

Proposed 

Algorithm 
79.1 82.2 87.1 85.7 

 

I have done the experiments using 4 options of training image ratios: 30%, 50%, 70% and 90% 

for the KDEF dataset. In each experiment, the rest of the images were used as the testing images. 

Table 3.11 shows the different ratios of the training images with the different algorithms for 

the KDEF dataset, and the resulting recognition accuracy of each algorithm is given as well. The 

results also suggest that the proposed algorithm using AlexNet, FC6 and LDA has the best 

performance in all the training images ratio conditions. When 70% of the images were selected 

randomly as the training images and the rest were used as the testing images, the recognition 

accuracy of the proposed algorithm reached to 87.1%. In addition, I found that even I chose 30% 

images as the training images, the proposed method still showed a good performance with a 

recognition accuracy of 79.1, which indicates that the proposed method can learn the good feature 

of the images with a small number of training images. In general, I found that there was a small 

improvement in this dataset when increasing the training images ratio. The major reason is that 

KDEF is a lab-posed facial expression dataset and all the actors and actresses have the same way 

to show the same facial expressions. The algorithms can learn enough features when using a small 

number of images as the training dataset. 

Some algorithms have better facial expression recognition accuracy when the training images 

ratio is 70% than that of 90%. The major reason is detailed in Chapter 3.4.1 that the experiment 

result may be influenced by some random factors, as the training datasets were selected randomly 

from each group every time.  
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C CK 

Table 3.12 Recognition accuracy achieved by each algorithm for CK dataset 

Algorithm 
Recognition 

Accuracy (%) 

AlexNet 80.6 

LDA 84.0 

SVM 83.0 

KNN 57.3 

AlexNet + FC8 + LDA 84.5 

AlexNet + FC7 + LDA 88.8 

AlexNet + FC6 + LDA 94.2 

AlexNet + FC6 + SVM 91.3 

AlexNet + FC6 + KNN 64.1 

 

In the CK+ dataset, there are 593 video sequences of facial expressions from 123 models [110], 

[111]. These 593 video sequences consisted of about 10000 images of facial expressions. As there 

are many similar images, I have selected about 689 images of facial expressions after removing 

similar images. These images have been processed by the image pre-processing techniques. 

I used 7 different facial expressions in the dataset: angry, happy, neutral, surprise, sad, disgust, 

and fear. In order to train the facial expression algorithm, I used 70% of images from the dataset 

to work as the training dataset. Also, the rest of the images were used as the testing dataset. Table 

3.12 compares the recognition accuracy for the facial expressions using the CK dataset with each 

different method. The methods used for facial expressions recognition are shown in the first 

column, whilst the recognition accuracy for each method is shown in the second column. 

As the table shows, the proposed method (AlexNet + FC6 + LDA) reaches the highest 

recognition accuracy of 94.2%. It is noticed that the SVM and LDA have similar recognition 

accuracy. The recognition accuracy is quite high in this dataset. The major reason is that the 

dataset involves the images from continuous video frames of actors. There are some similar 

images in this dataset which reduce the recognition difficulty. The difference between the testing 
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datasets and training datasets are quite small compared to other datasets. Also, there are some 

other reasons such as a random selection of the training dataset. As a result, the SVM and LDA 

show a similar performance in this dataset. 

Table 3.13 Recognition accuracy of each emotion achieved by each algorithm for CK dataset 

Method 

Angry 

(%) 

Disgust 

(%) 

Fear 

(%) 

Happy 

(%) 

Neutral 

(%) 

Sad 

(%) 

Surprise 

(%) 

Overall 

Accuracy for 

Each 

Method (%) 

AlexNet 56.5 91.4 45.5 100 54.8 83.3 100 80.6 

LDA 56.5 85.7 81.8 94.7 83.3 83.3 88.9 84.0 

SVM 47.8 82.9 63.6 94.7 92.9 66.7 91.1 83.0 

KNN 43.5 57.1 54.5 60.5 59.5 66.7 57.8 57.3 

AlexNet + 

FC8 + LDA 
43.5 91.4 72.7 94.7 95.2 66.7 88.9 84.5 

AlexNet + 

FC7 + LDA 
56.5 88.6 90.9 97.4 97.6 75.0 93.3 88.8 

AlexNet + 

FC6 + LDA 
73.9 100 100 97.4 97.6 83.3 95.6 94.2 

AlexNet + 

FC6 + SVM 
69.6 94.3 100 97.4 92.9 83.3 93.3 91.3 

AlexNet + 

FC6 + KNN 
47.8 60.0 63.6 63.2 64.3 66.7 75.6 64.1 

Average 

Accuracy for 

Each Emotion 

55.1 83.5 74.7 88.9 82.0 75.0 87.2 80.9 

 

Table 3.13 also shows the recognition accuracy for each emotion and the overall recognition 

accuracy obtained when using each different method for the CK dataset. The methods used for 

facial expressions recognition are shown in the first column, whilst the recognition accuracy of 
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each method for each facial expression is shown in the second to the eighth column. Finally, the 

overall recognition accuracy of each algorithm is shown in the ninth column.  

It is found that although the AlexNet + FC6 + SVM has a better overall performance than the 

AlexNet + FC7 + LDA, its performance in neutral emotion is lower than that of the AlexNet + 

FC7 + LDA. The results may come from several reasons. The earlier layers like FC6 layer extract 

fewer, shallower and lower-level features, with a higher spatial resolution and a larger total 

number of activations. The AlexNet is pre-trained with 1 million natural images from ImageNet 

to extract features. Features extracted from FC7 and FC8 are more in line with the classification 

attributes of the training set of natural images of large amounts of object categories but less in 

accordance with the dataset of facial expressions. As a result, the algorithm which extracts the 

features from FC6 has a better performance. On the other hand, the LDA has a better performance 

in training and classifying the features extracted by the AlexNet than the SVM.  

Table 3.14 Recognition accuracy using different training images ratio achieved by each algorithm for 

CK dataset 

Method 30% 50% 70% 90% 

AlexNet 77.4 88.6 80.6 94.2 

LDA 65.0 83.1 84.0 92.8 

SVM 69.3 83.1 83.0 91.4 

KNN 30.8 53.4 57.3 87.1 

Proposed 

Algorithm 
84.0 91.2 94.2 97.1 

Moreover, I have done the experiments using 4 options of training image ratios: 30%, 50%, 

70%, and 90% for the CK dataset. In each experiment, the rest of the images were chosen as the 

testing images. 

Table 3.14 shows the different ratios of the training images with the different algorithms for 

the CK dataset and the resulting recognition accuracy. The result also suggests that the proposed 

algorithm using the AlexNet, FC6 and LDA has the best performance in all the training images 

ratio conditions. When I used the 90% images randomly as the training images and the rest as the 

testing images, the recognition accuracy of the proposed algorithm reached 97.1%. In addition, I 
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found that even I chose 30% images as the training images, the proposed method showed a good 

performance, which indicates that the proposed method can learn the features of the images well 

with only small amount of training images.  

The AlexNet and SVM had a better facial expression recognition accuracy when the training 

images ratio was 50% than that of 70%. The major reason is detailed in Chapter 3.4.1 that the 

experiment result may be influenced by some random factors, as the training datasets were 

selected randomly from each group every time.  

D AffectNet 

Table 3.15 Recognition accuracy achieved by each algorithm for AffectNet dataset 

Algorithm 
Recognition 

Accuracy (%) 

AlexNet 59.7 

LDA 39.9 

SVM 39.9 

KNN 32.0 

AlexNet + FC8 + LDA 52.3 

AlexNet + FC7 + LDA 56.9 

AlexNet + FC6 + LDA 60.7 

AlexNet + FC6 + SVM 54.9 

AlexNet + FC6 + KNN 39.4 

 

Unlike JAFFE, KDEF and CK datasets, AffectNet is an online dataset which involves 1 

million images of facial expression in the wild, which are collected from the Internet [113]. These 

images are selected using 1250 facial expressions-related keywords by using three major search 

engines. As this dataset doesn’t mainly use actor performed emotions, the facial expressions are 

in various viewpoints, various lighting situations, and different ways to show the emotions, which 

increases the difficulty of recognition of facial expression greatly. 



63 
 

 In this dataset, I selected 16,884 images with seven emotion labels: neutral, surprise, happy, 

sad, fear, disgust, and angry. There were images with other labels, such as contemptuous, none, 

uncertain and no-face which I did not use. I did not apply the image pre-processing techniques in 

this dataset, as these images are in a different viewpoint, lighting situations and the pre-processing 

techniques did not work well in this dataset. I used 70% of the images from the dataset to work 

as the training dataset. Also, the rest of the images were used as the testing dataset. Table 3.15 

compares the recognition accuracy for the facial expressions using the AffectNet dataset with 

each different method. The first column shows the method used for facial expressions recognition, 

whilst the second column shows the recognition accuracy for each method. As the table shows, 

the proposed method (AlexNet + FC6 + LDA) reaches the highest recognition accuracy of 60.7%. 

As there are images of facial expressions in the wild, the recognition accuracy for the facial 

expressions is relatively low. By manually checking, compared with other datasets, the AffectNet 

dataset is the most difficult dataset for facial expression recognition among the 8 datasets and 

some images are also uncertain to recognize the emotion for people. 

AlexNet achieved a good performance in this dataset. When being trained with a large number 

of datasets, many of the best algorithms are deep learning based algorithms. The Deep learning 

based algorithms need to be trained in datasets with a large number of images to determine a 

large number of weights [93]. I selected 16000 images in the dataset which has enough images 

to train the AlexNet. As a result, it has a good performance. The proposed algorithm is a better 

option as the involved cognitive impairment detection experiment may don’t have a large amount 

of experiment data in the beginning and in terms of short operating time. In addition, although 9 

algorithms were tested using 8 datasets by several experiments, in regarding with very long 

experiment time, the whole AffectNet dataset isn’t tested. 
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Table 3.16 Recognition accuracy of each emotion achieved by each algorithm for AffectNet dataset 

Method 

Angry 

(%) 

Disgust 

(%) 

Fear 

(%) 

Happy 

(%) 

Neutral 

(%) 

Sad 

(%) 

Surprise 

(%) 

Overall 

Accuracy for 

Each 

Method (%) 

AlexNet 30.3 24.2 21.0 82.1 64.5 29.5 40.2 59.7 

LDA 20.8 5.9 8.9 62.1 37.9 15.6 15.9 39.9 

SVM 25.7 10.2 9.8 61.4 33.7 21.0 18.1 39.9 

KNN 16.2 6.5 14.7 45.8 34.4 20.0 7.4 32.0 

AlexNet + 

FC8 + LDA 
24.6 7.0 23.7 79.8 52.2 18.0 22.9 52.3 

AlexNet + 

FC7 + LDA 
33.9 9.7 26.8 79.9 59.8 26.9 32.0 56.9 

AlexNet + 

FC6 + LDA 
37.0 14.0 29.0 83.2 63.9 33.7 35.1 60.7 

AlexNet + 

FC6 + SVM 
37.2 16.1 26.8 79.0 49.5 30.7 31.2 54.9 

AlexNet + 

FC6 + KNN 
22.6 9.7 17.4 61.0 32.4 22.0 16.7 39.4 

Average 

Accuracy for 

Each Emotion 

27.6 11.5 19.8 70.5 47.6 24.2 24.4 48.4 

 

Furthermore, Table 3.16 also shows the recognition accuracy for each emotion when using 

each different method for the AffectNet dataset, and the overall recognition accuracy for each 

method is obtained. The methods used for facial expressions recognition are shown in the first 

column. Also, the recognition accuracy of each method for each facial expression is shown in the 

second to the eighth column. Finally, the overall recognition accuracy of each algorithm is shown 

in the ninth column.  
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E FER2013 

 

Table 3.17 Recognition accuracy achieved by each algorithm for FER2013 dataset 

Algorithm 
Recognition 

Accuracy (%) 

AlexNet 55.9 

LDA 30.8 

SVM 28.6 

KNN 37.3 

AlexNet + FC8 + LDA 50.2 

AlexNet + FC7 + LDA 53.8 

AlexNet + FC6 + LDA 56.2 

AlexNet + FC6 + SVM 51.4 

AlexNet + FC6 + KNN 49.2 

 

Like the AffectNet dataset, FER2013 is another online dataset of facial expressions in the wild 

[112]. This dataset consists of 29,999 grayscale images of faces with image resolution 48 × 48 

pixels. In the current experiment, 29,999 images were selected. Image pre-processing techniques 

were not applied to this dataset, as the original 48 × 48 pixel grayscale images were already quite 

small. 

I used 7 different facial expressions in the dataset: angry, happy, neutral, surprise, sad, disgust, 

and fear. In order to train the facial expression algorithm, 70% of images were used from the 

dataset to work as the training dataset. Also, the rest of the images were used as the testing dataset. 

Table 3.17 compares the Recognition Accuracy for the facial expressions using the FER2013 

dataset with each different method. The methods used for facial expressions recognition are 

shown in the first column, whilst the recognition accuracy for each method is shown in the second 

column. It is noticed that the KNN has a better performance in this dataset than the performance 

of KNN in other datasets. The major reason is that this dataset involves 48 × 48 pixel grayscale 

images. These images are small and only contain black and white colour. The LDA and SVM did 
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not show better performance in the extraction and classification features in these small images. 

As a result, both the KNN and AlexNet + FC6 + KNN have better performance in this dataset 

compared to the other datasets. 

As the table shows, the proposed method (AlexNet + FC6 + LDA) reaches the highest 

recognition accuracy of 56.2%. Due to the increase of the difficulty on the recognition of facial 

expression in various conditions, the recognition accuracy for the facial expressions is relatively 

low.  

Table 3.18 Recognition accuracy of each emotion achieved by each algorithm for FER2013 dataset 

Method 

Angry 

(%) 

Disgust 

(%) 

Fear 

(%) 

Happy 

(%) 

Neutral 

(%) 

Sad 

(%) 

Surprise 

(%) 

Overall 

Accuracy for 

Each 

Method (%) 

AlexNet 35.5 40.1 47.1 85.6 59.7 41.5 57.4 55.9 

LDA 18.7 14.6 18.4 47.6 28.9 21.1 43.9 30.8 

SVM 14.8 29.2 15.6 41.0 30.9 22.0 40.5 28.6 

KNN 31.5 42.3 33.7 39.1 40.1 28.3 53.4 37.3 

AlexNet + 

FC8 + LDA 
37.1 23.4 25.7 70.5 51.9 43.8 63.2 50.2 

AlexNet + 

FC7 + LDA 
41.9 22.6 27.4 74 54.7 48.8 67.7 53.8 

AlexNet + 

FC6 + LDA 
44.9 32.1 29.1 76.6 57.2 50.8 68.7 56.2 

AlexNet + 

FC6 + SVM 
41.3 49.6 36.4 71.7 44.2 38.5 69.0 51.4 

AlexNet + 

FC6 + KNN 
41.8 52.6 44.6 60.5 42.1 38.6 65.7 49.2 

Average 

Accuracy for 

Each Emotion 

34.2 34.1 30.9 63.0 45.5 37.0 58.8 45.9 
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Furthermore, Table 3.18 also shows the recognition accuracy for each emotion and the overall 

recognition accuracy obtained when using each different method for the FER2013 dataset. The 

methods used for facial expressions recognition are shown in the first column, whilst the 

recognition accuracy of each method for each facial expression is shown in the second to the 

eighth column. Finally, the overall recognition accuracy of each algorithm is shown in the ninth 

column.  

The KNN has a better performance in this dataset than the LDA. The AlexNet + FC6 + LDA 

still had a better performance than the AlexNet + FC6 + KNN. The major reason is that the 

features extracted from FC6 are fewer, shallower and lower-level features, with a higher spatial 

resolution and a larger total number of activations. The SVM and LDA had better performance 

in learning and classifying these features than the KNN.  

F Dataset of Chinese elderly people 

Table 3.19 Recognition accuracy achieved by each algorithm for the dataset of Chinese elderly people 

Algorithm 
Recognition 

Accuracy (%) 

AlexNet 96.4 

LDA 95.2 

SVM 94.6 

KNN 95.2 

AlexNet + FC8 + LDA 97.0 

AlexNet + FC7 + LDA 97.0 

AlexNet + FC6 + LDA 97.0 

AlexNet + FC6 + SVM 96.4 

AlexNet + FC6 + KNN 96.4 

 

With the help of the Shanghai Mental Health Centre, I obtained a dataset of the facial 

expressions of the elderly people with cognitive impairment to test the algorithm. The ground 

truth of the facial expressions is labelled by myself. In this dataset, there are 561 images of facial 
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expressions. I have removed some similar images, and these images have been processed by 

image pre-processing techniques. As there are no images of fear and disgust, I used 5 different 

facial expressions in the dataset: angry, happy, neutral, surprise, and sad. There are 70% of 

images from the dataset which were used to work as the training dataset. Also, the rest of the 

images were used as the testing dataset. Table 3.19 compares the recognition accuracy for the 

facial expressions using this dataset with each different method. The methods used for facial 

expressions recognition are shown in the first column. The recognition accuracy for each method 

is shown in the second column. As the table shows, the proposed method (AlexNet + FC6 + LDA) 

reaches the highest recognition accuracy of 97.0%. As there are the images of facial expressions 

from only three people, the difficulty of recognition for the facial expressions is relatively low. 

As a result, most of the algorithms have good performances. 
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Table 3.20 Recognition accuracy of each emotion achieved by each algorithm for dataset of Chinese 

elderly people 

Method 

Angry 

(%) 

Happy 

(%) 

Neutral 

(%) 

Sad 

(%) 

Surprise 

(%) 

Overall 

Accuracy for 

Each 

Method (%) 

AlexNet 50.0 94.1 100.0 94.1 0.0 96.4 

LDA 50.0 100.0 99.1 88.2 0.0 95.2 

SVM 50.0 100.0 98.2 88.2 0.0 94.6 

KNN 50.0 100.0 98.2 91.2 0.0 95.2 

AlexNet + 

FC8 + LDA 
50.0 100.0 100.0 94.1 0.0 97.0 

AlexNet + 

FC7 + LDA 
50.0 100.0 100.0 94.1 0.0 97.0 

AlexNet + 

FC6 + LDA 
50.0 100.0 100.0 94.1 0.0 97.0 

AlexNet + 

FC6 + SVM 
50.0 94.1 100.0 94.1 0.0 96.4 

AlexNet + 

FC6 + KNN 
50.0 100.0 99.1 94.1 0.0 96.4 

Average 

Accuracy for 

Each Emotion 

50.0 98.7 99.4 92.5 0.0 96.1 

 

Table 3.20 also shows the recognition accuracy for each emotion. The overall recognition 

accuracy for each method is obtained when using different methods for the dataset of Chinese 

elderly people. The methods used for facial expressions recognition are shown in the first column. 

The recognition accuracy of each method for each facial expression is shown in the second to the 

sixth column. Finally, the overall recognition accuracy of each algorithm is shown in the seventh 

column.  The recognition accuracy for surprise emotion is 0% and the recognition accuracy for 

angry emotion is 50% in average. The major reason is that there are only 3 images of surprise 
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emotion and 13 images of angry emotion, which lead to the low recognition accuracy. Also, as 

the emotions are expressed by the elderly people naturally, there is a small difference between 

angry, surprise and neutral emotion. 

All the algorithms have recognition accuracy between 94.6% and 97%. The recognition 

accuracy is quite high and there is little difference between the performances in each method. For 

example, the KNN has the same recognition accuracy as the LDA. The major reason is that the 

dataset involves the images from the continuous video frames of elderly people. These elderly 

people don’t show much difference when expressing the same emotion. As 70% images are used 

as the training dataset in each emotion category randomly, the difference between the testing 

datasets and training datasets are quite small compared to other datasets. As a result, all the 

algorithms show a similar performance in this dataset. 

  

Table 3.21 Recognition accuracy using different training images ratio achieved by each algorithm for 

the dataset of Chinese elderly people 

Method 30% 50% 70% 90% 

AlexNet 95.9 98.2 96.4 96.3 

LDA 89.5 96.7 95.2 96.3 

SVM 92.6 96.0 94.6 98.1 

KNN 93.3 97.4 95.2 98.1 

Proposed 

Algorithm 
96.1 98.2 97.0 100.0 

Moreover, the experiments were done using 4 options of training image ratios: 30%, 50%, 

70%, and 90% for the algorithm for the dataset of Chinese elderly people. In the experiment, the 

remaining images were used as the testing images. 

Table 3.21 shows the different ratios of the training images with the different algorithms for 

the dataset of Chinese elderly people, and gives the resulting recognition accuracy. It is mainly 

because the recognition accuracy is affected by a random selection of the training datasets, 

especially when the dataset only has 561 images. The result also suggests that the proposed 

algorithm using the AlexNet, FC6 and LDA has the best performance in all the training images 

ratio conditions. When I used 90% images randomly as the training images and the rest as the 
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testing images, the recognition accuracy of the proposed algorithm reached 100.0%. In addition, 

I found that all the algorithms had good performances when I chose 30% images as the training 

images. 

The AlexNet has the best facial expression recognition accuracy when the training images 

ratio is 50%. The major reason is detailed in Chapter 3.4.1 that the experiment result may be 

influenced by some random factors, as the training datasets were selected randomly from each 

group every time.  

G Dataset of Chinese students 

Table 3.22  Recognition accuracy achieved by each algorithm for the dataset of Chinese students 

Algorithm 
Recognition 

Accuracy (%) 

AlexNet 70.8 

LDA 64.6 

SVM 70.8 

KNN 70.8 

AlexNet + FC8 + LDA 64.6 

AlexNet + FC7 + LDA 70.8 

AlexNet + FC6 + LDA 75.0 

AlexNet + FC6 + SVM 75.0 

AlexNet + FC6 + KNN 72.9 

 

Also, I obtained a dataset of the Chinese students to test the algorithm from the Shanghai 

Mental Health Centre. In this dataset, there are 165 images of facial expressions. I have removed 

some similar images, and these images have been processed by the image pre-processing 

techniques. I used 5 different facial expressions in the dataset: angry, happy, neutral, surprise, 

and sad. In order to train the facial expression algorithm, 70% of images from the dataset are used 

to work as the training dataset. Also, the rest of the images are used as the testing dataset. Table 

3.22 compares recognition accuracy for the facial expressions using this dataset with each 
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different method. The methods used for facial expressions recognition are shown in the first 

column, whilst the recognition accuracy for each method is shown in the second column. As the 

table shows, the proposed method (AlexNet + FC6 + LDA) reaches the highest recognition 

accuracy of 75.0%.  

Table 3.23 Recognition accuracy of each emotion achieved by each algorithm for the dataset of Chinese 

students 

Method 

Angry 

(%) 

Happy 

(%) 

Neutral 

(%) 

Sad 

(%) 

Surprise 

(%) 

Overall 

Accuracy for 

Each 

Method (%) 

AlexNet 100.0 83.3 25.0 100.0 70.0 70.8 

LDA 25.0 66.7 66.7 50.0 90.0 64.6 

SVM 75.0 66.7 50.0 80.0 90.0 70.8 

KNN 100.0 66.7 33.3 80.0 100.0 70.8 

AlexNet + 

FC8 + LDA 
100.0 58.3 41.7 70.0 80.0 64.6 

AlexNet + 

FC7 + LDA 
75.0 91.7 33.3 70.0 90.0 70.8 

AlexNet + 

FC6 + LDA 
75.0 66.7 66.7 70.0 100.0 75.0 

AlexNet + 

FC6 + SVM 
75.0 66.7 58.3 80.0 100.0 75.0 

AlexNet + 

FC6 + KNN 
100.0 75.0 33.3 80.0 100.0 72.9 

Average 

Accuracy for 

Each Emotion 

80.6 71.3 45.4 75.6 91.1 70.6 

 

Table 3.23 also shows the recognition accuracy for each emotion and the overall recognition 

accuracy obtained when using each different method for the dataset of the Chinese students. The 

methods used for facial expressions recognition are shown in the first column, whilst the 
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recognition accuracy of each method for each facial expression is shown in the second to the 

sixth column. Finally, the overall recognition accuracy of each algorithm is shown in the seventh 

column.  

Compared to the other datasets, all the algorithms have the recognition accuracy of about 70%. 

The accuracy is not high and there are small differences between different algorithms. There are 

several reasons. The first reason is that the dataset involves the images from continuous video 

frames of Chinese students. They don’t show much difference when expressing the same emotion. 

Also, the difference between the testing datasets and training datasets are quite small compared 

to other datasets, which result in a small difference in recognition accuracy between different 

algorithms. On the other hand, this dataset contains only 165 images and some emotions are 

difficult to recognize which result in low performance. Some representative images are given in 

Appendix A. 

Table 3.24 Recognition accuracy using different training images ratio achieved by each algorithm for 

the dataset of Chinese students 

Method 30% 50% 70% 90% 

AlexNet 49.1 72.8 70.8 73.3 

LDA 45.6 61.7 64.6 66.6 

SVM 51.7 64.2 70.8 73.3 

KNN 46.5 61.7 70.8 66.6 

Proposed 

Algorithm 
50.0 71.6 75.0 86.6 

Moreover, I have done the experiments using 4 options of training image ratios: 30%, 50%, 

70%, and 90% for the dataset of Chinese students. In each experiment, the rest of the images 

worked as the testing images. 

Table 3.24 shows the different ratios of the training images with the different algorithms and 

the resulting recognition accuracy. The result also suggests that the proposed algorithm using 

AlexNet, FC6 and LDA has the best performance in average. When I used 90% images randomly 

as the training images and the rest as the testing images, the recognition accuracy of the proposed 
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algorithm can reach 86.6%. In addition, for some algorithms like LDA, there is not a large 

improvement in recognition accuracy when increasing the training images ratio. 

The AlexNet had better facial expression recognition accuracy when the training images ratio 

was 50% than that of 70%. The major reason is detailed in Chapter 3.4.1 that the experiment 

result may be influenced by some random factors, as the training datasets were selected randomly 

from each group every time.  
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3.5 Experiments summary 

3.5.1 Discussion for image pre-processing performance 

Table 3.25 Recognition accuracy using different algorithms for processed and unprocessed images for 

the CK dataset 

Method 

Recognition 

Accuracy for 

Processed Data 

for CK dataset 

Recognition 

Accuracy for 

Unprocessed 

Data for CK 

dataset 

Recognition 

Accuracy for 

Processed Data 

for JAFFE 

dataset 

Recognition 

Accuracy for 

Unprocessed 

Data for 

JAFFE dataset 

AlexNet 80.6 84.0 70.0 70.3 

LDA 84.0 62.6 60.0 79.6 

SVM 83.0 68.0 66.7 81.2 

KNN 57.3 58.7 51.7 75.0 

AlexNet + 

FC8 + LDA 
84.5 86.4 70.0 78.1 

AlexNet + 

FC7 + LDA 
88.8 90.7 85.0 81.2 

AlexNet + 

FC6 + LDA 
94.2 91.2 90.0 84.3 

AlexNet + 

FC6 + SVM 
91.3 86.4 78.3 79.6 

AlexNet + 

FC6 + KNN 
64.1 62.6 75.0 82.8 

 

In the experiment, the first phase of the proposed method involved the image pre-processing, 

which included the aspects such as the identification of the facial region in the image, and some 

additional essential pre-processing steps. To test the efficiency of this phase I also conducted 

experiments to compare the recognition accuracy using each different method, for both the 

processed and unprocessed images from the CK+ and JAFFE dataset. The results of which are 
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shown in Table 3.25. The first column in the table shows the methods used for facial expressions 

recognition, with the second and third columns showing the recognition accuracy for each method 

for both the processed and unprocessed images, respectively for the CK+ dataset. Also, the fourth 

and fifth are for the processed and unprocessed images, respectively for the JAFFE dataset.  

One important part of the image pre-processing is about cropping the face area in the images. 

As a result, the emotion recognition algorithm will focus on the faces, not the hair or other 

environment.  Some algorithms may use some features like hair or environment to recognize the 

emotions in the unprocessed images, which is one factor that will influence the experiment result. 

Additionally, I observed that the image pre-processing phase affects the recognition performance 

of the traditional classifier, but the combination of AlexNet and the traditional classifiers seems 

less dependent on the information such as hair and environment. There are some other factors 

which may affect the experiment results, and some of them are also introduced in Chapter 3.4.1 

such as a random selection of the training dataset.  

3.5.2 Discussion for emotion recognition performance 

In the experiments presented here, I mainly tested the facial expression recognition 

performances of 9 methods, including deep convolution neural network AlexNet, the traditional 

classifiers, and the combination of the AlexNet and traditional classifiers against five datasets. 

Overall performance of each method can be seen in Table 3.26, which shows the recognition 

accuracy for each method for each dataset employed in the testing. The first column in the table 

shows the methods used for facial expressions recognition, while the second column to the sixth 

columns shows the recognition accuracy of each method for JAFFE, KDEF, CK+, FER2013 and 

AffectNet respectively. 

The experiments demonstrate that in a small dataset like the JAFFE and CK+ datasets, the 

deep convolution neural network AlexNet and some traditional classifiers like SVM and LDA 

have similar facial expression recognition accuracies. However, by combining the AlexNet with 

traditional classifiers, the recognition accuracy increases, especially when I extract the deep 

features from FC6. Additionally, I have observed that using LDA to classify the deep features 

results in better performance. When the number of the images in the test dataset increased, such 
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as in the case of the KDEF dataset (which contains about 1000 images), the AlexNet has a better 

recognition accuracy relative to its performance based on a small image database. 

Table 3.26 Overall recognition accuracy for each algorithm for 5 online datasets 

Method JAFFE KDEF CK AffectNet Fer2013 

AlexNet 70.0 85.4 80.6 59.7 55.9 

LDA 60.0 64.6 84.0 39.9 30.8 

SVM 66.7 66.7 83.0 39.9 28.6 

KNN 51.7 42.2 57.3 32.0 37.3 

AlexNet + FC8 + LDA 70.0 82.3 84.5 52.3 50.2 

AlexNet + FC7 + LDA 85.0 84.7 88.8 56.9 53.8 

AlexNet + FC6 + LDA 90.0 87.1 94.2 60.7 56.2 

AlexNet + FC6 + SVM 78.3 86.1 91.3 54.9 51.4 

AlexNet + FC6 + KNN 75.0 63.6 64.1 39.4 49.2 

Average Accuracy for 

Each Emotion 
70.0 85.4 80.6 59.7 55.9 

 

On the other hand, I observed that the classifying facial expressions with traditional 

classifiers do not show good overall performances. As a result, in the KDEF dataset, the 

recognition accuracies of the methods based on the combination of the AlexNet and traditional 

classifiers are demonstrated slightly better performances than that of the AlexNet. In addition, 

the overall recognition accuracies for the FER2013 and AffectNet databases are lower than that 

of the JAFFE, KDEF and CK+ databases. The major reason is because of the more challenging 

facial expressions sourced from the Internet contained in the FER2013 and AffectNet databases, 

which have huge variance within a given class of emotions in the environments with the different 

image sizes and the different lighting situations. These facial expressions are more natural and 

diverse resulting in the stimuli which are more difficult to recognize than the lab-based, controlled 

and actor-generated facial expressions. Although the recognition performance for the AffectNet 

is worse than the performances in JAFFE, KDEF and CK+ databases, the proposed algorithm has 
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a relatively good performance for the AffectNet database compared to the other state-of-the-art 

facial expression recognition algorithms [135], [136].  

Table 3.27 Comparison with recognition accuracy from other published papers 

Method JAFFE(%) KDEF(%) 

CK(%) FER2013 

(%) 

AffectNet 

(%) 

DeepPCA[137]  83.0    

AAM+SVM[138]  74.6    

Feature+SVM[139]  82.4    

C+CNN[76] 53.6  96.7   

HF[140] 87.1     

LDN + PCA[141] 84.2  82.1   

DWT[142] 91.3     

CNN[143]    61.8  

Deep CNN[144]     52.0 

Proposed Method 

(AlexNet + FC6 + LDA)  
90.0 87.1 94.2 60.7 56.2 

 

In general, the method which extracts the deep features using FC6 from the AlexNet, and 

classifies with the LDA showed the best overall performances in the 5 online databases tested 

among these 9 methods with a facial expression recognition accuracy of 90.0% on the JAFFE 

database, and with 87.1% on the KDEF database, which shown in Table 3.27 with a relatively 

good performance compared to other facial expression recognition algorithms tested on the same 

databases. It is found that the C+CNN[76] have the better performances than the proposed 

algorithm in CK dataset, but have a very low recognition accuracy in JAFFE dataset which is 

only 53.6%. The author in that paper stated that the major reason was that their method C+CNN 

didn’t have a good performance in a small database, as there were the images from 100 subjects 

from CK dataset and images from only 10 subjects from JAFFE dataset. It is also noticed that 

each research work has their own experiment settings. The experiment setting is detailed in 

Chapter 3.4.1 and 3.4.2 that 70% of the images were selected from each emotion category 

randomly. In some datasets, some images were removed because of different reasons such as 
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wrong labels which are detailed in each dataset in Chapter 3.4.2. and Appendix A. The difference 

in experiment setting and dataset selection may cause a difference in the experiment result. For 

example, Lopes et al. [76] only selected 6  rather than 7 emotions in CK dataset and they chose 

2100 images to remove the repeated images, which are different from the experiment setting in 

the thesis. Li et al. used 280,000 images for the training dataset and 3,500 images for the testing 

dataset in AffectNet dataset [135]. 

In addition, the performance is reported relating to the emotional recognition of each kind 

of facial expression category. Confusion matrices(i), (ii), (iii), (iv), and (v) in Figure 3-3 show 

the data relating to the AlexNet + FC6 LDA for Datasets of JAFFE, KDEF, CK+, FER2013, and 

AffectNet,  respectively. The experiment settings are the same as Table 3.7, 3.10, 3.13, 3.16 and 

3.19 that 70% of the images are chosen as the training datasets randomly and the remaining 

images are as the testing datasets, and the detailed introduction for the datasets are stated in 

Appendix A. Also, as this confusion matrix also contains the recognition accuracy for each 

method for different emotion categories, it can be considered as a summary for Table 3.7, 3.10, 

3.13, 3.16 and 3.19. Herein, it is observed that the emotional category ‘happy’ appears to be the 

easiest emotion to be recognized. At the same time, I noticed that in the datasets using the images 

from the Internet, such as the FER2013 and AffectNet datasets, the number of images for each 

emotion category is uneven. The predominant emotion type contained within these two datasets 

is happy images, which consequently reduces the difficulty of recognition of this emotion. 

However, in the case of the databases containing a balanced range of emotions, each emotion 

categories have a similar recognition accuracy. 

Furthermore, I noticed that the recognition accuracies for sad emotion are relatively lower 

than other emotions in KDEF, AffectNet and FER2013 datasets. Sad emotion is relatively hard 

to recognize for the following two reasons. The difficulty of recognition of the sad emotion is 

mainly from the quantity of the training dataset. It is noticed that in most of the datasets, there 

are fewer images of sad emotions than others, which increases the recognition difficulty. For 

example, in the CK dataset, there are 689 images of 7 facial expressions, and only 40 images are 

for the sad emotion. Another reason is that there is a relatively small difference between sad 

emotion and neutral emotion, and sad emotion may be recognized as neutral emotion in the 

system.  



80 
 

 

Figure 3-3 The Confusion Matrix using the proposed method for datasets of JAFF, KDEF, CK+, 

FER2013 and AffectNet are shown in (i), (ii), (iii), (iv) and (v) 

Moreover, I have compared the performance relating to emotion recognition of each kind of 

facial expression category for the other datasets. Confusion matrices (i), (ii), (iii) in Figure 3-4 

show data relating to AlexNet + FC6 + LDA for datasets of the author, Chinese elderly people, 

and Chinese students. 70% of the images are chosen as the training datasets randomly and the 

remaining images are as the testing datasets. These datasets are more relevant to the research 

subject as the online datasets online involve western young people. In general, I find that the 

facial expression recognition performance for the author is very high because of only one person 

there, which reduces the difficulty of recognition of facial expression. It should be noted that one 

factor that contributed to the high accuracy rate is because the training images and the testing 

images are selected from the images with the same lighting condition and viewpoint. In addition, 

there is only one participant and one viewpoint. Also, the reason for the high recognition accuracy 

of facial expression for the Chinese elderly people is similar. On the other hand, only 165 images 

may cause insufficient training images for the dataset of the Chinese young students which would 
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result in the bad performance. Then, the bad recognition accuracy of the surprise emotion in the 

elderly people is also from the lack of training images.  

 

Figure 3-4 The Confusion Matrix using the proposed method for datasets of the author, Chinese elderly 

people and Chinese students are shown in (i), (ii) and (iii) 

 

However, there remain some practical issues to be considered. First, the differences in the 

facial expressions of happy and neutral, neutral and sad, sad and angry are small. In addition, as 

stated previously, it is noticed that in the JAFFE dataset, some facial expressions appear to be 

labelled wrongly which are removed prior. In the experiment, 202 images of facial expressions 
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are used from the JAFFE, while the original JAFFE dataset has about 213 images. Finally, some 

practical problems are remained to be addressed for the proposed facial expression recognition 

system, including enhancing stability with regard to how the system crops the head area in the 

images. 

In addition, from the respective of clinical practice, in order to use the system for the elderly 

people to detect mental health issues like cognitive impairment, the framework needs to be trained 

with large amounts of natural facial expressions from the elderly people to achieve better 

performance. The reason is that the facial expression recognition performance is influenced by 

the similarity between the training datasets and testing datasets. 

In order to further estimate the efficiency of the proposed method, I compared the proposed 

method (AlexNet + FC6 + LDA) with some state-of-the-art deep CNNs including AlexNet, 

VGG16, GoogleNet, and ResNet. I estimated the efficiency mainly with regard to the operating 

time of training the network and recognizing the facial expressions, and to the recognition 

accuracy of the facial expression categories. The CK dataset used in this estimation. Table 3.28 

shows both the recognition accuracy and the operating time for each method with the CK Datasets. 

I observe that the proposed method has high recognition accuracy compared to the other deep 

learning algorithms, although the recognition accuracy of the proposed method is slightly lower 

than that of ResNet. However, this should be considered in light of the clear reduction in the 

operating time of the proposed method demonstrated to be around 100 times shorter than that of 

ResNet.  

Table 3.28 Comparison recognition accuracy and operating time using different algorithms 

Method 
Recognition 

Accuracy 

Operating 

Time (s) 

Proposed method 94.2 12.5 

VGG16 
Out of 

Memory 
/ 

GoogleNet 84.5 534.8 

ResNet 99.6 1142.9 

AlexNet 80.6 166.5 
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The proposed method is faster than AlexNet. The reason is that the proposed method uses the 

FC6 from AlexNet for feature extraction and some parts like FC7, FC8 and Softmax classifier in 

the original AlexNet are not used. Also, it only requires a single pass through the data in order 

that some common problems in the deep learning algorithms are solved [133]. 

In addition, it is important to note that the deep learning algorithms have high device 

requirements relating to GPU resources and local dynamic random-access memory requirements.  

Indeed in the current assessment, VGG16 failed to produce a recognition result in CK+ datasets 

as there was not enough memory to complete the task. In general, the proposed method can be 

proved to have a relatively good recognition accuracy, much shorter operating time, and low 

device requirements compared to the state-of-the-art deep learning algorithms. 
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Chapter 4 Machine vision-based system for 

early detection of mild cognitive impairment 

4.1 Introduction 

In previous Chapters, I have introduced that there are large amounts of people who suffer from 

cognitive impairment. In addition, significant money and workload are needed to take care of 

these patients. As a result, it is of great importance to develop cognitive impairment detection 

system with high accuracy and low cost, which can help more elderly people even in low income 

community detecting their cognitive impairment, especially in the early stage. 

Although there are many developed methods and systems to detect the cognition impairment, 

they have their own problems and drawbacks. In brief, the cognitive tests which are widely used 

in the clinics have the problem of diagnosing the mild cognitive impairment. Most of the 

cognitive tests only have a good performance in a certain type of cognitive impairment. Hereinto, 

the typical one is the neuroimaging techniques which have weakness of high expenses, and it is 

often used in the cases of serious cognitive problems. On the contrary, machine vision-based 

techniques have the potential to develop low-cost cognitive impairment detection system. 

However, current machine vision-based cognitive impairment detection systems don’t show a 

satisfying performance. 

In this situation, I present a novel system in this chapter that has the potential to be applied to 

the detection and monitoring of cognitive impairment, such as MCI and dementia, through the 

analysis of people’s facial expressions using machine vision techniques. For the purpose of 

saving cost, the presented system is constructed to understand and analyse the users’ emotions 

automatically. The system focuses on monitoring the evolution of facial expressions over a period 

of time. In Chapter 3, I have introduced the facial expression recognition algorithm which uses 

FC6 from AlexNet to extract the deep features and uses the standard LDA to recognize facial 

expressions, which is only part of the whole system.  

In this chapter, I would like to introduce the entire cognitive impairment detection system 

which is constructed by three major parts. The first part is the developed system to arouse the 
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emotion and record the facial expressions. The second part is the proposed algorithm to recognize 

the facial expressions. The final part is to detect the MCI through the pattern of the evolution of 

facial expressions. The specific of these three parts will be introduced in detail in the next sections. 

Compared to some relevant works, the proposed method using the evolution of expressions to 

detect the cognitive impairment when the users are watching videos has much novelty. Relevant 

research work can be divided into three types. The first type is about research on facial 

expressions for cognitively impaired people, but these kinds of research don’t propose systems 

to detect the cognitive impairment. For example, Henry’s research group from the University of 

Queensland found behavioural amplification of the expressed emotions are affected for the 

cognitively impaired people [9]. The second type of research is about using computer vision 

techniques for cognitive impairment detection, but they mainly researched on body motion, eye 

movement and brain images and not used facial expression. For example, Dr Ashraf from 

University of Manitoba researched about using handwashing movement to detect the cognitive 

impairment [47]. The third type is more relevant. In this type, I only found one researcher. 

Tanaka’s research group from Kyoto Sangyo University proposed a system to detect the cognitive 

impairment by the faces when the users are answering questions [59]. Different from my research, 

they focused on facial landmarks and face pose to detect the cognitive impairment, not the 

evolution of expressions when watching emotional videos. 

This chapter is organized as follows. Section 1 provides a general overview and introduction 

of the whole chapter. Section 2 mainly introduces the three major parts in the proposed system. 

Finally, a discussion and summary part will be presented in Section 3. 

4.2 Overview for the proposed machine vision-based system 

In order for the early detection of the MCI with a high accuracy and low cost, I proposed the 

machine vision-based MCI detection system. In the system, there are three major parts: the 

developed system to arouse the emotion and record the facial expressions, the proposed algorithm 

to recognize the facial expressions and the part which detects the MCI based on the pattern of the 

evolution of facial expressions. A block diagram of the overall system is shown in Figure 4-1. In 

the prototype system, a notebook computer is needed in the experiment. The visual stimuli are 



86 
 

shown on the computer while the webcam from the computer is recording the facial expressions 

for the participants. 

 

 

 

Figure 4-1 Block diagram of the overall system 

 

In the following, the major steps of the overall procedure will be introduced about how to use 

the system to detect MCI. In the practical experiment, there are several extra steps for participant 

recruitment, and the participant consent which will be introduced in Chapter 5. The major steps 

are listed as below: 
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1. Instructions to the participants will be carried out.  

2.    Participants will be asked to undertake the Montreal Cognitive Assessment (MoCA).  

3. Presentation of a set of brief video clips and images, which are designed to engender 

feelings of surprise, sadness, happiness, anger, or to provoke no emotional reaction (e.g. neutral 

stimuli). 

4. After the presentation, participants will be prompted to answer ten specific questions. 

5. During the presentation, I aim to capture the facial expressions of the participant by the 

webcam of the computer, as they view the stimuli. 

6. Images captured by the webcam will be processed through the algorithms offline 

following the data collection period. The proposed facial expression recognition system will be 

used to recognize the facial expressions, and the evolution of facial expressions will be plotted. 

7.    The obtained figures of the evolution of facial expressions will be compared with that of 

the facial expressions of cognitively impaired people and cognitively healthy people by three 

kinds of distances and through other methods. 

8. The results of assessments for the cognitive states of the participants will be obtained. 

4.2.1 The developed interface to arouse the emotion and record the facial expressions 

The first important part in the machine vision-based MCI detection system is the graphical 

user interface, which is mainly used to show the images and videos to the participants and to 

arouse the emotion of the participants. Meanwhile, this interface will record the facial expressions 

and responses of the participants. In the following paragraphs, the procedure of using this 

interface, the implementation elements of the system, and the introduction of the data collection 

functions will be introduced separately. As the experiment was carried out in Shanghai, much 

help was received from doctors and researchers in Shanghai. The interface in this part is designed 

and finished by Peng Xu and Yang Zhou, their work and help are acknowledged.  

A Overview of the emotion arousing interface 

Due to many functions in the interface, and in order to ensure the high performance and 

efficiency of the software, only one function can be realized at each time.  
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Figure 4-2 Flowchart of the emotion arousing interface 

 

As Figure 4-2 shows, there are many modules in this interface. First of all, the participant 

number input module collects the data of the participant numbers by the keyboard of the computer. 

As the elderly people with cognitive impairment may have difficulties to use this interface, a 

technical staff is needed to operate the software for them. Secondly, the image and video stimuli 

showing module shows the images and videos to arouse the participants’ facial expressions 

naturally. Meanwhile, the facial expressions recording module records the responses and facial 

expressions of the participants by the webcam on the computer.  

Thirdly, the cognitive questions showing module shows 14 fixed questions to the participants. 

The cognitive answers input module collects the answers of the cognitive questions by the mouse 

of the computer. There are 4 options for each cognitive question. Meanwhile, the facial 

expressions recording module records the facial expressions of the participants by the webcam 

on the computer. 

Finally, the result of answering the cognitive question is shown on the screen. The participants 

with lower scores may have a higher possibility of suffering from cognitive impairment.  
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B Emotion stimuli in the interface 

The interface mainly aims to show the videos to the participants, and to record their facial 

expressions and responses in the test. As the experiment mainly used the facial expressions to 

detect the cognitive impairment when watching the stimuli, these stimuli need to be selected 

carefully which will be discussed below. There is a process to select the image and video stimuli. 

First of all, some potential images and videos are selected from the Internet. Next, experiments 

have been done to choose the best stimuli which may arouse the emotion better when watching 

them with help from students in Shanghai. Finally, these selected visual stimuli are also reviewed 

by the doctors in Mental Health Centre to ensure that they are appropriate. Also, there are 3 types 

of emotion stimuli: image stimuli, video stimuli and cognitive questions stimuli. A sample of the 

interface is shown in Figure 4-3. 

 

 

Figure 4-3 Introduction of the graphical user interface 

C Image stimuli 

In order to better arouse participants’ emotion, the images are shown along with the sound 

effect. For instance, a funny image is shown along with the sound of laughter which may arouse 

the happy emotion of the participants. The images are classified into seven types. Images of 
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different types are grouped into the different folders on the laptop. In each folder, there are 10 

images of the same type. The sound effects are classified into different folders too. Each time, 

two images from each type are shown. As there are 7 types, they are 14 images in total. In addition, 

the duration of showing the images can be set in the interface.  

In addition, there are two different modes to show the images: the fixed mode and the random 

mode. For the fixed mode, 14 fixed images will be shown to the participants each time. As many 

participants are viewing the same images, the typical pattern of the evolution of emotions can be 

found. In the random mode, 14 images that are selected from a total of 70 images randomly will 

be shown to the participants. As the images stimuli may lose the effect to arouse the emotion 

after they are viewed several times, different images needed to be viewed in each time for the 

same participants. As a result, the participants can take several rounds of experiments to see 

different images. 

D Video stimuli 

For video stimuli, there are 7 different types of video stimuli to arouse different emotions. In 

each type of video stimuli folder, there are 5 videos. In each time, two video stimuli from each 

type will be shown to the participants. The duration of showing the video can be set in the 

interface, or the whole length of the video will be shown to participants. As the image stimuli, 

there are also two modes of showing the video, namely: random mode and fixed mode. 

E Cognitive questions 

Finally, there are 14 cognitive questions stimuli in total. These cognitive questions are used to 

detect the cognitive impairment by facial expressions and responses and they are also used to test 

the participants’ abilities of memory and face recognition. In order to select the appropriate 

questions, I communicated with doctors from Mental Health Centre and these questions are 

selected and suggested by the doctors by their experiences and expertise in taking care of the 

cognitively impaired people. 

The questions can be divided into two types: questions about the recognition of facial 

expressions and questions about testing the memory. In each question, 20 seconds are allowed to 

answer the question, and the system will be switched to the next question after 20 seconds. After 
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the participants finishing all the questions, the participants can click the submit button to submit 

their answers, and the score will be shown to the participants in the final. 

For example, Figure 4-4 shows a sample about a cognitive question on the recognition of facial 

expressions. The participants are required to select the correct option in 20 seconds, or the system 

will switch to the next question automatically. In this example, only 4 relevant emotions are 

selected as the options. In all questions, 7 emotions are involved in total: happy, neutral, angry, 

sad, fear, surprise and disgust. 

 

Figure 4-4 Sample question about recognition of emotions [145] 

F Data collection 

In this section, the data collected by the system will be discussed. In total, the collected data 

can be classified into three types: the participant number, the facial expressions of the participants 

and the answers for the cognitive test submitted by participants. 

The first type of data is the participant numbers. This information is needed to label the 

emotion pattern. As the participants are mainly elderly people who may endure cognitive 

impairment, one technical staff is needed to help the elderly people entering their participant 

numbers. The second type of data is the score of the 14 cognitive questions, which is labelled 

with the participant number. All these data will be saved in the text format. Currently, the 

cognitive questions are designed and the mark is determined following the suggestions from the 
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doctors in the Mental Health Centre in Shanghai. The cognitive questions only provide feedback 

for the participants, but they are not used in cognitive impairment detection. 

Finally, the most important data is the facial expressions and responses of the participants. 

This data will also be classified into 2 types. They are the facial expressions of the participants 

when watching the image stimuli and video stimuli and when answering the cognitive questions. 

 

Figure 4-5 Sample facial expressions of the participant collected by the interface 

For the first type of data, it is the data of the facial expressions and responses of the participants 

when they are viewing the image stimuli and video stimuli. In the experiment, when the 

participants start the software, the interface will show the images and videos to arouse the 

emotion of the participants. In the meanwhile, the webcam of the laptop will start recording the 

facial expressions of the participants.  

The second type of the data is the facial expression of the participants doing the cognitive 

questions. I noticed that when participants are viewing images of other people’s facial expression 

or doing cognitive questions, they may also have facial expressions. These responses and facial 

expressions may be helpful when finding cognitive related emotion pattern. As the first type of 

data, the webcam will start recording the facial expressions and responses of the participant when 

the first cognitive question is started. And it will end when the last cognitive questions are 

finished.  

Also, in this stage, the images collected by the interface haven’t been applied with the image 

pre-processing techniques yet. The emotion arousing interface only records the emotions and it 

doesn’t contain the function of cropping faces. The function about auto-crop images is combined 

with the emotion recognition systems in the later stage. 
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4.2.2 Using the proposed algorithm to plot the evolution of emotions 

In the experiment, when the participants are watching the prepared video stimuli, their facial 

expressions are recorded by the emotion arousing system. The emotion patterns when the 

participants are watching the videos are mainly used to detect the cognitive impairment. 

In order to use the emotion pattern to detect the cognitive impairment, the training dataset, 

which works as the standard patterns, is needed. The training dataset consists of two participants 

group: participants with mild cognitive impairment and healthy participants. Also, a MoCA score 

between 20 and 24 is considered as mild cognitive impairment. A MoCA score between 25 and 

30 will be considered as healthy participants. The MoCA score is currently working as the ground 

truth for group division for both training dataset and testing dataset and the doctors’ diagnosis 

results will also be used as the evidence for group division in the future work. Then, the learned 

emotion patterns from the training dataset are used to detect the cognitive impairment for the data 

in the testing dataset. 

A video of participant’s facial expressions is made up of multiple image frames. Assume there 

is n frames in a video of facial expressions. Assume that in each time interval 𝑡𝑛, one frame of 

facial expressions is recorded. For each time interval 𝑡𝑛, there is a period of video stimuli which 

can be represented by 𝑋𝑛. The time interval and video stimuli in a video can be represented by 

the following sets: 

                                                     𝑡 = {𝑡1, 𝑡2, 𝑡3, … , 𝑡𝑛}                                                           (4.1)  

                                                  𝑋 = {𝑋1, 𝑋2, 𝑋3, … , 𝑋𝑛}                                                         (4.2) 

Also, each frame of the facial expressions of the participants in a video can be represented by 

the following set: 

                                                    𝑌 = {𝑌1, 𝑌2, 𝑌3, … , 𝑌𝑛}                                                            (4.3) 

Assume a participant may express 6 kinds of emotions: happy, sad, neutral, surprise, angry 

and other. Assume a participant has one or several kinds of emotion at any time interval 𝑡𝑛 when 

watching the visual stimuli. In each time interval, the emotion state of a participant 𝑌𝑛, can be 

represented by a matrix about the percentages for 6 kinds of emotions:   
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                                                             𝑌𝑛 =

(

 
 
 

𝑌1𝑛

𝑌2𝑛

𝑌3𝑛

𝑌4𝑛

𝑌5𝑛

𝑌6𝑛)

 
 
 

                                                                (4.4) 

Let the total possibility of Emotion be 1 at any time 𝑡𝑛. The sum of these possibilities of 

emotion is 1 which can be represented by: 

                                                                Y𝑛 = ∑ 𝑌𝑖𝑛 =6
𝑖=1 1                                                      (4.5) 

As a result, the evolution of six emotions in a period of time of a participant can be represented 

by a matrix Y: 

                                                     Y =

[
 
 
 
 
 
𝑌11

𝑌21

𝑌31

𝑌41

𝑌51

𝑌61

𝑌12

𝑌22

𝑌32

𝑌42

𝑌52

𝑌62

… 𝑌1𝑛

… 𝑌2𝑛

… 𝑌3𝑛

… 𝑌4𝑛

… 𝑌5𝑛

… 𝑌6𝑛]
 
 
 
 
 

                                                    (4.6) 

 

Figure 4-6 Plot of the evolutions of facial expressions 

Figure 4-6 compares the evolutions of happy emotions between cognitively impaired 

participants and cognitively healthy participants. This figure only shows the evolution of happy 

emotions and the other 5 emotions are shown in different figures. In this figure, the blue line 
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represents the evolution of emotions for the cognitively impaired participants and the red line 

represents the evolution of emotions for the cognitively healthy participants. 

Also, what is the evolution of emotions and how Figure 4-6 is produced will be introduced in 

the following paragraph. The evolution of emotions shows the change of emotions of a person 

during a period of time. As I mainly use the typical cognitive impairment related facial expression 

patterns to predict the cognitive impairment, I should not only focus on the facial expressions in 

a specific time, but also the evolution of the emotions in a period of time. A method needs to be 

used to analyse the evolution of facial expressions in a period of time. In order to better show the 

evolution of the facial expressions of participants, the evolution of facial expressions is presented 

in a line chart.  

As Figure 4-6 shows, the x-axis in the figure represents the frame number 𝐹 of the video of 

the participants captured by the webcam.  The y-axis represents the occurrence of the emotion 

predicted by the proposed facial expression algorithm. As each line represents the evolution of 

emotions for a group of participants, the occurrence of happy emotion at each frame number 

stands for the percentage of people who show a happy emotion at each frame number. For 

example, in Figure 4-6, around the 225th frame, the occurrence of a happy emotion of red line 

reaches its peak which means the most of the cognitively healthy people showed the happy 

emotion. As shown in Figure 4-6, it clearly shows the different evolutions of happy emotions 

between the cognitively impaired people and cognitively healthy people. 

The plot of the evolution of emotions in Figure 4-6 is a line chart that reflects the mental state 

of the patient/ user over a period of time. As shown in Figure 4-6, around the 225th frame, the 

occurrence of happy emotion of red line reaches its peak which means the most of the cognitively 

healthy people showed a happy emotion. However, at the same time, the most of the cognitively 

impaired elderly people don’t show a happy emotion. In addition, this figure illustrates when the 

user is said to become happy, the duration of the emotion, and how quickly it reaches a maximum. 

By the data analysis, the plot shows the relative percentage of time for each emotion over the 

period. As a result, it can be shown clearly that the plot has the potential capacity to identify the 

emotional state of the user. 

The video of facial expressions of the participants is captured by the webcam on the laptop. 

As shown in Figure 4-5, it is a sample of continuous image frames from the video of a 
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participant’s evolution of facial expression when he is using the prototype of the system. These 

video frames are recorded by the emotion arousing interface and in this stage, the video frames 

haven’t been applied by the image pre-processing techniques.  

In the next step, these video frames of facial expressions will be recognized using the proposed 

facial expression recognition algorithm. After the recognition of facial expression for these 

images, each video frame of facial expressions will be converted into a group of values including 

the occurrence of the emotion for the six emotions. As a result, after recognizing the facial 

expressions for every video frames in the video, if I use the occurrence for the happy emotion for 

each image, I can plot the evolution of the happy emotion in the period of time for the video. By 

the same way, I plot the evolution of the other five facial expressions. However, to show the 

difference clear, one emotion will be compared at a time. 

In order to compare the difference of the evolution of the emotions between the cognitively 

impaired people and the healthy people better which are represented by two lines in the figure, 

the distance equations are used to compare these two lines, and it will be introduced in the next 

section.  

4.2.3 Using three distance equations to compare the difference 

In this section, in order to compare the plots of the evolution of emotions with the standard 

emotion pattern, I use the distance metrics to better compare the evolution of emotions which are 

introduced in detail as follows. The equations listed in Table 4.1 will be explained in detail in the 

following. The plots for the evolution of the emotion from the cognitively impaired people and 

the healthy people are mainly used to find the difference of emotion changes when watching the 

videos in order to detect the cognitive impairment. In Chapter 5.4, these equations are used to 

calculate the difference values in the evolution of emotions between cognitively impaired people 

and cognitively healthy people.  

The Euclidean distance is normally known as the straight line distance between two points in 

Euclidean space which is proposed by the Greek mathematician Euclid [146].  

The Euclidean distance can be described as: 

                                            d(p, q) =  √(𝑞1 − 𝑝1)
2 + (𝑞2 − 𝑝2)

2                                                (4.7) 
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Where p and q are two points in the Euclidean plane and p = (p1, p2) and q = (q1, q2). 

For the problem of detecting the cognitive impairment using the plot of the evolution of facial 

expressions, the Euclidean Distance is used to compare the difference. I can calculate the average 

Euclidean distance for the corresponding points between the two lines. In this case, this Euclidean 

distance shows the average difference in one type of emotion between two people. As a result, 

the Euclidean distance at a specific point represents the difference in the emotion response at a 

certain time, and the average Euclidean Distance shows the general difference in the emotion 

response. However, the Euclidean distance cannot show how quickly a certain type of emotion 

is developed and what the evolution pattern of the emotion is.  

Table 4.1 General introduction for the three distance metrics 

Type of 

distance 

Who and when it is 

proposed? 
Mathematics Formula Advantage  

Euclidean 

distance 

Euclidean distance 

was proposed by  

Greek 

mathematician Euclid 

d(p, q)

=  √(𝑞1 − 𝑝1)
2 + (𝑞2 − 𝑝2)

2 

Basic straight line distance between 

two points in Euclidean space 

Hausdorff 

distance 

Felix Hausdorff 

proposed the 

Hausdorff distance 

In 1914 

   𝑑𝐻(𝑋, 𝑌) =

𝑚𝑎𝑥{𝑠𝑢𝑝𝑥∈𝑋𝑖𝑛𝑓𝑦∈𝑌𝑑(𝑥, 𝑦),

𝑠𝑢𝑝𝑦∈𝑌𝑖𝑛𝑓𝑥∈𝑋𝑑(𝑥, 𝑦)}     

It measures how far two subsets of 

a metric space are from each 

other.  It is the greatest of all the 

distances from a point in one set to 

the closest point in the other set. 

Fréchet 

distance 

Maurice René Fréchet 

proposed the Fréchet 

distance in 1906; Eiter 

and Mannila proposed 

the discrete Fréchet 

distance in 1994 

F(A, B) =  𝑖𝑛𝑓𝛼,𝛽𝑚𝑎𝑥𝑡∈[0,1] 

{𝑑(𝐴(𝛼(𝑡)), 𝐵(𝛽(𝑡)))} 

The Fréchet metric takes into account 

the flow of the two curves because 

the pairs of points whose distance 

contributes to the Fréchet distance 

sweep continuously along their 

respective curves. 

 

Secondly, the Hausdorff distance is used, which was proposed by Felix in 1914 [147]. This 

distance mainly measures how far two groups of the subset are from each other. The formula for 

the Hausdorff distance is shown below: 

https://en.wikipedia.org/wiki/Euclidean_plane
https://en.wikipedia.org/wiki/Greek_mathematics
https://en.wikipedia.org/wiki/Greek_mathematics
https://en.wikipedia.org/wiki/Euclid
https://en.wikipedia.org/wiki/Subset
https://en.wikipedia.org/wiki/Metric_space
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   𝑑𝐻(𝑋, 𝑌) = 𝑚𝑎𝑥{𝑠𝑢𝑝𝑥∈𝑋𝑖𝑛𝑓𝑦∈𝑌𝑑(𝑥, 𝑦), 𝑠𝑢𝑝𝑦∈𝑌𝑖𝑛𝑓𝑥∈𝑋𝑑(𝑥, 𝑦)}                    (4.8)   

Where sup represents the supremum and inf the infimum, X and Y are the two non-empty 

subsets of a metric space, x represents a point that belongs to X and y represents a point that 

belongs to Y. 

The Hausdorff distance is the greatest of all the distances from a point in one group to the 

closest point in the other group.  In other words, if there are two groups of points A and B, there 

are several points in group A and group B. If I focus on one point in group A, and compute the 

distances between this point and all the points in group B, then the shortest distance can be found. 

As a result, for each point in group A, I can find the shortest distance between the selected point 

and all the points in group B. Finally, the largest distance among these shortest distances is the 

Hausdorff distance. Therefore, I can know the similarity between the two curves by calculating 

the Hausdorff distance. Thus, I can also use the Hausdorff Distance to reflect the difference 

between the lines of evolution of emotion for participants. 

Finally, I will introduce the Frechet Distance, which was proposed by Maurice Rene in 1906, 

and discrete Frechet Distance was proposed by Mannila in 1994 [148]. The formula for the 

Frechet Distance is given by 

                                     F(A, B) =  𝑖𝑛𝑓𝛼,𝛽𝑚𝑎𝑥𝑡∈[0,1]{𝑑(𝐴(𝛼(𝑡)), 𝐵(𝛽(𝑡)))}                                 (4.9) 

In (4.3), let S be a metric space and let A and B be two given curves in S. d is the distance 

function of S.  𝐴(𝛼(𝑡)) is a point in curve A and 𝐵(𝛽(𝑡)) is a point in curve B. 

The intuitive definition can be explained through walking a dog by a man: ‘a man is walking 

a dog on a leash: the man can move on one curve, the dog on the other; both may vary their 

speeds, but backtracking is not allowed.’ The Frechet distance is the shortest leash that is 

sufficient for walking the dog along the curves. Comparing with the Hausdorff Distance, the 

Frechet distance will take the flow of two curves into consideration. As a result, the Frechet 

Distance may be more appropriate to use to compare the evolution of emotions of different 

participants as the logical order for the development of the facial expression of the participants 

when watching the video stimuli is considered. 

https://en.wikipedia.org/wiki/Supremum
https://en.wikipedia.org/wiki/Infimum
https://en.wikipedia.org/wiki/Metric_space
https://en.wikipedia.org/wiki/Metric_(mathematics)
https://en.wikipedia.org/wiki/Metric_(mathematics)
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4.3 Summary and discussions 

In this chapter, I have presented the developed prototype system to detect the cognitive 

impairment. The major contribution in Chapter 4 is summarised as below: 

A novel detection system is proposed, which can detect the cognitive impairment in the early 

stage with the acceptable accuracy and low cost. Unlike traditional methods such as cognitive 

tests and neuroimaging techniques, the cognitive impairment detection system which based on 

analysis of the evolution of emotions during a period of time is novel. The system is able to record 

the facial expressions when participants are watching the video stimuli. Also, the system can 

recognize the facial expressions and produce the evolution of emotions for the participants during 

the video. By analysing the evolution of emotions, the system is able to detect the cognitive 

impairment and monitor the mental health situation. 

In the proposed cognitive impairment detection system, each unit in the system has realised 

its main tasks and functions. However, there are a few aspects which need to be improved.  

Regarding the interface to arouse the emotions, there are three kinds of major limitations. First 

of all, the participants are mainly elderly people. In the prototype version of the system, the 

technical staff are required to assist the elderly people in the process of the experiment. For 

example, as the elderly people may not be able to use the keyboard, technical staff are needed to 

enter the participant number for them. In addition, for cognitive questions, technical staff need to 

help the elderly people to enter their answers in the interface. Moreover, as the experiment took 

place in Shanghai, China, the interface of the emotion arousing unit need to be shown in Chinese. 

Finally, the image stimuli and video stimuli are required to be selected carefully in order that the 

elderly people can understand, and also the stimuli should be interesting to most of the elderly 

people. 

Furthermore, there are also some limitations in using the proposed facial expression 

recognition algorithm to plot the evolution of facial expressions. The first limitation is about the 

training and testing dataset. In Chapter 3, I used the online dataset to test the facial expression 

recognition algorithm, which didn’t contain facial expression from the elderly people with 

cognitive impairment. The performance of the framework will be influenced by the quality and 

the quantity of the training dataset. The framework needs to learn the features of each type of the 

emotions from the training dataset sufficiently. For example, if the framework is only trained 
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with lab posed facial expressions obtained from children, then it would be problematic to use the 

framework to recognize the natural facial expressions of the elderly people. In practical terms, in 

order to demonstrate a good performance in terms of recognition of the facial expressions of the 

elderly people with cognitive impairment, the framework needs to be trained with large amounts 

of natural facial expressions that are from the elderly people, and ideally mainly from the elderly 

people with cognitive impairment. 

Also, in the experiment stage, I need to do some work manually when recognizing the facial 

expressions. For instance, for the recognition of facial expressions, I need the true value to check 

if the recognition of expressions is correct. Therefore, I need to manually label the expressions 

in each frame of the video. Herein, I use the Viola-Jones algorithm [114], [115] to locate the 

position of the face. However, the accuracy of locating the faces are not 100%. If the position of 

the face is located wrongly, I cannot crop the face region in the images successfully which will 

result in some inaccurate problems when using the proposed algorithm to recognize facial 

expressions. As a result, in this situation, more manual effort is also needed. 

In the third aspect, there are also some limitations in detecting cognitive impairment by using 

the evolution of facial expressions. For example, different people may have different feelings 

when seeing the same object, which may be influenced by their personalities and experiences. In 

addition, there are different evolutions of emotions when watching the same video stimuli for 

different time. As a result, I only aim to find major cognitive impairment related emotion patterns. 

I aim to make the proposed method as an alternative way to detect the cognitive impairment with 

low cost and ideal accuracy. However, achieving 100% of the accuracy of detecting the cognitive 

impairment through the emotion pattern is not practical. On the other hand, it is more difficult to 

detect the participants who have few expressions on their face when they were shown the video 

stimuli. 
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Chapter 5 Experiment design and 

implementation 

5.1 Introduction 

In this chapter, the implementation of the developed system is introduced to detect the 

cognitive impairment, and the cognitive impairment detection system is demonstrated in real-

world experiments.  As stated in the previous Chapters, the major idea is that the participants 

with cognitive impairment show special cognitive facial expression patterns compared to 

cognitively healthy participants when watching the prepared images and videos stimuli. As a 

result, the participants are asked to watch the same stimuli and the discovered cognitive patterns 

can be used to detect if the participants have cognitive impairment.  

In Chapter 3, a novel facial expression recognition algorithm which uses the deep convolution 

neural network to extract the deep features and use LDA to train and classify these features was 

proposed. In the last Chapter, a prototyping detection system with a user interface was presented 

to show the prepared images and video stimuli, record the responses and facial expressions when 

the participants are watching the stimuli.  

In order to verify the system, I consulted Dr Xia Li who is the chief physician in Mental Health 

Centre in Xuhui District, Shanghai. After the recruitment procedure, with the help and support 

from Dr Li and her team, a group of participants including cognitively impaired people and 

cognitively healthy people were invited to take part in the experiments. Complete experiment 

data from 61 participants were first obtained. Then, the experiment data were classified and the 

proposed system was used to process the data. The successful experiment results were achieved 

which will be given in the following sections in detail. 

This chapter mainly includes the following contexts: the detailed procedures of the experiment, 

the processing of experiment data, and the detailed work on finding the cognitive impairment in 

relation to the special facial expression patterns. 



102 
 

The major procedures of the experiment are introduced. In the process of experiment, the main 

works included: the experiment was discussed with the doctor in the mental health centre, the 

experiment brief and participant consent form were prepared. Then, only willing participants who 

signed the consent form were recruited to the experiment. Also, the experiment equipment and 

items were prepared to record the participants’ responses and facial expressions. Finally, the 

formal experiments were carried out to test the whole system. 

The proposed method for the early detection of cognitive impairment will also be mainly 

presented. In addition, to find the cognitive impairment related facial expressions, the difference 

between the plots of evolution of emotions of the cognitively impaired participants and that of 

the healthy groups is compared. Based on the experiment results, one standard emotion pattern 

for cognitively impaired people and cognitively healthy people is set up. After that, the standard 

pattern is used to detect the cognitive impairment. 

This chapter is organized as follows. Section 5.1 provides a general overview and introduction. 

The major procedure of the experiment is detailed in Section 5.2. Section 5.3 introduces the 

process of acquiring the experiment data and processing the experimental results. Section 5.4 

mainly discusses the implementation of the proposed method and system to detect the cognitive 

impairment. Finally, a short summary is given in Section 5.5. 

5.2 Experiment design and procedure 

In this section, the major flowchart for the work in the experiments is first introduced. As 

shown in Figure 5-1, the major tasks in the experiments to detect the cognitive impairment can 

be divided into 6 parts: 1) preparing the interface to record facial expressions; 2) recruiting the 

potential participants; 3) having the participants to sign the consent form; 4) implementing the 

developed system with the proposed novel facial expression recognition algorithm; 5) collecting 

and processing experimental data; 6) analysing data and obtaining the experiment results.  

In this process, there are two major novelties. The first novelty is about the overall system 

design to detect the cognitive impairment by analysing the evolution of emotions when watching 

the videos which involve the emotion arousing interface and the facial expression recognition 

algorithm. To my best knowledge, this is the first such system for cognitive impairment detection. 

The second novelty lies in that the developed facial expression recognition system has embedded 
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the proposed novel facial expression recognition algorithm which efficiently combines AlexNet 

and LDA.  As presented in Chapter 3, the proposed method exploits the FC6 from AlexNet to 

extract the deep features and takes advantages of the traditional LDA to train the network to 

achieve a good recognition accuracy while having a low running time. 

How the system arouses the participants’ emotion and records the facial expression were 

presented in Chapter 4.2.1.  The major steps of using the interface and its main functions were 

also given in detail. The image and video stimuli were divided into different groups. For each 

group, different images and videos from the Internet were exploited to design the scenes for 

arousing the participants’ emotions.  After these stimuli were tested, the stimuli were also 

consulted with Dr Li in Mental Health Centre to make sure these stimuli were effective and 

appropriate. In addition, the laptop and experiment room were prepared at a good situation with 

the help from the staff in Mental Health Centre. In the following sections, the major parts of the 

experiments will be introduced. 

5.2.1 Participants recruitment 

All these participants were recruited with the help from the Shanghai Mental Health Centre. 

A participant with cognitive impairment in the Shanghai Mental Health Centre is shown in Figure 

5-2.  The figure is processed to protect the privacy of the participant. Information is then sent to 

the participant who the clinician Dr Li from Shanghai Mental Health Centre suggested would be 

an appropriate participant to take part in the research. The information made it clear that they 

were in no way obliged to do so, and that choosing not to take part would in no way affect their 

care in the centre.  The communications also made it clear that participants were free to withdraw 

from the study up until the point they left the testing venue, again with the reassurance that this 

did not affect their future care. 

Additionally, the participant information sheet and the consent form were also prepared.  The 

participants’ information sheets also provided the details of the researcher to allow for any 

possible questions, and the potential participant may have prior to consenting to take part. 
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Figure 5-1 Flowchart of the experiment to detect the cognitive impairment 
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Figure 5-2 One patient with cognitive impairment in Mental Health Centre 

5.2.2 Participants consent 

Invitation letters, consent forms and participant information sheet were given to all the 

participants in the mild cognitive impairment group. In this process, the staff from the Mental 

Health Centre and Shanghai Neighbourhood committee provided a great support to me and I was 

sincerely grateful to them. The situation of cognitive impairment of these participants was 

uncertain at the beginning and was only known through conducting a MoCA test. In the consent 

information sheet, the experiment and all the necessary relevant information were explained to 

the participants. Firstly, the participants were told that it was not mandatory to take part in this 

study. It did not affect the participants’ care, no matter now or future. The participation of the 

participants was completely voluntary, and the participants could withdraw their participation at 

a given time. However, the participants’ data cannot be removed after this date when the 

participants’ data had been included in the analysis.  If the participants decided to take part in, 

the investigations took no more than one hour to complete. 

In addition, I did not anticipate any significant risks in taking part in the experiment.  However, 

some of the images showed may make the participants feel a bit sad or a bit angry. Therefore, 
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some happier images and music showed for the participants are ensured at the very end.  In 

addition, if the participants’ score indicated that the participants may be developing an illness 

such as dementia, these participants were informed through Dr Li. In the event of this situating 

arising, Dr Li from the Shanghai Mental Health Centre, or her designated deputy contacted the 

participants to suggest a further consultation in her clinic.   

5.2.3 Formal experiment 

The local neighbourhood committees in Shanghai also helped to disseminate the literature and 

recruit participants. Testing was undertaken within a community hospital building.   

In the experiment, the participants were asked to undertake the Montreal Cognitive 

Assessment (MoCA) first.  This was a brief 30-question test that took around 10 to 12 minutes.  

The MoCA measured 7 cognitive domains including executive function and abstraction. It has 

excellent test-retest reliability. The MoCA score together with the doctors’ pre-screening will be 

used to divide the participants groups. There were two participants group: participants with mild 

cognitive impairment and healthy participants. A MoCA score between 20 and 24 was considered 

as mild cognitive impairment. The healthy participant would have a MoCA score between 25 and 

30.  

Again, each of the participants was provided with a brief instruction before the test started, 

which included all the necessary information about the experiment. 

Meanwhile, a written debrief was provided to the participants with further information about 

this test. A scene during the experiment in Shanghai is shown in Figure 5-3 where a participant 

was reading the written debrief and signing his consent. The figure has been processed to protect 

the privacy of the participant. Before the test of facial expressions, the score of the MoCA test 

was made to the participants which can be used by the physician to diagnose the cognition and 

group the type of the participants.   

In the next stage, the developed cognitive impairment detection system was used to show the 

image and video stimuli to the participants while their facial expressions were recorded by the 

system. While participants were answering the cognitive questions through the system in the 

experiment, the image and videos for the facial expressions of the participant were recorded 

together with the answers to the cognitive questions and the participant number. A screenshot 
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recorded by the proposed system is shown in Figure 5-4. The figure was also processed to protect 

the privacy of the participant. 

 

Figure 5-3 A scene from the experiments in Shanghai 

After collecting the experiment data in Shanghai, the experiment data was classified and 

analysed. The evolution of emotions was mainly used to detect the cognitive impairment. The 

analysis of the data and the experiment result will be presented in Chapter 5.3 and 5.4. 

 

Figure 5-4  A screenshot recorded by the proposed system during the experiment 
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5.2.4 Informing the participants of the results 

Participants were offered the opportunity to find out the key findings from the study in 

accessible language after finishing the research completely.   

After the research completion, an accessible report will be drawn up, with the inputs from Dr 

Butler, who has a range of experience in public engagement work, to explain the main findings.  

This will be sent to any individual who contacts us to request such information. 

As outlined in the Ethical Considerations, any individual who has volunteered as part of the 

healthy older adult control group who demonstrates a Montreal Cognitive Assessment score that 

is a cause for concern will be contacted by Dr Li to discuss the scores and their potential 

implications in a supportive and sensitive manner. 

5.2.5 Noticed issues 

In the beginning of July 2019, with the help from the staff of the Mental Health Centre in 

Shanghai, a group of participants were invited to take part in the experiment. The experiment was 

successful, and all necessary information and paperwork were collected. However, after a careful 

analysis, I have noticed some issues which might influence the understanding and explanation of 

the obtained experiment results. 

The first issue is that, during the process of viewing the video stimuli, some of the participants 

may be distracted or be caught attention by other people around. For the elderly people who may 

suffer from cognitive impairment, a staff was needed to help them in operating the interface for 

the participants, and to take care of them. When these participants’ attention was caught by other 

people and things, the facial expressions would have been affected. For this reason, the facial 

expressions of these distracted participants should be removed. However, on the other hand, for 

dementia people, one of the symptoms is that they may easily be distracted by other things and 

lose their attention. As a result, I needed to take these facial expressions of losing focus into the 

consideration when processing the video. 

Secondly, for some participants, there were not too many facial expressions when they were 

viewing the video stimuli. The reason for little facial expressions may be due to the personality, 

interest, and education background, which made these participants lose interests in the video 

stimuli. Moreover, some patients with dementia may also suffer from apathy, and lose motivation 
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and interest to do things. These kinds of participants may affect obtaining the special facial 

expression patterns related to the cognitive impairment. As a result, I had to remove these videos 

of facial expressions from the participants who were also suffering from apathy.  

 In addition, there were poor image/video related issues. Some of these issues were solved by 

applying image pre-processing techniques. However, if the webcam could only capture a part of 

the face of the participants, these video frames would influence the result and needed to be 

removed. 

There were some other noticed issues with regard to the data quality of the experiment.  In the 

image and video stimuli, I had to select them carefully to ensure the stimuli did not have a 

negative influence on the participants. Therefore, the image stimuli I selected and shown to the 

participant would be considered as mildly aversive. Meanwhile, I also tried to ensure mitigating 

the potential distress to the participants. 

 Additionally, the stimuli images had been selected by Chinese individuals to ensure there was 

no breach of cultural sensitivities. The scientific aim was to record the responses to a range of 

different emotional stimuli, and the stimuli were shown in a within-subjects approach, and thus I 

did not feel there was a need for piloting the stimuli images. 

There was also one issue about grouping the participants. To solve this grouping issue, I first 

had the initial clinical judgement made by Dr Li in terms of the initial allocation of the group 

membership. Then, I sought the clinical decision support by conducting the Montreal Cognitive 

Assessment with all the participants.  

In the experiment, I aimed to only test the individuals who would be considered to be mild 

levels of impairment.  However, there was a concern that there may be some patients who would 

be in a grey area. If the clinical judgement was that an individual appeared to be deteriorating, I 

then adopted an approach of using the consent from the individual’s carer and the assent from the 

participant when inviting them to participate.   

5.3 Traditional classifiers 

In my research, the evolution of facial expressions is used to detect the cognitive impairment. 

In the training dataset, the evolutions of facial expressions with different labels are from both 
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cognitively healthy participants and cognitively impaired participants. A classifier needs to be 

exploited to train these data and classify them with a different cognitive group: cognitive health 

group and cognitively impaired group. 

The traditional classifiers have their own characteristics. For instance, the SVM can use 

kernels to transform many feature representations into a higher dimensional space in order to 

classify multiple classes [117]. The K-Nearest Neighbours algorithm (KNN) is a non-

parametric method used for classification and regression.  

5.3.1 K-Nearest neighbours algorithm 

For the KNN, the best choice of k depends upon the data. In general, larger value of k reduces 

the effect of the noises on the classification. However, it makes the boundaries between classes 

less distinct [149]. 

In addition, the most intuitive nearest neighbour type classifier is the one nearest neighbour 

classifier. It assigns a point x to the class of its closest neighbour in the feature space. It can be 

represented by the following equation: 

                                                           𝐶𝑛
1𝑛𝑛(𝑥) = 𝑌(1)                                                       (5.1) 

The naive version of the KNN algorithm is easy to implement by calculating the distances 

from the test example to all the stored examples, but it is computationally difficult for large 

training datasets.  

The KNN has some strong consistency results. As the amount of data approaches infinity, the 

two-class KNN algorithm has an error rate no worse than twice the Bayes error rate. 

It is proved that the multi-KNN algorithm has an upper bound error rate, i.e.: 

                                                      𝑅∗ ≤ 𝑅𝑘𝑁𝑁 ≤ 𝑅∗ (2 −
𝑀𝑅∗

𝑀−1
)                                      (5.2) 

Where 𝑅∗is the Bayes error rate, 𝑅𝑘𝑁𝑁is the KNN error rate, and M is the number of classes 

in the problem. For M =2, as the Bayesian error rate approaches zero, this limit reduces to "not 

more than twice the Bayesian error rate". 

https://en.wikipedia.org/wiki/Non-parametric_statistics
https://en.wikipedia.org/wiki/Non-parametric_statistics
https://en.wikipedia.org/wiki/Statistical_classification
https://en.wikipedia.org/wiki/Regression_analysis
https://en.wikipedia.org/wiki/Consistency_(statistics)
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5.3.2 Decision tree 

Decision tree learning is one of the predictive modelling approaches in machine learning. This 

approach uses a decision tree to observe an item to conclude about its target value [150]. 

Decision trees can be described as a combination of mathematical techniques to aid the 

description or generalization of a given set of data. Data comes in the following form: 

                                                     (𝑥, 𝑌) = (𝑥1, 𝑥2, … , 𝑥𝑘, 𝑌)                                                (5.3) 

Where Y represents the target variable that will be classified and understood and the vector x 

is made up of 𝑥1, 𝑥2, … , 𝑥𝑘. 

Gini impurity measures how often a sample is wrongly labelled when it is randomly labelled 

from the subset. Suppose ∈ {1,2, … , 𝐽} , and let 𝑝𝑖 be the fraction of items which is labelled by 

class I, the Gini impurity can be calculated by the following equation: 

                                            𝐼𝐺(𝑝) = ∑ 𝑝𝑖
𝐽
𝑖=1 ∑ 𝑝𝑘 = 1 − ∑ 𝑝𝑖

2𝐽
𝑖𝑘≠𝑖                                          (5.4) 

Also, Entropy can be defined by the following equation: 

                                         H(T) = 𝐼𝐸(𝑝1, 𝑝2, … , 𝑝𝐽) = −∑ 𝑝𝑖𝑙𝑜𝑔2𝑝𝑖
𝐽
𝑖=1                                   (5.5) 

Where 𝑝1, 𝑝2, … , 𝑝𝐽 are fractions which add up to 1 and represent the percentage of each class. 

5.4 Difference in emotion evolution between normal people and cognitively 

impaired people 

In my experiment, there were 25 cognitively healthy participants and 36 cognitively impaired 

participants with the experiment data collected successfully and completely. They watched the 

prepared video stimuli, and the interface was used to record the facial expressions of the 

participants. After the experiment, 61 videos of facial expressions from the participants were 

collected. After analysing the videos, the difference of the facial expression between cognitively 

impaired people and cognitively healthy people was found.  

In the experiment, the occurrence of emotion was used to compare the evolutions of the 

emotions between cognitive impairment people and cognitively healthy people. For example, at 

a certain time, the occurrence of the happy emotion stands for the percentage of people who 
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showed happy emotion. As a result, the occurrence of the emotion Oe was calculated by the 

equation: 

                                                         𝑂𝑒 = 
𝑁𝑒

𝑁𝑡
                                                                             (5.6) 

Where Ne represents the number of participants who have the emotion and Nt denotes the total 

number of participants. The major finding is detailed in the following section. By calculating the 

occurrence of the emotion at every frame for the happy emotion for a group of the participant, 

the evolution of the happy emotion was obtained. In the following figures, the x-axis represents 

the frame numbers and the y-axis represents the occurrence of emotion. The evolutions of the 

emotions for the two groups of people are represented by two coloured lines and 6 emotions 

(happy, neutral, sad, surprise, other and angry) are compared in the six figures, separately. 

In addition, the average occurrence (average value) for a certain type of emotion for a group 

of participants 𝑂𝑇 is calculated by: 

                                                      𝑂𝑇 =
𝑂1+𝑂2+⋯+𝑂𝑁

𝑁
                                                            (5.7) 

Where 𝑂𝑇 is the average occurrence and N is the total number of frames in the video. 

5.4.1 Angry emotion 

 

Figure 5-5 Evolution of angry emotions 
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As shown in Figure 5-5, the average evolution of the angry emotion of the normal people and 

that of the cognitively impaired people are given. There is a big difference in the occurrence of 

angry emotion of the normal people and that of the cognitively impaired people especially from 

frame 200 to frame 350 in the video. The result suggests that cognitively impaired people will be 

affected by the different contents, and will show more angry emotion compared to cognitively 

healthy participants. Also, at the beginning of the video, the participants hardly show any angry 

emotion.  

 

 

Table 5.1 Difference of average angry emotion 

Average value for cognitively healthy participants 
0.0686 

Average value for cognitively impaired participants 
0.0978 

Euclidean distance 
0.1163 

Hausdorff distance 
0.1893 

Fréchet distance 
0.1983 

 

 

Table 5.1 compares the difference of average angry emotion by Euclidean distance, Hausdorff 

distance, and Frechet distance. In order to show the average occurrence of this emotion, the 

average value of occurrence of both cognitively healthy participants and cognitively impaired 

participants in each frame were calculated, which are given in the first row and second row in the 

table. 
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5.4.2 Happy emotion 

 

Figure 5-6 Evolution of happy emotions 

Also, the average evolution of the happy emotion’s occurrence of the normal people and that 

of the cognitively impaired people is shown in Figure 5-6. For the happy emotion, it is found that 

there are huge differences of the evolutions of the happy emotion between cognitively impaired 

people and normal people. To begin with, cognitively healthy participants show more happy 

emotion at the beginning of the video and in the 200 frames to 300 frames in the video. Also, it 

is noticed that on average, cognitively healthy participants show more happy emotion than 

cognitively impaired participants. 
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Table 5.2 Difference of average happy emotion 

Average value for cognitively healthy participants 
0.1961 

Average value for cognitively impaired participants 
0.0707 

Euclidean distance 
0.148 

Hausdorff distance 
0.2646 

Fréchet distance 
0.2646 

 

The difference of average happy emotion with Euclidean distance, Hausdorff distance, and 

Frechet distance is compared in Table 5.2. To show the average occurrence of this emotion, the 

average value of occurrence in each frame for both cognitively healthy participants and 

cognitively impaired participants is calculated in the first row and second row in the table. 

5.4.3 Neutral emotion 

 

Figure 5-7 Evolution of neutral emotions 

As shown in Figure 5-7, the average evolutions of the occurrence of the neutral emotion from 

the normal people and that of the cognitively impaired people are given. In average, the 
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cognitively impaired people show more neural emotions, and less other facial expressions. The 

experiment finding is supported by the fact that the cognitively impaired people lose interest in 

their daily life. Also, there are more changes in the evolution of the neural emotion of the 

cognitively healthy people compared to the cognitively impaired people. It suggests that the 

cognitively healthy people show more reactions when watching the video. 

Table 5.3 compares the difference of the average neutral emotion with Euclidean distance, 

Hausdorff distance and Frechet distance. The average value of the occurrence for both cognitively 

healthy participants and cognitively impaired participants is calculated in each frame to show the 

average occurrence of this emotion. They are given in the first row and second row in the table. 

Table 5.3 Difference of average neutral emotion 

Average value for cognitively healthy participants 
0.4946 

Average value for cognitively impaired participants 
0.5811 

Euclidean distance 
0.1516 

Hausdorff distance 
0.2038 

Fréchet distance 
0.2698 

 

5.4.4 Other emotion 

Figure 5-8 shows the average evolution of the occurrence of other emotions from the normal 

people and that of the cognitively impaired people. In the experiment, though one staff from 

Mental Health Centre in Shanghai was arranged to take care of the elderly people including both 

the cognitively healthy participants and cognitively impaired participants, sometimes the 

participants may be caught attention by other people and things around. If the participants were 

moving head greatly, which caused that their face could not be caught in the video, the other 

emotion means that the participants lose their attentions. Figure 5-5 shows that the cognitively 

impaired people were more easily losing their attention compared to the cognitive health 

participants. This finding is supported by the problem of losing the focus in the cognitively 

impaired people. 
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Figure 5-8 Evolution of other emotions 

 

Table 5.4 Difference of average other emotion 

Average value for cognitively healthy participants 0.0298 

Average value for cognitively impaired participants 0.0367 

Euclidean distance 0.0637 

Hausdorff distance 0.1483 

Fréchet distance 0.1567 

 

Table 5.4 compares the difference of average other emotion with Euclidean distance, 

Hausdorff distance and Frechet distance. In order to show the average occurrence of this emotion, 

the average value of occurrence is calculated in each frame for both cognitively healthy 

participants and cognitively impaired participants, which are shown in the first row and second 

row in the table. 
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5.4.5 Sad emotion 

 

Figure 5-9 Evolution of sad emotions 

As shown in Figure 5-9, the average evolution of the occurrence of the sad emotion from the 

normal people and that of the cognitively impaired people were drawn. The big difference in the 

evolution of the sad emotion was reflected between the cognitively impaired people and 

cognitively healthy people especially in the frames between 200 and 300.  

Table 5.5 Difference of average sad emotion 

Average value for cognitively healthy participants 0.1882 

Average value for cognitively impaired participants 0.1963 

Euclidean distance 0.1092 

Hausdorff distance 0.1656 

Fréchet distance 0.1742 

 

Table 5.5 gives the difference of average sad emotion by Euclidean distance, Hausdorff 

distance and Frechet distance. To show the average occurrence of this emotion, the mean value 
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of occurrence is calculated in each frame for both cognitively healthy participants and cognitively 

impaired participants, which are shown in the first row and second row in the table. 

5.4.6 Surprise emotion 

As shown in Figure 5-10, the average evolution of the occurrence of surprise emotion from 

the normal people and that of the cognitively impaired people are plotted. It reflects that few 

people from both cognitively impaired participants and cognitively healthy participants show 

surprise emotion. One reason is that there are no image and video stimuli which can arouse 

surprise emotion. In practice, if most people don’t show surprise emotion, the evolution of 

surprise emotion is similar, the cognitive impairment related emotion pattern cannot be found 

through this emotion. 

 

Figure 5-10 Evolution of surprise emotions 
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Table 5.6 Difference of average surprise emotion 

Average value for cognitively healthy participants 0.0227 

Average value for cognitively impaired participants 0.0175 

Euclidean distance 0.0364 

Hausdorff distance 0.0873 

Fréchet distance 0.0873 

 

Table 5.6 shows the difference of average surprise emotion with Euclidean distance, Hausdorff 

distance and Frechet distance. In order to show the average occurrence of this emotion, the mean 

value of occurrence in each frame for both cognitively healthy participants and cognitively 

impaired participants is calculated, which are shown in the first row and second row in the table. 

5.5 Preliminary methods to detect the cognitive impairment using emotion 

pattern 

 In the previous section, the difference between the evolutions of each emotion from the 

cognitively impaired participants and cognitively healthy participants has been studied. The 

major difference for 6 different emotions including angry, happy, neutral, other, sad and surprise 

was also discussed. In this section, two preliminary methods to detect cognitive impairment using 

emotion patterns are first explored for their feasibility. Then, the improved methods will be 

presented in Chapter 5.6. Furthermore, some of the data is selected as the standard dataset which 

works as the training dataset, and the rest of the data is put into the testing dataset. In the following 

paragraph, the learned pattern of the emotion evolution from the standard dataset is used to detect 

cognitive impairment in the testing dataset. 

      The similarity index based methods will be introduced in detail. After the evolution of 

emotions Y is obtained in terms of (4.6) in Chapter 4, several methods are used to detect the 

cognitive impairment. The methods in Chapter 5.5.2 and 5.6.1 mainly utilises the similarity index 

to detect the cognitive impairment. The initial similarity index based methods are explained in 

Chapter 5.5.1 and 5.5.2 and the improved method is detailed in Chapter 5.6.1. The similarity 
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represents the number of frames for the evolution of emotion patterns of the participants which 

are the same as the standard emotion pattern in the selected frames. 

      The standard pattern is defined as the emotion pattern conforming to the emotion evolution 

of the healthy participants, and has a clear distinction with that of the cognitively impaired 

participants.  

      To obtain the standard pattern, the average evolution of emotions of the cognitively impaired 

people and cognitively healthy people are needed. Suppose 𝑌𝑖𝑁
𝐻  is an element in the matrix 𝑌𝐻 

which represents the average evolution of the emotions of the cognitively healthy people. The 

element 𝑌𝑖𝑁
𝐻  is calculated using the following equation: 

                                                         𝑌𝑖𝑁
𝐻 =

𝑌𝑖𝑁
1 +𝑌𝑖𝑁

2 +⋯+𝑌𝑖𝑁
𝐾

𝐾
                                                  （5.8） 

Where K represents the number of cognitively healthy people in the training dataset and 𝑌𝑖𝑁
𝐾  

is the emotion state in corresponding emotion type i in the certain frames N for the K-th 

cognitively healthy people. Each element can be calculated using the same method to obtain the 

average evolution of emotions of the cognitively impaired people  𝑌𝐶and cognitively healthy 

people 𝑌𝐻. 

      Suppose 𝑌𝑖𝑁
𝑆  is an element in the matrix 𝑌𝑆  which represents the average evolution of 

emotions of the cognitively healthy people. When the occurrence of evolution emotion from the 

cognitively healthy people 𝑌𝑖𝑁
𝐻  is higher than that of cognitively impaired people 𝑌𝑖𝑁

𝐶 , the 

corresponding period 𝑌𝑖𝑁
𝑆  is marked as ‘1’ in the standard pattern of emotion evolution. If not, 

they will be marked as ‘0’. The element 𝑌𝑖𝑁
𝑆  is calculated using the following equation: 

                                                                𝑌𝑖𝑁
𝑆 = {

1
0

𝑌𝑖𝑁
𝐻>𝑌𝑖𝑁

𝐶

𝑌𝑖𝑁
𝐻<𝑌𝑖𝑁

𝐶                                                     （5.9） 

Where  𝑌𝑖𝑁
𝐻  and 𝑌𝑖𝑁

𝐶  represent the emotion state in the corresponding emotion type i in the 

certain frames N for the average cognitively healthy people and cognitively impaired people, 

respectively. Each element can be calculated using the same method to obtain the average 

evolution of emotions for the standard pattern  𝑌𝑆. 
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       The similarity is obtained by comparing every element in the matrix of the evolution of 

emotions of the participant in the testing dataset and the standard pattern. The similarity between 

a participant in the testing dataset and the standard pattern is the sum of the total elements in the 

evolution of emotions of the participant which are the same as the standard emotion pattern in 

the selected frames. 

5.5.1 Plots for the standard patterns 

The average occurrence of the evolution of emotions is compared in both cognitively impaired 

people and cognitively healthy people to form a standard pattern of emotion evolution. In order 

to achieve this, when the occurrence of evolution emotion from the cognitively healthy people is 

higher than that of cognitively impaired people, the corresponding period is marked as ‘1’ in the 

standard pattern of emotion evolution. If not, they will be marked as ‘0’. In the next stage, every 

evolution of emotion will be compared in the testing dataset to find the similarity with the 

standard pattern of the emotion evolution to detect the cognitive impairment. 

 

 

Figure 5-11 Standard pattern for angry emotion 
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Figure 5-12 Standard pattern for happy emotion 

 

Figure 5-13 Standard pattern for neutral emotion 



124 
 

 

Figure 5-14 Standard pattern for other emotion 

 

 

 

Figure 5-15 Standard pattern for sad emotion 
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Figure 5-16 Standard pattern for surprise emotion 

As people show different evolution of emotions when watching different videos, the same 

videos will be shown to all the participants. Meanwhile, 6 different emotions may be shown when 

participants are watching the same selected videos. In order to show the emotion patterns clearly, 

the emotion patterns are shown in six figures. As shown in Figure 5-11 - Figure 5-16, the standard 

patterns are plotted for the 6 emotions: angry, happy, neutral, sad, surprise, and other emotion 

from the training dataset. In each figure, the three lines represent the average evolution of emotion 

from cognitively healthy people, the average evolution of emotion from the cognitively impaired 

people, and the standard patterns of the emotion evolution. 

5.5.2 Preliminary method one and two 

In the following paragraph, the first method and second method will be introduced to detect 

the cognitive impairment in the testing dataset. 

The method one is a basic one where all the frames for the six emotions are compared between 

the cognitively impaired participants and cognitively healthy participants to obtain the standard 

emotion pattern. Next, each participant with the standard emotion pattern will be compared to 
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find the similarity. Then, the second method excludes the neutral emotion, as participants may 

show neutral expression, which means no response from the participants.  

As shown in Table 5.7, the table mainly summarised the experiment results using the two 

methods to detect the cognitive impairment in the testing dataset. Column 2 to column 3 give the 

similarity between each participant and the standard emotion pattern. The similarity represents 

the number of frames for the evolution of emotions pattern of the participants which are the same 

as the standard emotion pattern in the selected frames. In the testing dataset, it includes 16 

participants: participants 1 to 8 are cognitively healthy participants and participants 9 to 16 are 

cognitively impaired participants. The MoCA score is used to divide the group. The participants 

may have different age, gender and education background. In Chapter 6.3, it is discussed in more 

detail that some factors like culture background and personality may affect the experiment result 

and some future work is needed to research in detail. After analysing the data, it was noticed that 

these two methods still could not detect the cognitive impairment very accurately. There is no 

obvious difference between the evolution pattern of cognitively healthy participants and that of 

the cognitively impaired participants. The experiment results indicate that comparing the whole 

duration of the video of the emotions between the cognitively impaired people and the cognitively 

healthy people are not successful. Some specific period in the video needs to be selected which 

will be introduced in Chapter 5.6 as an improved method to detect the cognitive impairment. 

 

Table 5.7 Detection of the cognitive impairment using three methods 

Participant 

Similarity 

index using 

Method 1  

Similarity 

index using 

Method 2 

1 1195 85 

2 1186 87 

3 1146 9 

4 1207 48 

5 1276 154 

6 1279 172 
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5.5.3 Preliminary method three 

As the above two methods are not very successful, I have developed the third method which 

is introduced in the following section. In order to detect whether the participant has cognitive 

impairment from his emotion pattern, his emotion pattern needs to be compared with the two 

standard emotion patterns built from the cognitively impaired participants and cognitively 

healthy participants.  

As shown from Figure 5-11 to Figure 5-16, the blue line indicates the standard evolution of 

emotion from cognitively impaired participants, and the red line indicates the standard evolution 

of emotion from cognitively healthy participants. As the true value is needed in the standard 

emotion pattern, each frame in the video for its emotion is labelled manually. For example, in the 

emotion pattern of angry, ‘1’ represents angry emotion and ‘0’ represents the other emotions. As 

a result, for a specific participant, the evolution of the angry emotion will be a plot with y value 

which is either ‘1’ or ‘0’. As the standard emotion pattern is obtained by calculating the average 

from all the participants in the same group, the y value can change from 0 to 1 in the plot gradually.  

In this situation, when the Hausdorff distance or Frechet distance is used to compare the 

difference between the standard emotion pattern and the emotion pattern from an individual, it is 

difficult to compare two plots: one is ranging from 0 to 1 gradually and the other only has two 

7 1170 41 

8 1232 179 

9 1176 90 

10 1095 154 

11 1097 108 

12 1256 146 

13 1243 124 

14 1255 109 

15 1222 120 

16 1196 75 



128 
 

values ‘1’ and ‘0’. Therefore, a graph for the evolution of emotions which is range from ‘0’ and 

‘1’ needs to be plotted. Ideally, when the individual has a strong emotion, the y value should 

approach to ‘1’. On the other hand, if the individual has a weak emotion, the y value should 

approach to ‘0’.  

 

Figure 5-17 Possibility of angry emotion for each frame in the video 

 

Figure 5-18 Possibility of happy emotion for each frame in the video 
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Figure 5-19 Possibility of neutral emotion for each frame in the video 

 

Figure 5-20 Possibility of sad emotion for each frame in the video 
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Figure 5-21 Possibility of surprise emotion for each frame in the video 

In order to have the evolution of emotions for an individual with y value ranging from ‘0’ to 

‘1’, and can reflect the strong and weak of emotion, the facial expression recognition algorithm 

is used to show both the predicted emotion and the possibility of the emotion. As people may 

show multiply emotions at some moment. The predicted class score represents the possibility 

score the classifier predicted for each class. In this experiment, there are five emotion classes: 

happy, neutral, angry, sad and surprise. As a result, for each frame, the classifier will obtain 5 

class score for the 5 emotion classes. Also, emotion will not change very quickly. The mean class 

score for 5 frames is used. It can be represented by the following equation: 

                                            𝑃𝑀𝑒𝑎𝑛 =
𝑃𝑁−2+𝑃𝑁−1+𝑃𝑁+𝑃𝑁+1+𝑃𝑁+2

5
                                          (5.10) 

Where 𝑃𝑀𝑒𝑎𝑛 represents the mean class score for the neighbouring 5 frames at the N-th frame, 

𝑃𝑁−2, 𝑃𝑁−1, 𝑃𝑁 , 𝑃𝑁+1, 𝑃𝑁+2 represent the class score at N-2, N-1, N, N+1 and N+2 frame. 

As shown from Figure 5-17 to Figure 5-21, the evolutions of emotions for angry, happy, 

neutral, sad, and surprise are presented respectively for an individual. There are 900 frames in 

the video of the emotion for the individual. By using the facial expression recognition algorithm 

to predict the possibility of each emotion, the evolution of emotions with y value ranging from 
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‘0’ to ‘1’ can be plotted. As a result, the potential third method will be used to plot the possibility 

of each emotion pattern of each participant. As a result, the evolution of emotions for an 

individual with y value ranging from ‘0’ to ‘1’ can be plotted. However, in the current situation, 

it is noticed that in the experiment the recognition accuracy of the possibility of emotion is not 

ideal. As a result, this cognitive impairment detection method needs to be further investigated in 

the future work. 

5.6 Improved detection method for the cognitive impairment 

As discussed in the previous section, the initial similarity index-based detection methods for 

the cognitive impairment were not very successful. In order to achieve better detection accuracy, 

an improved method is presented in this section. 

 

 

 

Figure 5-22 Flowchart for the developed cognitive impairment detection system 

 

5.6.1 Using similarity index to compare the evolution of emotions 

As stated in Chapter 4.2.2 in equation (4.6), the evolution of six emotions in a period of time 

of a participant can be represented by a matrix Y.  Here, Y stands for the facial expression 

recognition result for six emotions for a period of video frames. In the improved method, only 
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the five emotions except the surprise emotion are selected and only the moments with the most 

difference are selected for Y,  which are explained below.  

Herein, the improved method only focuses on the emotion pattern in some particular moments. 

It is found that the standard pattern for the angry, happy, neutral, sad, and other emotions seem 

to be more important, which are more reflective of the major difference between the cognitive 

impairment participants and cognitively healthy participants. However, the surprise emotion is 

not included for several reasons. One of the most important reasons is that few people show 

surprise emotion when viewing the image and video stimuli for both cognitively healthy and 

cognitively impaired participants. 

Moreover, the most difference between the cognitively healthy participants and cognitively 

impaired participants from the training data is collected, which can be used to detect the 

participants with cognitive impairment in the testing dataset. Then, the result using the above 

method to detect the cognitive impairment in the testing dataset below can be obtained.  

In the experiment, the evolution of emotions from 25 cognitively healthy participants and 36 

cognitively impaired participants is obtained. In this method, the five emotion evolution is mainly 

compared in a specific period. However, if the participants don’t show enough emotion in these 

periods, it is difficult to use the proposed method to detect the cognitive impairment for these 

participants. In the experiment, the data for 7 cognitively healthy participants and 8 cognitively 

impaired participants were selected as testing datasets and the remaining data from 46 participants 

were used as the training dataset. It should be noticed that if the period selected in the video is 

changed, the number of appropriate participants will also change. 

In the first experiment, as shown in Figure 5-23, it shows the similarity index for emotions for 

cognitively impaired people and cognitively healthy people compared with standard emotion 

pattern. The similarity represents the number of frames for the evolution of emotions pattern of 

the participants which are the same as the standard emotion pattern in the selected period of 

frames. In order to plot the figure, I compared the evolution of emotions including angry, happy, 

neutral, sad, and other emotions between the standard emotion pattern and the evolution of the 

emotions of cognitively healthy people and cognitively impaired people in some specific period. 

The figure shows that most of the cognitively healthy participants have more similarity with the 

standard emotion pattern, and this characteristic can be used to detect the cognitive impairment. 
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In order to verify the effectiveness of the proposed facial expression recognition algorithm, 

the experiment was designed for the dataset by using the images from cognitively impaired 

participants and cognitively healthy participants when they watching the video stimuli. In this 

dataset, 5294 front-view images of facial expressions were selected, where the 6 different facial 

expressions were extracted from the dataset. 

In order to train the facial expression algorithm, 80% of images were used from the dataset 

working as the training dataset. Also, the rest of the images were used as the testing dataset. The 

experiment result showed that the proposed method has a recognition accuracy of 85.34% for this 

dataset. This result proved that the facial expression recognition algorithm is able to detect the 

correct emotion pattern for these participants. 

 

Figure 5-23 Similarity index of the emotions in experiment 1 

In the second experiment, as shown in Figure 5-24, it plots the similarity index of the emotions 

for cognitively impaired people and cognitively healthy people. The result was obtained by using 

the proposed algorithm to recognize the facial expression. In order to plot the figure, the emotion 

evolution of cognitively healthy people and cognitively impaired people with the standard 

emotion pattern is compared, with the emotions including angry, happy, neutral, other and sad. 
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In this experiment, the data for the participants who don’t show enough emotions in the certain 

period was removed. After this process, the data from 8 cognitively impaired participants and 7 

cognitively healthy participants was obtained. The figure showed that most of the cognitively 

healthy participants have more similarity with the standard emotion pattern. Finally, the system 

has an overall recognition accuracy of 73.33% for the detection of the cognitive impairment. 

 

 

Figure 5-24 Similarity index of the emotions in experiment 2 
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5.6.2 Using traditional classifiers to compare the evolution of emotions 

Table 5.8 Comparing recognition accuracy with different classification methods 

Classification method 

Recognition 

accuracy (%) 

LDA 60.0 

SVM 60.0 

KNN 66.7 

Decision Tree 53.3 

 

In the previous section, the similarity index was used to detect the cognitive impairment. In 

addition, different classification methods such as LDA, SVM and KNN were used to obtain the 

experiment result. In the experiment, the evolution of facial expressions with the emotions 

including angry, happy, neutral, other and sad was used to detect the cognitive impairment. The 

evolutions of emotions from 46 participants were selected as the training dataset and the 

evolutions of emotions from 15 participants were taken as the testing dataset. Only five emotions 

except surprise emotion were selected and only the moments with the most difference were 

chosen for Y. As shown in Table 5.8, the SVM achieved the best classification result to detect the 

cognitive impairment. 

5.7 Experiment summary 

In summary, a group of participants were invited to take part in the experiment. A complete 

experiment data was obtained from 61 participants. By recognizing the emotions for each frame 

in the video, the evolution of emotions for each emotion during the time of the video can be 

acquired. By analysing the emotion pattern for all the cognitively healthy participants and 

cognitively impaired participants, it was found that there are obvious differences in emotion 

pattern for emotion angry, happy, neutral, other and sad. For instance, in some time periods, more 

cognitively impaired participants may show happy emotion while cognitively healthy participants 

may show neutral emotion. It was also noticed that few participants show surprise emotion when 

watching the video stimuli. 
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The standard pattern of emotion evolution was plotted by comparing the emotion pattern with 

all the cognitively healthy participants and that of cognitively impaired participants. An improved 

method was constructed to detect the cognitive impairment through emotion patterns.  

The experiment data was processed using the proposed emotion recognition algorithm, which 

has an average emotion recognition accuracy of 85.35% for the dataset from the emotions of the 

participants.  The proposed emotion recognition algorithm was used to plot the emotion pattern 

for the participants. In the improved cognitive impairment detection method, the emotion pattern 

was mainly compared with the standard pattern in a specific time period for 5 emotions. 15 pieces 

of emotion patterns from the participants were selected as the testing dataset and the remaining 

emotion patterns from 46 participants were selected as the training dataset. Using the KNN 

classifier, the system has an overall recognition accuracy of 66.7% for the detection of the 

cognitive impairment based on the evolution of emotions. 

The major contribution of Chapter 5 is listed below: 

1) A novel strategy in experiment design for cognitive impairment detection has been 

proposed. Unlike the most research work which focused on the participants’ facial 

expression recognition ability or the participants’ facial expressions, the proposed 

novel strategy instead focuses on the participants’ facial expressions under various 

visual stimuli to detect the cognitive impairment. The corresponding facial expressions 

to the visual stimuli from cognitively impaired people and cognitively healthy people 

were compared and researched. To my best knowledge, it’s unique and novel.  

2) A set of new knowledge has been discovered in different facial expressions between 

cognitively impaired people and cognitively healthy people under the given visual 

stimuli.  

3) Different methods for the analysis of the evolution of emotions have been carefully   

investigated to compare and distinguish the cognitive impairments. 
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Chapter 6 Conclusions and future work 

6.1 Conclusions 

In this thesis, I presented a novel detection system which was able to detect and monitor the 

cognitively impaired people by analysing their facial expressions under visual stimuli using 

machine vision techniques. I proposed a novel facial expression recognition algorithm which 

combined AlexNet and LDA to recognize their facial expressions. The major work is summarised 

and the contributions for chapters 3, 4 and 5 are listed as follows. 

Chapter 2 overviewed the state-of-the-art techniques for cognitive impairment detection. 

Although there were several currently popular techniques for the early detection of cognitive 

impairment, these techniques had their own advantages and weaknesses. These techniques 

included cognitive test, neuroimaging and computer vision. The cognitive test techniques 

included the traditional face to face cognitive tests and computerized cognitive tests. Two kinds 

of neuroimaging techniques were reviewed, i.e., magnetic resonance imaging (MRI) and 

metabolic positron emission tomography (FDG-PET). Computer vision techniques with body 

motion, eye movement and facial expression were highlighted as they had potentials to build 

cost-effective solutions for early detection of cognitive impairments.  

Chapter 2 also reviewed the literature on computer vision techniques to analyse facial features. 

The process of facial features analysis can be divided into three parts: face detection and facial 

components alignment, facial features extraction, and facial features classification. I reviewed 

the computer vision techniques involved in each step in terms of their advantages and drawbacks.  

Chapter 3 presented the proposed facial expression recognition algorithm. This was a new 

solution that effectively extracted the deep features from the FC6 of the AlexNet and exploited 

the standard LDA to classify these deep features. The proposed new solution showed a promising 

and stable performance on all the 5 online available databases and 3 other databases against the 

9 state-of-the-art’ methods reported. In the developed prototype detection system, this part was 

utilised to recognize the emotion of each video frame from the recorded video when the 

participants were watching the video stimuli and answering cognitive questions. In the 
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experiment, the proposed algorithm successfully recognized the videos of facial expressions for 

the participants to clearly show the evolution of emotions.  

Chapter 4 presented the developed cognitive impairment detection system. There were three 

major units in the cognitive impairment detection system. The first part was the developed 

interface to arouse the emotions and to show the prepared video stimuli to the participants. 

Meanwhile, the interface was able to record the emotions of the participants. In the experiment, 

this part successfully recorded the emotions from the participants while they were watching the 

video stimuli. The second part was the facial expression recognition algorithm proposed in 

Chapter 3. The final part in the proposed system was about the detection of the cognitive 

impairment based on analysis of the evolution of facial expressions from the participants.  

Chapter 5 presented the experiment design and implementation to demonstrate the developed 

prototyping detection system. In the experiment in Shanghai, a group of participants were invited 

to take part in the experiments in 2019. Complete experiment data from 61 participants were 

obtained. The proposed system was used to detect the evolution of expressions when the 

participants were watching videos. I also took advantage of the proposed system to compare the 

major difference in the emotion evolution between cognitively impaired people and cognitively 

healthy people when they were watching the same video stimuli. 15 pieces of emotion patterns 

from the participants were selected as the testing dataset and the remaining emotion patterns from 

46 participants were selected as the training dataset. Several methods of cognitive impairment 

detection were compared including the similarity index based method and the traditional 

classifiers based method. Among these methods, the system had an overall recognition accuracy 

of 66.7% for detection of the cognitive impairment based on the evolution of emotions using 

KNN classifier.  

6.2 Knowledge contributions 

The major contributions to the knowledge base on cognitive impairment detection system have 

been made as follows: 

1) A novel framework for facial expression recognition has been proposed. This new 

facial expression recognition solution extracts deep features from the Fully Connected 

Layer 6 of the AlexNet and the standard Linear Discriminant Analysis Classifier can 

be used to recognize facial expressions after training these deep features. The proposed 
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algorithm was tested using 8 different databases: databases with limited images such 

as the JAFFE, KDEF and CK+ databases, and databases with images ‘in the wild’ such 

as the FER2013 and AffectNet databases. The proposed method was comprehensively 

compared with both traditional classifiers such as SVM and LDA and state-of-the-art 

methods developed by other researchers such as DeepPCA, demonstrating that my 

algorithm has a good facial expression recognition accuracy. In addition, the proposed 

algorithm doesn’t have the problems such as a long operating time and high device 

requirements compared to some state-of-the-art deep learning algorithms e.g., ResNet 

and GoogleNet. These characteristics are competent and suitable for a facial analysis 

based mental health care system. 

2) A novel cognitive impairment detection system has been proposed. This system can 

detect the cognitive impairment based on analysis of emotion patterns in the early stage 

with acceptable accuracy and low cost. Unlike the traditional methods like cognitive 

tests and neuroimaging techniques, the cognitive impairment detection system which 

based on analysis of the evolution of emotions during a period of time is novel. The 

system is able to record the facial expressions when participants are watching the video 

stimuli and answering cognitive questions. Furthermore, the system can recognize the 

facial expressions and produce the evolution of emotions for the participants. By 

analysing the evolution of emotions and training with the training datasets, the system 

was able to detect the cognitive impairment and monitor the mental health situation for 

the elderly.  

3) A novel strategy in experiment design for cognitive impairment detection has been 

proposed. Unlike the most research work which focused on the participants’ facial 

expression recognition ability or the participants’ facial expressions, the novel strategy 

instead focuses on the participants’ facial expressions under various visual stimuli to 

detect the cognitive impairment. The corresponding facial expressions to various 

visual stimuli from cognitively impaired people and cognitively healthy people were 

compared and researched. To my best knowledge, it’s unique and novel. A set of new 

knowledge has also been discovered in different facial expressions between 

cognitively impaired people and cognitively healthy people under the given visual 

stimuli. Different methods for the analysis of the evolution of emotions including the 
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similarity index based methods and the traditional classifier based methods were 

compared to detect the cognitive impairment. 

6.3 Limitations and future work 

There are several limitations in my current work. First of all, the participants were mainly the 

elderly people. In the prototyping version of the system, the technical staff were required to assist 

the elderly people in the process of the experiment. For example, as the elderly people may not 

be able to use the keyboard, technical staff are needed to enter the participant number for the 

elderly people. In addition, technical staff need to explain the cognitive questions for the elderly 

people and help them enter their answers through the system interface.  

In the experiment stage, I also needed manual effort in some process when recognizing the 

facial expressions. For instance, for the recognition of facial expressions, I needed the true value 

of the emotion label to check if the recognition of expressions was correct. As a result, the 

expressions in each frame of the video needed to be labelled manually.  

Thirdly, there are also some limitations when using the evolution of facial expressions to 

detect cognitive impairment. For example, different people may have different feelings when 

seeing the same object which may be influenced by their personality and experience. There are 

differences in the evolutions of facial expressions when watching the same video stimuli for both 

cognitively healthy participants. As a result, I was only able to find the major cognitive 

impairment related emotion patterns. I aimed to make the proposed system as an alternative 

method to detect the cognitive impairment with low cost and ideal accuracy. However, achieving 

100% of the accuracy for detecting the cognitive impairment through the emotion pattern seems 

to be not practical.  

Finally, I mainly used some specific period during the video of emotion pattern. If the 

participants don’t show enough emotion in this period, I was unable to use the system to detect 

the cognitive impairment for these participants. 

To solve the abovementioned limitations, some future works need to be done: 

 The current prototype system works in the computer and a technique staff is needed to 

assist the elderly participant in the experiment to ensure that accurate experiment data is 
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obtained. In future work, the developed and finalized cognitive impairment detection 

system can operate in the mobile phones as an application which can be downloaded from 

the Internet. The app user can test their cognitive impairment situation by watching videos 

through the mobile phone while the camera from the mobile phone is recording the 

emotion patterns and can receive the result after a few minutes. In this process, they don’t 

need help from other people. The developed app can work as a convenient and low-cost 

cognitive impairment detection solution which will benefit millions of elderly people 

worldwide. 

 The proposed system can detect the cognitive impairment based on the evolution of 

emotions. The developed approaches try to reduce the influence from age, gender and 

education background, as the emotions are mainly used to detect the cognitive 

impairment. The relationship between some factors such as personality or culture 

background and the emotion pattern needs to be further researched, as they may have 

some influence on people’s emotions when they are watching the prepared visual stimuli.  

 In the current system, the cognitive test MoCA is used to divide the participant group and 

the cognitive questions are shown to the participants when the system is recording their 

facial expressions through the interface. The answers from the cognitive questions and 

their facial expressions when doing the cognitive questions may be used and designed to 

further improve the cognitive impairment detection results in the future work.  

 Furthermore, the developed system may not be suitable for some users. As the system 

requires the users to watch visual stimuli with sound while their facial expressions are 

monitored, the users who have problems with vision, hearing or facial muscles may be 

unable to use this system. The future work needs to research how to improve the system 

and develop new algorithms so that these kinds of users can benefit too. 
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Appendix A:  Introduction to the image datasets 

Table A.1 Summary for 8 facial expression datasets 

 

The table summarises all the datasets used in the experiment. The 8 datasets are listed in the 

first column. The second column shows the number of all the images selected for each dataset. 

The number of images in each emotion categories for all these datasets is listed from column 3 

to 9. In addition, the 5 online datasets contain images from 7 emotion categories and the other 

datasets contain images from 5 emotion categories. 

 

 

Dataset Total 

number of 

images 

selected 

Angry 

images 

Disgust 

images 

Fear 

images 

Happy 

images 

Neutral 

images 

Sad 

images 

Surprise 

images 

JAFFE 202 30 27 30 31 30 27 27 

KDEF 980 140 140 140 140 140 140 140 

CK 689 76 116 38 128 141 40 150 

FER2013 29999 4173 457 4293 7520 5178 5049 3329 

AffectNet 16884 1685 620 747 6882 4090 1684 1176 

Dataset of 

the author 

400 80 / / 80 80 80 80 

Dataset of 

Chinese 

elderly 

people 

561 13 / / 57 373 115 3 

Dataset of 

Chinese 

students 

165 15 / / 40 40 35 35 
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A.I JAFFE 

 

Figure A-1 Sample images from JAFFE dataset [109] 

Three sample images without applying the image pre-processing from the JAFFE dataset are 

shown on the figure above. The image on the left is a sample of happy emotion and the image in 

the middle is a sample image of angry emotion. In addition, there are originally 213 Japanese 

female images in the JAFFE dataset and 202 images are selected in the dataset. 11 images are 

removed as it is found they are not labelled correctly. For example, the image on the right is 

labelled as a sad emotion in the original dataset which isn’t labelled correctly. Also, these images 

are posed by 10 Japanese female models. The images are 256 × 256 in resolution with grey level, 

in .tiff format and with no compression. 

In this dataset, I selected 202 front-view images of facial expressions from the JAFFE dataset 

which were all processed using the images pre-processing techniques introduced above.  

A.II KDEF 

 

Figure A-2 Sample images from KDEF dataset [108]  
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There are three samples without using image pre-processing from the KDEF dataset which are 

shown on the figure above. The image on the left is a sample of angry emotion from one male 

actor, the image in the middle is a sample image of angry emotion from one female actor and the 

image in the middle is a sample image of happy emotion from one female actor. The dataset 

contains images from both male and female actors. These images are posed by 35 female models 

and 35 male models. There are originally 4900 images from 5 different angels and 562 × 762 in 

resolution. 

In this dataset, I selected 980 front-view images of facial expressions which were all processed 

using the images pre-processing techniques introduced above. As I mainly researched on the front 

view images, I removed all the side-view images from the dataset.  

A.III CK 

 

Figure A-3 Sample images from the CK dataset [110], [111] 

Three sample images from the CK dataset are shown on the figure above. The image on the 

left and in the middle are samples of happy emotion from one female actor, the image on the right 

is a sample image of disgust emotion from one male actor. In the CK+ dataset, there are 593 

video sequences of facial expressions from 123 models [110], [111]. As the video sequences 

show the evolution of a person’s emotion, the figure on the left and in the middle are two frames 

from a sequence and they show the different extent of the emotion. The dataset contains images 

from both male and female actors. There are both 8-bit grey-scale images with 640x490 in 

resolution and 24-bit colour-values images with 640 × 480 in resolution. 

These 593 video sequences consisted of about 10000 images of facial expressions. As there 

are many similar images, I have selected about 689 images of facial expressions after removing 

similar images. These images have been processed by image pre-processing techniques.  



160 
 

A.IV FER2013 

 

Figure A-4 Sample images from FER2013 dataset [112] 

This figure shows three sample images without image pre-processing from FER2013 dataset. 

The image on the left is a sample of angry emotion from a female the image in the middle is a 

sample of fear emotion from one male actor, the image on the right is a sample image of happy 

emotion from one female actor. Like AffectNet dataset, FER2013 is another online dataset of 

facial expressions in the wild [112]. The emotions are expressed naturally by people in different 

view-point and situations. It can be noticed that some emotion is not clear which increase the 

difficulty of recognition of emotions. The dataset contains images from both males and females.  

This dataset consists of 29,999 48 × 48 pixel grayscale images of faces. In the current 

experiment, 29,999 images were selected. Image pre-processing techniques were not applied to 

this dataset, as the original 48  × 48 pixel grayscale images were already quite small. 

A.V AffectNet 

 

Figure A-5 Sample images from AffectNet dataset [113] 

The figure above shows three sample images without image pre-processing from the AffectNet 

dataset. The image on the left and in the middle are samples of surprise emotion in the resolution 
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of 292 × 292 and 375 × 375, the image on the right is a sample image of sad emotion in the 

resolution of 214 × 214.  

The emotions are expressed naturally by people in different view-point and situations. It can 

be noticed that some emotion is not clear which increase the difficulty of recognition of emotions. 

For example, the image in the middle which shows surprise emotion is quite obvious. However, 

the images on the left and on the right are quite difficult to be recognized of the type of emotion. 

The dataset contains images from both males and females.  

Unlike JAFFE, KDEF and CK datasets, the AffectNet is an online dataset which involves 1 

million images of facial expression in the wild, which are collected from the Internet [113]. These 

images are selected using 1250 facial expressions-related keywords by using three major search 

engines. As this dataset doesn’t mainly use actor performed emotions, the facial expressions are 

in various viewpoint, various lighting situations, and different ways to show the emotions, which 

increase the difficulty of recognition of facial expression greatly.  

 In this dataset, I selected 16,884 images with seven emotion labels. There were images with 

other labels, such as contemptuous, none, uncertain and no-face which I won’t use. I did not apply 

image pre-processing techniques in this dataset, as these images are in different viewpoint, 

lighting situations and the pre-processing techniques did not work well in this dataset. 

A.VI Dataset of the author’s facial expressions 

 

Figure A-6 Sample images from the author’s facial expressions dataset 

Three sample images without image pre-processing from the author’s facial expressions 

dataset are shown on the figure above. The image on the left is a sample of angry emotion and 
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the image in the middle is a sample image of neutral emotion and the image on the right is a 

sample image of happy emotion. The original images are 1932 × 2576 in resolution in .jpg format. 

In this dataset, I selected 400 front-view images of facial expressions of the author which were 

all processed using the images pre-processing techniques introduced above. The first dataset only 

has one subject.  

A.VII Dataset of Chinese elderly people 

 

 

Figure A-7 Sample images from the dataset of Chinese elderly people 

There are three sample images after image pre-processing from the dataset of Chinese elderly 

people which are shown on the figure above. With the help of the Shanghai Mental Health Centre, 

I obtained a dataset of the facial expressions of the elderly people with cognitive impairment 

when they are using the system. The ground truth of the facial expressions is labelled by myself. 

The image on the left is a sample of happy emotion, the image in the middle is a sample of sad 

emotion, the image on the right is a sample image of neutral emotion. These emotions are 

expressed by the participants naturally when the participants are using the proposed system. It 

can be noticed that some emotion is not clear which increase the difficulty of recognition of 

emotions. For example, there is only a small difference between sad emotion and neutral emotion. 

The dataset contains images from both males and females.  

This dataset consists of 561 227 × 227 pixel images of facial expressions. The images are 

resized according to the requirement of the input of AlexNet.  
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A.VIII Dataset of Chinese students 

 

 

Figure A-8 Sample images from the dataset of Chinese students 

The above figure shows three sample images after image pre-processing from the dataset of 

Chinese students. This dataset contains facial expressions from Chinese students when they are 

using the proposed system. The ground truth of the facial expressions is labelled by myself. The 

image on the left is a sample of happy emotion, the image in the middle is a sample of sad emotion, 

the image on the right is a sample image of neutral emotion. These emotions are expressed by the 

participants naturally when the participants are using the proposed system. It can be noticed that 

some emotions are not clear which increase the difficulty of recognition of emotions. For example, 

the image on the right can be regarded as a neutral emotion or it may be considered as a happy 

emotion. The dataset contains images from both males and females.  

This dataset consists of 165 227 × 227 pixel images of facial expressions. The images are 

resized according to the requirement of the input of AlexNet. This dataset doesn’t contain the 

emotions of fear and disgust as the participants don’t show these emotions when using the 

proposed system. 
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Appendix B: Introduction to the functions and problems for the 

developed system 

I will mainly review two aspects, which will be detailed in the following sections: the major 

functions and tasks for each unit in the system and the major problems and concerns for each unit 

in the system. 

B.I Major functions and tasks for each unit in the system 

There are three major units in the cognitive impairment detection system. Its major functions 

and tasks for these three important units are listed in Table B.1. 

Table B.1 Major functions and tasks for each unit in the system 

Three major units in the system Major functions and tasks 

The interface to arouse the emotion Show video stimuli and cognitive questions 

The interface to arouse the emotion Record the facial expressions of the participants 

The interface to arouse the emotion Record participants labels and have other settings 

Facial expression recognition algorithm Recognize the facial expression for each video frame 

Facial expression recognition algorithm Plot the evaluation of emotions 

Cognition impairment detection unit Detect the cognitive impairment based on the evolution of 

emotions 

 

The first part is the developed interface which records the reactions and facial expressions 

while the participants are doing the experiments. The facial expressions are mainly divided into 

two parts: the facial expressions when the participants are watching the prepared images and 

videos and the facial expressions when the participants are doing cognitive questions. The 

developed system also has other functions such as assistance on adjustment of the position of the 

webcam, record of labels to connect with the obtained videos of the facial expressions and 

settings about videos recording frequency. 

On the other hand, as introduced in the previous sections, the major task for the proposed facial 

expression recognition algorithm is to recognize the emotion of each video frames from the 
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recorded video when the participants are watching the video stimuli and answering cognitive 

questions. By recognizing emotions for each frame in the video, I can plot the evolution of 

emotions for each emotion during the time of the video. In addition, by comparing the evolution 

of facial expressions and the facial expression in some specific time with the standard pattern, 

the cognitive impairment situation for the participants can be obtained. 

B.II Major problems and concerns for each unit in the system 

In the proposed cognitive impairment detection system, each unit in the system has its own 

problems and concerns. Among them, some of the problems have been solved to some extent, 

and the other problems still need further improvement. 

Table B.2 Major problems and concerns for each unit in the system 

Three major units in the system Major problems and concerns 

The interface to arouse the emotion Need technical staff to assist elderly people 

The interface to arouse the emotion Need a Chinese word interface 

The interface to arouse the emotion Require carefully selected video stimuli 

Facial expression recognition algorithm Recognize the facial expression of cognitively impaired elderly 

people 

Facial expression recognition algorithm Need manually label the images of facial expressions 

Facial expression recognition algorithm Need manually check the processed images 

Facial expression recognition algorithm Select layers and activation function 

Facial expression recognition algorithm Select appropriate classifier 

Facial expression recognition algorithm Recognize 'sad' emotion 

Facial expression recognition algorithm Choose an appropriate setting of the hyperparameters 

Cognition impairment detection unit Emotions may be affected by personal interest and personality 

Cognition impairment detection unit Arouse emotion from participants with few facial expressions 

 

Regarding the interface to arouse the emotions, there are three kinds of major concerns and 

problems. First of all, the participants are mainly elderly people. In the prototype version of the 
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system, the technical staff are required to assist the elderly people in the process of the experiment. 

For example, as the elderly people may not be able to use the keyboard, technical staff are needed 

to enter the participant number for them. In addition, for cognitive questions, technical staff need 

to help the elderly people to enter their answers in the interface. Moreover, as the experiment 

took place in Shanghai, China, the interface of the emotion arousing unit need to be shown in 

Chinese. Finally, the image stimuli and video stimuli are required to be selected carefully in order 

that the elderly people can understand, and also the stimuli should be interested in most of the 

elderly people. 

Furthermore, there are also some problems and concerns about the proposed facial expression 

recognition algorithm. To start with, I need to select the layers and action units carefully. 

Normally, the earlier layers, like FC6 layer, extract fewer, shallower and lower-level features 

[151][152] with a higher spatial resolution and a larger total number of activations.  

However, for facial expression recognition, I found that the methods which extract the features 

from FC6 have better recognition accuracy with the 5 online datasets I employed. I used the 

AlexNet, which was pre-trained with 1 million natural images from the ImageNet to extract 

features. The features extracted from FC7 are more in line with the classification attribute of the 

training set of natural images of large amounts of object categories but less in accordance with 

the dataset of facial expressions [153]. As a result, the method which extracts features from FC6 

has a better performance. 

Also, I should consider about the activation function. In the proposed method, I use the ReLU 

layer (Rectified Linear Units). The ReLU is a half-wave rectifier function with the advantage of 

reducing the training time whilst preventing overfitting [126]. Each convolution layer is followed 

by the ReLU layer in order to increase the nonlinear properties of the network. In addition, ReLU 

layers can prevent the gradient vanishing problem, and are much faster than other logistic 

function [154]. 

The second concern is about the training and testing dataset. In Chapter 3, I used the online 

dataset to test the facial expression recognition algorithm, which didn’t contain facial expression 

from the elderly people with cognitive impairment. The performance of the framework will be 

influenced by the quality and the quantity of the training dataset. The framework needs to learn 

the features of each type of emotions from the training dataset sufficiently. For example, if the 
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framework is only trained with lab posed facial expressions obtained from children, then it would 

be problematic to use the framework to recognize the natural facial expressions of the elderly 

people. In practical terms, in order to demonstrate good performance in terms of recognition of 

the facial expressions of the elderly people with cognitive impairment, the framework needs to 

be trained with large amounts of natural facial expressions that are from elderly people, and 

ideally from elderly people with cognitive impairment. 

The third concern is about the recognition of some type of emotions. As I noticed in the 

experiments, the difficulty to recognize each different emotion is different. For example, the 

difficulty of recognition of the sad emotion is relatively high and is mainly due to the quantity of 

the training data. I have observed that there are fewer images of sad emotions relative to other 

emotions within most of the datasets, which increases the recognition difficulty. For example, 

within the CK dataset, there are 689 images of 7 different facial expressions, and only 40 images 

depict sad emotion. In addition, I observe that there is relatively a small difference between the 

sad emotion and neutral emotion. Consequently, the sad emotion is erroneously recognized as a 

neutral emotion in the system without sufficient training datasets. 

In addition, I need to take the training stage for the proposed method into consideration. In 

order to evaluate and identify the approach with the best recognition accuracy, different methods 

were tested in the experiments. To this end, I tested the pre-trained deep CNN AlexNet with the 

initial learning rate 0.0003, minimum batch size 5 and maximum epochs 10 [80]. The test of the 

traditional classifiers included multiclass models for the SVM, the LDA with linear Discriminant-

Type, and the KNN with Euclidean Distance and 1 neighbour number. I also constructed several 

experiments to test the influence of the hyperparameters in the training stage. For the proposed 

method (AlexNet + FC6 + LDA), I used the LDA classifier to train, and classified the deep 

features extracted from the AlexNet. I tried to use the ‘OptimizeHyperparameters’ function in 

Matlab to find the optimized hyperparameters. I found that the time cost outweighs the small 

performance improvement. In the LDA, the function tried to optimize the performance by 

changing the hyperparameters Delta and Gamma automatically. By using the 

OptimizeHyperparameters’ function, I found the operating time is increased by 100 times, but 

there was limited improvement in recognition accuracy in the JAFFE dataset for the LDA 

classifier. Then, I found the ‘OptimizeHyperparameters’ function had the drawback of greatly 
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increasing the operating time, which was not appropriate in the research. As a result, I use the 

default hyperparameters for the LDA classifier. 

Finally, in the experiment stage, I need to do some work manually when recognizing the facial 

expressions. For instance, for the recognition of facial expressions, I need the true value to check 

if the recognition of expressions is correct. Therefore, I need to manually label the expressions 

in each frame of the video. Herein, I use the Viola-Jones algorithm [114], [115] to locate the 

position of the face. However, the accuracy of locating the faces are not 100%. If the position of 

the face is located wrongly, I cannot crop the face region in the images successfully which will 

result in problems when using the proposed algorithm to recognize facial expressions. As a result, 

in this situation, manual effort is also needed. 

In the third aspect, there are also problems with detecting cognitive impairment by using the 

evolution of facial expressions. For example, different people may have different feelings when 

seeing the same object, which may be influenced by their personalities and experiences. In 

addition, there are different evolutions of emotions when watching the same video stimuli for 

different. As a result, I was only able to find major cognitive impairment related emotion patterns. 

I aimed to make the proposed system as an alternative method to detect the cognitive impairment 

with low cost and ideal accuracy. However, achieving 100% of the accuracy of detecting the 

cognitive impairment through the emotion pattern is not practical. On the other hand, it is more 

difficult to detect the participants who have few expressions on their face when they were shown 

the video stimuli. 

 


