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Abstract

This Thesis presents radar concepts and signal processing techniques in-

cluding the fractional Fourier transform (FrFT), Chebyshev polynomial

approximation and Singular Spectrum Analysis (SSA) for advanced high

resolution radar imaging and micro-Doppler signature extraction.

Two novel SAR focussing algorithms in the time-frequency domain are

developed using the FrFT. These are called the Fractional Range Doppler

Algorithm (FrRDA) and the enhanced Fractional Chirp Scaling Algorithm

(eFrCSA. The new methods are tested on simulated and real data sets and

are shown to provide higher performances in terms of image quality and

resolution than existing frequency domain based methods.

The state of the art signal spectrum models of a bistatic point target spec-

trum for bistatic SAR imaging has been improved by deriving Chebyshev

polynomial approximations in place of the conventional Taylor based ap-

proximations. This new model increases the accuracy and the efficiency

of frequency domain focussing algorithms.

Models for micro-Doppler signatures in bistatic SAR are developed and

the effect of the different acquisition geometries are considered, including

the effect on the final image.

A new concept for a Passive Bistatic Radar is introduced for micro-Doppler

analysis of helicopters rotor blades. The proposed system exploits the for-

ward scattering enhancement to increase the radar cross section of the he-

licopters rotor blade allowing an acceptable operative range. The analysis

shows how the proposed system could be considered as a good candidate

for cheap coast and border control.

A detailed analysis on the effect of micro-Doppler from wind turbines and



their impact on SAR images is presented. The signal model for such a dis-

tributed target is presented and simulation results show how the presence

of such a target can significantly decrease and corrupt the image quality.

Singular Spectrum Analysis (SSA) is developed for micro-Doppler signa-

ture extraction from SAR clutter and from the direct signal interference

and clutter of a passive bistatic radar. The SSA is shown to be robust and

capable of performing as a useful tool with the capability of mitigating the

effects of clutter on micro-Doppler signatures.
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Chapter 1

Introduction

1.1 Preface

From its earliest days the use of radar was oriented to detect and track targets accu-

rately. The capability to operate in hostile weather and day and night were two great

advantages of the use of electromagnetic waves that facilitated intense research and

diffusion of radar system for military and civil applications.

Time delay initially measured to perform target ranging was followed by antenna di-

rectivity to measure the angle of arrival and then Doppler shift to measure target ve-

locities.

Exploiting the Doppler shift in high resolution radar imaging was one of the most in-

novative applications brought to the attention of the radar community by Carl Wiley

of Goodyear Aerospace in 1951. The introduced method was named ”Synthetic Aper-

ture Radar” referring to the equivalence of the series successive acquisition with a long

aperture antenna.

SAR data collected by a the radar system appears as random noise. This is due to the

superposition of all the echoes received from all the scatterers in the real antenna foot-

print for each acquisition. In order to retrieve the information contained in the phase of

the received signal a phase-sensitive processing is required to obtain a focused image.

The first methods used to focus SAR images were based on optical sensors, the data

were recorded on a black and white film and a laser beam was collimated and shone

through the film while lenses where used to perform a real time 2D Fourier transform.
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Finally diffraction gratings were used to focus the data and a last set of lenses was used

to perform the inverse Fourier transform Cumming and Wong [2005]. However the use

of optical processor even providing high quality and real time images had the follow-

ing drawbacks: very high-quality lenses were required, a skilled operator was always

needed and the automation of the process was not possible, in addition the dynamic

range of the final image was limited by the black and white film.

In the late 1970s SAR data started to be digitalized and recorded on tape or disk. The

first digital processor were able to process an image in 40 hours, much different from

what can be done with the modern computing systems Clemente et al. [2009].

For this reason much of the research effort moved in the direction of efficient and ac-

curate focussing algorithm, Range Doppler, Chirp Scaling, Ω−k and SPECAN are the

name of the most efficient solutions achieved from the SAR community to obtain high

quality images in a reasonable amount of time.

Traditional SAR systems were designed to be monostatic, the transmitting antenna is

the same that receives the radar returns. However in recent years the international

community has become particularly active in the case of a receiver placed on a differ-

ent platform, spatially separated from the transmitter, the Bistatic SAR configuration

(BSAR). This acquisition configuration introduces new challenges for the signal pro-

cessing community, in particular for the focussing stage where the phase history of the

acquired signal results to be strongly geometry dependent and obtain an accurate and

efficient focussing algorithm becomes an hard goal to achieve.

Another successful exploitation of the Doppler effect is the micro-Doppler signature

analysis Chen [2011]. The Micro-Doppler effect was originally introduced in coherent

laser system to measure kinematic properties of objects such as a frequency of a vibra-

tion or its amplitude. Micro-Doppler shifts characterize the complex features of an ob-

ject. Unlike the laser case, in microwave radar systems the amplitude of the observable

micro-Doppler shift is much smaller due to the relatively longer wavelength. However

if the product between the the displacement amplitude and its frequency is sufficiently

big it is possible to observe a micro-Doppler effect. For example helicopters rotor

blades or rotating antennas for air traffic control can introduce an observable effect

due to their long arms.
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The knowledge of micro-Doppler signature is of interest for civil and military applica-

tions. Micro-Doppler signature is the description of details of a target. For this reason,

the micro-Doppler signature is a potential rich source of information that can be used

for a variety of applications. Micro-Doppler can be regarded as a unique signature of

the target that provides additional information about the target that is complementary

to existing methods. Specific applications include the recognition of space, air, and

ground targets. For example, the micro-Doppler effect can be used to identify specific

types of vehicles and determine their movement and the speed of their engines. Vibra-

tions generated by a vehicle engine can be detected by radar signals returned from the

surface of the vehicle. For example, from micro-Doppler modulations in the engine

vibration signal, one can distinguish whether it is a gas turbine engine of a tank or the

diesel engine of a bus Chen [2011]. The outfield measurement of ground targets in-

dicates that micro-Doppler signatures have great significance for vehicle recognition.

Micro-Doppler signatures can also be used for human classification at a distance since

radar has the advantage of detecting and identifying humans at distances in all weather

conditions at day or night Chen [2011].

1.2 Motivation

The aim of this thesis is to explore new signal processing techniques and models which

can be used to improve the resolution of frequency domain monostatic SAR focussing

algorithms, increasing the accuracy of bistatic SAR focussing algorithms and the anal-

ysis of micro-Doppler signature from SAR platforms and radar. The objectives of the

research presented in this thesis are: the development of an high resolution monostatic

SAR focussing approach for range-Doppler algorithms; the increasing of the accuracy

of the bistatic point target spectrum model for bistatic SAR focussing; the development

of a model for the micro-Doppler signature from bistatic SAR; a feasibility study for a

passive bistatic radar for helicopters classification; the effect of wind turbines in SAR

images and the application of signal processing techniques to extract it from the data.

The thesis will address the enhancements, modifications, and inventions required to

achieve high quality SAR images and exploitation of the micro-Doppler signatures.
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1.3 Contribution

The research detailed in this thesis includes original contributions to the field of monos-

tatic SAR, bistatic SAR, micro-Doppler analysis in Bistatic SAR, micro-Doppler anal-

ysis from passive radars, effect of micro-motions on SAR images and micro-Doppler

extraction. These contributions are as follows:

1. Two new Fractional Fourier Transform (FrFT) based SAR processing algorithms

are presented namely the Fractional Range Doppler Algorithm and the enhanced

Fractional Chirp Scaling Algorithm that are shown to improve the well estab-

lished Range Doppler Algorithm and Chirp Scaling Algorithm for SAR process-

ing. The performance of the algorithms are assessed using simulated and real

Radarsat-1 data sets. The results confirm that the FrFT based SAR processing

methods provide enhanced resolution yielding both lower side-lobes effects and

improved target detection;

2. A new approach to the approximation of the slant range function using Cheby-

shev polynomials in order to obtain a polynomial representation that can be used

in the method of series reversion to obtain a more accurate version of the point

target spectrum. The proposed approach replaces the coefficients of the polyno-

mial Taylor series expansion of the bistatic slant range function with the ones

obtained using the Chebyshev polynomial approximation. The obtained coeffi-

cients are then used to obtain an analytical formulation of the bistatic point target

spectrum. Compared to the Legendre approximation, proposed in literature, the

Chebyshev polynomials allow us to obtain a least squares approximation of the

slant range function that includes the property of a bounded maximum error thus

minimizing the so called Runge effect. In addition the mathematical and com-

putational complexity is reduced;

3. The Chebyshev approach is applied to the bistatic point target spectrum based on

the 2D Principle of Stationary Phase. In the proposed approach the Chebyshev

approximation replaces the coefficients of the polynomial Taylor series expan-

sion of the azimuth-range frequency coupling term. The obtained coefficients
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are then used to obtain an analytical formulation of the bistatic point target spec-

trum. The new approach is shown to provide a more accurate approximation

reducing the phase error. The accuracy improvement is shown to yield a more

accurate spectrum that can be exploited in bistatic SAR focussing algorithms,

improving their accuracy and efficiency;

4. The model for vibrating micro-Doppler signature for a Bistatic SAR system with

fixed receiver is analysed and compared to the signature obtained in a monostatic

SAR system. The micro- Doppler effect is derived for a vibrating target in the

bistatic SAR. The corresponding bistatic factor is shown to be a function of the

bistatic acquisition geometry. Also, the effect of the target vibration on the fo-

cused image is shown to be influenced by the acquisition geometry. The derived

model is useful for micro-Doppler classification. Simulations for 94 GHz and

10 GHz are given and the results confirm the derived model;

5. A novel passive bistatic radar (PBR) using Global Navigation Satellite Systems

(GNSS) operating in the near forward scattering zone is presented. The anal-

ysis focuses on the case of helicopters rotor blades where the Doppler shift is

relatively high and a relatively large wavelength is useful in reducing the maxi-

mum Doppler shift. The power budget analysis for this kind of configuration and

target is analysed. It is demonstrated the possibility of detecting these kind of

targets and to measure their micro-Doppler signatures. The theoretical analysis

is supported with simulations that demonstrate the effectiveness of the proposed

configuration for micro-Doppler signature analysis for helicopter rotor blades;

6. The effect on SAR images introduced by rotating wind turbines is modelled

and analysed. The results show that an image can appear corrupted and that

smearing and ghost echoes can possibly hide details of the images that can be

distant from the wind turbine. The effect for different aspect angles and rotating

blade velocities are analysed through simulations.

7. A micro-Doppler signature extraction method based on the Singular Spectrum

Analysis is applied to extract the target micro-Doppler features from the received
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SAR and PBR signals. The effectiveness of the proposed approach is confirmed

through simulations even in low Signal to Clutter Ratio (SCR);

1.4 Thesis organization

The remainder of this thesis is divided into eight chapters, the organization of which

is explained as follows: Chapter 2 provides an overview of synthetic aperture radar

imaging techniques for monostatic and bistatic SAR. It starts with the SAR processing

geometry. Then the frequency domain algorithms for monostatic SAR focussing are

introduced. The fractional Fourier transform based CSA is introduced and discussed.

Following the bistatic SAR focussing algorithms are presented with particular atten-

tion to the bistatic point target spectra obtained with the method of series reversion and

the 2D principles of stationary phase.

Chapter 3 reviews the micro-Doppler effect. First the basic concepts of the micro-

Doppler effect in radar are introduced. The micro-Doppler effect in radar imaging

systems is then reviewed providing an overview of the state of the art in the field.

Chapter 4 introduces the first novelty in this thesis. The Fractional Range Doppler

Algorithm and the enhanced Fractional Chirp Scaling Algorithm. The algorithms are

described and their performances are compared with the traditional RDA and CSA re-

spectively on both simulated and real data.

Chapter 5 focusses on the frequency domain processing for bistatic SAR imaging. The

chapter derives two improved bistatic point target spectra using the Chebyshev approx-

imation. The bistatic point target spectrum using the Method of Series Reversion is im-

proved by replacing the Taylor approximation of the bistatic slant range function with

its Chebyshev polynomial approximation. The bistatic point target spectrum using the

2D principle of stationary phase is improved by replacing the Taylor approximation of

the range-azimuth frequency coupling terms with its Chebyshev approximation. The

new models are tested with simulated data.

Chapter 6 derives the model for the micro-Doppler signature in bistatic Synthetic Aper-

ture Radar. First the fixed receiver geometry is introduced, then the signal model is

derived. The analysis concentrates on the different effect of the geometry on the fo-
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cussed image and on the micro-Doppler signatures. The derived model are tested and

confirmed by simulations.

Chapter 7 introduces a novel passive bistatic radar concept using a GNSS illuminator

of opportunity for micro-Doppler analysis in the case of helicopters rotor blades. The

system geometry and the signal model are introduced, then the analysis focus on the

system requirements for the micro-Doppler analysis. The forward scattering enhance-

ment is introduced to support the power budget analysis. Simulation results concludes

the chapter.

Chapter 8 describes advanced micro-Doppler analysis and extraction. The chapter

starts analysing the effect of wind turbines on SAR images. The effect is analytically

described and the derived model is confirmed through simulations. Then the chapter

describes the application of the singular spectrum analysis for the extraction of the

micro-Doppler signatures from the clutter. The technique has been applied to simu-

lated SAR data and to the data coming from the PBR scenario described in chapter 7.

Chapter 9 includes a summary and conclusions of this thesis are presented, along with

a discussion of its limitations and suggestion of potential areas for further future work.

The appendix contains theoretical material about the Chebyshev polynomial approxi-

mation which would impede the flow of the thesis. A list of the author’s publications

is also provided.
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Chapter 2

Monostatic and Bistatic SAR Imaging

2.1 Introduction

Synthetic Aperture Radar (SAR) is an imaging radar system for earth observation

from satellite and airborne manned/unmanned platforms. It is currently operational

in recently launched polar-orbiting platforms such as TerraSAR-X, RadarSAT-2 and

Cosmo-SkyMed as well as in numerous other missions. Applications are diverse in-

cluding disaster observation and management, mapping of renewable resources, geo-

logical mapping, snow/ice mapping and strategic surveillance of military sites. More-

over, the scientific community is more and more oriented to a wide range of appli-

cations where the first step is the production of a SAR image Cumming and Wong

[2005]. Obtaining optimum resolution from raw SAR data involves sophisticated sig-

nal processing techniques especially using high resolution sensors (like TerraSAR-X

and Cosmo-SkyMed) where the feature of the smaller scatterers increase in impor-

tance. In this chapter the basics of SAR imaging are be introduced. The discussion

focusses on imaging algorithms in the range-Doppler domain for monostatic SAR.

The analysis concentrates on the Range Doppler Algorithm (RDA) and on the Chirp

Scaling Algorithm (CSA). The Fractional Fourier Transform based CSA is then intro-

duced. The understanding of the processing steps of these three algorithms is important

since they are exploited in the derivation of the Fractional RDA and Enhanced Frac-

tional CSA (Chapter 4).

The discussion then moves on the case of transmitter and receiver located on different
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positions, the bistatic SAR case. The focussing problem in the bistatic SAR case is

described and the different approaches for the development of an accurate focussing

strategy in the frequency domain are analysed. In particular two models for the bistatic

point target spectrum (BPTS) are analysed in detail: the BPTS based on the Method

of Series Reversion (MSR) and the BPTS derived using the 2D Principle of Stationary

Phase (2D PSP). These two models are important for the understanding of this thesis

since their improvement is obtained using the Chebyshev approximation (Chapter 5).

2.2 SAR processing geometry

The basic geometry of the SAR processing application is shown in Figure 2.1. The

Figure 2.1: SAR processing geometry

sensor transmits a pulse and receives the echoes in a direction approximately perpen-

dicular to the direction of travel. The received signal is digitized and stored in the

memory of the signal processor as a two dimensional array of samples. One dimen-

sion of the array represents the distance in the slant range direction between the sensor

and the target and is commonly referred to as the range direction. The other dimen-

sion represents the along-track or azimuth direction. Each line of data with common

azimuth index represents data collected during one pulse repetition interval.

In essence, the processing of SAR data is a two-dimensional space-variant convolution.
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When the received data is viewed as a superposition of returns from point scatters, the

processing problem consists of compressing the target response that is spread out in

both range and azimuth to a single point. As the range and azimuth time scales are so

different, the range and azimuth directions can be treated separately during processing.

In each dimension the data is convolved with a matched filter. In azimuth, the situa-

tion is complicated due to the returned signal from a single point target appears in a

number of range cells during the time that it is illuminated by the radar. The energy

corresponding to a target needs to be collected into one range cell before it can be

compressed using the matched filter Cumming and Wong [2005].

In order to process SAR data to its full inherent resolution with reasonable computing

resources, an algorithm is required that is both accurate and efficient. The range-

Doppler domain focussing algorithms satisfies these requirements and are discussed in

the next section.

2.3 Range Doppler Algorithm and Chirp Scaling Algo-

rithm

The Range Doppler Algorithm (RDA) is a simple and efficient algorithm used to fo-

cus SAR data. It was first developed by MacDonald Dettwiler and Associates (MDA)

and the Jet Propulsion Lab (JPL) in 1979 for the processing of SEASAT data Bam-

ler et al. [1993]; C.Wu [1976, 1977]. It is a very flexible algorithm and widely used.

This algorithm takes advantage of the approximate separability of processing in range

and azimuth direction, allowed by the large difference in the time scales of the range

and azimuth data. In addition efficient range cell migration correction (RCMC) is per-

formed in the so called range-Doppler domain which is the ideal reference plane to

correct the hyperbolic behaviour of the target trajectories Cumming and Wong [2005].

The RDA is actually one of the most used algorithms in both research and commercial

fields due to its effectiveness and relative simplicity. RDA processors have been de-

veloped in the Gamma Remote Sensing Modular SAR processor Werner et al. [2000]

and in the REA processor Eon. In addition many research groups work with the RDA

and the interest on this algorithm is growing especially in the field of the parallel SAR
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processing Clemente et al. [2009]; di Bisceglie et al. [2010]; Giancaspro et al. [2002].

The algorithm is designed to achieve block processing efficiency, using frequency

domain operations in both range and azimuth, while maintaining the simplicity of

the one-dimensional operations. Block processing efficiency is also achieved for the

RCMC operation because it is done in the range time and azimuth frequency domain.

This domain is called the “range Doppler” domain, since azimuth frequency is synony-

mous with Doppler frequency. The algorithm is called the Range Doppler Algorithm

(RDA), because the fact that RCMC is performed in this domain and it is the most

distinguish feature of the algorithm. Energy from point targets, at the same range but

separated in azimuth, is transformed to the same location in the azimuth frequency do-

main. Therefore, correction of one target trajectory in this domain effectively corrects

a family of target trajectories that have the same slant range of closest approach. This

is a key feature of the algorithm, which allows RCMC to be implemented efficiently in

the range Doppler domain.

To obtain an efficient implementation all matched filter convolutions are performed as

multiplies in the frequency domain. Matched filtering and RCMC depend on range

varying parameters.

The RDA also distinguishes itself among frequency domain algorithms by its capabil-

ity to explicitly accommodate range variation of parameters with relative ease. This

is another key feature of the algorithm. Moreover all operations are performed with

one-dimensional data arrays, hence achieving processing simplicity and efficiency.

The core steps in the algorithm are shown in Figure 2.2 and are described below.

1. Range Compression

Range Compression is obtained multiplying data in the range frequency domain

with the range reference function in range direction, so first an FFT is performed

on the data in the range direction; then the multiplication with the reference

function is performed. To complete the range compression an IFFT is needed to

report range direction data in the time domain;

2. Azimuth FFT

An FFT is done in the azimuth direction, obtaining data in the range-Doppler
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Figure 2.2: Range-Doppler SAR processing algorithm

domain;

3. Range Cell Migration Correction (RCMC)

Range cell migration correction is performed by a shift and interpolation opera-

tion that lines up the target trajectories;

4. Azimuth Compression

Azimuth compression is accomplished multiplying data with the azimuth refer-

ence function in azimuth direction;

5. Azimuth IFFT

An IFFT in the azimuth direction completes the formation of the image, at this

stage detection and look summation can be done.

The CSA was developed to specifically eliminate the interpolation step used for the

RCMC Raney et al. [1994]. It is based on the scaling principle applying a frequency

modulation to a chirp-encoded signal to achieve a shift or scaling of the signal. The

chirp scaling algorithm presents two main advantages, the first one is the possibility
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to implement the RCMC with a phase multiplication and the second one is that the

secondary range compression (SRC) can be made azimuth frequency dependent.

The chirp scaling algorithm requires only Fast Fourier Transforms (FFTs) and com-

plex vector multiplications and can process SAR data collected in either stripmap or

spotlight mode Cumming and Wong [2005]. The algorithm operates in both range-

Doppler domain and the 2-D frequency domain. The sequence of core steps of the

CSA is shown in Figure 2.3. To obtain the SAR focused image the CSA performs the

Figure 2.3: Chirp Scaling SAR processing algorithm

following steps:

1. Azimuth FFT, using Fast Fourier Transforms to bring the data to the range–Doppler

domain.

2. Chirp Scaling, in order to equalize the range migration of all targets trajectories a
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phase shift is applied along the constant azimuth frequency lines.

3. Range FFT, in this step the FFTs in the range direction bring the data in the 2-D

frequency domain.

4. Range Compression, SRC, and bulk RCMC, are performed through a phase mul-

tiplication with a reference signal.

5. Range IFFT, to bring the data again in the range–Doppler domain the Inverse Fast

Fourier Transfoms are used in the range direction.

6. Azimuth compression, a phase multiplication is performed to compress the data

along the azimuth direction, in addition a phase correction is applied using a range-

varying reference signal.

7. Azimuth IFFT, in order to obtain the focused image in the 2-D time domain the

Inverse Fast Fourier Transforms are used in the azimuth direction.

2.4 SAR Focussing Based on the Fractional

Fourier Transform

In A. S. Amein and J. J. Soraghan [2006]; Amein and Soraghan [2007] the Fractional

Fourier Transform (FrFT) was applied to the SAR Chirp Scaling Algorithm Raney

et al. [1994] to form the Fractional Chirp Scaling Algorithm (FrCSA). In the resulting

FrCSA the fractional Fourier transform was used in place of the Fourier transform

obtaining a fractional representation of the received signal in both azimuth and range

directions. Some good results in terms of enhanced resolution were reported, however

this algorithm did not take care of the shift variant problem introduced by the use of

the fractional Fourier transform. This approach used the design of a matched filter

in the Fractional domain in order to reduce the mismatch due to the approximations

introduced in the signal spectrum analysis. However in the FrCSA the shift variant

property Bultheel and Martinez [2002] of the FrFT introduced a modulation effect that

cannot be removed from the received signal. It means that each echo in the fractional

domain exhibits a different modulation due to its delay and thus a mismatch results

when performing the matched filtering in the FrCSA.
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2.4.1 Fractional Fourier Transform

A Fourier transformation (FT) maps a one-dimensional time signal x(t) into a one-

dimensional frequency function X(f), the signal spectrum. The Fourier transform

operator can be visualized as a change in representation of the signal corresponding

to a counter clockwise rotation of the axis by an angle π/2. Although the Fourier

transform provides the spectral content of the signal, it fails to indicate the time lo-

cation of the spectral components, which is of great importance when non-stationary

or time-variant signals are considered. In order to describe and analyse such signals,

time-frequency representations (TFRs) are used. A TFR maps a one-dimensional time

signal into a two-dimensional function of time and frequency. The fractional Fourier

transform (FrFT) which belongs to the class of linear TFRs was introduced by Namias

in 1980 Namias [1980], then rediscovered in optics Alieva et al. [1994]; D. Mendlovic

and H.M. Ozaktas [1993]; Mendlovic and Ozaktas [1993]; Ozaktas et al. [2001] and

introduced to the signal processing community by Almeida in 1994 Almeida [1994].

The fractional Fourier transform, which is a generalization of the ordinary Fourier

transform, can be considered as a rotation by an arbitrary angle in the time-frequency

plane or a decomposition of the signal in terms of chirps. It also serves as an orthonor-

mal signal representation for chirp signals. The fractional Fourier transform is also

called rotational Fourier transform or angular Fourier transform Kutay et al. [1997].

The fractional Fourier transform is computed using the angle of rotation in the time-

frequency plane as the fractional power of the ordinary Fourier transform. Letting x(u)

be an arbitrary signal, its ath-order FrFT is defined as Ozaktas et al. [2001]:

Xa(u) =

∫
Ka(u, u

′)x(u′)du′ (2.1)

where a is the fractional transformation order (corresponding to a rotation angle θ =

aπ
2

with a ∈ R) andKa(u, u
′) is the FrFT kernel and is defined as Ozaktas et al. [2001]:
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Ka(u, u
′) =



A0 exp {jπ[(u2 + u′2) cot θ − 2uu′ csc θ]}

if θ is not a multiple of π

δ(u− u′) if θ is a multiple of 2π

δ(u+ u′) if θ + π is a multiple of 2π

(2.2)

where A0 = ej
θ
2√

j sin θ

Equation (2.2) shows that for angles that are not multiples of π, the computation of the

FrFT corresponds to the following steps:

1-A product by a chirp;

2-A Fourier transform (scaled by csc θ);

3-Another product by a chirp;

4-A product by a complex amplitude factor.

In summary, the FrFT is a linear transform, continuous in the angle θ, which satisfies

the basic conditions for it to be meaningful as a rotation in the time-frequency plane.

The fractional Fourier transform is able to process linear chirp signals better than the

ordinary Fourier transform Ozaktas et al. [2001]. This is because a linear chirp signal

forms a particular diagonal line in the time-frequency plane, and therefore, there exists

an order of transformation in which such signals become compact. Chirp signals are

not compact in the time or frequency domain. Thus the signal can be easily extracted

in an appropriate (or optimum) fractional Fourier domain whereas in many cases it is

not possible to separate the signal and noise in the spatial or frequency domain Borden

[2000].

The general linear chirp formula is given as, exp j2π(at2 + bt+ c), where k is the

chirp rate parameter. The matching process can be described using a geometrical rep-

resentation through a plot of the instantaneous frequency of the signal, φ′(t) = 2at+b,

as shown in Figure 2.4. The optimum transformation angle required to match the chirp

rate a is defined as Capus and Brown [2003]:

θopt = − 2

π
tan−1

(
1

2a

)
(2.3)
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Figure 2.4: Geometrical representation of the fractional space

For a time-frequency discretized signal then 2.3 becomes:

θopt = − tan−1

(
F 2
s /N

2k

)
(2.4)

where Fs is the sampling frequency and the number of samples is represented by N .

Figure 2.5-a shows the time domain plot of a linear chirp with duration of 1 second and

chirp rate of 20 [1/s2] sampled at 400 Hz. Figure 2.5-b shown the magnitude of the

FrFT of the linear chirp for a range of orders from -1 to 1. It is observed from Figure

2.5-b that the degree of compactness on the FrFT varies with the order. The most

compact output occurs for a = −0.9365, in agreement with the value computed from

(2.4). The magnitude of the FrFT with optimum order for the linear chirp is shown in

Figure 2.5-c.

2.4.2 Fractional CSA

The Fractional CSA was the first attempt to use the advantages of the FrFT to focus

monostatic SAR data A. S. Amein and J. J. Soraghan [2006]; Amein and Soraghan

[2007]. The algorithm derives directly from the CSA and is described by the block

diagram in Figure 2.6. This algorithm involves the development of a model for trans-

formation optimization in order to obtain the proper rotation angle (required for the
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(a) (b)

(c)

Figure 2.5: (a) Chirp signal, (b) the FrFT for different values of a (c) the optimum
fractional Fourier Transform

received chirped signal and all reference signals used in the algorithm). The algorithm

uses a local optimization procedure (LOP) that investigates all possible rotation angles

and selects the optimum value that is stored and used throughout the algorithm. The

resulting FrCSA replaced all the FFTs modules in the conventional CSA with FrFTs,

as illustrated in Figure 2.6. One of the most important steps in the FrFT computation

is in range transformation processing and its fractional correlator-based range matched

filter. It is indeed this new module that gives the FrCSA its improvement to the FFT-

based CSA in handling signals, particularly at the far end of the scene.

To obtain the SAR focused image the FrCSA performs the following steps:

1. Transformation optimization, the idea of the transformation optimization opera-

tion is that the FrFT parameter (or the angle of rotation ) is used to tune the transform

to provide an optimal response to a given linear chirp signal. When the axis rotation is

matched to the chirp rate of the signal, the magnitude response reaches its maximum.

This enables the FrCSA to adapt itself for any sudden change or severe non-linearity in
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Figure 2.6: Fractional Chirp Scaling SAR processing algorithm

the flight path as it will alter the required appropriate orders of transformations for each

range bin thus tuning the transformation for optimal response. The same, of course, is

done for range-FrFT.

2. Azimuth Fractional Fourier Transform, the first FrCSA operation computes the

azimuth FrFT of the signal history, transforming the data into the fractional azimuth-

frequency/range-time domain. The CSA/FrCSA equalizes range curvature in the az-

imuth -frequency (fractional frequency) domain rather than azimuth-position (data col-

lection) domain. In the azimuth-position domain, range curvature is a function of both

the broadside range and azimuth coordinates of a scatterer. In the azimuth-frequency

domain, however, range curvature does not depend on the azimuth coordinate of a scat-

terer.

3. Chirp Scaling Operation, the second step of the FrCSA procedure performs the

chirp-scaling operation described by Papoulis A.Papoulis [1981], that modifies the

generalized range chirp rate. An appropriate choice for it will allow the elimination of
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the differential range curvature, i.e., differential range cell migration (RCM).

4. Range FrFT, the third step in the FrCSA procedure takes the range FrFT of the

range-fractional Frequency signal to obtain the 2D-fractional frequency domain sig-

nal.

5. 2-D Matched Filtering, The fourth step is the 2-D matched filtering. This process

multiplies the 2D-fractional frequency domain signal by the conjugate of a 2-D ref-

erence function. This matched filtering step removes the common range chirp from

the signal to prepare for range compression. The matched filter also removes the re-

maining constant range curvature bulk RCM that results after the differential range

curvature correction in the chirp scaling operation.

6. Range Inverse FrFT, the fifth step in the FrCSA is the evaluation of the range

inverse FrFT to have the signal back in the range-fractional frequency domain.

7. 2-D phase compensation, the signal is multiplied by the conjugate of a residual

phase function to remove the two remaining range-dependent phase terms.

8. Inverse azimuth FrFT, a 1-D inverse FrFT compresses the resulting signal in az-

imuth obtaining the final image.

2.5 Bistatic SAR frequency domain focussing

algorithms

Bistatic SAR operates with a separate transmitter and receiver introducing new char-

acteristics compared to traditional monostatic SAR systems Cherniakov [2008]. Some

of the advantages of the bistatic configuration include i) the reduction of vulnerability

of the system in military applications with the ability of having the transmitter lo-

cated at save distances from a hostile area ii) the capability for the bistatic system to

be employed for imaging in the flight direction or backwards in flight assistance sys-

tems iii) reduction of costs iv) measurement of the bistatic clutter characteristic and

v) the reduction of the dihedral and polyhedral effects in urban areas improving the

images quality. However the bistatic flight configuration poses two critical technolog-

ical challenges. The first involves synchronization of the transmitter and the receiver

both in space and time. Good solutions for this issue were developed in C.Gierull
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et al. [2006] Krieger and Marwan [2006]. The second critical challenge of the bistatic

SAR configuration is the requirement for slant range function approximation which

is significantly different from the monostatic case. The bistatic slant range function

is characterized by the sum of two hyperbolas Cherniakov [2008] rather than a sin-

gle hyperbola in the monostatic case. This double squared root function makes the

derivation of a signal spectrum model for focussing algorithms in the frequency do-

main much more challenging than in the monostatic case. The simplest configuration

is when both transmitter and receiver have the same velocity and parallel flight paths,

while a more complicated configuration exists when the platforms have different ve-

locities and non parallel flight paths. Figure 2.7 illustrates an example of a bistatic

configuration that comprises separate transmitter and receiver where it is assumed that

the transmitter and receiver platforms have different trajectories and velocities.

As in the monostatic case the area to be imaged is a collection of point scatterers

Figure 2.7: Acquisition geometry for bistatic SAR

Cumming and Wong [2005]. This implies that it is sufficient to analyse the scene us-

ing the response of an arbitrary point scatterer and then consider the superposition of

the echoes to obtain the focused image. Under the assumption that the platforms gen-

erally fly with constant velocities and in a linear path, the instantaneous slant range,
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R(η), may be written as:

R(η) =
√
V 2
T η

2 +RTcen − 2VTηRTcensinθsqT

+
√
V 2
Rη

2 +RRcen − 2VRηRRcensinθsqR (2.5)

where η is the slow (along track) time, VT and VR are the platform velocities, RTcen

and RRcen are the range distances for η = 0, θsqT and θsqR are the squint angles for the

transmitter and the receiver respectively. Equation (2.5) converts to the monostatic case

when the velocities, positions and flight paths for both the platforms are identical. The

monostatic and bistatic slant range functions for 5 point scatterers with the same range

but different azimuth position is shown in Figure 2.8-a and 2.8-b respectively. The

parameters of the simulated configurations are shown in Table 2.1. In Figure 2.8-a the

Table 2.1: Monostatic and Bistatic simulated configurations. Note: for the monostatic
case only the Tx parameters must be considered.

Tx Velocity 170 m/s
Rx Velocity 100 m/s
Range distance of the Tx from the scene centre at η = 0 1400 m
Range distance of the Rx from the scene centre at η = 0 1100 m
Transmitter Squint angle 3 deg
Receiver Squint angle 2 deg

hyperbolic shape of the monostatic slant range function can be clearly seen, in Figure

2.8-b the slant range function of the bistatic case is no longer a hyperbola. Instead it is

a flat-top hyperbola which changes in shape depending on the position of the scatterer.

The minimum of this slant range function is related to the point of stationary phase,

hence the stationary points change with the slant range. This is an important aspect to

be taken into consideration for the derivation of bistatic point target spectrum making

hard the derivation of it in a closed form. In the case of a transmitted linear frequency

modulated chirp signal the received bistatic signal model an be written as:

s(τ, η) =A0wr

(
τ − R(η)

c

)
waz(η)

exp

{
−j 2πf0R(η)

c
+ jπKr

[
τ − R(η)

c

]2
}

(2.6)
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(a) Monostatic case

(b) Bistatic case

Figure 2.8: Slant range for different point scatterers for the monostatic and the bistatic
case.

where τ is the fast time, A0 is the complex backscatterer coefficient, f0 is the carrier

frequency Kr is the range chirp rate, wr(.) is the range envelope and waz(.) is the com-

posite antenna pattern of the transmitter and receiver. The only differences between the

expression of the signal model in the bistatic and monostatic case are the slant range

function and the composite antenna footprint.

In order to achieve processing efficiency also for the Bistatic SAR case the use of fre-

quency domain algorithms is recommended. However it has been shown from several

authors Bamler and Boerner [2005]; Loffeld et al. [2003]; Neo [2007] that the bistatic

case cannot be focused by simply assuming an equivalent monostatic in the middle of

23



Chapter 2 Monostatic and Bistatic SAR Imaging

the baseline, specially for configuration with an appreciable baseline separation. Due

to the existence of a double squared root function in the range equation of the bistatic

case it is difficult to obtain a simple analytical solution that expresses the bistatic point

target spectrum. It means that without an analytical expression of the bistatic point

target spectrum equivalent bistatic algorithms are difficult to derive. Thus the neces-

sity to design new bistatic focussing algorithms to cope with the peculiarities of this

acquisition geometry.

Frequency domain focussing algorithms for bistatic SAR can be divided in three fam-

ilies:

• Algorithms based on numerical methods to solve the double square root func-

tion;

• Algorithms that use a pre-processing stage to transform the bistatic data to an

equivalent monostatic data, making then possible the application of traditional

monostatic focussing algorithms;

• Algorithms that use an approximate point target spectrum and use this analytical

formulation to derive the steps required to perform the focussing of the image.

2.5.1 Numerical Methods

In the numerical methods the double square root is solved numerically, the first ap-

proach has been to exploit the Ω−K algorithm Cumming and Wong [2005], this algo-

rithm processes the raw signal in the 2-D frequency domain. However the function to

be exploited in the original algorithm is an analytical function, in the bistatic case it is

not available then in Bamler and Boerner [2005] was proposed a focussing algorithm

that replaces the analytical transfer function with a numerical one. The main limita-

tion of this approach is that the numerical version of the transfer function is available

for the azimuth-invariant case while the computational cost increases when the bistatic

degree of the data increases. In addition, performances, accuracies and limitation of

the algorithm are strongly dependent on the geometry and cannot be predicted, while

these aspects could be evaluated with an analytical method.
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2.5.2 Pre-processing methods

The aim of pre-processing methods is to convert bistatic data in monostatic data. The

simplest approach to converting a bistatic configuration to a monostatic equivalent is

to replace the two platforms with a monostatic platform right in the middle of the

baseline. Despite its simplicity, this method is inadequate in scenarios where there

is an appreciable baseline separation. The use of hyperbolic range functions with a

modified velocity is another technique that can be used. Such techniques have been

used to accommodate orbital curvature in monostatic configurations through the use

of an effective radar velocity. These methods are valid for satellite-based cases where

there is usually no appreciable squint. In addition pre-processing techniques have been

shown to be suitable for bistatic configurations where the baseline is fixed so that the

azimuth invariance property holds. The most interesting and accurate pre-processing

method uses the so-called Rocca’s ”smile operator” and was introduced D’Aria et al.

[2004]. It is applicable in cases where both platforms are travelling on the same flight

path with a constant baseline. The Dip MoveOut (DMO) method introduced in D’Aria

et al. [2004] transforms bistatic acquisitions into monostatic ones. This processing

technique derives from the field of of seismic reconstruction, where a typical source

is accompanied by thousands of geophone receivers. However, this method has a re-

strictive geometric configuration, i.e., it can only focus the bistatic configuration where

both transmitter and receiver are flying in along the same track with the same velocity.

Thus, limiting its usage.

2.5.3 Analytical Point Target Spectrum

The derivation of an analytical PTS for the bistatic SAR case is still an open problem

and has seen different authors working to find a close and exact form of the bistatic

PTS. A point target spectrum known as the Loffeld’s Bistatic Formula (LBF) was de-

rived in Loffeld et al. [2003]. This spectrum was used to derive a few bistatic algo-

rithms. The accuracy of these algorithms is limited by the accuracy of the analytical

spectrum. The LBF is characterized by two phase therms: a quasi-monostatic and a

bistatic phase terms. This aspect suggests a possible two-step focussing approach: the
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removal of the bistatic deformation followed by the application of a quasi-monostatic

focussing step. In this way the use of the LBF can be seen as a pre-processing tech-

nique.

Two other remarkable approaches have been developed obtaining excellent results Neo

et al. [2007]; Wang et al. [2011]. In Neo [2007]; Neo et al. [2007] the bistatic PTS has

been derived using the method of series reversion while in Wang et al. [2011] the two

dimensional Principle of Stationary Phase (PSP) has been applied in order to derive a

more accurate and robust spectrum model. These two approaches will be analysed in

details in the next sections since they are the basis of the novelties developed for the

bistatic focussing aspect of our work (Chapter 5).

2.5.3.1 Method of Series Reversion

In the bistatic PTS obtained using the Method of Series Reversion Morse and Feshbach

[1953]; Neo [2007] the starting point is the range compressed signal:

src(τ, η) = ρ

(
τ − R̂(η)

c

)
waz(η) exp

{
−j 2πf0R̂(η)

c

}
(2.7)

where R̂(η) = RTcen + RRcen + k1η + k2η
2 + k3η

3 + k4η
4 . . . is the Taylor series

expansion of the bistatic slant range function, and ki are the coefficients of the Taylor

series. RTcen andRRcen are the range from the transmitter/receiver to an arbitrary point

target at azimuth time η = 0. From this signal, in order to apply the MSR the Linear

Range Cell Migration (LRCM) and the linear phase term of R̂(η) must be removed,

then the signal becomes:

s1(τ, η) = ρ

(
τ − R1(η)

c

)
waz(η) exp

{
−j 2πR1(η)

λ

}
(2.8)

where R1(η) is the slant range approximation obtained using the Taylor series expan-

sion, without the linear term:

R1(η) = Rcen + k2η
2 + k3η

3 + k4η
4 . . . (2.9)
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with Rcen = RTcen +RRcen.

The coefficients ki are obtained from:

ki =
1

i!

(
dRi

T (η)

dηi
+
dRi

R(η)

dηi

)∣∣∣∣
η=0

(2.10)

Applying the range FT to (2.8) produces:

S1(fτ , η) = Wr(fτ )waz(η) exp

{
−j2π (f0 + fτ )R1(η)

c

}
(2.11)

where Wr(.) is the spectral shape of the transmitted pulse and f0 is the center fre-

quency. Next the azimuth Fourier transform is applied and computed employing the

method of stationary phase must be used, the phase of the signal is:

dΦ(η)

dη
= 2k2η + 3k3η

2 + 4k4η
3 +

(
−2π

f0 + fτ
c

)
+ 2πfη (2.12)

where fη is the azimuth frequency. Then applying the method of stationary phase on

(2.12) the following relation can be found

(
− c

f0 + fτ

)
fη = 2k2η + 3k3η

2 + 4k4η
3 (2.13)

MSR is applied to (2.13) obtaining an expression of η in terms of fη:

η(fη) = A1

(
− c

f0 + fτ
fη

)
+ A2

(
− c

f0 + fτ
fη

)2

+ A3

(
− c

f0 + fτ
fη

)3

(2.14)

where

A1 =
1

k2

A2 = −3k3

8k3
2

A3 = −9k2
3 − 4k2k4

16k5
2

(2.15)
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At this point an expression of the two dimensional spectrum can be obtained

S1(fτ , fη) = Wr(fτ )Waz(fη) exp {−j2πfηη(fη)} exp

{
−j2π (f0 + fτ )R1(η(fη))

c

}
(2.16)

where Waz(.) represents the shape of the Doppler spectrum. To obtain the two dimen-

sional point target spectrum the LRCM and the linear phase therm must be reintro-

duced into s1(τ, η)

s(τ, η) = s1

(
τ − k1η

c
, η

)
exp

{
−j2πf0k1

c
η

}
(2.17)

= pr

(
τ − R1(η) + k1η

c

)
waz(η) exp

{
−j2π

(
f0R1(η)

c
+
f0k1η

c

)}

to obtain the 2D point target spectrum the skew and shift properties of the FT (2.18)

are applied

g(τ, η)↔ G(fτ , fη)

g(τ, η) exp(−j2πfkη)↔ G(fτ , fη + fk)

g(τ − kη, η)↔ G(fτ , fη + kfτ ) (2.18)

so the 2D point target spectrum is:

S2df (fτ , fη) = S1

[
fτ , fη + (f0 + fτ )

k1

c

]
= Wr(fτ )Waz

(
fη(f0 + fτ )

k1

c

)
exp jΦ2df (fτ , fη) (2.19)

where

Φ2df (fτ , fη) ≈− 2π

(
f0 + fτ

c

)
Rcen + 2π

c

4k2(f0 + fτ )

(
fη + (f0 + fη)

k1

c

)2

+ 2π
c2k3

8k3
2(f0 + fτ )2

(
fη + (f0 + fη)

k1

c

)3

+ 2π
c3(9k2

3 − 4k2k4)

64k5
2(f0 + fτ )3

(
fη + (f0 + fη)

k1

c

)4

(2.20)
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Then the phase term in (2.20) is the starting point for bistatic focussing algorithms

as the bistatic RDA and NLCSA Neo et al. [2008]; Wong et al. [2008].

2.5.3.2 2-D Principle of Stationary Phase

Figure 2.9: Geometry considered in the derivation of the PTS in Wang et al. [2011]

The PTS proposed in Wang et al. [2011] is probably the most accurate and robust

PTS able to work in the azimuth variant case. It is derived using the 2-D principle

of stationary phase which is first applied in the SAR community. The resulting PTS

contains two hyperbolic range-azimuth coupling terms and thus is very similar to the

monostatic PTS. It presents the same characteristics of the monostatic PTS besides

an additional azimuth scaling therm. This aspect makes it suitable for bistatic SAR

processing the wide range of monostatic SAR focussing algorithms. The derivation

of the PTS requires more details then those used for the derivation of the PTS using

the MSR described in Section 2.5.3.1, for this reason the geometry in Figure 2.9 is

introduced. The 3-D coordinate system has the x − y plane defining the surface of

the Earth and the z− axis pointing away from the Earth. The starting point for the

derivation of the PTS is the received echo from a point target located in (τ0R, R0R)
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after the demodulation given by

g(τ, t, τ0R, R0R) =σ(τ0R, R0R)sl

(
t− RR(τ) +RT (τ)

c

)
(2.21)

× exp

[
−j2πRR(τ) +RT (τ)

λ

]
w(τ − τcb)

where τ0R is the zero Doppler time of the receiver; τ is the slow time; t is the fast

time; R0R is the closest slant range from the receiver and the point target P (τ0R, R0R);

σ(τ0R, R0R) is the reflectivity profile for the point target in (τ0R, R0R); sl is the trans-

mitted signal; RR andRT are the receiver and transmitter slant ranges; c is the speed of

light; λ is the radar wavelength andw(τ−τcb) is the composite azimuth antenna pattern

centred on azimuth time τcb. The composite antenna pattern can be approximated as

the multiplication of two rectangular functions: WT [(τ − τcb)/Tsc]WR[(τ − τcb)/Tsc],

where Tsc is the composite time of target in azimuth. The instantaneous slant ranges

are defined as:

RR(τ) =
√
R2

0R + (τ − τ0R)2v2
R (2.22)

RT (τ) =
√
R2

0T + (τ − τ0T )2v2
T

where vT and vR are the transmitter and receiver velocities, τ0T is the zero Doppler time

of the transmitter and R0T is the closest slant range from the transmitter. Performing

the 2-D Fourier Transform to (2.21) gives

G(fτ , f, τ0R, R0R) =σ(τ0R, R0R)Sl(f)

∫
w(τ − τcb) (2.23)

× exp

[
−2π(f + f0)

RR(τ) +RT (τ)

c

]
exp(−j2πfττ)dτ

where Sl is the spectrum of the transmitted signal. In Wang et al. [2011] the limitation

of the double square root term in (2.23), which does not allow the direct application of

30



Chapter 2 Monostatic and Bistatic SAR Imaging

the PSP, is solved by the use of a Fourier decomposition.

WR

[
τ − τcb
Tsc

]
exp

[
−2π

f + f0

c
RR(τ)

]
=

∫
WR

[
τ̃R(fτR)− τcb

Tsc

]
(2.24)

× exp[−jΦR(fτR, f)] exp[j2πfτRτ ]dfτR

WT

[
τ − τcb
Tsc

]
exp

[
−2π

f + f0

c
RT (τ)

]
=

∫
WT

[
τ̃T (fτT )− τcb

Tsc

]
× exp[−jΦT (fτT , f)] exp[j2πfτT τ ]dfτT

where fτR and fτT are the two azimuth frequency variables and represents the con-

tributions of the range equations of the receiver and transmitter to the instantaneous

Doppler frequency fτ = fτR + fτT . ΦR and ΦT are defined as

ΦR(fτR) = 2πfτRτ0R + 2π
R0R

c

√
(f + f0)2 −

(
cfτR
vR

)2

(2.25)

ΦT (fτT ) = 2πfτT τ0T + 2π
R0T

c

√
(f + f0)2 −

(
cfτT
vT

)2

τ̃R(fτR) and τ̃T (fτT ) are the individual time-Doppler correspondences of the receiver

and transmitter,

τ̃R(fτR) = τ0R −
cR0R

v2
R

fτR√
(f + f0)2 −

(
cfτR
vR

)2
(2.26)

τ̃T (fτT ) = τ0T −
cR0T

v2
T

fτT√
(f + f0)2 −

(
cfτT
vT

)2

Substituting (2.24) and (2.26) into (2.23) yields:

G(fτ , f, τ0R, R0R) =σ(τ0R, R0R)Sl(f)

∫
exp(−j2πfττ) (2.27)

×
[∫ ∫

WR

[
fτR − fDcR
KaRTsc

]
WT

[
fτT − fDcT
KaTTsc

]
× exp(j2πfττ) exp{−j[ΦR(fτR , f) + ΦT (fτT , f)]}

× dfτRdfτT

]
dτ
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In (2.27) fDcR and fDcT are the Doppler centroids while KaR and KaT are the azimuth

modulation rate defined as:

fDcR =
vR sin θSR
c/(f + f0)

fDcT =
vT sin θST
c/(f + f0)

(2.28)

KaR =
v2
R cos3 θSR
λR0R

KaT =
v2
T cos3 θST
λR0T

where θSR and θST are the squint angles of the receiver and the transmitter at the

composite beam center crossing time. To (2.27) the 2D PSP can be applied letting the

first partial derivative of the phase of (2.27) be zero and obtaining the points fτR and

fτT of stationary phase leading to the bistatic PTS.

ΨB(fτ , f, R0R) =π
f 2

Kr

+ 2π(fτRτ0R + fτT τ0T ) (2.29)

+ 2π

R0R

c

√
(f + f0)2 −

(
cfτR
vR

)2

+
R0T

c

√
(f + f0)2 −

(
cfτT
vT

)2
]

where Kr is the modulation rate of the transmitted frequency modulated signal. The

expression in (2.29) can be additionally developed using the geometric image transfor-

mation Franceschetti and Lanari [1999] obtaining

ΨB(fτ , f, R0R) =πβaτ0Rfτ + 2π(p01 + p11R0R)kTfτ+

2π

[
R0R

c
FR +

R0T

c
FT

]
+ Φ̄RCM(f) + ΦRes(τ0R, R0R) (2.30)

where the coefficients pij are obtained using the geometrical image transformation of

τ0T to obtain it as a function of τ0R and R0R. βa is the scaling factor in the azimuth

domain defined as βa = kR + p12kT , with kR = KaR/(KaR + KaT ) and kT =

KaT/(KaR + KaT ) denoting the receiver and transmitter azimuth modulation rate.

Φ̄RCM(f) and ΦRes(τ0R, R0R) are a component of the RCM and the residual phase.
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The expression of Φ̄RCM(f) is:

Φ̄RCM(f) = 2π
R0T

c

µT1µT2

DT

f + 2π
R0R

c

µR1µR2

DR

f (2.31)

while that of ΦRes(τ0R, R0R) is

ΦRes(τ0R, R0R) =− 2π
(kTvR sin θSR − kRvT sin θST )

λ
(2.32)

× (p10 + p11R0R + p12τ0R)

+ 2π
(kTvR sin θSR − kRvT sin θST )

λ
τ0R

where :

DR =
√

1− µ2
R1 DT =

√
1− µ2

T1

µc =
kTvRsinθSR − kRvT sinθST

λ

× (p01 + p11R0R + p12τ0R)

+ 2π
kTvRsinθSR − kRvT sinθST

λ

µR1 =
λ

vR
(kRfτ + µc) µR2 =

λ

vR
µc

µT1 =
λ

vT
(kTfτ − µc) µT2 = − λ

vT
µc (2.33)

To represent the PTS in a series of power of the range frequency and separate the

different components of the range-azimuth coupling a Taylor series approximation of

the hyperbolic frequencies coupling variables is introduced.

FR(f) =

√
(f + f0)2 −

(
cfτR
vR

)2

FT (f) =

√
(f + f0)2 −

(
cfτT
vT

)2

(2.34)

As stated before the expression of FR and FT must be expanded in a power series to

separate the different contributions. In Wang et al. [2011] the Taylor series is used on
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(2.34) yielding:

FR(f) ≈ DRf0 +
(1− µR1µR2)

DR

f − (µR1 − µR2)2

2f0D3
R

f 2

FT (f) ≈ DTf0 +
(1− µT1µT2)

DT

f − (µT1 − µT2)2

2f0D3
T

f 2 (2.35)

Then substituting (2.35) in (2.30) it is possible to obtain a form of the PTS useful

to develop focussing algorithms.

ΨB(fτ , f, R0R) = ΦRC(fτ , f) + ΦRCM(fτ , f, R0R)+

ΦAC(fτ , R0R) + ΦAS(fτ ) (2.36)

with:

ΦRC(fτ , f) ≈ π
f 2

Kr

− π f 2

KSRC

(2.37)

ΦRCM(fτ , f, R0R) =
2π

c

[
R0R

DR

+
R0T

DT

]
f (2.38)

ΦAC(fτ , R0R) = 2π(p01 + p11R0R)kTfτ +
2π

λ
(R0RDR +R0TDT ) (2.39)

ΦAS(fτ ) = 2πβaτ0Rfτ (2.40)

1

KSRC

=

[
RRR

(µR1 − µR2)2

cf0D3
R

+RRT
(µT1 − µT2)2

cf0D3
T

]
(2.41)

RRR and RRT are the reference slant range of the transmitter and the receiver respec-

tively.

The spectrum in (2.30) is the main result in Wang et al. [2011] that resulted to be

accurate and was tested with real data.
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2.6 Conclusion

In this chapter the basics of SAR imaging have been introduced. The Range Doppler

Algorithm and the Chirp Scaling Algorithm have been described in detail. In addi-

tion the Fractional Fourier Transform and the FrCSA algorithm have been described.

These three algorithms are important since they are exploited in the derivation of the

Fractional RDA and Enhanced Fractional CSA (Chapter 4).

The focussing problem in the bistatic SAR case has been described and the different

approaches for the development of an accurate focussing strategy have been analysed.

In particular two models for the bistatic point target spectrum have been discussed

in detail: the BPTS based on the Method of Series Reversion and the BPTS derived

using the 2D Principle of Stationary Phase. These two models are important for the

understanding of this thesis since their improvement obtained using the Chebyshev

approximation is presented in Chapter 5.
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Chapter 3

The Micro-Doppler Effect

3.1 Introduction

The micro-Doppler effect was originally introduced in coherent laser radar systems.

Laser detection and ranging systems (LADAR) transmit an electromagnetic wave at

optical frequencies and receive the reflected light wave from an object to measure its

range, velocity and other properties. This kind of system has great sensitivity to phase

changes thanks to the coherence between the returned signal and the transmitted one.

As a consequence, jointly with the high working frequency, very small vibrations of the

object cause high Doppler shifts, thus easy to be detected. Analysing this phenomenon

in microwave radar systems the nature of the detectable micro motion changes due to

the longer wavelength used by the system. However the term micro-motion relates to

the additional motion present within a target different from its bulk body motion. For

example rotating propellers, helicopter rotor blades, walking humans.

Micro-motions can contribute with frequency modulations around the main Doppler

shift that are commonly referred to as micro-Doppler (m-D) modulations. Chen Chen

[2011]; Chen et al. [2006] modelled the radar m-D phenomenon and simulated m-

D signatures for various targets, such as rotating cylinders, vibrating scatterers and

personnel targets. The authors also showed that an effective tool in extracting the

m-D signature is the time-frequency analysis of the received signal, leading to addi-

tional information on the target that can be used for classification and recognition.

Micro-Doppler can be regarded as a unique signature of the target that provides addi-
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tional information about the target that is complementary to existing methods for target

recognition. Specific applications include the recognition of space, air, and ground tar-

gets. For example, the m-D effect can be used to identify specific types of vehicles

and determine their movement and the speed of their engines. Vibrations generated

by a vehicle engine can be detected by radar signals returned from the surface of the

vehicle. For example, from m-D modulations in the engine vibration signal, one can

distinguish whether it is a gas turbine engine of a tank or the diesel engine of a bus

Chen [2011]. Another application is the use of m-D signature for human identification

making possible the identification of humans on different weather or light conditions.

In particular, specific components of m-D gait signature can be related to parts of the

body for identification purposes Tahmoush and Silvious [2009]. Recently effective

signature extraction techniques have been developed and tested on real data Bjorklund

et al. [2012]; Molchanov et al. [2011a, 2012, 2010, 2011b]; Smith et al. [2010a, 2006,

2010b] providing features leading to classification results with a high level of confi-

dence. These results could probably be improved if a multistatic m-D signature is used

Smith et al. [2008] where the self occlusion problem of the target is avoided.

In this chapter, we review the basics of radar micro-Doppler introducing the formalism

and the study of canonical cases. The chapter then focusses on the review of recent

advances in radar based m-D analysis from radar imaging systems : Synthetic Aper-

ture Radar and Inverse Synthetic Aperture Radar. The understanding of the analysis of

micro-Doppler from SAR systems is important since in Chapter 6 the micro-Doppler

effect from Bistatic SAR is modelled and analysed.

3.2 Micro-Doppler Effect in Radar

The mathematics of the micro-Doppler effect from radar can be derived from introduc-

ing micro-motion to the conventional Doppler analysis. In this section the basics of the

micro-Doppler effect for the case of vibrating and rotating point targets are introduced.

The understanding of these cases are fundamental for the understanding and the deriva-

tion of the micro-Doppler effect in more complex and realistic cases. In Figure 3.1 the

geometry used to analyse the micro-Doppler induced by a vibrating target is shown
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Figure 3.1: Geometry for the radar and a vibrating point target

Chen [2011]. The target located in P vibrates with frequency fv and displacement

Dv, thus having a displacement function of the kind D(t) = Dv sin 2πfvtcosβ cosαp

(assuming α = 0 and βp = 0) Chen [2011]. Calling R0, the distance between the radar

and the target initial position of the target O. Then the range function varies with time

due to the target micro-motion R(t) = R0 +D(t). The radar received signal becomes

s(t) = ρ exp

{
j

[
2πf0t+ 4π

R(t)

λ

]}
= ρ exp {j[2πf0t+ Φ(t)]} (3.1)

where ρ is the backscattering coefficient f0 is the carrier frequency, and λ is the carrier

wavelength. Substituting the R(t) in (3.1) the received signal can be expressed as:

s(t) = ρ exp

{
j

4πR0

λ

}
exp{j2πf0t+Dv sin(wvt)cosβ cosαp4π/λ} (3.2)

where wv = 2πfv. From (3.2), the derivative of the second phase term leads to the

expression of the micro-Doppler shift.

fmD =
wvDv

πλ
cos β cosαpcos(wvt) (3.3)

In Figure 3.2-a and -b are shown the results simulated for a 10 GHz radar with a PRF

of 2000 Hz. Given Dv = 0.01 m, fv = 2 Hz, αp = 30◦ , βp = 30◦ , and the center

of the vibration at (U = 1000 m, V = 5000 m, W = 5000 m), the theoretical result,

Figure 3.2-a, of the micro-Doppler modulation is identical to the simulated results
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(a) (b)

Figure 3.2: (a) Theoretical and (b) time-frequency representation of the micro-Doppler
from a vibrating point target

Figure 3.2-b Chen et al. [2006].

The geometry of the radar and a 3-dimensional rotating target is depicted in Figure 3.3.

The radar coordinate system is defined by (U, V,W ); the target local coordinate system

is defined by (x, y, z); and the reference coordinate system (X, Y, Z) is parallel to the

radar coordinates (U, V,W ) and located at the origin of the target local coordinates.

The azimuth and elevation angle of the target with respect to the radar coordinates (U,

V, W) are α and β respectively. Assume the target rotates about its axes x, y, and z

with an angular velocity vector ~ω = (ωx, ωy, ωz)
T or a scalar angular velocity Ω =

||~w||. The corresponding initial rotation matrix is RInit Chen et al. [2006]. If a point

scatterer P is initially located at ~r0 = (x0, y0, z0)T in the local coordinates (x, y, z),

then viewing from the reference coordinates system (X, Y, Z) the point scatterer P will

move to RInit · ~r0 through rotating along the unit vector ~ω′ = (ω′x, ω
′
y, ω

′
z)
T . Defining

ω̂′ as the skew symmetric matrix, the rotational micro-Doppler shift can be obtained as

Chen et al. [2006]

fmD =
Ω

πλ
[ω̂′(ω̂′ sin(Ωt) + I cos(Ωt))RInit · ~r0]radial (3.4)

where I is the identity matrix of size 3× 3. The micro-Doppler signature in the time-

frequency domain is a sinusoidal function of Ω with an initial phase and amplitude

depending on the initial position and the initial Euler angles (θ, φ, ψ) of the point scat-
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terer. Assume that the radar operates at 10 GHz and a target, located at (U = 1000

Figure 3.3: Geometry for the radar and a rotating target

(a) (b)

Figure 3.4: (a) Theoretical and (b) time-frequency representation of the micro-Doppler
from a rotating target

m, V = 5000 m, W = 5000 m), is rotating along the x, y, and z axes with an ini-

tial Euler angles (θ = 30◦, φ = 20◦, ψ = 20◦) and angular velocity ~ω = [π, 2π, π]T

rad/s. Suppose the target has three strong scatterer centres: scatterer P0 (the center

of the rotation) is located at (x = 0 m, y = 0 m, z = 0 m); scatterer P1 is located

at (x = 1.0 m, y = 0.6 m, z =0.8 m); and scatterer P2 is located at (x = −1.0 m,

y = −0.6 m, z = −0.8 m). The theoretical micro-Doppler modulation calculated by

(3.4) is shown in Figure 3.4-a. The micro-Doppler of the center point P0 is the line at

the zero frequency, and micro-Doppler modulations from the point P1 and P2 are the

two sinusoidal curves about the zero frequency. Given a radar PRF of 1000 pulse/s

and 2048 pulses transmitted during 2.05 s of dwell time, the simulated micro-Doppler
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modulation signature is shown in the Figure 3.4-b, which is identical to the theoretical

analysis. The rotation period can be obtained from the rotation angular velocity as

T = 2π/||~ω|| = 0.8165 s and is verified by both the theoretical and simulated results.

3.3 Micro-Doppler in radar imaging systems

Radar Imaging techniques such as Synthetic Aperture Radar (SAR), Inverse Synthetic

Aperture Radar (ISAR) and Bistatic Synthetic Aperture Radar (BSAR) are well estab-

lished and useful techniques to acquire high-resolution images of an area of interest

from both airborne or space borne sensors. The amount of information provided from

these systems is extremely high and its exploitation is still a growing field of research.

For example, automatic target recognition based on the reflectivity images is a field

of research with great interest and presenting many signal processing and design chal-

lenges Novak et al. [1998].

The extraction of m-D signatures from radar imaging systems for target classification

purposes is an emerging technique. The research in this field provided interesting de-

velopments and results in the last years. This section will review the advances in the

exploitation of the radar imaging platform for m-D analysis, showing that from this

kind of sensors a significant advantage can be taken if the m-D information can be

extracted.

3.3.1 Synthetic Aperture Radar

Synthetic Aperture Radar provides high resolution images of static ground scenes.

The observed scenes may contain moving targets. As a result the processed image will

change depending on the kind of target motion. Vibrating and rotating targets are two

canonical cases that are often present within a scene. Rotating radar search antennas,

wind turbines and vehicles that vibrate due to the engine are typical targets that exhibit

micro-motions and related m-D characteristics. It is often possible to observe these

micro-motions from a SAR. The analysis of the m-D features has been modelled and

experimentally characterised for different type of targets, configurations and working

frequencies over the last last decade.
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In Ruegg et al. [2007] and Sparr and Krane [2003b] a derived signal model of the

received baseband SAR signal from a target with m-D frequency fmD was shown to

be:

sb(t, T ) = s(t, T )e−j(2πfmD(T ))t (3.5)

where s(t, T ) is the echo from a stationary target, t is the fast time and T is the slow

time. For a vibrating target with vibrating amplitude Av and vibrating frequency wv,

the resulting m-D is:

fmDvib(T ) =
−2Avwv sin(wvT )

λc
(3.6)

where λc is the carrier wavelength Ruegg et al. [2007]; Sparr and Krane [2003b]. This

result is principally due to the cosine behaviour of the target in the radial direction.

For a rotating target the motion presents a cosine and a sine component in quadrature

leading to the following m-D frequency shift:

fmDrot(T ) =
2rwr
λc

(sin(wrT ) cos(Θ(T )) + cos(wrT ) sin(Θ(T )) (3.7)

where r is the rotating radius, wr is the rotating frequency and Θ(T ) is the instanta-

neous aspect angle Ruegg et al. [2007].

In Sparr and Krane [2003b], the analysis method was also investigated, using quadratic

time-frequency methods obtaining high time-frequency resolution representations. To

test the Adaptive Optimal Kernel (AOK) real APY-6 SAR datasets were used to analyse

the ground target oscillations. AOK was demonstrated to be effective in dealing with

the problem of the selection of the sufficiently short time window to resolve properly

the time frequency distribution of oscillating targets. In Figure 3.5, the experimental

result using AOK analysis of a reflector with 2.0 Hz vibrating frequency is shown Sparr

and Krane [2003b]. The m-D signature varies between 70 and 85 Hz with a 2.5 Hz

oscillation peak-to-peak and a period of 0.5 sec. This information introduces a modu-

lation frequency of 2.0 Hz in accordance with the ground truth. However, in the plot

the resulting amplitude of the vibration is 1.5 mm while the ground truth was of 8 mm.
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Figure 3.5: Time frequency signature of oscillating reflector analysed using the AOK
method showing a feature oscillating between 70 Hz and 85 Hz with a 2.5 Hz oscilla-
tion peak-to-peak with a 0.5 seconds of periods. These values links to the ground truth
Sparr and Krane [2003b].

In Sparr and Krane [2003b] this error is not analysed in depth. Figure 3.6-a shows the

(a) (b)

Figure 3.6: Time frequency signature of oscillating reflector analysed using the AOK
method. Two distributions are given with two different lengths of the time window
used in the AOK analysis Sparr and Krane [2003b].

result obtained by using a window made of 256 samples, the same length used to ob-

tain the result in Figure 3.5. Figure 3.6-b shows the result obtained with a window size

of 16 samples. These results show that a longer window length results in a more-or-

less stationary spectrum (which can be quite noisy), whereas a smaller window length

produces a single instantaneous frequency with complicated time variations. From the

results a modulation period of 0.5 seconds with a peak-to-peak deviation of 120 Hz

has been estimated. These values correspond to a modulation frequency of 20 Hz with

an amplitude of 7 mm, in agreement with the ground truth. This work was one of the
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first m-D analysis of real data showing the feasibility of detecting m-D signatures to

be exploited for target recognition purposes.

Silverstein and Hawkins Silverstein and Hawkins [2004] analytically derived the m-D

signature of rotating objects in Synthetic Aperture Radar and highlighted differences

with the vibrating case. They pointed out that the order required in the approximation

of the expansion of the phase history needed to be greater than first order in the case

of a rotation, while for the vibrating case a first order approximation was sufficient.

The main reason was that in a rotational target the motion was large compared to the

wavelength so a numerical analysis was required.

In Sparr [2005] Sparr presented the results of an experiment with a target moved along

a trajectory in the azimuth direction, with oscillations superimposed in the range direc-

tion. Time frequency analysis methods were applied to the obtained datasets to show

that m-D signatures can be exploited to distinguish targets with micro-motions from

stationary targets. Experimental results are shown in Figure 3.7. Figure 3.7-a shows

(a) (b)

Figure 3.7: Time frequency analysis of a) the moving target with micro-motions and
b) a stationary building from Sparr [2005].

the time-frequency analysis results of a moving target with a radial micro-motion. In

this figure the sinusoidal-like signature due to the micro-motion is evident. Figure 3.7-

b shows the signature of a building. In this result only the stationary component due to

the edge of the building and that of the multipath component can be seen.

The m-D effect from rotating and vibrating targets in millimetre-Wave SAR was anal-

ysed in Ruegg et al. [2007]. The very small wavelength facilitates the observation of

very small vibrations such as those of a truck. Results for both simulated and real

vibrating and rotating targets were presented in Ruegg et al. [2007]. The smoothed
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pseudo Wigner Ville Distribution (PWVD) was used to provide a high resolution time-

frequency representation. For real data, where the presence of noise affects the signal,

the Gabor distribution was preferred. In Figure 3.8 the WVD of experimental data

(a) (b)

Figure 3.8: Time-frequency representation (WVD) of the Doppler spectrum for (a) a
static truck and (b) a vibrating truck Ruegg et al. [2007].

Ruegg et al. [2007] is shown. The dataset consists of data acquired over two trucks;

Figure 3.8-a refers to the static truck, while Figure 3.8-b refers to the case of the truck

with the engine switched on vibrating at 32 Hz and with a static second harmonic at

64 Hz. The plot of the static truck shows two very prominent areas around ±150 Hz.

In Ruegg et al. [2007] this effect was justified by the space between the cab and the

trailer of the truck which acted as corner reflector. In this case no pattern can be clearly

recognised other than fluctuations due to the truck geometry. For the vibrating truck,

Figure 3.8-b, a m-D pattern appears where a periodic signature with a period of 0.03

seconds corresponding to the 32 Hz of vibration of the truck. However, this feature is

difficult to extract due to the strong return from the truck geometry.

The effect on SAR images was also analysed Chen et al. [2006]; Ruegg et al. [2007].

In this case if the micro-motion appears in the azimuth direction then this will cause

smearing of the target. If the phase modulation is in the range direction then this causes

an effect in SAR images known as paired echoes. The result of this effect will be the

appearance of ghost targets in the cross-range direction on both sides of the original

target. The target vibration can then introduce an infinite series of paired echoes k

because, when considering (3.6), the received signal (3.5) may be expressed as a series

of expansion of Bessel functions of the first kind of order k Chen et al. [2006]; Ruegg
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et al. [2007]:

Jk(B) =
1

2π

∫ π

−π
ej(B sin(wvT )−kwvT )d(wvT ), (3.8)

where B = Av(4π/λc) and Jk(B) decreases with increasing k. Thus the received

signal can be written as:

sb(t, T ) = s(t, T )
∞∑

k=−∞

Jk(B)ejkwvT . (3.9)

These ghost targets can appear stronger than the original target thus leading to incor-

rect interpretations of the focussed image that can mask other targets of interest.

From Ruegg et al. [2007], focussed simulated 94-GHz SAR data are presented in Fig-

ure 3.9. In Figure 3.9-a the simulated targets are vibrating at 30 Hz while in Figure

3.9-b they are vibrating at 50 Hz. Vibration amplitudes from left to right are 10, 1, 0.1,

0.01, and 0.001 mm for both cases. Targets with very large vibrations clearly show

multiple and very densely spaced paired echoes in accordance with (3.9).

The most relevant recent work on monostatic SAR m-D was presented in Li et al.

[2011]. In this paper, it was pointed out that in most of the previous work the targets

were assumed to be point scatterers and that this assumption may not always agree

with reality. The effect of micro-motions using distributed scatterers and localized

scatterer model was addressed in this paper. Also more accurate and complex micro-

motion models are introduced for rotating, vibrating sinusoidal moving and rocking

targets, providing a good set of tools for the analysis in SAR. Two novel models for

the phase history of the received echoes described in Li et al. [2011] includes: 1) A

sawtooth expansion for a more accurate model of the phase modulation introduced by

micro-motions and 2) a Generalized Paired Echoes Principle (PEP) to model the effect

on the focussed image the general cases like a rocking ship.

An analysis of the effect on focussed images was also reported in Li et al. [2011] with

the distinction of different micro-motions and their amplitude and frequency charac-

teristics. The effect on different imaging algorithms was reported showing that the

focussing algorithm plays a key rule in the final effect on the image.
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(a)

(b)

Figure 3.9: Focused 94-GHz SAR images, each with five simulated targets vibrating
at (a) 30 Hz and (b) 50 Hz. Vibration amplitudes from left to right are 10, 1, 0.1, 0.01,
and 0.001 mm for both images Ruegg et al. [2007].

The effect on images becomes stronger in the case of extended objects, as for examples

wind turbines. Wind power is certainly one of the most economical and sustainable en-

ergy sources. In recent decades the number of wind turbines placed on hills, plains and

off-shore continues to increase. For example in the UK a target has been set that 15%

of energy should be generated by renewable sources by 2020. Wind farms are now a

regular feature of the landscape in many countries, consisting of groups of individual

wind turbines in a regular or near-regular array, located on land or at sea.

A typical wind turbine is made up of three components: the tower, the blades and the

rotor. While the tower is a static object providing a zero Doppler return to the radar, the

blades rotate introducing a Doppler shift to the scattered signals, then the signature of

the turbine results to be time varying. This aspect can introduce an interference factor

in radar systems generating undesired returns that i.e. can lead to false alarms in an air

control system Perry and Biss [2007]. This contrast of technology causes problems on

47



Chapter 3 The Micro-Doppler Effect

both sides, the radar community has to deal with signals corrupted by this new compo-

nent that changes the classic radar environment, while on the energy production side it

reduces the areas where wind farms can be placed without interfering with strategical

radar systems. For these reason detailed studies on the wind turbines effect in different

radar systems and scenarios and moreover the mitigation of their effect on radar system

can produce critical benefits to both the energy and radar communities.

The effect of wind turbines has been studied in the case of weather radars Gallardo-

Hernando et al. [2011] where the wind turbines may cause the misidentification of

thunderstorm features and meteorological algorithms errors. In Kong et al. [2011]

the wind turbine radar cross section were characterized by laboratory measurement

analysing a scaled wind turbine model and its interaction with a radar system. The

effect of a new type of wind turbine on radar systems was analysed in Griffiths et al.

[2011] showing possible advantages using a fitted mesh grid on the turbine.

On particular interest is the case of radar imaging system illuminating a wind turbine,

when the wind turbine is active and is introducing Doppler effects in the backscattered

echoes smearing and ghost echoes could appear in the focussed images. The effect of

vibrating and rotating targets on SAR images has been studied in Ruegg et al. [2007]

for the monostatic SAR case and in Chapter 6 for the bistatic SAR case, however only

simple targets were considered and the focus of the papers was more on the signatures

than on the effect on the images. In Li et al. [2011] the effect of micro-motions in SAR

imagery has been analysed for targets with different kind of motions with simulated

target injected in real dataset. Chapter 8 will analyse the case of the effect of wind

turbines on the SAR images.

3.3.2 Inverse SAR

In Inverse Synthetic Aperture Radar imaging the radar platform is stationary and the

target is moving with the assumption of a quasi-constant linear motion. Other target

motions will produce errors in the final focussed image. The Doppler resolution is

inversely related to the total time of coherently processed pulses. If the duration of

the coherent processing interval (CPI) is too long, then uncompensated motion could
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affect the image producing smearing in the Doppler dimension, affecting the Doppler

resolution too.

Specific analysis and experiments about the analysis of wheels and pedestrian in ISAR

was presented in Ghaleb et al. [2008]. The analysis first focussed on the model of the

m-D effect from wheels of civil vehicles, demonstrating (with both simulated and real

data) the possibility of extracting all the information required to correctly identify size,

position, aspect angle and rotating frequency of a rotating wheel. The analysis then

considered the case of the pedestrian, where an analysis of the features characterizing

walking/running was reported. The paper demonstrated also the possibility to obtain

information of the gait of the pedestrian using of time-frequency analysis on both sim-

ulated and real data.

In the last decade, however, the interest of the ISAR community moved from the anal-

ysis of the m-D signatures to the most challenging problem of the compensation of the

micro-motions in order to obtain good focussed ISAR images. In Chen et al. [2009]

a good review of the m-D analysis in ISAR was presented. Methods for analysing,

visualizing, exploiting m-D signatures were reviewed in conjunction with examples of

models for rigid and non-rigid body motions. Finally, Chen et al. [2009] introduces

perspective in ISAR m-D exploitation.

The problem of extracting the modulation due to the micro-motion from the received

signal has been addressed using various signal processing approaches. In Bin et al.

[2007] a Chirplet decomposition method to separate the rotating and vibrating micro-

Doppler from the target body echo was presented. The Wigner-Ville distribution was

used for the time-frequency analysis exploiting the specific properties of the Gauss-

Chirplet, in particular the absence of cross-terms. Different Chirplet bases are used to

project the received echo in different Chirplet domains obtaining the separation of the

body echoes from the micro-motion echoes on both simulated and real data. Fulin

and Mingyuan in Fulin and Mingyuan [2010] proposed the use of the Singular Spec-

trum Analysis (SSA) to separate the m-D components from the rigid body components.

SSA was used to decompose the original received signal in low frequency signal, quasi-

periodic signals and noise. The SSA was applied to the range compressed signal. In

this case the rigid body is represented by a singular eigenvalue in the eigenvalue spec-
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Figure 3.10: a) Simulated ISAR image and b) the time-frequency distribution of range
cell 89 Fulin and Mingyuan [2010].

trum. This aspect is very helpful for the separation of the contributions. Results using

the SSA based method from Fulin and Mingyuan [2010] are shown in Figure 3.10 and

Figure 3.11. It is clear how the micro-motion modulation affects the resulting focussed

image, Figure 3.10-a, and how selecting the correct components it is possible to obtain

a clean image, Figure 3.11-d.

The next part of this review will focus on the imaging techniques used to mitigate the

effect of micro-motions. In Zhu et al. [2010] a novel imaging method of birds was pro-

posed, wherein a technique to remove the flapping spectrogram from the data firstly by

the variety of moving average values of the cross-correlation coefficients of the high-

resolution range profiles, and then removing the flapping spectrogram. In addition

genetic algorithms and minimum waveform entropy were used for phase compensa-

tion. The effectiveness of the technique was demonstrated by simulations.

A real time imaging technique is proposed in Thayaparan et al. [2010]. The proposed

technique used a time-frequency s-method based on the relationship between the short

time Fourier transform and the Wigner Distribution. The s-method was tested on sim-

ulated data of a Boeing-717, a MIG-25, a Delta Wing and a Canadian Coast Guard

Vessel providing good results in terms of motion compensation and computational ef-

ficiency.

The Complex Valued Empirical Mode Decomposition (CEMD) was proposed in Bai

et al. [2008] to remove the micro-motion due to rotating parts in a target. The CEMD

is able to identify rotating intrinsic mode functions (IMFs) for this reason was selected
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Figure 3.11: a) The singular spectrum of the 89th cell, b) the time frequency distri-
bution of the reconstruction signal, c) the time-frequency distribution of the residual
signal and d) the cleaned ISAR image after the SSA Fulin and Mingyuan [2010]

as good technique to separate the different motion components. The technique was

tested on both simulated and real datasets. In Figure 3.12 the results presented in Bai

et al. [2008] are reported. The results refer to the application of the CEMD based

technique to real data of a AN-26 plane. Figure 3.12-a shows the spectrogram of the

echo in range cell 131. It can be seen that the m-D occupies the whole spectrum due

to the frequency modulation of turbo blades. Figure 3.12-b shows the Range Doppler

image of the data before the CEMD processing, while in Figure 3.12-c shows the same

image after the CEMD processing. The last plot, Figure 3.12-d shows the normalized

autocorrelation coefficient for the m-D in range cell 131, from this figure the rotation

rate of 20 Hz can be estimated Bai et al. [2008].

In Bai et al. [2011] another approach for ISAR imaging of targets with rotating parts

was presented. The authors proposed a data-recording model for two-dimensional

(2D) ISAR imaging of rotating parts. The real-valued inverse Radon transform was

then applied to image formation in the range-slow time domain. The rotating parts are

imaged using complex-valued inverse Radon transform. The authors started from the

assumption that for wide-band radar, the m-D signal induced by a rotating scatterer
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Figure 3.12: Image for measured data. (a) Spectrogram for range cell 131. (b) Image
of raw data. (c) Image of the main body. (d) Normalized autocorrelation of m-D in
range cell 131. Bai et al. [2008]

has sinusoidal modulus and phase in the range-slow time domain, which is equivalent

to the Radon transform of its distribution function. Therefore, it can heuristically per-

form the inverse Radon transform to reconstruct the image. The authors then proposed

two methods for ISAR imaging of rotating parts. In the range-slow time domain, the

first method executes real-valued inverse Radon transform (RIRT) to echo modulus di-

rectly, while the second one applies complex-valued inverse Radon transform (CIRT)

to the complex echoes. Because it performs coherent integration, the CIRT method

achieves a higher spatial resolution than the RIRT method. The approach was tested

on real AN-26 Plane data, which has a turbo engine on each side of the airframe. Fig-

ure 3.13-a shows the range Doppler image obtained from the echoes where the m-D

strips due to the turbines can be observed. After the application of the m-D separation

using chirplet decomposition the focussed image is seen to be less noisy as shown in

Figure 3.13-b; Figure 3.13-c and Figure 3.13-d show the results of the focussed tur-

bines using the RIRT algorithm. The four blades can be easily identified proving the

effectiveness of the approach Bai et al. [2011].

In Ben-yu et al. [2010] an alternative view of m-D is given. Here the m-D was in-
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Figure 3.13: Image of AN-26 plane. (a) Image of the data with m-D. (b) Image of
the data with the radon based approach. (c) Image of the first turbo. (d) Image of the
second turbo. Bai et al. [2011]

troduced specifically for ISAR deception Jamming in order to reduce the efficiency of

target recognition techniques. In the method proposed in Ben-yu et al. [2010] the inter-

cepted radar signal is modulated by a template of false targets. The proposed method

requires the interception of the radar pulse transmitted by the ISAR and extraction of

the phase informations. Then an image synthesis system produces the required mod-

ulation for the false-target and the false-echo is transmitted to the ISAR. In Figure

3.14-a and Figure 3.14-b the resulting ISAR images without and with a 3 dB jamming

are shown. The target is still visible in the focussed image. However, its recogni-

tion would be more difficult because the ghost echoes would lead a target recognition

system to identify the target as an airplane with a turbine. The technique proposed in

Ben-yu et al. [2010] is interesting but further analysis and experiments will be probably

required to prove its usefulness.
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(a) (b)

Figure 3.14: ISAR image: a) without jamming b) with micro-motion jamming Ben-yu
et al. [2010]

3.4 Conclusion

In this chapter, the basics of radar micro-Doppler have been introduced, the mathe-

matical formalism and the study of canonical vibrating and rotating cases have been

described. The recent advances in radar based m-D analysis from radar imaging sys-

tems have been introduced. Micro-Doppler from Synthetic Aperture Radar and In-

verse Synthetic Aperture Radar are two novel field of research introducing interesting

advantages. The presented review indicated how the information produced from the

micro-motions of a target can affect the return to a SAR/ISAR platform. This family

of radar systems provide the advantage to analyse the target reflectivity image of the

target jointly with its micro-motion features. The radar imaging community could then

take advantage of this complementary source of information for example to remove un-

certainty in automatic target recognition systems. Micro-Doppler analysis from SAR

systems is important since in Chapter 6 the micro-Doppler effect from Bistatic SAR

is modelled and analysed, while the effect of wind turbines on SAR images will be

analysed in Chapter 8.

3.5 Summary of the literature review

In Chapter 2 and Chapter 3 the review of the literature in the field of monostatic and

bistatic SAR imaging and in the field of micro-Doppler signature analysis and extrac-

tion was performed.
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The monostatic SAR focussing is a well addressed problem in literature with different

approaches in both the time and frequency domain to achieve high resolution and ef-

ficient processing. The use of the Fractional Fourier transform has been introduced in

A. S. Amein and J. J. Soraghan [2006]; Amein and Soraghan [2007] in order to obtain

enhanced resolution. However this approach resulted to be not robust with respect to

the azimuth variant property of the FrFT introducing errors in the correct image fo-

cussing.

Despite the monostatic case, bistatic SAR focussing is a challenging field of research.

This is due to the geometry dependence of the received signal that makes difficult to

obtain an accurate and efficient focussed image. The challenge becomes harder in the

more general bistatic configuration: the azimuth-variant one. Neo [2007] and Wang

et al. [2011] introduced the two most accurate bistatic point target spectrum to perform

efficient frequency domain focussing of bistatic SAR images in the general configura-

tion. However both models introduces approximations in order to get a signal model

that can be then used focussing algorithms. Our contribute in this field deals mainly

with these approximations improving the accuracy and the efficiency of the algorithms.

The micro-Doppler effect is a relatively new research field with growing interest in the

last years. The potentiality of the exploitation of the information contained in the

micro-Doppler signature is remarkable, however models, experiments and algorithms

are still required. In particular only few works have been performed in the field of the

micro-Doppler from radar imaging systems and most of them were limited to derive

models and test them. As it is a new field of research different problems arise like: 1)

the effect of the clutter that can bury the micro-Doppler signature; 2) the requirement

of accurate models for different systems like bistatic SAR platforms and passive radar;

3) the study of the effect of micro-Doppler shifted signals on radar images from point

or extended targets.

On these research threads will focus our attention in this thesis proposing new models

and solutions for the exploitation of the micro-Doppler signatures.
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Chapter 4

Fractional RDA and Enhanced

Fractional CSA

4.1 Introduction

In this chapter two novel algorithms using the FrFT are derived. As mentioned in

Section 2.4 the FrCSA suffered of a shift variance issue associated with the FrFT,

this problem is addressed and resolved through the development of a new FrFT based

Range Doppler Algorithm (FrRDA) and an enhanced version of the FrCSA called

the enhanced FrCSA (eFrCSA). In the proposed approaches the conventional matched

filter is removed and a new FrFT based process is developed. Unlike the FrCSA, the

eFrCSA uses just the chirp compression property of the fractional Fourier transform

for image focussing. The remainder of this chapter is organized as follows. Section

2 develops the new FrRDA and the eFrCSA. Section 3 presents a comparison of the

new algorithms to the RDA and the CSA on simulated data sets and on real Radarsat-1

data.

4.2 FrRDA and eFrCSA

The basis of the new fractional Fourier Transform Based SAR processing algorithms

developed is the fact that the optimum Fractional Fourier transform for a linear chirp

signal allows us to obtain good resolution in the time-frequency domain. For exam-
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ple two different chirp signals that overlap in time and frequency can be distinguished

using the FrFT Capus and Brown [2003]. The two dimensional chirp behaviour Cum-

ming and Wong [2005] of the received SAR signal allows us to exploit the potential of

the fractional Fourier transform for SAR processing. In our approach the matched filter

within the RDA and the CSA are replaced with an optimum FrFT and time-mapping

operation to form the FrRDA and the eFrCSA. These two operations are needed in

both the range and azimuth directions.

Fractional order estimation

The compression is performed through the use of the optimum transformation an-

gles for both the range and azimuth directions. The optimum transformation is com-

puted using (2.4). Adapting this equation for the range and azimuth LFM signals yelds:

θoptrg = − tan−1

(
F 2
s /(N)

2krg

)
(4.1)

θoptaz = − tan−1

(
PRF 2/(PRF × dur)

2kaz

)

where Fs is the sampling frequency in the range direction and PRF is the receiver

Pulse Rate Frequency. N is the number of valid samples in the range direction while

dur is the duration of the acquisition that multiplied by the PRF gives the number of

samples in the azimuth direction. krg and kaz represent the range and azimuth chirp

rate respectively.

Time-mapping operation

The fractional Fourier transform is shift variant Bultheel and Martinez [2002] and

thus an issue exists with the time location and the correct spatial localization of point

scatterers. This issue is due to the effect introduced in the fractional domain in terms

of compression of the samples spacing by a factor | cos (θopt)| where θopt is the opti-

mum transformation angle used in the FrFT. This means that in order to have the same
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number of samples in the image and the same time position obtained using a traditional

focussing technique a time mapping operation is required. This operation comprises

the computation of the total amount of samples that lie in the interval [τstart, τstop],

where τstart and τstop are the start and the stop sampling times of the linear chirp re-

spectively.

Using the FrFT to compress a linear chirp signal into a compact form reduces the num-

ber of samples that lies in the interval [τstart, τstop] compared to the original number of

samples. It is observed that the resulting sampling period in the fractional domain is

equal to the original sampling period multiplied by a factor 1
| cos (θopt| . Consequently

in order to obtain the original number of samples upsampling and interpolation opera-

tions are required.

The optimum fractional Fourier transform forms a compact support of the linear chirp

signals. Uncorrelated noise is present for all time and frequencies, because for such

noise no linear relationship between time and frequency is present. This implies that

the noise will be mismatched with the selected fractional domain and spread over the

entire domain as illustrated in Figure 4.1-a. As indicated a subset of the fractional

bins will contain the useful signal, this subset is shown by the dashed lines in Figure

4.1-a. The mapping procedure described above is used on Figure 4.1-a to produce Fig-

ure 4.1-b. This implies that a certain number M of samples (234 in the case showed

in Figure 4.1-a) of the noise will be outside the limit [τstart, τstop] after the fractional

Fourier transform. This implies that from an N -sample FrFT of the received signal,

N −M points will be mapped into N points in the time domain. Thus the time map-

ping operation includes an inherent noise filtering process that does not affect parts of

the compressed linear chirp relative to the received echoes (in the example in Figure

4.1 the SNR is increased of 0.2 dB). As indicated in 4.1-b the result now lie in the frac-

tional / time domain and no inverse fractional Fourier transform or Fourier transform

is required. In the case of the linear chirps the removed M samples in this process will

contain only noise.
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(a) Optimum FrFT of a chirp signal before the time pro-
jection, the dashed lines represent the limit in terms of
samples used in the time-projection

(b) FrFT of a chirp signal after the time projection

Figure 4.1: Example of the noise power in the time-projection operation.

4.2.1 Fractional Range Doppler Algorithm (FrRDA)

The core steps of the proposed FrRDA algorithm are described below:

1. Azimuth FFT: The first step is the azimuth FFT to carry the data in the range-

Doppler plane.

2. RCMC: As in the traditional RDA in the range-Doppler domain RCMC is per-

formed to correct the target trajectories. This operation must be performed before the

azimuth correction in order to bring the correct amount of energy in each range gate.

Two implementations of this operation are possible, the first one is a range interpo-

lation in the range-Doppler domain and the second involves the assumption that the

59



Chapter 4 Fractional RDA and Enhanced Fractional CSA

Range Cell Migration is range invariant, at least over a finite range region, in this case

the RCMC can be implemented using an FFT, linear phase multiply, and IFFT tech-

nique Cumming and Wong [2005].

3. Azimuth FrFT: A fractional Fourier transform across the range gates is used to per-

form the azimuth compression. The rotation angle to be used in this FrFT must take

care that data lies already in the range-Doppler plane, in this case the signal results to

have already been rotated by an angle π
2
. Thus the rotation angle to be applied must be

θaz = −(π
2
− θoptaz), where θoptaz is computed using (4.1). Since the received signal in

the azimuth direction is the superposition of LFM signals coming from each scatterer,

the FrFT of each range gate will produce a series of peaks, one for each scatterer on

ground.

4. Azimuth time mapping: A time mapping of a factor 1
| cos θaz | is needed in order to

obtain a correct time spacing between the different point scatterers, where θaz is the

rotation angle for the azimuth gates. A resampling step and a linear interpolation are

needed to obtain the correct number of samples of the linear chirp in the image plane.

5. Range FrFT: The fractional Fourier transform across the azimuth gates is used to

perform the range compression step, in this case the transformation order used is the

optimum transformation order computed from (4.1). As in the azimuth direction, the

range received signal is the superposition of LFM signals weighted for the scatterers

intensities and will results in a series of peaks, one for each scatterer on ground.

6. Range Time Mapping: A range time mapping of a factor 1
| cos(θoptr )| is needed in

order to obtain a correct time spacing between the different point scatterers, θoptr is the

optimum rotation angle for the azimuth gates. After this operation a resampling and a

linear interpolation are also required.

Unlike the traditional RDA the FrRDA uses azimuth processing before the range pro-

cessing. In the time mapping operation some numerical errors can be present. The

RCMC is then anticipated in the processing in order to prevent the propagation of the

errors from the time mapping interpolation. However in case of dechirped signal the

fractional azimuth processing can still be performed.
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4.2.2 Enhanced Fractional Chirp Scaling Algorithm (eFrCSA)

The main difference between the new eFrCSA and the FrCSA proposed in A. S. Amein

and J. J. Soraghan [2006]; Amein and Soraghan [2007] is now described. In the FrCSA

the fractional Fourier transform was used to obtain a model of the fractional spectrum

of the received signal in both azimuth and range directions. Based on this spectrum

model two matched filters were designed to focus the image, then the inverse Frac-

tional Fourier transform was applied in both directions to get the image in the image

plane.

The eFrCSA does not work on a fractional domain based spectrum model. Instead it

exploits the LFM compression property of the FrFT in order to focus the image in both

azimuth and range directions. A novel mapping process is used in the eFrCSA.

The core steps in the proposed enhanced Fractional Chirp Scaling Algorithm (eFrCSA)

are described below Clemente and Soraghan [2010]:

1. Azimuth FFT: The first step in the algorithm is the Fourier transform in the azimuth

direction in order to obtain the data in the range-Doppler domain.

2. Chirp Scaling and phase correction: in this step the range migration is equalized

and the phase shift is applied along the constant azimuth frequency lines, in addition

the range-varying reference signal is multiplied to correct the residual phase.

3. Range FFT: the FFTs in the range directions transform the data into the 2-D fre-

quency domain.

4. SRC and bulk RCMC: are performed through a phase multiplication with a phase

function as in Raney et al. [1994].

5. Range FrFT and Time Mapping: The fractional Fourier transform across the az-

imuth gates is used to perform the range compression step. The rotation angle to be

used in these FrFT must take care that the data lies into the 2-D frequency plane, then

θrg = −(π
2
− θoptrg). This process produces a series of peaks due to the overlap of

echoes coming from each scatterer on ground in the range direction. As in the FrRDA

case a range time mapping of a factor 1
| cos(θoptrg)| is required in order to obtain a correct

time spacing between the different point scatterers.

6. Azimuth FrFT and Time Mapping: A fractional Fourier transform across the

range gates is used to perform the azimuth compression. The rotation angle to be used
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in these FrFTs must take care that data lies in the range-Doppler plane in a similar

fashion as the FrRDA. The FrFT will produce a peak for each scatterer in the azimuth

direction, each one of this weighted by the reflectivity of the scatterers. Finally a time

mapping of a factor 1
| cos θaz | is needed in order to obtain a correct time spacing between

the different point scatterers.

4.2.3 Algorithm complexity

As indicated in section 2.4.1 the FrFT comprises a chirp multiplication followed by a

chirp convolution and by another chirp multiplication. Therefore the FrFT complexity

is calculated as 2N (required for 2 chirp multiplications) plus N log2N (required for

1 convolution using the FFT). This is approximated as N log2N . This complexity is

comparable with the computational complexity of a matched filter.

In comparing the computational complexity of the RDA and the FrRDA we can con-

sider that the RCMC and the azimuth FFTs as common operations to both the algo-

rithms while the range FFTs/IFFTs, the range compression multiplication, the azimuth

IFFTs and the azimuth compression multiplication are replaced with the range and az-

imuth FrFTs and related time mappings.

In the case of the CSA and the eFrCSA the azimuth FFTs, the chirp scaling operation,

the range FFTs, the RCMC, SRC and the residual phase correction multiplication are

common to both the algorithms while the range IFFTs, the azimuth compression and

azimuth IFFTs are replaced with the range and azimuth FrFTs and time mapping.

The FrRDA and the eFrCSA have a higher computational complexity principally due to

the time mapping operations, indeed the complexity of the FrFTs are comparable with

the amount of operations needed to perform the matched filtering in the traditional al-

gorithms. This additional complexity depends on what kind of interpolation is used in

the time mappings. In the proposed algorithms linear interpolation has been used due

to the fact that in real SAR systems the resulting amount of points to synthetize in the

time mapping operation is relatively small, and therefore the computational cost of the

algorithm is not significantly increased. However increasing complexity of the algo-

rithms can be overcome using parallel versions of the algorithms. The FrFTs and the

time mapping operations are one-dimensional operations and that can be easily paral-
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lelized thus decreasing the required time consumption Clemente et al. [2009],di Bis-

ceglie et al. [2010]. The relative complexity between FrRDA and eFrCSA is similar

to the relative complexity between RDA and CSA Hughes et al. [1996]. In both cases

the computational complexity of the matched filtering process is increased through the

use of the FrFT and time mapping stages. Consequently the FrRDA will have less

computational complexity providing less accurate results than the new eFrCSA.

4.3 Algorithm testings

Simulated and real data are used to investigate the performance of the FrRDA and

eFrCSA relative to the conventional RDA and CSA in order to demonstrate the capa-

bility of the proposed approach for improved SAR data image construction.

4.3.1 Results from simulated data

Table 4.1 defines the parameters of the working SAR configuration that is used to

generate simulated raw SAR data for testing the new algorithms against traditional ap-

proaches. The results have been obtained with the RDA and the Fractional RDA for

a single point scatterer in the scene, with and without noise. From these simulation

PRF 1600 Hz
Carrier Frequency 4.5 GHz
Pulse Duration 40 µs
Flight Duration 1 s
Pulse Bandwidth 20 MHz
Platform Velocity 7000 m/s

Table 4.1: SAR simulation parameters

the resulting gain using the FrRDA in terms of resolution is measured at 2.76% in the

range direction while in the azimuth direction is measured at 37.21%.

In Table 4.2 the SideLobe Level (SLL), the Peak SideLobe Ratio (PSLR) and the In-

tegrated SideLobe Ratio (ISLR) over 10 sidelobes are presented. The SLL is defined

as the level of the first side lobe while the PSLR and the ISLR are defined as following:
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PSLR = 10 log
maximum sidelobe power

main lobe power

ISLR = 10 log
total power in sidelobes

main lobe power

From the results in Table 4.2 it is noted that the the FrRDA introduces advantages in

SLL [dBs] PSLR [dBs] ISLR [dBs]
RDA-Range gate -14.74 -16.73 -11.93
FrRDA-Range gate -17.18 -23.42 -16.65
RDA-Azimuth gate -21.21 -20.60 -17.48
FrRDA-Azimuth gate -21.15 -19.97 -18.76

Table 4.2: Measured SLL, PSLR and ISLR values for the RDA and the FrRDA

the focussing in the azimuth direction in terms of sidelobes level reduction, however

the same advantages are not evident in the range direction where only the ISLR value

is improved.

In Table 4.3 the measured SNR values for different simulated scatterer configurations

are shown. The simulated reflectivity profiles are a single point scatter, two close point

scatterers, a 3 × 3 matrix of 9 point scatterers and an extended object with the shape

of an airplane (shown in Figure 4.2). In these cases the simulated SNR on the sim-

ulated received signal was −6 dBs and the resulting average SNR is obtained using

different configurations of point scatterers from 100 simulations. The results obtained

using the reflectivity profile shown in Figure 4.2-a shows that the FrRDA effectively

improves the SNR in the image respect to the RDA, as can be seen in Figures 4.2-b

and -c, confirming the measured results in Table 4.3. Additionally less blurred bounds

of the extended objects are observed. From Table 4.3 it is observed that the fractional

approach enhances the SNR in the resulting image in the case of single and multi-

ple point scatterers and for extended objects. The signal power is computed using a

focused noiseless scene, while the resulting noise power is computed subtracting the

result from the noiseless focused data from the noisy data. Further simulated data

were performed using the same simulation parameters as in Table 4.1 for testing the

performance of the eFrCSA. The resulting resolution gain obtained using the eFrCSA
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Scatterers Single Couple Multiple Airplane (ext. obj.)
RDA [dBs] -33.27 -43.71 -34.54 -29.81
FrRDA [dBs] -32.86 -40.27 -32.95 -28.68
Improvement [dBs] 0.41 3.44 1.59 1.13

Table 4.3: SNR values for different simulated datasets

(a) Reflectivity
Profile

(b) RDA (c) FrRDA

Figure 4.2: Simulated reflectivity profile and result obtained with the RDA and FrRDA
for the extended object.

with respect to the CSA is measured 9.09% in azimuth resolution and 13.29% in range

resolution. The resolution gain provided by the FrCSA with respect to the CSA is of

15.79% for the range direction, while in the azimuth direction the CSA actually pro-

vides better performance with a resolution 5.48% better than the FrCSA A. S. Amein

and J. J. Soraghan [2006]; Amein and Soraghan [2007].

The improvement in the focussing quality, using the eFrCSA, can be measured using

the Side Lobe Level (SLL) the Peak Side Lobe Level (PSLR) and the Integrated Side

Lobe Level (ISLR) which are given in Table 4.4 the SLL, the PSLR and the ISLR over

10 sidelobes. From the results in Table 4.4 it is noted that the the eFrCSA introduces

SLL [dBs] PSLR [dBs] ISLR [dBs]
CSA-Range gate -14.01 -16.30 -10.84
eFrCSA-Range gate -23.52 -24.29 -18.97
CSA-Azimuth gate -16.18 -15.17 -12.81
eFrCSA-Azimuth gate -26.01 -23.09 -20.58

Table 4.4: Measured SLL, PSLR and ISLR values for the CSA and the eFrCSA

advantages in the focussing in the range and azimuth direction in terms of sidelobes

level reduction. In addition, comparing the performances obtained with the FrRDA in
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Table 4.2 with the performances obtained with the CSA in Table 4.4 it is evident that

the FrRDA improves the RDA approaching that of the CSA.

The eFrCSA compared to the FrCSA also has an advantage in terms of focussing qual-

ity. Using the same simulations in Amein and Soraghan [2007], the performances

in terms of SLL, PSLR and ISLR for the CSA and the FrCSA are given in Table 4.5.

Table 4.5 demonstrates that the FrCSA has not the same capability to improve the CSA

SLL [dBs] PSLR [dBs] ISLR [dBs]
CSA-Range gate -22.01 -21.15 -22.36
FrCSA-Range gate -20.94 -23.24 -23.01
CSA-Azimuth gate -13.34 -16.71 -13.10
FrCSA-Azimuth gate -14.21 -16.89 -13.32

Table 4.5: Measured SLL, PSLR and ISLR values for the CSA and the FrCSA in
Amein and Soraghan [2007]

of the eFrCSA.

4.3.2 Results from real data

The FrRDA and the eFrCSA have been tested on real data from the Radarsat-1 platform

Radarsat-1. The analysed dataset is a portion of the pass contained in Cumming and

Wong [2005]. The results are compared with the RDA, the CSA and with the results

obtained using the Gamma Modular SAR Processor (MSP) Werner et al. [2000] . The

Gamma MSP is an accurate range-Doppler SAR processor, in particular it incorporates

features like the Doppler ambiguity estimation and the secondary range migration for

the RADARSAT platform that are generally not included in the standard RDA. For

this reason the results obtained with this processor are very accurate and are used as

ground truth to verify the performances of our algorithms.

The analyzed area processed with the Gamma MSP is shown in Figure 4.3. In Fig-

ure 4.4 a zoom of the Tsawwassen ferry terminal area processed with the RDA and

the FrRDA is illustrated. In the FrRDA the results are seen to contain less blurred

bounds, more accurate detail separation and more clear detection of the different ex-

tended objects in the analysed area, as highlighted by the red arrows. In this result the
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Figure 4.3: The Tsawassen ferry terminal in Vancouver, Radarsat image processed
with Gamma MSP

improvement of the sidelobe level in the FrRDA is evident, reducing the target mask-

ing. These results are confirmed by comparing them to Figure 4.3 from the Gamma

MSP.
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(a) RDA

(b) FrRDA

Figure 4.4: Portion of the Tsawwassen ferry terminal area processed with the RDA
and the FrRDA.
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(a) CSA

(b) eFrCSA

Figure 4.5: Portion of the Tsawwassen ferry terminal area processed with the CSA and

the eFrCSA.

The results of processing the Tsawwassen ferry terminal area processed with the

CSA and the eFrCSA is shown in Figure 4.5. In this case there are smaller differences

between the two results, the eFrCSA provides better focussing of the small scatterers

as seen in the top-left area of the image, with the presence of larger extended objects.

The execution time of the algorithms using a Dell Optiplex 760 with an Intel Core 2

Quad CPU at 3.0 GHz with 4 GByte of RAM were measured. To process a 4000×4000

samples the RDA required 10.2 seconds while the FrRDA took 15.4 seconds. For the
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same dataset the CSA required 11.03 seconds while the eFrCSA took 16.3 seconds.

These timing results are in accordance with the computational complexity analysis

described in Section 4.2.3.

4.4 Conclusion

In this chapter two new SAR focussing algorithms have been presented using the Frac-

tional Fourier Transform applied to the Range Doppler Algorithm and to the Chirp

Scaling algorithm. The FrFT and a time-mapping operation are used to replace the

matched filter used in the RDA and CSA. The resulting FrRDA and eFrCSA algo-

rithms use the property of the Fractional Fourier Transform to resolve chirp signals to

increase the resolution of the point scatterers in the scene. The two proposed algo-

rithms have been developed directly from the RDA and the CSA. The algorithms use

the fractional Fourier transform to replace the matched filtering in the conventional

algorithms.

The proposed approach has been tested with simulated data and real Radarsat-1 data.

For both the proposed algorithms the proposed approach showed to improve the qual-

ity of the impulse response both in terms of side lobes and resolution. The simula-

tion results indicate that the fractional Fourier transform approach provides superior

point scatterers responses and provides more accurate reflectivity profile in the case of

extended objects, enhancing the resolution, the signal to noise ratio and generally de-

creasing the sidelobes. For the FrRDA the sidelobes in the azimuth direction appeared

to be higher than the RDA but in this dimension the resolution gain was appreciable. In

addition the performances provided by the FrRDA have been shown to be comparable

with those from the CSA. The algorithms have been tested with real Radarsat-1 data,

the results have been compared with the RDA, the CSA and those obtained with the

Gamma MSP.

The FrRDA provides superior results to the RDA in the case of real data providing

better accuracy, less blurred results and a higher capability of detection. The eFrCSA

provides an improvement in terms of resolution with respect to the CSA especially for

extended objects.
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Chapter 5

Bistatic PTS using Chebyshev

Approximation

5.1 Introduction

In this chapter we present a new approach using the Chebyshev polynomial approxi-

mation J.Mason [1996] to improve the bistatic point target spectrum (BPTS). The new

approach is applied on two existing BPTSs replacing in both the less accurate (at parity

of approximation order) Taylor approximation.

In the first case the bistatic slant range function approximation is replaced using the

Chebyshev one in order to obtain a polynomial representation that can be used in the

Method of Series Reversion Neo [2007]; Neo et al. [2007]. The coefficients obtained

with the Chebyshev approximation are replaced in the power series of the bistatic slant

range function leading to a more accurate application of the method of series reversion

obtaining better results in terms of phase accuracy of the spectrum.

In the second case a similar approach is used in order to improve the 2D PSP based

PTS Wang et al. [2011] replacing the Taylor expansion. The improvements using the

Chebyshev polynomial approximation are obtained replacing the Taylor approxima-

tion in the decoupling of the range-azimuth frequency components. The proposed

approach replaces the coefficients of the polynomial Taylor series expansion of the

azimuth-range frequency coupling term with the ones obtained using the Chebyshev

polynomial approximation. The obtained coefficients are then used to obtain an ana-
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lytical formulation of the bistatic point target spectrum as in Wang et al. [2011]. In

Section 2.5.3.1 and Section 2.5.3.2 the analytical development of the two BPTS are

reported while in Appendix A the theory of the Chebyshev polynomial approximation

is introduced. The remainder of the chapter is organized as follows. In section II the

new method of using Chebyshev polynomials to approximate the slant range function

is developed. Section III presents comparative results that indicate the superior perfor-

mance obtained to those obtained using the conventional approximation method Neo

[2007]; Neo et al. [2007]. In section IV the new method of using Chebyshev polynomi-

als is developed deriving the new bistatic Point Target Spectrum based on the 2D PSP

Wang et al. [2011]. Section V presents comparative results that indicate the superior

performance obtained to those obtained using the original method Wang et al. [2011].

5.2 Slant Range Approximation for the MSR BPTS

Weierstrass theorem Rivlin [2003] suggests that polynomial approximation of a con-

tinuous function in an interval [a, b] can be always performed. A common approach

in obtaining an approximating polynomial is to minimize the square residual for the

approximation of a function. This minimization finds a solution for the least squares

problem, which is solved using an interpolating polynomial family of orthogonal poly-

nomials. The use of this kind of polynomial approximation facilitates convergence to

the target function as the approximation order increases. The orthogonal Chebyshev

polynomials allow us to obtain an approximation which minimizes the error in the

sense of the least squares Rivlin [2003] and the infinity norm. Compared to the Leg-

endre approximation, proposed in Wang and Li [2010], the Chebyshev polynomials

allow us to obtain a least squares approximation of the slant range function that in-

cludes the property of a bounded maximum error thus minimizing the so called Runge

effect J.Mason [1996]. In addition the mathematical and computational complexity

is reduced. In general the Chebyshev polynomials offer closer approximation to the

minimax polynomial which represent the polynomial with the smallest maximum de-

viation from the true function Mason [1993]. It Abutheraa and Lester [2007] it was

shown that the use of Chebyshev polynomials to approximate functions outperforms
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the Taylor series expansion. For these reasons Chebyshev approximation was chosen

to replace the Taylor series. The properties of the Chebyshev polynomials lead to a

better approximation of the phase history of the signal allowing the design of a more

accurate matched filter to improve the image quality.

In this section the Chebyshev approximation is used to represent the double squared

root range function of the bistatic SAR geometry. The Chebyshev approximation is

stopped at the 4th order for the computation of R(η) in (2.5). In this way our analysis

is comparable with that in Neo [2007]; Neo et al. [2007], in order to show that using

the Chebyshev polynomial, with the same order of the expansion, results in better ap-

proximation of the slant range function. In addition the uncompensated phase error

should be limited to be within ±π/4, in order to keep good image quality, and the

4th order approximation can guarantee this condition for a large family of acquisition

configurations for the approach used in Neo [2007]; Neo et al. [2007]. The order can

be reduced to the 3rd in the cases where the phase error is already within the limits

of ±π/4, while if the specific application would require a higher phase accuracy the

order of the approximation can be increased. The resulting polynomial approximation

of R(η) is:

R̂Cheb(η) =
n∑
k=0

ckTk(η)− frac12c0 + c1T1(η) + c2T2(η) + c3T3(η) + c4T4(η) =

8c4η
4 + 4c3η

3 + η2(2c2 − 8c4) + η(c1 − 3c3)− 1

2
c0 − c2 + c4 (5.1)

where Ti are the Chebyshev polynomials of the first kind and ci are the Chebyshev

coefficients computed on the Chebyshev nodes J.Mason [1996]. There are four kind

of Chebyshev polynomials and the first kind is used in this work. However all the four

kinds of Chebyshev polynomials share the same properties and could be used with

similar quality of the approximation Mason [1993].

The coefficients in (5.1) can be grouped as follows:

g0 = −1

2
c0 − c2 + c4 g1 = c1 − 3c3

g2 = 2c2 − 8c4 g3 = 4c3 g4 = 8c4 (5.2)
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Now 5.1 can be written as:

R̂(η)Cheb = g4η
4 + g3η

3 + g2η
2 + g1η + g0 (5.3)

Equation (5.3) is the Chebyshev approximation in polynomial form of the bistatic slant

range function. The fundamental difference between this new approximation in (5.3)

to that reported in Neo [2007]; Neo et al. [2007] is that the coefficients for the spec-

trum are now computed starting from the coefficients gi, which are obtained with the

Chebyshev approximation rather than the Taylor approximation. The 2D point tar-

get spectrum Neo [2007]; Neo et al. [2007] is derived using the formulation in (5.3).

Starting from the Fourier transform of the range compressed signal (2.11), in order to

obtain the 2D point target spectrum, the principle of stationary phase is applied. In

this the approximated version of the slant range function replaces the phase term of

the azimuth Fourier transform. This yields a power series expression that links the

slow time with the Doppler frequency. Inverting the power series using the method of

series reversion produces the desired 2D point target spectrum in accordance with the

description in Section 2.5.3.1. The resulting 2D point target spectrum is:

S2df (fτ , fη) = Wr(fτ )Waz

(
fη + (f0 + fτ )

g1

c

)
exp jΦ2df (fτ , fη) (5.4)

where

Φ2df (fτ , fη) ≈− 2π

(
f0 + fτ

c

)
g0

+ 2π
c

4g2(f0 + fτ )

(
fη + (f0 + fη)

g1

c

)2

+ 2π
c2g3

8g3
2(f0 + fτ )2

(
fη + (f0 + fη)

g1

c

)3

+ 2π
c3(9g2

3 − 4g2g4)

64g5
2(f0 + fτ )3

(
fη + (f0 + fη)

g1

c

)4

(5.5)

and gi ,i = 0, 2, · · · , 4, are the coefficients of the Chebyshev polynomial approxima-

tion given in (5.2).

In the proposed approach the computational cost to compute the coefficients gi is

reduced to the evaluation of the slant range function in the Chebyshev nodes and a
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sum over n real value multiplication values, where n is the approximation order. The

computation of the coefficients in the Taylor based approach are stopped at the 4th or-

der. This requires the evaluation of 4 trigonometric functions, 2 square roots and about

60 multiplications, while for the Chebyshev approach the required computations is 8

square roots and about 60 multiplications. For this reason the computational cost of

both approaches are comparable. If the order of the approximation is increased the

Taylor based approach increases its complexity more than the Chebyshev approach.

This is due to the higher number of terms required in the computation of the coeffi-

cients. Furthermore considering the computational burden required in the entire image

formation process that includes all the Fast Fourier Transforms, matched filters, chirp

scaling or range cell migration correction, autofocus, etc. then the time required to

approximate the range history is negligible.

5.3 Results

Azimuth invariant and azimuth variant configurations are characterized by a fixed or

varying baseline between the transmitter or the receiver respectively. Generally it is

difficult to keep the configuration azimuth invariant and the case of azimuth variant

configurations is the most frequent. In the performance analysis both configurations

were simulated. In the first test (azimuth invariant) a point scatterer in the centre of

the scene (azimuth sample = 1000, range sample = 182) is simulated. From the two-

dimensional spectrum of the range compressed received signal the value of Φ2df (fτ , fη)

is compensated obtaining the point target response of the bistatic SAR system. The

improvement in the quality using the Chebyshev approach is measured using the Side

Lobe Level (SLL), the Peak Side Lobe Ratio (PSLR) and the Integrated Side Lobe

Ratio (ISLR). The SLL is defined as the level of the first side lobe while the PSLR and

the ISLR are defined as follows:

PSLR = 10 log
maximum sidelobe power

main lobe power

ISLR = 10 log
total power in sidelobes

main lobe power
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The results shown in Table 5.2 are obtained measuring the impulse response in the case

of a bistatic azimuth invariant configuration with paramaters given reported in Table

5.1 using the Taylor and Chebyshev coefficients for the 2D phase of the point target

spectrum. The results for the range and azimuth gates using the two approaches are

Table 5.1: Bistatic simulations parameters.
Azimuth invariant Azimuth variant

Carrier Frequency 5 GHz 5 GHz
PRF 1000 Hz 1000 Hz
Tx Velocity 90 m/s 100 m/s
Rx Velocity 90 m/s 70 m/s
Range distance of the
Tx at η = 0

15000 m 15000 m

Range distance of the
Rx at η = 0

14500 m 14500 m

Azimuth distance of the
Tx at η = 0

45 m 45 m

Azimuth distance of the
Rx at η = 0

80 m 80 m

Pulse duration 6µs 6µs
Range Bandwidth 50 MHz 50 MHz

shown in Table 5.2. These results show that the proposed approach allows us to ob-

Table 5.2: Measured SLL, PSLR and ISLR values for the azimuth invariant case.

SLL [dBs] PSLR [dBs] ISLR [dBs]
Taylor-Range Gate -14.14 -16.54 -10.99
Chebyshev-Range Gate -14.26 -16.72 -11.10
Taylor-Azimuth Gate -13.52 -16.03 -10.30
Chebyshev-Azimuth Gate -13.60 -16.05 -10.40

tain an improvement in the bulk compression in terms of power in the sidelobes. This

result is due to the more accurate approximation of the slant range function with the

Chebyshev approach leading to a more accurate analytical solution of the point target

spectrum. A second simulation is performed using the bistatic azimuth variant config-

uration as specified in Table 5.1. The first result in Figure 5.1 shows the approximation

of the slant range function using the Taylor and the Chebyshev polynomial. The maxi-

mum error is of 0.06 m, while using the Chebyshev approximation the maximum error

is 3.63×10−11 m. These results indicate that the polynomial coefficients obtained with
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the Chebyshev approach improve the accuracy of the approximation. This result has a

direct impact on the accuracy of the point target spectrum. Figure 5.2 shows the phase

Figure 5.1: Approximations of the slant range function using Taylor and Chebyshev
approximation.

error of the point target spectrum using the Taylor and the Chebyshev approxima-

tion for the bistatic configuration in Table 5.1. The configuration exhibits a moderate

squint angle and the phase error are seen to be reduced by the use of the Chebyshev

approximation. This implies that the Chebyshev-based approach is more robust thus

facilitating the processing of a wider family of bistatic configurations. The results for

the respective impulse responses obtained using this configuration are reported in Ta-

ble 5.3. In this case the advantage in using the new Chebyshev approximation method

approach is more pronounced compared to the azimuth invariant case. In particular

in the azimuth direction the power in the mainlobe is observed to be significantly in-

creased when using the Chebyshev approximation. This confirms the capability of the

new method in handling shape variations of the slant range function, which are more

evident in the azimuth variant configuration.

Table 5.3: Measured SLL, PSLR and ISLR values for the azimuth variant case.

SLL [dBs] PSLR [dBs] ISLR [dBs]
Taylor-Range Gate -12.30 -15.40 -10.21
Chebyshev-Range Gate -14.32 -18.04 -12.33
Taylor-Azimuth Gate -13.01 -15.31 -9.52
Chebyshev-Azimuth Gate -13.42 -15.49 -10.12

By increasing the order of the approximation a problem of numerical instability can
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(a) Taylor approximation

(b) Chebyshev approximation

Figure 5.2: Phase error for the azimuth variant configuration reported in Table 5.1

appear. This is due to the fact that the coefficients of the Chebyshev series become

very small. This aspect has also been analyzed through simulations by comparing the

perfomances of the Taylor and Chebyshev approximation for different approximation

orders. The results of the measured approximation error obtained using the parameters

in Table 5.1 are reported in Table 5.4 and Table 5.5: From these results it is evident

that increasing the order the Chebyshev approximation reduces the capability to out-

perform the Taylor series approximation, this aspect is in contrast with the theoretical

analysis because of the numerical instability. However the results are still much better

than the Taylor series approximation.
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Table 5.4: Measured maximum error for approximation order from 1 to 6

Order Max Error Taylor [m] Max Error Chebyshev [m]
1 0.564 0.251
2 0.062 2.97e−6

3 0.062 5.859e−7

4 0.062 3.638e−11

5 0.062 4.786e−7

6 0.062 4.786e−7

Table 5.5: Measured standard deviation (σ) of the error for approximation order from
1 to 6

Order σ Error Taylor [m] σ Error Chebyshev [m]
1 0.154 0.077
2 0.017 7.900e−7

3 0.017 1.806e−7

4 0.017 7.790e−12

5 0.017 1.474e−7

6 0.017 1.474e−7

5.4 Approximation of the frequency coupling term for

the 2D PSP BTPS

In this section we introduce a similar approach used in Section 5.2 in order to improve

the 2D PSP based PTS replacing the Taylor expansion in (2.35). We then approximate

(5.6) using the Chebyshev polynomial of the first kind stopping the approximation at

the second order as in (2.35):

FR(f) =

√
(f + f0)2 −

(
cfτR
vR

)2

FT (f) =

√
(f + f0)2 −

(
cfτT
vT

)2

(5.6)
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FR(f) ≈
2∑
j=1

gjRTj(f)− 1

2
g0R = −1

2
g0R + g1RT1(f) + g2RT2(f) =(

−1

2
g0R + g2R

)
+ g1Rf + 2g2Rf

2 = F̂0R + g1Rf + 2g2Rf
2

FT (f) ≈
2∑
j=1

gjTTj(f)− 1

2
g0T = −1

2
g0T + g1TT1(f) + g2TT2(f) =(

−1

2
g0T + g2T

)
+ g1Tf + 2g2Tf

2F̂0T + g1Tf + 2g2Tf
2 (5.7)

the Chebyshev coefficients gjR and gjT are computed as:

g0R =
1

3

2∑
k=0

FR(fk)T0(fk) gjR =
2

3

2∑
k=0

FR(fk)Tj(fk)

g0T =
1

3

2∑
k=0

FT (fk)T0(fk) gjT =
2

3

2∑
k=0

FT (fk)Tj(fk) (5.8)

where fk are the Chebyshev nodes obtained as:

fk =
fmin + fmax

2
−
[
fmax + fmin

2
cos

((
2k + 1

6
π

))]
(5.9)

with fmin and fmax representing the maximum and the minimum of the range Doppler

spectrum. The term in (2.30) that will be affected from our approximation is the third

term χ(f, fτ ) = π
[
R0R

c
FR + R0T

c
FT
]

, that becomes:

χ(f, fτ ) ≈2π

[
R0R

c
F̂R +

R0T

c
F̂T

]
= 2π

[
R0R

c
(F̂0R + g1Rf + 2g2Rf

2)

+
R0T

c
(F̂0T + g1Tf + 2g2Tf

2)

]
=

2π

c
(R0RF̂0R +R0T F̂0T )+

2πf

c
(R0Rg1R +R0Tg1T ) +

4πf 2

c
(R0Rg2R +R0Tg2T ) (5.10)

From (5.10) the different contributions can be separated and grouped with those re-

maining from (2.30) as:
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Φ̂RC(fτ , f) =
πf 2

kR
+

4πf 2

c
(R0Rg2R +R0Tg2T )

Φ̂AC(fτ , R0R) =2π(p01 + p11R0T )kTfτ +
2π

c
(R0RF̂0R +R0T F̂0T )

Φ̂RCM(fτ , f) =
2πf

c
(R0Rg1R +R0Tg1T ) + Φ̄RCM(f) (5.11)

The resulting bistatic point target spectrum is then :

Ψ̂B(fτ , f, R0R) = Φ̂RC(fτ , f) + Φ̂RCM(fτ , f, R0R) + Φ̂AC(fτ , R0R) + ΦAS(fτ )

(5.12)

In the next section the results on the phase error due to the approximation using Cheby-

shev and Taylor polynomials for airborne and space-borne configurations are shown.

5.5 Results

In this section we present the results obtained simulating both airborne and space-

borne bistatic SAR configurations. The results refers to the resulting approximation

phase error for Taylor and Chebyshev approaches. In Table 5.6 the two simulated

configurations are reported, these configurations are similar to those used in Wang

et al. [2011].

Table 5.6: Simulation parameters for the airborne and spaceborne configurations
Airborne Spaceborne

Transmitter Receiver Transmitter Receiver
Carrier Frequency 9.65 GHz 9.65 GHz
Range Bandwidth 2 GHz 600 MHz

Squint Angles 0◦ − 85◦ 0◦ − 45◦

Velocity 110 m/s 100 m/s 7600 m/s 7630 m/s
R0 13.1 km 23.1 km 754 km 666 km

The phase error for the airborne configuration is shown in Figure 5.3. Figure 5.3-a

shows the phase error using the Taylor approximation while Figure 5.3-b shows the

phase error using the Chebyshev approximation. The phase error obtained with the

Chebyshev polynomial approximation resulted to be smaller than that obtained using
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the Taylor polynomial. The maximum error using Chebyshev resulted to be 74.6% less

than that using the Taylor polynomial. The average absolute phase error resulted to be

of 0.002 rad for the Taylor case while of 0.0012 rad for the Chebyshev approximation.
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Figure 5.3: Phase Error for the airborne configuration for the a) Taylor and b) Cheby-
shev case.

The phase error for the spaceborne configuration is shown in Figure 5.4 Figure

5.4-a shows the phase error using the Taylor approximation while Figure 5.4-b shows

the phase error using the Chebyshev approximation. The phase error obtained with the

Chebyshev polynomial approximation resulted to be smaller than that obtained using

the Taylor polynomial. The maximum error using Chebyshev resulted to be 75% less

than that using the Taylor polynomial. The average absolute phase error resulted to be

of 4.16× 10−6 rad for the Taylor case while of 2.57× 10−6 rad for the Chebyshev

approximation.
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Figure 5.4: Phase Error for the spaceborne configuration for the a) Taylor and b)

Chebyshev case.

With these results we can state that it will be possible to improve the overall accu-

racy of the bistatic focussing algorithms, in particular monostatic focussing algorithms

can be generalized to the bistatic case as in Wang et al. [2011]. The main issue aris-

ing from the phase error is the constrain on the amount of data to process at the same

time, in order keep an acceptable accuracy in Wang et al. [2011] the processing was

constrained to be done in blocks. With our approach this constrain still exists but with

the same limit in terms of error bigger blocks can be used thus improving the overall

efficiency of the algorithms.

5.6 Conclusion

In this chapter a new polynomial Chebyshev approximation of the bistatic slant range

function and of the bistatic frequency coupling terms were analytically derived. The

proposed approximation is intended to replace the Taylor approximation used in Neo

83



Chapter 5 Bistatic PTS using Chebyshev Approximation

[2007]; Neo et al. [2007]; Wang et al. [2011] to derive the analytical bistatic point

target spectrum. The proposed approximation is easy to compute and does not in-

crease the computational complexity with respect to the Taylor based approach. The

approximation error using the Taylor and the Chebyshev polynomials has been eval-

uated, confirming the theoretical capability of the Chebyshev approach to minimize

the norm of the error. However working with such an accurate approximation some

numerical instability may occur and this aspect must be considered in the choice of the

approximation order.
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Chapter 6

Micro-Doppler signature analysis in

Bistatic SAR

6.1 Introduction

Bistatic SAR was introduced in Section 2.5 where its advantages and issues were anal-

ysed in detail. The principles of micro-Doppler analysis and the enhances in the radar

imaging field have been reviewed in Chapter 3.

To the best of the author’s knowledge the study of micro-Doppler signatures from

bistatic SAR has not been reported in the literature before and a model for the micro-

Doppler signature was not suitable. In this chapter the vibration effect on the received

echoes for a bistatic SAR system with fixed receiver is modelled. The pseudo-Wigner

Ville distribution (PWVD) is used to analyse simulated data for X-band and mmW

systems. The remainder of the chapter is organized as follows. In section II the bistatic

SAR geometry and the received signal model are discussed. In section III the micro-

Doppler effect from a vibrating target in the bistatic geometry is introduced and anal-

ysed, the effect on the focussed image of the bistatic geometry and of the limitations

on the system Doppler bandwidth are investigated. Section IV presents simulation re-

sults of focussed vibrating target and PWVDs of the received echoes compared with

the analytical expected signature and the signature obtained with a monostatic system.
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6.2 Fixed Receiver Bistatic SAR Geometry

In a bistatic SAR the transmitter and the receiver can have different velocities, alti-

tudes and flight paths, leading to the possibility of having different acquisition con-

figurations. The simplest case is when both transmitter and receiver have the same

velocity and parallel flight paths, while a more complicated configuration exists when

the platforms have different velocities and non parallel flight paths. In the case of a

fixed receiver configuration, only the transmitter is moving and the receiver is fixed.

This configuration allows existing monostatic SAR missions to be exploited Duque

et al. [2010], in addition the focussing step is easier, permitting an easier and cheaper

test bench to validate new techniques to be extended in the more general bistatic con-

figurations. For these reasons we choose to perform the first analysis in the field of the

micro-Doppler effect in bistatic SAR for this configurations. The considered bistatic

geometry is shown in Figure 6.1.

At the start of the acquisition (slow time η = 0) the receiver Rx is located in position

Figure 6.1: Bistatic SAR geometry with fixed receiver

{0, 0, hR} while the transmitter Tx is at {xT , yT , hT}. A point target P in the centre of

the illuminated scene is located in position {xP , yP , 0}. The range component of the

slant range between the receiver and P is XR = xp, while the range component of the

slant range between the transmitter and P isXT = xP −xT ; the azimuth component of

the slant range between the receiver and P is YR = yP , while the azimuth component of
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the slant range at η = 0 between the transmitter and P is YT = yP −yT . θR and θT rep-

resent the depression angles while αR and αT are the squint angle for the receiver and

the transmitter respectively. The transmitter is moving with velocity VT in the y direc-

tion, because of the null velocity the receiver slant range isRR(η) =
√
X2
R + Y 2

R + h2
R

while the transmitter slant range is RT (η) =
√
X2
T + (YT − ηVT )2 + h2

T , the bistatic

slant range history is the sum of the receiver and transmitter slant range histories

R(η) = RT (η) + RR(η). This is an important factor for the bistatic SAR process-

ing describing the phase history of the received signal.

6.3 Micro Doppler effect from vibrating targets in

Bistatic SAR

The baseband model of the received bistatic signal from P can be written as Neo

[2007]:

s(τ, η) =A0wr

(
τ − R(η)

c

)
waz(η)

exp

{
−j 2πf0R(η)

c
+ jπKr

[
τ − R(η)

c

]2
}

(6.1)

where τ is the fast time, A0 is the complex backscatterer coefficient, f0 is the carrier

frequency Kr is the range chirp rate, wr(.) is the range envelope and waz(.) is the

composite antenna pattern of the transmitter and receiver. The micro-Doppler effect

of interest generally exhibits a dynamic of the same order as the slow time, for this

reason the micro-motions will not have appreciable effects in the fast time and the

range compression of (6.1) can be performed without affecting the analysis. The range

compressed signal then results Neo [2007]:

src(τ, η) =pr

(
τ − R(η)

c

)
waz(η) exp

{
−j 2πf0R(η)

c

}
(6.2)

where pr(τ) is the range envelope that includes the amplitude factor. The point target

P has a micro-motion radial displacement described by N(η). For our purpose we are
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assuming that the clutter and a possible constant motion of the target were removed

using other processing techniques such as a space-time adaptive processing. In real

systems it is likely that these effect are not removed completely.

With these assumptions the point target P will still have a displacement described by

N(η) in the range direction. From Figure 6.1 the slant range history can be written as:

R(η) =
√

(XT −N(η))2 + (YT − ηVT )2 + h2
T +

√
(XR −N(η))2 + Y 2

R + h2
R

=RT (η) +RR(η) (6.3)

The slant range history is directly related to the phase of the received signal in the

azimuth direction:

Φ(η) =
2πR(η)

λc
(6.4)

where λc is the carrier wavelength. From the phase history in (6.4) the instantaneous

frequency can be obtained. However in order to obtain an explicit expression of the

different Doppler frequency components a Taylor series approximation of the slant

range is applied, where for orders greater than one, the micro motion effect is assumed

to be negligible. The receiver slant range become:

RR(η) ≈
√
X2
R + Y 2

R + h2
R −

N ′(η)XRη√
X2
R + Y 2

R + h2
R

≈ R0R −
N ′(η)ηXR

R0R

(6.5)

While the transmitter slant range can be approximated with:

RT (η) ≈
√
X2
T + Y 2

T + h2
T −

(N ′(η)XT + VTYT )η√
X2
T + Y 2

T + h2
T

+ +
V 2
T η

2

2
√
X2
T + Y 2

T + h2
T

≈ R0T −
(N ′(η)XT + VTYT )η

R0T

+
V 2
T η

2

2R0T

(6.6)

Using (6.5) and (6.6) the slant range history (6.3) can be written:

R(η) ≈R0 −
(
N ′(η)XR

R0R

+
N ′(η)XT

R0T

)
η − VTYTη

R0T

+
V 2
T η

2

2R0T

(6.7)
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where R0R and R0T are the slant ranges for the receiver and the transmitter at the start

of the acquisition, and R0 = R0R + R0T , while N ′(η) represents the instantaneous

micro-velocity of the target and the product N ′(η)η is the instantaneous target micro-

displacement M(η).

The expression of R(η) in (6.7) can be separated into two components, a bistatic

SAR component and a target motion component, R(η) ≈ RBSAR(η) + RTarget(η)

where:

RBSAR(η) = R0 −
VTYT
R0T

η +
V 2
T η

2

2R0T

(6.8)

RTarget(η) = −
(
XR

R0R

+
XT

R0T

)
M(η) (6.9)

Also the phase history can be divided into two components:

Φ(η) =
2πR(η)

λc
≈ 2π(RBSAR(η) +RTarget(η))

λc
=

ΦBSAR(η) + ΦTarget(η) (6.10)

Using the derivative of (6.10) the instantaneous frequency is obtained as:

fD(η) =
1

2π

d

dη
Φ(η) =

1

2π

d

dη
ΦBSAR(η) +

1

2π

d

dη
ΦTarget(η)

=
1

λc

d

dη
RBSAR(η) +

1

λc

d

dη
RTarget(η)

= fBSAR(η) + fMD(η) (6.11)

The instantaneous signal frequency has then two components fBSAR(η), a bistatic SAR

component and a micro-Doppler component fMD(η).

The fBSAR contains the Doppler centroid, the linear and the quadratic modulation

term. This term is known from the geometry and does not affect the micro-Doppler

frequency. It is not considered further in the analysis.

The explicit form of fMD(η) is:

fMD(η) = − 1

λc

d

dη

(
XR

R0R

+
XT

R0T

)
M(η) (6.12)
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Considering a point target P vibrating with a vibration:

M(η) = Av cos(wvη) (6.13)

where Av is the amplitude and wv is the pulsation of the vibration respectively, then

the micro-Doppler frequency becomes:

fMD(η) = − 1

λc
Av

(
XR

R0R

+
XT

R0T

)
d

dη
cos(wvη)

=
1

λc
Avwv

(
XR

R0R

+
XT

R0T

)
sin(wvη) (6.14)

Referring to Figure 6.1 the relations between the slant ranges and the angles can be

written:

RGT =
XT

cos(αT )
= R0T sin(θT )⇒ XT

R0T

= sin(θT ) cos(αT ) (6.15)

RGR =
XR

cos(αR)
= R0R sin(θR)⇒ XR

R0R

= sin(θR) cos(αR) (6.16)

where RGT and RGR are the ground ranges for the transmitter and the receiver respec-

tively. Equation (6.14) can be written in terms of the squint and depression angles:

fMD(η) =
1

λc
Avwv( sin(θR) cos(αR) + sin(θT ) cos(αT )) sin(wvη) (6.17)

Equation (6.17) shows that the micro-Doppler signature depends on the bistatic ge-

ometry and is different from the micro-Doppler in the monostatic geometry Ruegg

et al. [2007]; Sparr and Krane [2003a]. A bistatic factor that includes the geometry

dependence of the micro-Doppler signature can be defined as:

ρ = sin(θR) cos(αR) + sin(θT ) cos(αT ) (6.18)

Then the micro-Doppler frequency becomes:

fMD(η) =
1

λc
Avwvρ sin(wvη) (6.19)
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Equation (6.19) represents the micro-Doppler signature for a bistatic SAR system that

is connected to the signature in the monostatic case Ruegg et al. [2007] through the

following equation:

fMD(η) =
fMDMono

(η)ρ

2
(6.20)

From (6.20) it can be seen that for ρ = 2 the bistatic signature coincides with the

monostatic one.

6.3.1 Effect on focussing

Using the configuration shown in Table 6.1 an example of the slant range history of a

vibrating point target compared with a stationary point target is shown in Figure 6.2.

The simulated point target is vibrating with a 10 Hz frequency and a 1 mm amplitude.

From Figure 6.2 the effect of the vibration is evident on the range history for such a

small amplitude of the vibration. The phase modulation introduced from the vibration

Table 6.1: Simulated bistatic configuration with fixed receiver for the slant range his-
tory in Figure 6.2.

Tx Velocity 75 m/s
XT 1600 m
XR 200 m
YT 16 m
YR 200 m
hT 1800 m
hR 100 m

Acquisition time 0.5 s
Vibration amplitude 0.001 m
Vibration frequency 10 Hz

in the signal phase (6.10) introduces the effect known as paired echoes Chen et al.

[2006]. The Doppler shift introduced by the vibration creates an infinite number of

ghost targets in the focussed image and as in Chen et al. [2006] the received signal

may be expanded in a series of Bessel function of the first kind.

Jk(B) =
1

2π

∫ π

−π
ej(B sinwvη−kwvη)dwvη (6.21)
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Figure 6.2: Slant range history for a vibrating target and for a stationary target.

where B = 1
λc
Av(sin(θR) cos(αR) + sin(θT ) cos(αT )) and Jk(B) decreases with in-

creasing k. Thus the received signal can be written as:

src(τ, η) = pr

(
τ − R(η)

c

)
waz(η)e−j

2πf0RBSAR(η)

c

∞∑
k=−∞

Jk(B)ejkwvη =

pr

(
τ − R(η)

c

)
waz(η)e−j

2πf0RBSAR(η)

c [J0(B) + J1(B)ejwvη − J1(B)e−jwvη

+ J2(B)ej2wvη + J2(B)e−j2wvη + J3(B)ej3wvη − J3(B)e−j3wvη + · · · ] (6.22)

Unlike Chen et al. [2006] the amplitude factor of the ghost scatterers, represented

by Jk(B), depends on the bistatic SAR geometry. Thus depending on the particular

geometry the effect on the focussed image of a particular vibrating target will be more

or less evident.

6.3.2 Effect of the bistatic factor

In this section the effect of the bistatic configuration on the amplitude values of the

induced micro-Doppler is analysed. The amplitude of the vibration can be obtained

from the measured maximum of the micro Doppler signature using (6.19) as:

Av =
λc max(fMD(η))

wvρ
(6.23)
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The difference between (6.23) and that in Ruegg et al. [2007] for the monostatic case

is the dependence on the bistatic factor ρ. This dependence must be considered in the

micro Doppler signature analysis in order to correctly identify the amplitude of the

vibration. Different acquisition geometries induce different micro-Doppler amplitudes

and thus a good knowledge of the geometry is required in order to obtain the amplitude

of the vibration. In Figure 6.4-a and in Figure 6.4-b the theoretical bistatic maximum

of the micro-Doppler signature for a 94 GHz and a 10 GHz system respectively for

a vibrating target with wv = 20π rad/sec and a vibration amplitude from 0.1 mm to

10 mm are shown. The amplitude of the micro-Doppler signature depends also on

the vibrating frequency wv as can be seen in (6.23). In Figures 6.5-a and 6.5-b the

theoretical bistatic maximum of the micro-Doppler signature with a 94 GHz and a 10

GHz system for a vibrating target with 1 mm of vibrating amplitude and with a vi-

brating frequency from 1 Hz to 100 Hz are shown. For both cases the bistatic factor

influences the amplitude of the micro-Doppler signature. This factor is the sum of the

conic angle of the transmitter and receiver and therefore is dependent on the BSAR

geometry. From both Figures 6.4 and 6.5 the bistatic factor influences the amplitude

of the micro-Doppler signature, when ρ = 2 the curves assumes the maximum values

and they coincide with the maximum micro-Doppler obtained in a monostatic case.

This aspect must be considered because a certain amplitude of the micro-Doppler sig-

nature corresponds to a family of vibrating amplitudes. The correct amplitude can be

obtained only with the knowledge of the bistatic factor. In addition the amplitude is

also influenced by the carrier frequency. For example a 10 GHz system would not be

able to detect micro-Doppler signatures generated by very small motions. Furthermore

larger micro-motions will introduce aliasing if not correctly sampled in a 94 GHz sys-

tem. For this reason this is an important aspect in the design and the choice of the

measurement system. The bistatic factor offers an advantage in the use of a bistatic

configuration with respect to the monostatic configuration for larger vibration frequen-

cies and amplitudes. From (6.19) it is seen that the bistatic factor reduces the amplitude

of the micro-Doppler signature compared with the one obtained for the same vibration

in the monostatic case. This means that for vibrations introducing high Doppler shifts,

running over the azimuth Doppler bandwidth in the monostatic case, the analysis of
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the signature can suffer from aliasing. However as the use of a bistatic configura-

tion reduces the micro-Doppler amplitude it is possible to keep the signature inside

the azimuth Doppler bandwidth. This means that it is possible to use a smaller mini-

mum PRF to avoid aliasing in the analysis compared to the monostatic configuration.
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Figure 6.3: Theoretical micro-Doppler signature for a target vibrating at 40 Hz wiht 3
cm of amplitude from a X band system with 950 Hz of azimuth Doppler bandwidth,
a) monostatic case running over the azimuth Doppler bandwidth, b) bistatic case with
the entire signature visible in the azimuth Doppler bandwidth.

Figure 6.3 shows an example of a bistatic configuration for the analysis in X-band of a

40 Hz vibrating target with 3 cm of vibrating amplitude. In Figure 6.3-a the monostatic

micro-Doppler signature runs over the limit given by the Doppler bandwidth making

the analysis of the signature impossible, while Figure 6.3-b shows the same vibration

analysed from a bistatic system. In this case the bistatic factor ρ is weighting the

micro-Doppler signature, keeping it inside the Doppler bandwidth.

6.4 Simulation Results

Vibrating targets were simulated and their micro-Doppler signatures from a bistatic

SAR system analysed. First the effect of the vibration on the focussed image is shown.

The different micro-Doppler signatures are then analysed for different bistatic config-

urations for systems working with a carrier frequency of 10 GHz and 94 GHz. The

two frequencies were chosen because theoretically they produce results that demon-

strate that it is possible to detect micro-Doppler signatures of interest such as engines

and humans. In addition X-band radar are very common Ender and Brenner [2003];
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Figure 6.4: Maximum amplitude of the micro Doppler frequency shift for different
bistatic configurations for a vibrating target with a vibrating frequency of 10 Hz and
vibrating amplitudes from 0.1 mm to 10 mm . a) micro Doppler for a 10 GHz system
b) micro Doppler for a 94 GHz system. The micro Doppler is increasing with the
increasing vibrating amplitude and bistatic factor.
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Figure 6.5: Maximum amplitude of the micro Doppler frequency shift for different
bistatic configurations for a vibrating target with a vibrating amplitude of 1 mm and
vibrating frequencies from 1 Hz to 100 Hz. a) micro Doppler for a 10 GHz system
b) micro Doppler for a 94 GHz system. The micro Doppler is increasing with the
increasing vibrating frequency and bistatic factor.
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Kinghorn and Nejman [2009] and some 94 GHz radar are operational like MEMPHIS

Schimpf et al. [2002].

6.4.1 Effect on focussing

The result of bistatic focussing for two different configurations with transmitter alti-

tudes of 2100 m and 900 m are shown for a 94 GHz system in Figure 6.6-a and Figure

6.6-b respectively. These two altitudes were chosen to highlight the effect of the dif-

ferent geometry on the focussed image. The simulated point target is vibrating at 10

Hz with an amplitude of 0.5 mm. The resulting focussed images in both cases show

the presence of ghost scatterers along the azimuth direction on both sides of the point

scatterer. However the same vibration exhibits a different number of ghost scatterers

with different amplitudes for both configurations. This aspect can be analysed and con-

firmed using the discussion in Section 6.3.1. For the first configuration, Figure 6.6-a,

the bistatic scale factor is 1.0143 and the value of B in (6.22) is 0.9984, while in the

simulation shown in Figure 6.6-b the bistatic scale factor is 1.5382 and B = 1.5141.

With these values the Bessel function of the first kind Jk(B) can be computed for both

configurations. These values are weighting the amplitude of the scatterer and the ghost

scatterers. The computed values of the first four orders of Jk(B) for the two config-

urations are shown in Table 6.2. The values of Jk(B) in Table 6.2 confirm that for

Table 6.2: Computed values of the 1st kind Bessel function for the two configurations.

Order of Jk(B) Config. (a) Config. (b)
0 0.7659 0.5039
1 0.4395 0.5599
2 0.1146 0.2356
3 0.0195 0.0625

the configuration simulated in Figure 6.6-a the amplitude of the real point scatterer is

higher than those for the ghost scatterers pairs while for the configuration in Figure

6.6-b the amplitude of the ghost scatterers is greater than the real point scatterers for

the first pair of ghosts.
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Figure 6.6: Focussed point targets in a bistatic SAR system with fixed receiver. The
vibrating amplitude is 0.5 mm and the vibration frequency is 10 Hz. a) transmitter at
2100 m , b) transmitter at 900 m.
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6.4.2 Micro-Doppler signature analysis from simulated data

Figure 6.7 shows a block diagram of the steps needed to perform the time-frequency

analysis of the micro-Doppler signature for a bistatic SAR with fixed receiver. Starting

Range 

Compression
Raw Data

Doppler Centroid and 

Azimuth modulation 

removal

Range Gate 

Extraction

PWVD
Micro-doppler

Signature 

Figure 6.7: Steps for the extraction of the micro-Doppler signature from the simulated
data

from the raw data the range compression step is performed using a replica of the trans-

mitted signal. From the range compressed data the range gate containing the scatterer

is selected. For the configurations analysed in this chapter the range migration is con-

tained within a fraction of the resolution cell, however in the presence of a larger range

migration a range cell migration correction Cumming and Wong [2005] step can be

performed before the extraction of the range gate.

In order to align the signal within the time-frequency plane to obtain a correct visu-

alization and positioning of the time-frequency distribution, the Doppler centroid and

the azimuth frequency slope is removed from the signal before the computation of the

Pseudo Wigner Ville Distribution (PWVD) Cohen [1989], which is used to extract the

micro-Doppler signature of the target. Using this analysis procedure, vibrating targets

in Bistatic SAR configurations with 10 GHz and 94 GHz systems were analysed and

compared with the results obtained using a monostatic configuration and the theoret-

ical micro-Doppler. Figure 6.8 shows the PWVDs of the received SAR signal for a

94 GHz system for a point target vibrating at 10 Hz with an amplitude of the vibra-

tion of 1 mm. Figures 6.8-a and -c show the PWVD obtained with the two bistatic

configurations in Table 6.3, while Figure 6.8-e shows the PWVD in the monostatic

case for the same target. Figures 6.8-b, -d and -f show the theoretical micro-Doppler

signature for the cases analysed in Figure 6.8-a, -c and -e respectively. Table 6.3 gives
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the two bistatic configurations and the monostatic configuration used in the simulation

shown in Figure 6.8. It can be seen that the only difference resides in the geometry,

and therefore the bistatic factor that influences the micro-Doppler signature.

Table 6.3: Simulated bistatic configurations for the simulated target in Figure 6.8.
Configuration 1 Configuration 2 Monostatic

Carrier Frequency 94 GHz 94 GHz 94 GHz
Tx Velocity 75 m/s 75 m/s 75 m/s

Acquisition Time 0.5 s 0.5 s 0.5 s
Vibration Amplitude 0.001 m 0.001 m 0.001 m
Vibration Frequency 10 Hz 10 Hz 10 Hz

XT 1600 m 1600 m -
YT 19 m 19 m -
hT 1800 m 1800 m -
XR 200 m 600 m -
YR 200 m 200 m -
hR 100 m 100 m -

Bistatic Factor 1.3310 1.6014 2

From Figure 6.8 it is confirmed that the analysed bistatic micro-Doppler signatures

match those expected from theory. The frequency of the vibration can be measured

by inspection the PWVDs confirming the 10 Hz simulated vibration. The measured

micro-Doppler amplitude for the first configuration is 26 Hz. Equation (6.23) yields an

estimated vibrating amplitude of 9.9985×10−4 m which is close to the simulated 1 mm

vibration amplitude. This is confirmed using the maximum of the theoretical micro-

Doppler of 26.2 Hz obtained using (6.19). In the second configuration the measured

micro-Doppler amplitude is 32 Hz yielding an estimated vibration amplitude of 1.01×

10−3 m. The original 1 mm amplitude can be obtained from the maximum of the

theoretical micro-Doppler that is 31.5 Hz. As expected both the bistatic micro-Doppler

exhibits a maximum of the micro-Doppler signature smaller than the monostatic case

which is of 39.37 Hz.

Figure 6.9 shows the PWVDs of the received SAR signal for a 10 GHz system for

a point target vibrating at 5 Hz with an amplitude of the vibration of 0.1 m. Figures

6.9-a and -c show the PWVD obtained with the two bistatic configurations in Table 6.4,

while Figure 6.9-e shows the PWVD in the monostatic case for the same target. Figures

6.9-b, -d and -f show the theoretical micro Doppler signature for the cases analysed in
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Figure 6.8: Micro-Doppler signatures of a vibrating target with 10 Hz of vibration and
1 mm of amplitude on a 94 GHz system. a) and c) shows the analysed PWVD of
the two bistatic configurations shown in Table 6.3 while e) shows the micro-Doppler
signature in the monostatic case. b) , d) and f) shows the theoretical signature for a),
c) and e) respectively.
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Figure 6.9-a, -c and -e respectively. Table 6.4 reports the two bistatic configurations

and the monostatic configuration used in the simulation shown in Figure 6.9. Figure

Table 6.4: Simulated bistatic configurations for the simulated target in Figure 6.9.
Configuration 1 Configuration 2 Monostatic

Carrier Frequency 10 GHz 10 GHz 10 GHz
Tx Velocity 75 m/s 75 m/s 75 m/s

Acquisition Time 0.5 s 0.5 s 0.5 s
Vibration Amplitude 0.1 m 0.1 m 0.1 m
VibrationFrequency 5 Hz 5 Hz 5 Hz

XT 1600 m 1600 m -
YT 19 m 19 m -
hT 1800 m 2800 m -
XR 200 m 600 m -
YR 200 m 200 m -
hR 100 m 100 m -

Bistatic Factor 1.3310 1.1627 2

6.9 show the results for the 10 GHz simulations. The measured micro-Doppler ampli-

tude for the first configuration is 140 Hz yielding an estimated vibrating amplitude of

0.1004 m from (6.23). This is close to the simulated 0.1 m vibration amplitude and

confirmed using the maximum of the theoretical micro-Doppler of 139.38 Hz obtained

using (6.19). In the second configuration the measured micro-Doppler amplitude is

125 Hz, yielding an estimated vibration amplitude of 0.102 m. The original 0.1 m

amplitude is computed from the maximum of the theoretical micro-Doppler amplitude

that is 121.76 Hz. The maximum amplitude of the micro-Doppler in the monostatic

case which is of 209.43 Hz. These results demonstrate that the micro-Doppler signa-

ture for a specific configuration changes with the bistatic acquisition geometry. This

is an important factor to be considered in the classification and recognition of targets

characterized by a particular micro-Doppler signature. In addition (6.20) can be used

to exploit existing micro-Doppler signatures in a bistatic environment.

6.5 Conclusion

In this chapter the micro-Doppler signatures from vibrating targets in bistatic SAR

systems were investigated. The bistatic configuration with a fixed receiver was used
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Figure 6.9: Micro Doppler signatures of a vibrating target with 5 Hz of vibration and
0.1 m of amplitude on a 10 GHz system. a) and c) shows the analysed PWVD of
the two bistatic configurations shown in Table 6.4 while e) shows the micro Doppler
signature in the monostatic case. b) , d) and f) shows the theoretical signature for a),
c) and e) respectively.
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to derive an expression for the bistatic micro Doppler signature. The effect on the fo-

cussed image was also analysed. The bistatic case shows a substantial difference to that

of the traditional monostatic case. The bistatic micro Doppler signature is influenced

by the bistatic geometry. Vibrating targets were simulated to confirm the theoretical

analysis on the focussed image and on the micro-Doppler signatures. The simulations

confirmed the model that provides a useful tool for the analysis of the micro-Doppler

signature from a bistatic SAR system. The effect of the bistatic factor must be consid-

ered for target classification and recognition.

It was demonstrated that the bistatic configuration exhibits the advantage of a re-

duced minimum required PRF compared to that required in the monostatic SAR. Fur-

thermore this reduces the effects of potential aliasing in the analysis of the micro-

Doppler signature compared to the monostatic case. It was shown that this is due to

the effect of the bistatic geometry on the maximum amplitude of the micro-Doppler

signature that is seen to be equal or less to the amplitude of the micro-Doppler sig-

nature in the monostatic case. Thus for a family of micro-Doppler effects and a fixed

PRF the analysis from a monostatic geometry will appear aliased while the use of a

bistatic configuration could prevent aliasing. Thus the bistatic configuration facilitates

the analysis of a wider range of signatures with respect to the monostatic system.
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Chapter 7

GNSS Based Passive Bistatic Radar

for Micro-Doppler analysis

7.1 Introduction

The alternative use of the Global Navigation Satellite System (GNSS) has recently

initiated a number of studies that aim to exploit this system as an illuminator of oppor-

tunity for a passive radar system. The study of possible secondary applications of the

Global Navigation Satellite System (GNSS) has lead to several remote sensing applica-

tions Cherniakov [2008]; Gleason and Gebre-Egziabher [2009]. Interest in exploiting

GNSS for remote sensing is growing recently due to the advantage offered by its high

coverage in time of the entire earth.

In this chapter a Passive Bistatic Radar configuration using a GNSS as illuminator in

near forward scattering zone for micro-Doppler analysis is proposed.

We investigate the possibility of exploiting the GNSS signal in a Passive Bistatic Radar

system when a target is in the near forward scattering zone for micro-Doppler analysis.

The feasibility study will first deal with the restrictions of the GNSS system in terms

of available pulse rate frequency (PRF) that can form a limitation for the maximum

Doppler shift to be analysed correctly. It will be shown that as a result of using the

1.5 GHz GNSS signal in a bistatic configuration, the maximum micro-Doppler shift

from the rotating blades is reduced thus allowing the time frequency analysis with the

standard GNSS PRF of 1 kHz without aliasing. In addition the ambiguity function for
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the used waveform will be discussed. The second aspect to analyse is the power budget

of the received echoes to the receiver from this kind of target. The budget is presented

and it is shown that exploiting the forward scattering enhancement will allow us to

obtain sufficient forward scattered power to detect the echoes from the rotor blades

within certain ranges reducing also the effect of the Direct Signal Interference.

The remainder of this chapter is organized as follows. Section 2 introduces the passive

bistatic radar GNSS geometry, and the signal model. Section 3 analyses the micro-

Doppler effect from helicopters rotor blades in radar and Section 4 analyses the system

requirements to correctly perform the micro-Doppler analysis of rotor blades. Section

5 introduces the forward scattering enhancement concept with a particular attention to

the case of the rotor blades, while in section 6 the budget analysis for the proposed

system and for the micro-Doppler analysis purpose is performed. Section 7 introduces

the processing method to obtain the micro-Doppler signature of the rotating blades.

Results of simulations are included for different helicopters.

7.2 Bistatic GNSS radar system geometry and signal

model

The acquisition geometry of the proposed bistatic passive radar system is shown in

Figure 7.1. The transmitter is one of the assumed GNSS transmitters flying over the

the receiver. RT and RR are the transmitter to target and the receiver to target ranges

respectively. The angle β is the solid bistatic angle defined as the angle between the

transmitter, the target and the receiver Willis [1995].

The principal transmitted signal from the GNSS satellite is a Code Division Multiple

Access code consisting of a Pseudo Random Noise (PRN) sequence called C/A code.

We will concentrate on the case of the GPS constellation and will consider the L1

signal at 1.5 GHz. Each satellite can be identified based on the specific C/A sequence

which exhibits a very narrow cross-correlation function allowing the system to measure

the time delay between the satellite platform and the GPS receiver.

The same principle can be exploited to perform target ranging when a target scatters the

signal coming from the GPS satellite to a receiver located on ground or on an aircraft.
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Figure 7.1: Proposed bistatic passive radar geometry with the GNSS illuminator.

The relative delay between the reference signal, obtained as the direct signal from the

satellite at the receiver on a different antenna and the scattered echo from the target can

be estimated. We assume that the direct signal at the receiving antenna used to perform

ranging has been attenuated through physical shielding, digital beamforming or DSP

techniques Howland et al. [2008]; Willis [1995].

The received radar return after the cross-correlation with the replica of the PRN signal

can be modelled as Skolnik [1981]:

src(τ, η) =A0pr

(
τ − RR(η)

c

)
exp

{
−j 2πf0R(η)

c

}
(7.1)

where f0 is the carrier frequency, c is the speed of light, pr(τ) is the range envelope

where the time reference is triggered to the direct signal received from the transmitter,

A is the amplitude of the scattered signal, τ is the variable representing the fast time of

the received signal, while η represents the slow time of the acquisition of the different

echoed PRN sequences andR(η) is the bistatic target range. This slow time is required

because the dynamics of the micro-motion are slower than the dynamics of the signal

used to perform ranging. This is also the reason why the cross-correlation of the C/A

sequence can be performed without affecting the micro-Doppler analysis. However
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the signal model requires to be modified in the presence of target micro-motions where

phase modulation of the signal is introduced. This aspect will be analysed in the next

section.

7.3 Micro-Doppler from a helicopter’s rotor blades

In the application considered in this work the receiver is a platform on ground. This

kind of configuration allows us to obtain easily a near forward scattering configuration.

The target is a helicopter approaching the Line Of Sight (LOS) between the transmit-

Figure 7.2: Geometry of the rotating blades seen from the bistatic radar.

ter and the receiver. It means that the bistatic angle β is close to 180◦ where forward

scattering enhancement can be obtained Willis [1995].

Figure 7.2 shows a top view of the geometry of the rotor blades relative to the bistatic

geometry. The rotating plane of the rotor blade is parallel to the ground and quasi-

orthogonal to the line of sight between the transmitter and the receiver. Vtip is the

velocity vector of the tip of the rotor blade and δ is the angle between Vtip and the

bisector of the bistatic angle β. The angles β and δ are two important factors that in-

fluences the micro-Doppler signature of the target in a bistatic geometry Chen [2011].

The model of the received signal in (7.1) must consider also the effect of the micro-

motion as follows:

src(τ, η) = A1(η)pr

(
τ − RR(η)

c

)
exp {−j(ΦR(η) + ΦmD(η))} (7.2)
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where ΦR = 2πf0R(η)/c is the phase of the target containing the constant motion and

ΦmD(η) is the phase modulation due to the micro-motions of the target and can be

expressed as Chen [2011]:

ΦmD(η) = −2π

λ

Lb
2

cos

(
β

2

)
cos(δ) cos(Ωη + θ0) (7.3)

where Lb is the length of the rotor blade, Ω is the angular rotation rate and θ0 is the

initial rotating phase. The product cos
(
β
2

)
cos(δ) is the factor that takes into consider-

ation the bistatic geometry Chen [2011].

The amplitude of the received echo is also affected by the rotation of the blade and

may be written as:

A1(η) = A0sinc

(
2π

λ

Lb
2

cos

(
β

2

)
cos(δ) cos(Ωη + θ0)

)
(7.4)

Assuming that a rotor has N blades, they will have N different initial phases θk =

θ0 + k2π/N with k = 0, 1, 2, ..., N − 1. The total received signal from the N blades

will be the sum of the modulated signal from each blade, from (7.2), (7.3) and (7.4) it

can be written as:

stot(τ, η) =
N−1∑
k=0

A1k(η)pr

(
τ − R(η)

c

)
exp {−j(ΦR(η) + ΦmDk(η))} (7.5)

The expression (7.5) is similar to the signal model in Chen [2011] but it is adapted for

the specific proposed system. The micro-Doppler shift can be obtained for each blade

from (7.3) as:

fmDk(η) =
1

4π

d

dη
ΦmD(η) =

Lb
2λ

Ω cos

(
β

2

)
cos(δ)[− sin(θk) sin(Ωη)+

+ cos(θk) cos(Ωη)] (7.6)

Equation (7.6) represents the expression of the expected micro-Doppler signature for

a rotor blade of an helicopter of length Lb with a rotation rate Ω, it can be used then to

obtain the features of the rotating blade from the micro-Doppler signature.
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7.4 System requirements for m-D analysis

In a passive system with an illuminator of opportunity as GPS the carrier frequency

and the sampling rate cannot be modified. These can become critical aspects that

could render the exploitation of a PBR to perform a particular micro-Doppler analysis

useless. The length of the blade and the rotation rate influences the amplitude of the

micro-Doppler shift. From Equation (7.6) the maximum value of the micro-Doppler

shift may be computed as:

fmDmax =
Vtip

λ
cos

(
β

2

)
cos(δ) (7.7)

where Vtip = 2πLbΩ is the velocity of the tip of a blade. From (7.7) the minimum

sampling rate to avoid aliasing and to permit a good time-frequency analysis in the

slow time can be obtained. For a monostatic radar the maximum micro-Doppler shift

may be expressed as Chen [2011]:

fmDmaxmono =
2Vtip

λ
cos(α) (7.8)

where α is the elevation angle of the monostatic platform. From (7.8) and (7.7) it can

be seen that the bistatic micro-Doppler shift is always less than the monostatic value

and therefore the minimum sampling frequency required to avoid aliasing in a bistatic

radar system is smaller than that required in the monostatic case.

An additional parameter of the system that strongly influences the micro-Doppler shift

is the wavelength that, if too small, will produce a very high micro-Doppler shift. For

this reason very high frequencies are more useful for micro-Doppler analysis of very

small micro-motions Ruegg et al. [2007] while in cases such as helicopter blades a

larger wavelength could help produce acceptable micro-Doppler shifts.

The wavelength used by the proposed PBR is 19 cm, which is a quite large value that

can reduce the maximum micro-Doppler shift obtainable. In addition the bistatic con-

figuration in the near forward scattering zone produces a small value of the product

cos
(
β
2

)
cos(δ) that appears in (7.7). This product is also helpful in reducing the max-

imum micro-Doppler shift. For the reasons explained above the proposed PBR is a
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good candidate to perform micro-Doppler analysis of the helicopter rotor blades. For

example a blade of length of 7.3 m rotating at 4.8 rad/s observed with β of 169◦ and

δ of 10.3◦ will produce a maximum micro-Doppler shift of 102 Hz that is smaller of

half of the system PRF of 1 kHz demonstrating that the proposed PBR is capable to

perform micro-Doppler analysis for this kind of target.

In order to analyse performances of the Carse Acquisition (CA) code, the normalized

amplitude of the ambiguity function (AF) for a sequence of the CA code is represented

in Figure 7.3. The ambiguity function shows the range and Doppler resolution and the

sidelobe level in both directions. In Figures 7.4 and 7.5 a cut at 0 delay and 0 Doppler

shift of the ambiguity function are shown respectively. It can be seen how the delay

resolution of the CA code is relatively small in order to match the original application

requirements of this waveform for an accurate navigation. In the Doppler domain the

AF has a sinc2 like shape with zero crossing at 1 kHz and a first sidelobe at 1.5 kHz

at −15 dB. These aspects require further analysis for both the velocities and target de-

tection. In this section we will discuss the first of these aspects while the second one,

related to the side-lobe level, will be discussed in Section 7.6.
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Figure 7.3: 2-D Ambiguity function for the CA code

The bistatic Doppler resolution and AF have been studied in the past Chen [2011];

Tsao et al. [1992]; Willis [1995], where it was demonstrated how the bistatic geometry

influences the Doppler resolution.

∆fBi = ∆fMono cos

(
β

2

)
(7.9)
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Figure 7.4: Ambiguity function for the CA code at 0 delay
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Figure 7.5: Ambiguity function for the CA code at 0 Doppler

From (7.9) the effect of the bistatic angle affects the capability to detect targets with

different velocities. In addition in the case of 180◦ the Doppler resolution goes to 0

making it impossible to discriminate targets using Doppler signatures Chen [2011].

Thus the Doppler resolution may not be sufficient in cases where different blades pro-

duces similar micro-Doppler shifts. For our purpose it is required to be able to detect

the flashes in the time-frequency distribution. Whenever the Doppler resolution be-

comes ambiguous then the micro-Doppler shift amplitude will not be a discriminant

between two helicopters, for example two particular combination of blade length and

blade rotation velocity gives a similar m-D shift, the rotating period can still be used

as a discriminant and is sufficient for target classification Molchanov et al. [2012].
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7.5 Forward scattering enhancement

In E. P. Glennon; He et al. [2005]; Mojarrabi et al. [2002] the analysis of the bistatic

GPS power budget was presented, in different conditions and with different (more or

less optimistic) results, anyway in all this works the main limitation is identified in

the very low power at the receiver. A possible solution to this issue is the use of high

gain receiver antennas and a relatively big integration time He et al. [2005] facilitating

a good maximum operative range to be obtained. An alternative is to exploit the for-

ward scattering enhancement. In forward scattering the diffracted signal power may

be many times higher than the backscattered signal Glaser [2011]. This effect can be

translated as an enhancement of the radar cross section, known as forward scattering

enhancement. This effect can be exploited to cope with the very low power of the

received signal in a GNSS based Passive Bistatic Radar (PBR) Cherniakov [2008];

Willis [1995] opening it to the use of a new family of PBR working in near forward

scattering zone Koch and Westphal [1995]; Suberviola et al. [2011].

In this section we introduce the forward scattering enhancement in order to predict the

bistatic RCS for the rotor blade.

The forward scattering enhancement occurs when the bistatic angle is large, i.e. near

180◦ Glaser [2011]. When an opaque object is illuminated by an electromagnetic wave,

a shadow is produced if the object dimensions of the objects are larger than the wave-

length. The shadow, which occurs on the opposite side of the object from the energy

source, describes a region in which the electromagnetic fields are very small. It means

that the currents induced in the object by the incident wave re-radiate a secondary elec-

tromagnetic wave that cancels the incident wave in the shadow region. The resulting

forward-scattered radiation can be determined by integrating contributions from the

induced currents. However this is very impractical, since doing so requires knowledge

of the currents themselves which in turn requires knowledge that involves solving a

difficult boundary value problem. For this reason the use of the equivalence theorem

Felsen et al. [2009] facilitates the forward scattered radiation to be obtained. For this

purpose it is required that the radiation scattered by currents induced in the object must

be equal to the radiation from appropriate electrical and magnetic surface currents on
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an infinite plane. These surface currents are proportional to the cancelled fields in the

shadow region and are zero elsewhere. By integrating the different contributions over

the plane it is possible to compute the radiation from the surface currents. Since the

cancelled fields on the plane are in phase, their different contributions also add up in

phase in the forward direction, resulting in a strong radiation peak. Moreover, the radi-

ation pattern is similar to the pattern generated when the same incident fields impinge

on an aperture in an opaque screen whose shape is identical to the object’s shadow,

or silhouette. In Siegel [1958] it was shown that based on the physical optics, the

forward-scatter RCS for a target with silhouette area A is:

σbpeak =
4πA2

λ2
(7.10)

This is principally due to the Babinet’s principle, which says that the diffracted wave

from a perfect absorbing target is the same as that radiated from an aperture of the

same shape and area A of the target. In our case we are considering a rotor blade of

length Lb and blade width Wb, then the surface area A can be replaced in (7.10) that

becomes:

σbpeak =
4π(LbWb)

2

λ2
(7.11)

For example Figure 7.6 shows the bistatic RCS for a rectangular shaped rotor blade

sized 5.5m×0.6m.

In order to calculate the RCS of a helicopter rotor blade, in literature the Physical
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Figure 7.6: Bistatic RCS for a 5.5× 0.6 m rotor blade.
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Optics approximation has been used Pouliguen et al. [2002]. In our analysis we will

use a simpler model of the rotor blade and the Physic Optics to obtain the angle depen-

dent RCS. We used the physical optics approximation provided in the POfacets tool for

Matlabr POfacets simulating a flat metallic blade with the rotating plane parallel to the

ground. The simulated rotating blade is illuminated on the top face from the transmit-

ter and the receiver looks at it from the bottom. The bistatic angle is then measured at

the tip of the blade. Working in the near-forward scattering zone the Babinet principle

warranties that the most important part is the target silhouette and not its composition

or the shape of the blade surface. In Pouliguen et al. [2003] the case of big bistatic

angles was analysed and a strong return from a rotor blade at 180◦ was demonstrated.

In Figure 7.6 it can be seen that for values of the bistatic angles between 165◦ and 180◦

the bistatic RCS values are higher than 20 dBsm which still represent considerable

high values.

The value of the bistatic RCS of the rotor blade is a critical aspect in the proposed

approach. High RCS values that are obtained in the near forward scattering zone are

required to provide an acceptable maximum operative range. This aspect will be anal-

ysed in the budget analysis developed in the next section.

7.6 Budget analysis

In this section the analysis is contextualized in the case of the helicopter rotor blades

showing that they can be detected using an appropriate system configuration within an

acceptable range.

The power density that reaches the receiving antenna after the scattering from the rotor

blades is given by Skolnik [1981]:

Sr =

(
PtGt

4πR2
T

)(
σb

4πR2
R

)
(7.12)

where Pt is the transmitted power, Gt is the transmitter antenna gain and σb is the radar

cross section of the rotor blade that, in our case, is increased by the forward scattering

enhancement as explained in section 7.5. From (7.12) the power at the receiver after
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the target reflection can be expressed as:

Pr =

(
PtGt

4πR2
T

)(
σb

4πR2
R

)(
λ2Gr

4π

)
(7.13)

The first factor on the right side of (7.13) is the power density of the direct signal

incident on the target and is termed Sdir. The noise at the output of the RF front-end

is N0 = kTeffBW , where k is the Boltzmann constant, Teff is the equivalent noise

temperature and BW is the bandwidth. In this budget the losses due to processing Lsp

and the processing gain Gsp are also required in order to obtain the final signal to noise

ratio E. P. Glennon:

SNR =
Sdirσbλ

2GrGsp

(4π)2LspR2
RkTeffBW

(7.14)

For the case of a PBR another factor must be considered in the analysis: the direct

signal interference (DSI). In our specific case a strong signal from the transmitting

GNSS satellite will be received introducing limitations on the capability to detect a

target Griffiths and Baker [2007]. The DSI is defined as the ratio between the received

power from the target and the direct signal.

DSI =
Pr(

PtGt
4πR2

TR

) (
λ2Gr

4π

) (7.15)

where RTR is the baseline between the transmitter and the receiver. In Figure 7.7 the

DSI for a 5.5×0.6 m rotor blade is shown. The power reflected from the target depends

on the bistatic angle since the bistatic RCS changes with it. Thus the DSI also depends

on the bistatic configuration.

Considering a range of operative angles between 140◦ and 175◦ then from Figure 7.7

is is seen that the DSI varies between -60 and -30 dB. However this is the expected

DSI in the zero Doppler. The Doppler shift from a rotor blade seen from a monostatic

radar is in the order of 1500 Hz but this shift is reduced in the bistatic case. For in-

creasing bistatic angles the Doppler shift produced by the component of the velocity

vector orthogonal to the bisector of the bistatic angle results in the order of 100 Hz

for helicopter rotor blades, appearing in the first side lobe of the shrunk version of the
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ambiguity function in Figure 7.3. For this reason 15 dB less of DSI can be considered.

However a suppression strategy will still be required in order to mitigate the DSI of

maximum -45 dB. Different approaches have been proposed to mitigate the DSI Grif-

fiths and Baker [2007]. Existing PBR are able to work in more restrictive conditions,

with stronger interference Howland et al. [2008]. For this reason existing methods can

be applied in our case. For example in Howland et al. [2008] a two-stage adaptive

noise canceller was developed. The first stage is an adaptive M-stage lattice predictor,

and the second an adaptive tapped delay line. This approach provides a high level of

suppression of the DSI in the order of 75 dB. The selection of the best technique for

the DSI removal in our specific case goes beyond the scope of this work and might be

addressed in the future.
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Figure 7.7: DSI for a 5.5× 0.6m rotor blade.

From the discussion above it is now possible to compute the maximum achiev-

able range assuming a minimum Signal to Interference and Noise Ratio (SINR) value,

defined as:

SINR =
Pr

PtGt
4πR2

TR

λ2Gr
4π

+ kTeffBW
(7.16)

The maximum range that can be obtained as:

RRmax =

√
Sdirσbλ2GrGsp

(4π)2LspSINRminkTeffBW
(7.17)

117



Chapter 7 GNSS Based Passive Bistatic Radar for Micro-Doppler analysis

The values to be used in (7.17) to obtain the maximum range for the application under

Table 7.1: Simulated parameters in the budget analysis.
Parameter Value Units

Sdir 39.81× 10−15 W/m2

Lb 5.5 m
Wb 0.6 m
σb 379 m2

SINRmin 8 dB
Bandwidth 2.046× 106 Hz

Teff 344 K
λ 0.19 m
Gsp 53.2 dB
Lsp 3.25 dB
Gr 25 dB
k 1.30× 10−23

Rmax 2420 m

consideration are shown in Table 7.1. These values differs from the one used in E.

P. Glennon. In that work a processing gain of 63 dB was assumed. This gain is not

acceptable for the micro-Doppler analysis where the integration time is limited by the

time coherence of the specific target. For this reason the 40 dB gain coming from the

C/A code cross-correlation is considered and 13.2 dB is added assuming a 21 ms inte-

gration time. Due to this decrease in the processing gain a 25 dB receiver antenna gain

is considered. The RCS of the rotor blade with blade length Lb and blade width Wb is

considered to be ten times less than the peak RCS obtainable in the forward scattering

configuration from (7.11). From the parameters in Table 7.1 the maximum range is in

the order of 2.4 km. This is a reasonable distance to have an effective near forward

scattering configuration for this kind of PBR.

7.7 Simulations and results

In this section the results obtained simulating the rotor blades of different helicopters

using the proposed PBR are presented. Results that compute the maximum range for

different helicopters based on the rotor blades parameters given in Table 7.2 and the

budget parameters (excluding the RCS) in Table 7.1 are now presented.
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Table 7.2: Simulated helicopter rotor blade features and target parameters for the con-
figuration in Table 7.3.

Model AW-109 Agusta AH-64 Apache UH-60 Black Hawk MD 500E Defender
# of blades 4 4 4 5

Blade length [m] 5.5 7.3 8.18 4
Blade width [m] 0.6 0.6 0.6 0.6
Rotor vel. [r/s] 7 4.8 4.3 8.2

Tip velocity [m/s] 241.90 220.16 221.00 206.08
Maximum m-D shift [Hz] 112.24 102.13 102.52 95.60

RCS [dBsm] 25.76 28.2 29.2 22.9
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Figure 7.8: Maximum Range for the helicopters in Table 7.2 with the parameters in
Table 7.1.

In Figure 7.8 the maximum ranges obtained for the four helicopters are shown.

It can be seen that the maximum range increases as the bistatic gets closer to 180◦.

It can be seen from Figure 7.8 that for smaller rotor blades, like in the case of the

Defender, the maximum range is smaller, while for bigger blades, like those of the

Black Hawk, the maximum range becomes larger as it is able to exploit the forward

scattering enhancement in a superior fashion.

In Figure 7.9 the resulting DSIs for the four helicopter rotor blades at a range distance

of 4 km from the receiver is shown. It can be seen how for each of the helicopters we

obtain a wide range of angles where the power reflected from the blades reduces the

direct signal interference due to the forward scattering enhancement.

Numerical values for the simulated geometry shown in Figure 7.1 are given in Table

7.3 where the helicopter is located at P. The geometry simulates the case where the

helicopter is approaching the baseline leading to the condition that can produce forward

scattering enhancement. This condition seems to be very particular and restrictive,

however with a high degree of probability, there are generally three or four satellites

119



Chapter 7 GNSS Based Passive Bistatic Radar for Micro-Doppler analysis

100 120 140 160 180
−160

−140

−120

−100

−80

−60

−40

−20

Bistatic Angle [deg]

D
S

I 
[d

B
]

 

 
AW109
Apache
Black Hawk
Defender

Figure 7.9: DSI for the helicopters in Table 7.2 with the parameters in Table 7.1.

Table 7.3: Simulated geometry.
XT 0 m
YT 0 m
ZT 20200× 103 m
XR 0 m
YR 0 m
ZR 0 m
XP 400 m
YP 0 m
ZP 2200 m
β 169.69 deg
δ 10.30 deg

illuminating the same area, thus increasing the probability to have such a configuration.

In Table 7.2 the characteristics of the four simulated helicopters are provided. It can be

seen that they have different blade length and rotation velocity and three of them have

an even number of blades while one has an odd number of blades. The table provides

also the maximum micro-Doppler shift expected in the case of the simulated geometry

using the parameters given in Table 7.3. It can be seen that despite the different features

of the helicopters, the interval containing the maximum micro-Doppler is very small.

However we will show that it remains sufficient to discriminate between the different

helicopters.

Figures 7.10-a, 7.11-a, 7.12-a and 7.13-a show the amplitude of the radar return

from the rotor blades of the four helicopters. These clearly shows that the radar return

comprises flashes that repeats with an interval equal to the rotation frequency of the

120



Chapter 7 GNSS Based Passive Bistatic Radar for Micro-Doppler analysis

0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

2

x 10
−5Radar return from the blades of an AW109

time (s)
A

m
p

lit
u

d
e

(a)

Slow time [s]

D
op

pl
er

 fr
eq

ue
nc

y 
[H

z]

Micro Doppler signature of an AW109

 

 

0 0.2 0.4 0.6 0.8 1500

0

500

0.2

0.4

0.6

0.8

1

(b)

Figure 7.10: Radar return and micro-Doppler signature for an AW109.

rotor blades divided by the number of blades. However this is the only information

about the rotor feature that can be obtained from this plot. For a more accurate, com-

plete and useful analysis a time-frequency analysis is required. From Figure 7.13-a it

can be seen that the signal is more affected by noise principally due to the smaller RCS

of the rotor blades that are actually smaller as it can be seen from the data reported in

Table 7.2. For this reason the analysis of the radar return amplitude is very difficult

and almost useless for our purpose.

In Figures 7.10-b, 7.11-b, 7.12-b and 7.13-b the micro-Doppler signature of the simu-

lated received signal from each of the helicopters rotors are shown. The time-frequency

analysis is performed using the short time Fourier transform using an Hamming win-

dow of the duration of 21 ms.

For the helicopters with an even number of blades, Figures 7.10-b, 7.11-b and 7.12-b it

can be seen that flashes in both the positive and negative Doppler appears. This is due

to the symmetry of the rotor meaning that while a blade is approaching the receiver
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Figure 7.11: Radar return and micro-Doppler signature for an Apache.

the one on the same axis of the rotor is receding from the receiver, then two blades

at the same time will produce the same micro-Doppler shift at the same time but with

different sign. In Figure 7.13-b the flashes are not aligned, this is due to the fact that

since the number of blades is odd. It means that there will not be two blades with the

velocity vector Vtip parallels to the bisector of the bistatic angle β at the same time.

For the case shown in Figure 7.10 the period of the rotation can be obtained from the

flashes and is measured to be of 0.1432 seconds corresponding to 6.9832 rps close to

the original 7 rps. The maximum amplitude of the micro-Doppler shift measured at

the -3 dB point is of 112.5 Hz. From this information the following formula can be

obtained from (7.7) and can be used to estimate the blade length:

L̂b =
f̂mDmaxλ

cos
(
β
2

)
cos(δ)2πΩ̂

(7.18)

where f̂mDmax and Ω̂ are the estimated maximum Doppler shift and rotation rate re-
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Figure 7.12: Radar return and micro-Doppler signature for a Black Hawk.

spectively. From (7.18) for the case of the Agusta AW109 the estimated blade length

results to be 5.5268 m a value very close to the simulated value in Table 7.2. For the

case of the Apache in Figure 7.11 the measured rotation rate is of 4.78 rps while the

maximum micro-Doppler results to be 97.39 Hz leading to an estimated blade length

of 6.98 m, the error is principally due to the choice of frequencies bins in the time-

frequency analysis. The measured rotation rate for the Black Hawk Figure 7.12 is of

4.29 rps while the maximum micro-Doppler results to be 102.4 Hz leading to an esti-

mated blade length of 8.1887 m, again the micro-Doppler signature is good to extract

the features of the rotor blades. Last case is the case Figure 7.13 with 5 blades, in this

case the measured rotating rate is 8.1566 rps and the maximum micro-Doppler fre-

quency results to be of 97.39 Hz, these values leads to obtain a blade length of 4.0962

m that is a good estimation of the original length.
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Figure 7.13: Radar return and micro-Doppler signature for a Defender.

7.8 Conclusion

This chapter investigated the possibility of exploiting the GNSS signal in a Passive

Bistatic Radar system when a target is in the near forward scattering zone for micro-

Doppler analysis. The feasibility study has provided the budget analysis showing that

by exploiting the forward scattering enhancement it is possible to obtain enough for-

ward scattered power from the rotor blades of a helicopter. The feasibility study in-

vestigated the micro-Doppler characteristics of the echoes received from the rotating

blades, showing that this particular system operating in the near forward scattering

zone allows useful analysis of the micro-Doppler signatures.

The proposed PBR system has been simulated and the presence of different helicopters

flying in the near forward scattering zone has been simulated. The micro-Doppler sig-

nature relative to their rotor blades in this kind of system has been analysed and the

possibility to extract the rotor blades features from it has been shown with a good con-

fidence in the possibility to recognize the specific helicopter.
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The proposed PBR is therefore a good candidate to be an alternative application of the

GNSS signal and is useful for the analysis of the micro-Doppler signatures of heli-

copters and can find applications in areas such as borders or coastal surveillance.
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Chapter 8

Advanced micro-Doppler analysis and

extraction

8.1 Introduction

In this chapter two advanced aspect of the micro-Doppler analysis are discussed: the

effect of wind turbines in SAR imaging and the extraction of micro-Doppler signatures

from clutter. In Chapter 3 we have introduced the effect on SAR images of vibrating

targets. A case of extended objects of particular interest is the effect on SAR images

introduced by rotating wind turbines, which is analysed in this chapter. The results

show that an image can appear corrupted and that smearing and ghost echoes can pos-

sibly hide details of the images that can be distant from the wind turbine.

In an operative system the micro-Doppler signal will normally be embedded in clutter

with a low Signal to Clutter Ratio (SCR) and the challenge becomes the extraction of

this feature from the received signal.

In this chapter a technique based on SSA is developed and applied for micro-Doppler

extraction from SAR data in the case of the PBR system proposed in Chapter 7.

The remainder of this chapter is organized as follows. Section II introduces the acqui-

sition SAR geometry with respect to the presence of a wind turbine in the scene and

derives the signal model showing some simulation results on the effect in two canoni-

cal geometries. Section III presents the SSA approach and its novel application of for

the effective extraction of micro-Doppler signatures from the radar returns. Results
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obtained through simulations confirms the usefulness of the extraction technique.

8.2 Effect of wind turbines in SAR images

In this section the acquisition geometry and the received signal model are introduced.

A top view of the acquisition geometry is shown in Figure 8.1. The wind turbine is

located at P with θt indicating the rotation angle between the rotor and the platform

flight track. The angle θg is the observation angle between the platform and the wind

turbine.

Figure 8.1: Acquisition geometries, top view.

The effect of targets with micro-motions in SAR was theoretically studied in Chen

et al. [2006], while in Sparr and Krane [2003a] and Ruegg et al. [2007] the effect was

analysed using real experiments. Mechanical vibrations or rotations of radar targets

induce a superimposed phase modulations in the received SAR signal. In the case of

a wind turbine rotating with angular velocity Ωt, the phase modulation induced on the

SAR received signal is Gallardo-Hernando et al. [2011]:

ΦWTi(η) = −4π

λc
L cos(θt − θg) cos(Ωtη + φi) (8.1)

where η represents the slow time, λc the carrier frequency, L is the blade length and φi

is the initial rotating phase of the i-th blade. From the derivative of (8.1) the induced
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Doppler frequency shift from the i-th blade results:

fWTi(η) =
2LΩt

λc
cos(θt − θg) sin(Ωtη + φi) (8.2)

Thus the received SAR signal after range compression from a point scatterer lo-

cated on the tip of the i-th blade of the wind turbine results to be Ruegg et al. [2007]:

srci(τ, η) =pr

(
τ − R(η)

c

)
waz(η) exp

{
−j 4πf0R(η)

c

}
exp {−j2πfWTiη} (8.3)

where c is the speed of light, R(η) is the slant range function, τ is the fast time, pr(.)

is the range envelope and waz(.) is the antenna pattern.

The second exponential in (8.3) that includes the Doppler shift from the wind turbine

blade can be expanded as a series of Bessel functions of the first kind Chen et al.

[2006]. Assuming φi = 0 the contribution of a single blade the radar return can be

modelled as:

Jk(B) =
1

2π

∫ π

−π
ej(B sin Ωtη−kΩtη)dΩtη (8.4)

where B = 2π
λc
LΩt cos(θt − θg) and Jk(B) decreases with increasing k. Thus the

received signal can be written as:

src(τ, η) =pr

(
τ − R(η)

c

)
waz(η)e−j

4πf0R(η)
c

∞∑
k=−∞

Jk(B)ejkΩtη =

pr

(
τ − R(η)

c

)
waz(η)e−j

4πf0R(η)
c [J0(B) + J1(B)ejΩtη − J1(B)e−jΩtη

+ J2(B)ej2Ωtη + J2(B)e−j2Ωtη + J3(B)ej3Ωtη − J3(B)e−j3Ωtη + · · · ]

(8.5)

From (8.5) it can be seen that the rotating turbine introduces a Doppler shift that will

result in an infinite number of ghost targets in the final focussed image. It can be

seen how the series of echoes depends on the turbine characteristics: the blade length,

rotation velocity and aspect angle defined as θa = θt − θg. This last parameter in-

fluences the amplitude of the maximum Doppler shift. Indeed the maximum Doppler
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shift increases with |θa| → 90◦, for this reason in the next section simulations with two

different values of θa are presented in order to address the two canonical geometries:

the case of the wind turbine facing the flight track and the case of the wind turbine

orthogonal to the flight track.

8.2.1 Simulation Results

In this section the results obtained simulating the acquisition from an X-band side-

looking SAR and focussed using the Range Doppler Algorithm Cumming and Wong

[2005] are reported. Two simulations are presented, the first with the rotor of the wind

turbine facing the flight track of the SAR platform while the second is with the blades

rotating in the plane orthogonal to the platform flight track. Illustrations of the simu-

lated geometries are shown in Figure 8.2-a and Figure 8.2-b. These two simulations

cover two canonical cases, the case θa ≈ 0◦ and θa ≈ 90◦ respectively.

In Table 8.1 the simulation parameters for the SAR acquisition and the wind turbine

are reported. In each simulation 20 scatterers have been considered along each blade

and 5 scatterers have been considered on the rotor and the tower of the wind turbine.

In Figure 8.3 the results obtained for the configuration with the wind turbine facing

Table 8.1: Simulation parameters
PRF 1000 Hz
Carrier Frequency 9.5 GHz
Pulse Duration 10 µs
Flight Duration 1 s
Pulse Bandwidth 50 MHz
Platform Velocity 100 m/s
Wind Turbine: range position 4000 m
Wind Turbine: rotor altitude 50 m
Wind Turbine: # of blades 3 m
Wind Turbine: blade length 26 m
Wind Turbine: rotating velocity 0, 18 and 30 rpm
Wind Turbine: aspect angle 0 and 90 deg

the flight track of the platform (configuration in Figure 8.2-a) are presented. Figure

8.3-a shows the result when the wind turbine has the rotating velocity of 0 rpm while

Figure 8.3-b and Figure 8.3-c show the case of 18 and 30 rpm respectively. In the first
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(a)

(b)

Figure 8.2: Simulated geometries: a) wind turbine facing the flight track of the plat-
form, b) wind turbine orthogonal to the flight track of the platform.

case there is no smearing in the image while in both cases where the rotating frequency

is different from 0 it can be seen how the focussing stage in the azimuth direction fails

to focus correctly the wind turbine leading to a smeared image, the smearing of the

image increases with the wind turbine rotating velocity.

In Figure 8.4 the results obtained for the configuration with the wind turbine placed

with the rotor orthogonal to the platform flight track (configuration in Figure 8.2-b)

are presented. Figure 8.4-a shows the result when the wind turbine has the rotating

velocity of 0 rpm while Figure 8.4-b and Figure 8.4-c show the case of 18 and 30 rpm

respectively. In the first case there is no smearing or ghost echoes in the image while
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in both cases where the rotating frequency is different from 0 it can be seen how the

focussing stage in the azimuth direction fails to focus correctly the wind turbine lead-

ing to an image that shows ghost echoes for each of the scatterers on the 3 blades, in

accordance with (8.5). The intensity and the shape of resulting ghost image is the over-

lap of the intensities of the echoes of each scatterer located along the blades leading

to an extended stripe of echoes that affects all the range gates in which the blades are

present.
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Focussed Image: wind turbine rotating in the cross−range direction
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Focussed Image: wind turbine rotating in the cross−range direction
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Focussed Image: wind turbine rotating in the cross−range direction
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(c)

Figure 8.3: Focussed SAR image with the wind turbine placed with the blades parallel

to the platform flight track a) fixed b) rotating at 18 rpm and c) rotating at 30 rpm.
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Focussed Image: wind turbine rotating in the range direction
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Focussed Image: wind turbine rotating in the range direction
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Focussed Image: wind turbine rotating in the range direction
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Figure 8.4: Focussed SAR image with the wind turbine placed with the blades orthog-

onal to the platform flight track a) fixed b) rotating at 18 rpm and c) rotating at 30

rpm.
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8.3 Singular Spectrum Analysis based Extraction of

micro-Doppler signatures

In Chapter 3 the extraction techniques applied to radar data to extract the micro-

Doppler signatures have been introduced. The problem rises in presence of strong

return from stationary objects in the scene or from interference signals that could bury

the micro-Doppler signature. For this reason signal processing techniques are required

to mitigate the effect of the clutter, in this chapter we apply the Singular Spectrum

Analysis as useful technique to suppress the clutter and extract correctly the micro-

Doppler signature.

Singular Spectrum Analysis (SSA) is a technique used to analyse time series signals

based on Singular Value Decomposition (SVD) Golyandina [2001]. The aim of SSA

is to decompose the original time series into the sum of a small number of independent

and interpretable components such as trends, slowly varying components and noise.

The SSA technique consists of two complementary stages: decomposition and recon-

struction. The decomposition firstly uses embedding to decompose the original signal

in a trajectory matrix which is then separated into an independent trajectory matrix us-

ing SVD. In the reconstruction stage subgroups of the trajectory matrices and diagonal

averaging are used to reconstruct the new time series.

The first step in the analysis is the construction of the trajectory matrix Hassani [2007].

Consider a time series of length N , YN = (y1, · · · , yN), fix the window length

L ≤ N/2 and defining K = N − L + 1. The embedding stage builds a multi-

dimensional time series X1, · · · , XK starting from YN , where Xi is populated with

(yi, · · · , yi+L−1) ∈ RL. The parameter to be selected in this stage is the window

length L, the trajectory matrix X = [X1, · · · , Xk] is a Hankel matrix which means that

all the elements on the diagonal i+ j = const are equal.

SVD is then applied to the matrix XXT , to form eigenvalues and eigenvectors of XXT

represented with XXT = PΛPT where Λ = diag(Λ1,Λ2, · · · ,ΛL) is the diagonal

matrix of the eigenvalues of XXT in non-increasing order and P = (P1, P2, · · · , PL)

is the corresponding orthogonal matrix of the eigenvectors of XXT .

At this stage a selection of the eigenvectors, from a selection of a group of l (1 ≤
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l ≤ L) eigen-vectors Pi1 , Pi2 , · · · , Pil from the matrix P can be performed. This step

corresponds to splitting the elementary matrix Xi in groups and summing the matrix

within each group.

The final step is the reconstruction, the matrix X̃ can be computed as an approxima-

tion to X as ||x̃ij|| =
l∑

k=1

PikP
T
ik

X. The one dimensional series can be obtained by the

averaging over the diagonals of X̃ containing the contribute of the components corre-

sponding to the l selected eigen-vectors.

The proposed approach to extract the micro-Doppler signature from SAR data is shown

in Figure 8.5.

Range 

Compression

Raw Data Doppler Centroid and 

Azimuth modulation 

removal

Range Gate 

Extraction

Grouping and 

Reconstruction

micro-Doppler

Signature 
Components 

selection
Embedding 

and SVD

Figure 8.5: Proposed micro-Doppler extraction process.

Starting from the raw data, the range compression step is performed using a replica

of the transmitted signal. From the range compressed data the range gate containing

the scatterer is selected. Depending on the analyzed configurations a range cell migra-

tion correction step Cumming and Wong [2005] can be performed before the extraction

of the range gate.

In order to align the signal within the time-frequency plane to obtain a correct visu-

alization and positioning of the time-frequency distribution, the Doppler centroid and

the azimuth frequency slope is removed from the signal before the three steps of the

SSA. After the reconstruction the resulting micro-Doppler signature can be visualized

and used for target classification through the computation of the Pseudo Wigner Ville

Distribution (PWVD) Cohen [1989]. For the case of the PBR using the GNSS illu-

minator the extraction algorithm is the same shown in Figure 8.5 without the Doppler

centroid estimation and azimuth modulation removal step.
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In order to select the components the clutter energy should be considered, in a real-

istic scenario the clutter energy results to be higher than the energy from the target

with micro-Doppler meaning that the eigenvalues spectrum exhibits clear separation

between the clutter components and the micro-Doppler components.

8.3.1 Simulation results

The proposed micro-Doppler extraction method was tested with simulated data. In this

section will be shown first the results obtained on SAR data then the results about the

PBR.

For the SAR case the simulated system is an X band (10 GHz) SAR. In the simulations

a K-distributed clutter is assumed. This kind of distribution was shown to fit properly

for both monostatic and bistatic ground and sea clutter Yates et al. [2006].

Two simulations with different vibrating amplitudes and frequencies were performed

all with a SCR less than −3 dBs. The point scatterer model has been used to perform

the simulations, in the first simulation a vibrating target with a vibrating amplitude of

10 cm and a vibrating frequency of 8 Hz was placed in the scene centre. The PWVD

of the range gate under test is shown in Figure 8.6, it can be seen that the sinusoidal

modulation induced from the target vibration is not clearly visible while the clutter is

strong and evident in the time-frequency analysis.
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Figure 8.6: Pseudo-Wigner Ville Distribution of the analyzed range gate for the first

simulated configuration.

From the eigenvalue spectrum, shown in Figure 8.7, obtained using the SSA it is

136



Chapter 8 Advanced micro-Doppler analysis and extraction

possible to identify the main component containing the higher amount of energy.
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Figure 8.7: Eigenvalue spectrum for the first simulated configuration.

This component contains the contribution of the strong echoes of the stationary

clutter signal, while components from 2 to 33 result to contain the micro-Doppler

signature of the simulated vibrating target. In Figure 8.8 it is shown the obtained re-

constructed micro-Doppler signature extracted from the clutter. It can be seen that the

resulting micro-Doppler signature contains all the features describing the vibration. In

Figure 8.8 are now clearly visible the 4 periods in 0.5 seconds corresponding to the 8

Hz vibration of the simulated point target while it can be measured a maximum micro-

Doppler frequency of 325 Hz, corresponds to 0.097 m of vibrating amplitude.
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Figure 8.8: Extracted m-D signature for the first simulated config.

The point target for the second case has a vibrating frequency of 5 Hz and 2 cm of

vibrating amplitude. The PWVD of the range gate under test is shown in Figure 8.9, it
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can be seen that the modulation induced from the target vibration is not clearly visible

and is actually mixed with the clutter.

PWVD of the Received SAR signal
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Figure 8.9: Pseudo-Wigner Ville Distribution of the analyzed range gate for the second

simulated configuration.
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Figure 8.10: Eigenvalue spectrum for the second simulated configuration.

From the eigenvalue spectrum, shown in Figure 8.10, obtained using the SSA it

is possible to identify the main component containing the higher amount of energy.

This component contains the contribution of the strong echoes of the stationary clut-

ter signal, while components from 2 to 11 contain the micro-Doppler signature of the

simulated vibrating target. In Figure 8.11 it is shown that the obtained reconstructed

micro-Doppler signature is extracted from the clutter. It can be seen that the resulting

micro-Doppler signature contains all the features describing the vibration. In Figure

8.11 can be measured 2.5 periods in 0.5 seconds corresponding to the 5 Hz vibration

of the simulated point target while a maximum micro-Doppler frequency of 46 Hz cor-
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responding to 0.022 m of vibrating amplitude was measured.
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Figure 8.11: Extracted m-D signature for the second simulated config.

The results obtained simulating the returns from helicopters rotor blades buried by

high clutter due to the strong return of the helicopter fuselage are now presented.

The simulated system parameters are reported in Table 8.2. These values are the same

used for the budget analysis proposed in chapter 7 with the only exception of the SCR

that now is considered in the analysis. In chapter 7 has been demonstrated that with

these parameters rotor blades can be detected within ranges in the order or 3 km with

a minimum SNR of 8 dBs. An important parameter is the maximum Signal to Clutter

Parameter Value Units
Sdir 39.81× 10−15 W/m2

Lb 5.5 m
Wb 0.6 m
σb 379 m2

MaxSCR -98 dB
Bandwidth 2.046× 106 Hz

Teff 344 K
λ 0.19 m
Gsp 53.2 dB
Lsp 3.25 dB
Gr 35 dB
k 1.30× 10−23

Table 8.2: Simulated parameters.

Ratio, MaxSCR, where the useful signal is the return from the blade and the clutter
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is the return from the fuselage. This is a very low value providing a good test bench

for the SSA technique.

The simulated helicopters parameters are reported in Table 8.3. The bistatic RCS of

the blades has been computed using the physical optics approximation provided in the

POfacets tool for Matlabr POfacets considering a metallic blade. The rotating plane

for the blades is assumed to be parallel to the earth, different angles will reflect in

a deviation of the angle δ. In Figures 8.12-a and 8.13-a the time-frequency analysis

obtained using the Short Time Fourier Transform of the received signal is shown. It

can be seen how the strong return from the fuselage buries the return from the rotor

blades.

In Figure 8.12-b the eigenvalues spectrum obtained using the SSA with an embedding

Model # of Blade Blade Rotor
blades length [m] width [m] vel. [r/s]

AH-64
Apache 4 7.3 0.6 4.8

MD 500E
Defender 5 4 0.6 8.2

Table 8.3: Simulated helicopters and rotor blades features.

length of 150 samples is shown for the case of the Apache. It is possible to identify the

first stronger component that contains the strong clutter return, while the others contain

other features of the echoes. Components 2 to 10 are used to reconstruct the micro-

Doppler signatures. The noise floor begins 11 and is kept out of the reconstruction. In

Figure 8.12-c the time-frequency analysis of the reconstructed signal is shown. The

period of rotation of the rotor and their Doppler shift are now clearly observed.
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Figure 8.12: a) Time-Frequency return of an Apache b) its eigenvalues spectrum and

c) the extracted micro-Doppler signature of the rotor blades.
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Figure 8.13: a) Time-Frequency return of a Defender b) its eigenvalues spectrum and

c) the extracted micro-Doppler signature of the rotor blades.

For the case shown in Figure 8.12-c the period of the rotation can be obtained from

the flashes and is measured to be 4.78 rps. The maximum amplitude of the micro-

Doppler shift measured at the -3 dB point is of 101.15 Hz. From this information, the
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following formula can be used to estimate the blade length:

L̂b =
f̂mDmaxλ

cos
(
β
2

)
cos(δ)2πΩ̂

(8.6)

where, L̂b is the estimated blade length, f̂mDmax and Ω̂ are the estimated maximum

Doppler shift and rotation rate respectively. From equation (8.6) for the case of the

Apache the estimated blade length of 7.25 m, close to the simulated value seen in Ta-

ble 8.3.

For the simulated case the bistatic angle is 169.9 degrees while δ is of 10.30 degrees.

In Figure 8.13-b the eigenvalues spectrum obtained using the SSA with an embedding

length of 150 samples is shown for the case of the Defender. It is possible to iden-

tify the first strong component that contains the strong clutter return, while the others

contain other features of the echoes. Components 2 to 4 are used to reconstruct the

micro-Doppler signatures, while component 5 and higher is considered noise. In Fig-

ure 8.13-c the time-frequency analysis of the reconstructed signal is shown. It can be

seen that the rotational period of the rotor and their Doppler shift, in this case the mea-

sured rotating rate is 8.1566 rps and the maximum micro-Doppler frequency results to

be of 97.39 Hz, these values leads to obtain a blade length of 4.0962 m that is a good

estimation of the original length as seen in Table 8.3.

8.4 Conclusion

In this chapter advanced analysis of micro-Doppler and an extraction technique have

been presented. The effect of wind turbines in SAR images has been modelled and

studied through simulations. The effect of wind turbines on radar systems is of great

interest due to their interference. In our work we showed that the effect on the focussed

image changes with the orientation of the wind turbine with respect to the flight direc-

tion of the platform carrying the SAR sensor. We showed also that the effect changes

with the rotating frequency of the wind turbine, similar dependence is expected for

different blade lengths since the series of echoes can be modelled as a series of Bessel

function with the amplitude depending on the wind turbine features.
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Generally wind farms are composed of many turbines, which could lead to an image

strongly affected by smearing and ghost echoes that could mask other features in the

image. For example a wind farm could be used to temporary mask targets of military

interest.

Further studies will be conducted on the removal of the effect of the wind turbines in

order to obtain SAR images of good quality and the possible military and commercial

exploitation of this effect.

In this chapter we also demonstrate the effectiveness of the use of the Singular Spec-

trum Analysis to extract micro-Doppler signatures from SAR and passive radar signals

in clutter. The technique is robust with respect to high signal to clutter ratio provid-

ing an useful tool for micro-Doppler analysis in realistic environments. The SSA has

been applied to simulated data with a very low SCR demonstrating that it is useful

also for the extraction of this family of micro-Doppler signatures, maintaining their

characterizing features.
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Chapter 9

Conclusions and Future Works

This thesis investigated signal processing techniques, models and concept for radar

imaging and micro-Doppler signatures analysis.

The basics of SAR imaging were introduced in Chapter 2. This chapter provided a

review of the Range Doppler Algorithm and the Chirp Scaling Algorithm. In addition

the Fractional Fourier Transform and the FrCSA algorithm were described. In Chapter

2 also the focussing problem in the bistatic SAR case was described and the different

approaches for the development of an accurate focussing strategy were analysed. In

particular two models for the bistatic point target spectrum were discussed in detail:

the BPTS based on the Method of Series Reversion and the BPTS derived using the

2D Principle of Stationary Phase.

The review of micro-Doppler was presented in Chapter 3. The recent advances in radar

based m-D analysis from radar imaging systems were introduced. The presented re-

view indicated how the information produced from the micro-motions of a target can

affect the return to a SAR/ISAR platform. The radar imaging community could then

take advantage of this complementary source of information for example to remove

uncertainty in automatic target recognition systems.

Two new SAR focussing algorithms were presented using the Fractional Fourier Trans-

form applied to the Range Doppler Algorithm and to the Chirp Scaling algorithm in

Chapter 4. The FrFT and a time-mapping operation were used to replace the matched

filter used in the RDA and CSA. The resulting FrRDA and eFrCSA algorithms use the

property of the Fractional Fourier Transform to resolve chirp signals to increase the
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resolution of the point scatterers in the scene. The proposed approach was tested with

simulated data and real Radarsat-1 data. For both the proposed algorithms the pro-

posed approach showed to improve the quality of the impulse response both in terms

of side lobes and resolution.

In Chapter 5 a new polynomial Chebyshev approximation of the bistatic slant range

function and of the bistatic frequency coupling terms were analytically derived to

improve the accuracy and the efficiency of bistatic SAR focussing algorithms. The

proposed approximation is intended to replace the Taylor approximation used in Neo

[2007]; Neo et al. [2007]; Wang et al. [2011] to derive the analytical bistatic point

target spectrum. The proposed approximation is easy to compute and does not in-

crease the computational complexity with respect to the Taylor based approach. The

approximation error using the Taylor and the Chebyshev polynomials was evaluated,

confirming the theoretical capability of the Chebyshev approach to minimize the norm

of the error.

In Chapter 6 the micro-Doppler signatures from vibrating targets in bistatic SAR sys-

tems were investigated. The bistatic configuration with a fixed receiver was used to

derive an expression for the bistatic micro Doppler signature. The effect on the fo-

cussed image was also analysed. The bistatic case shows a substantial difference to

that of the traditional monostatic case. The bistatic micro Doppler signature is influ-

enced by the bistatic geometry. The simulations confirmed the model that provides a

useful tool for the analysis of the micro-Doppler signature from a bistatic SAR system.

It was demonstrated that the bistatic configuration exhibits the advantage of a reduced

minimum required PRF compared to that required in the monostatic SAR. Further-

more this reduces the effects of potential aliasing in the analysis of the micro-Doppler

signature compared to the monostatic case.

A novel concept of Passive Bistatic Radar was investigated in Chapter 7. The pro-

posed system exploits the GNSS signal when a target is in the near forward scattering

zone for micro-Doppler analysis. The feasibility study provided the budget analysis

showing that by exploiting the forward scattering enhancement it is possible to obtain

enough forward scattered power from the rotor blades of an helicopter. The proposed

PBR system was simulated and the presence of different helicopters flying in the near
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forward scattering zone has been simulated. The micro-Doppler signature relative to

their rotor blades in this kind of system was analysed and the possibility to extract the

rotor blades features from it was shown with a good confidence in the possibility to

recognize the specific helicopter.

In Chapter 8 advanced analysis of micro-Doppler and an extraction technique were pre-

sented. The effect of wind turbines in SAR images was modelled and studied through

simulations. The effect of wind turbines on radar systems is of great interest due to

their interference. The effect on the focussed image changes with the orientation of

the wind turbine with respect to the flight direction of the platform carrying the SAR

sensor. We showed also that the effect changes with the rotating frequency of the wind

turbine, similar dependence is expected for different blade lengths since the series of

echoes can be modelled as a series of Bessel function with the amplitude depending

on the wind turbine features.

In the same chapter we also demonstrated the effectiveness of the use of the Singular

Spectrum Analysis to extract micro-Doppler signatures from SAR and passive radar

signals in clutter. The technique is robust with respect to low signal to clutter ratio

providing an useful tool for micro-Doppler analysis in realistic environments.

9.1 Future Directions

Based on the research presented throughout this thesis, different research areas will be

of interest for potential further investigation.

Further testing of the 2D PSP based focussing RDA with Chebyshev approxima-

tion: The bistatic Range Doppler Algorithm that derives directly from the 2D PSP

BPTS can be tested with both versions of the BPTS ( Taylor and Chebyshev). The

efficiency and the accuracy could be analysed and discussed in the future.

Application of the SSA to human micro-Doppler: The SSA can be applied also in

the case of radar micro-Doppler of humans, for example it could be exploited for the

extraction of the micro-Doppler signature of the chest due to the breathing from clutter

in order to detect humans for rescue operations.

Feature extraction for micro-Doppler classification: Investigation of novel tech-
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niques for the extraction of the micro-Doppler features. The extracted features can be

used in classifiers in order to provide a robust classification system based on micro-

Doppler signatures.

Implementation of micro-Doppler extraction and classification on embedded plat-

forms: In order to get a real time classification result, the time-frequency analysis, the

feature extraction and the classification stage must be accomplished in a reasonable

time. For this reason a future development will be the realization of the micro-Doppler

classification chain on high performance DSP processors.

Furthermore the proposed algorithms and can be applied in many other areas of interest

including sonar, biomedical engineering, and communications.
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Appendix A

Chebyshev Polynomial Approximation

A.1 Polynomial Approximation

Weistrass theorem Rivlin [2003] suggests that polynomial approximation of continu-

ous function in an interval [a, b] can be always performed. The objective is to represent

a continuous function f(x) with a polynomial in the form:

f(x) ≈ a0 + a1x+ a2x
2 + · · ·+ anx

n (A.1)

where n is the approximation order.

A diffused approach in obtaining an approximating polynomial is to minimize the

square residual for the approximation of a function. It is defined as Rivlin [2003]:

e2 =
k∑
i=1

[yi − (a0 + a1xi + · · ·+ anx
n
i )]2 (A.2)

where y is the discrete version of f(x). This minimization finds a solution for the

least squares problem, which is solved using an interpolating polynomial families of

orthogonal polynomials.

The orthogonal Chebyshev polynomials allows to obtain an approximation which min-

imizes the error in the sense of the least squares Rivlin [2003] and the infinity norm

|| · ||∞, hence reducing the so called Runge phenomenon, meaning that the maximum

approximation error is bounded.
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A.1.1 Chebyshev Polynomials

Chebyshev polynomials play an important role in numerical analysis J.Mason [1996].

They have been used in approximation of functions, computation of integrals, and

solution of differential equations. These polynomials have many properties, including:

• Continuous

• The least deviation from zero property

• The recurrence relation that leads to efficient computation

There are four families of Chebyshev polynomials. Their power derive from the close

relation with the trigonometric function cosine and sine functions. The first kind is

defined as:

Tn(x) = cosnθ where x = cos θ (A.3)

where xε[−1, 1], and θε[0, π].

Recurrence relation for this kind of Chebyshev polynomial can also be obtained by:

Tn(x) = 2nTn−1(x)− Tn−2(x) n = 2, 3, · · · (A.4)

with initial conditions:

T0(x) = 1 and T1(x) = x; (A.5)

This is the most common kind and is used in this thesis.

A.1.1.1 Chebyshev series expansion

Restricting the range on [-1,1], Chebyshev series expansion of f(x) can be expressed

in the form:

f(x) '
∞∑
i=0

ciTi(x) = c0T0(x) + c1T1(x) + · · · (A.6)

where ci are the Chebyshev coefficients computed using the Chebyshev nodes.
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A.1.1.2 Chebyshev nodes and coefficients

Due to the so called Runge phenomenon J.Mason [1996] the set of zeroes of the Cheby-

shev poynomial can make the interpolation more efficient and stable. The Chebyshev

nodes for xε[−1, 1] are defined as:

xk = cos

((
2k + 1

2(n+ 1)

)
π

)
, k = 0, 1, ..., n (A.7)

The more general formulation for the nodes in the interval [a,b] is given by:

xk =
a+ b

2
+

(
b− a

2

)
cos

((
2k + 1

2(n+ 1)

)
π

)
(A.8)

The Chebyshev coefficients computed in the Chebyshev nodes allows us to obtain

uniform convergence for n→∞. The coefficients are defined as:

c0 =
1

n+ 1

n∑
k=0

f(xk)T0(xk) cj =
1

n+ 2

n∑
k=0

f(xk)Tj(xk) (A.9)

After the coefficients have been calculated, the interpolating polynomial of f(x) can

be defined as follows:

f(x) ' Pn(x) =
n∑
j=0

cjTj(x) (A.10)

where n is the approximation order.
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