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Abstract
This thesis describes the design, construction and experimental realisation
of a cold-atom, atomic clock. Diffractive optics are used to address the size
constraints of the typical laser cooling apparatus to facilitate a portable de-
vice. The design and measurement of a wide range of grating parameters,
including period, duty cycle, etch depth, and coating are characterised for
optimum performance in a cold-atom system.

The grating magneto-optical trap (GMOT) demonstrates an atom number
and temperature competitive with state-of-the-art experiments, while greatly
simplifying the optical footprint. The compact nature of the GMOT facili-
tates proof-of-principle quantum sensing for future miniaturised atomic de-
vices and instruments. These initial measurements include in situ magnetom-
etry from compensating effects of homogeneous and inhomogeneous magnetic
fields. Coherent population trapping was studied on the D1 line of rubidium
to realise a high contrast superposition state for clock measurements. These
initial clock measurements lead to the development of a microwave regime
atomic clock, based on a Raman-Ramsey interrogation of the clock states.
The theory and construction of this clock are discussed, with an outlook to
the development and demonstration of a second generation experiment.
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Chapter 1

Introduction

1.1 Early measurements of time

Precision measurement has become an integral part of our everyday lives.

From setting an alarm, driving to work, connecting to the internet, or cook-

ing our dinner, the importance of metrological measurements in our daily

routine is not immediately obvious but remains vital, none arguably more

so than the measurement of time. Increased timing capabilities have shaped

the technological evolution of ancient civilisations; over the past century we

have gained an order of magnitude, on average, on timing precision every

decade [1]. This work should be clearly seen as going hand-in-hand with the

concurrent technological developments in science and communications.

Throughout history, clocks have appeared in many shapes and sizes, all

building upon the same simple concept of an oscillator and a counter. The

oscillator is the component of the clock with a periodic behaviour, producing

a consistent frequency. The counter is simply the component that records

this period to indicate the passage of time.

The understanding of clock fundamentals can be dated back to early man’s

1
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Celestial Sundial Pendulum Quartz Atomic
5000 BCE 3500 BCE 1656 1920 1948

Figure 1.1: Graphical representation of the five key clock advancements
through history

inquisitiveness at the period of celestial bodies. These celestial oscillations

would have very low frequencies, making it easy for early man to count the

oscillations. The ancient Sumerians of Tigris-Euphrates, in today’s Iraq,

used the position of the sun and moon as early as 5,000 BC to break the

year into 12 months of 30 days [2]. This accuracy of time would have greatly

benefited early man by providing foresight of the seasons, allowing provisions

to be made for crop harvest and could be associated with animal migration

to prepare for seasonal hunts.

The next notable advancement of the clock was not until 3,500 BC, when the

Egyptians developed the sundial [3]. The sundial would map the position of

the sun in the sky, relative to north or south, through the angle of the shadow

it casts on a stationary object. The Egyptians learned that they could then

use this shadow to estimate the length of a day and their position in the cy-

cle of that day. The drawback of the sundial was that it only worked during

the day. This was a problem for time keeping at night, which was required

by religious leaders who needed time information for nightly prayer. It was

because of this that the Egyptians developed the water tower clock [3, 4].

This was typically a tower that, once filled with water, was designed to take

one hour to empty. A simple structure like this presented the Egyptians with

a timing accuracy on the order of one hour.
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The mechanical era of the clock began in the 16th century with the real-

isation of the pendulum. Galileo was the first to note the relation between

the period of a pendulum relative to the length of the oscillator. The pendu-

lum clock was pioneered in 1656 by C. Huygens, who created the escapement,

a device aimed at maintaining the motion of a swinging pendulum for long

time periods. The pendulum could then swing with a stable period that

was read out by mechanical gears, controlling the motion of the clock arms

[5]. The work produced by Huygens paved the way for the development of

John Harrison’s marine chronometer and a viable solution to the longitude

problem. The ability to define a timing accuracy to one second on a portable

clock revolutionised navigation, with sailors now capable of using time to

determine their longitude through comparison of their local time with that

at their origin point [6].

The early work on the pendulum was further improved in the 1920s by a

railroad engineer by the name of W. H. Shortt. Shortt devised the idea of

using two pendula, one of which was used in a low pressure environment

and infrequently perturbed only to maintain the accuracy of the other ‘slave’

pendulum [5]. The key technological outcome here was not necessarily the

improved timing accuracy, but rather the idea of a ‘master’ clock using an

electrical signal to synchronise an array of ‘slave’ clocks. This led to a com-

mon time through networks of clocks controlled by a single master time

keeper, ultimately providing stability and increased precision to transporta-

tion services and railway networks.

Around the same time J. W. Horton and W. A. Marrison from Bell Lab-

oratories developed the first quartz crystal oscillator clock. This clock was

based on the piezo-electric effect, where the application of an AC voltage

would induce elastic vibrations across the quartz crystal that could be im-

plemented as an electronic oscillator. Alternatively, if an oscillation or strain
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is applied, the quartz will produce an oscillating voltage that can be sta-

bilised with electronic feedback. An electronic counter was implemented to

assess the oscillation period, as a time standard. The measured timing error

from the initial quartz studies provided a drift of 0.1 milliseconds a day [5].

Frequency standardisation to this level played a pivotal role in the techno-

logical capabilities of computers and digital control systems throughout the

20th century.

The quest for more accurate time was motivated by the timing requirement

in applications such as precision measurements, laboratory calibration, nav-

igation, and frequency standardisation in modern technology. This push led

to the currently most accurate method for measuring the passage of time:

the atomic clock.

1.2 Realisation of an atomic clock

The basis of the atomic clock is to read out an atomic resonance as the

clock oscillator. The motivation to use atoms as an oscillator is that, unlike

oscillators of the past, atoms will not wear out and, assuming the atom is

unperturbed by external fields, will continuously produce the same oscillation

frequency for a given transition.

Accuracy

In 1913 Bohr introduced the hydrogen model, based around the idea that

atomic energy levels have distinct values. These energy levels, separated in

energy by E = hf , where h is Plancks constant and f a frequency, could be

accessed and probed via absorption and emission processes to produce elec-

tromagnetic energy at the frequency, f [7]. The accuracy of the atomic clock

is derived from measuring the atomic frequency when the internal atomic
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(a) (b) (c) (d)

Figure 1.2: Target-board representation of four precision vs. accuracy sce-
narios. (a): Not accurate or precise. (b): Precise but not accurate. (c):
Accurate but not precise. (d): Accurate and precise.

states are free from external perturbation. The ultimate achievable accuracy

for an atomic clock will depend on the clock transition’s sensitivity to pertur-

bations and shifts, such as magnetic and optical shifts, which are discussed

later. However, an accurate clock does not imply a precise clock, see the

illustration of the difference in Fig. 1.2.

Precision

The precision or stability of the clock represents the reproducibility of a

frequency measurement over a given time period. This is typically defined

by the Allan variance of the clock. This technique, discussed in detail later

in Sect [12.5], is the IEEE Board of Frequency and Time’s selected statical

analysis method for the performance of an oscillator with a specific number

of oscillators, N , over an integration period, τ [4, 8, 9]. The stability for an

atomic clock utilising a Ramsey-spectroscopy based experiment, discussed

later in Sect. [12], is ultimately limited by the quantum-projection-noise-

limit,

σy(τ) =
1

Q

√
Tc
τ

1√
N
, (1.1)

where Tc is the cycle time for each measurement, and Q is the quality factor

defined as

Q =
fo

∆fa
, (1.2)
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where fo is the resonance frequency and ∆fa is the width of the resonance

frequency distribution. Thus one can summarise that it would be preferable

to have a large fo and small ∆fa.

Timeline

Lord Kelvin is thought to have been the first to suggest using atoms as clock

oscillators, as early as 1879 [5]. However, the first atomic clock based on firm

principles was not proposed until 1939 by I. Rabi, following his publishing of

‘The Molecular Beam Resonance Method for Measuring Nuclear Magnetic

Moments’ [10]. Rabi concluded that one could use the magnetic resonance

in an atomic beam as a spectroscopic technique for an atomic clock, with

his spectroscopic methods earning him the Nobel prize in 1944. His pro-

posed atomic clock was based upon caesium atoms as the atomic oscillator,

however the first working atomic oscillator was instead based on a quartz

crystal oscillator stabilised by a resonance transition in ammonia molecules,

capable of a relative timing stability at 2 × 10−8. This was created by H.

Lyons at the United States National Bureau of Standards, NBS, and was used

as a frequency standard from its first operation in 1948 [5]. The evolution

of the atomic clock from Lyons first demonstration is illustrated in Figure

1.3 where the relative uncertainty is plotted against the year the clock was

demonstrated.

Around the same time that Lyons demonstrated the ammonia frequency

standard, Norman Ramsey published a critical improvement to Rabi’s clock

technique, known as the separated oscillatory field method, or to everyone

else as the Ramsey method [11]. In Rabi’s method, the atomic resonance

was measured with a single, long resonance region, leading to Doppler shifts

and power broadening among other uncertainties. Ramsey overcame this by

using two short microwave pulses sequentially, narrowing the measured reso-
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Figure 1.3: Timeline of the fractional instability of atomic clocks over the
years

nance by orders of magnitude [12]. This technique involved the imparting of

phase information into an atomic state, which is allowed to precess freely for a

given time, T, then probed with a second pulse to map the phase information

back into population. This measurement technique resulted in a frequency

linewidth inversely proportional to the phase evolution time, ∆fa = 1/(2T ),

discussed in more detail in Sect. [12.1].

Shortly after Ramsey published this technique, the Lyons team at NBS and

a team lead by L. Essen at the United Kingdom’s National Physical Labora-

tory, NPL, demonstrated the first caesium atomic clock resonances in 1952

and 1955 respectively. This worked by measuring the ground-state hyperfine

splitting in a thermal caesium beam, demonstrating a clock with an accu-

racy exceeding that of a quartz clock for the first time with an uncertainty

of 1× 10−9. The advanced measurement capabilities were recognised in 1967

with the redefinition of the second to 9,192,631,770 periods of the hyperfine

splitting in the ground state of a caesium 133 atom [5, 13]. The Lyons ex-

periment became the national time standard and was named NBS-1.
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Between then and 1988, NBS/NIST improved the apparatus through opti-

cal state selection, increased vacuum capabilities and other techniques until

demonstration of NIST-7, which could provide accuracy of 1 nanosecond per

day. This was the most accurate time standard until the introduction of

the atomic fountain, initially demonstrated in 1989 by S. Chu at Stanford

[14]. This experimental technique used a cold atomic sample, launched into

a ballistic path, with the resulting long interrogation times providing narrow

linewidths. Furthermore, the low velocity spread in cold atoms further re-

duced frequency shifts, hindering the performance of thermal atom clocks at

the time. The atomic fountain clocks that were later developed, soon super-

seded the caesium beam clock as a national time keeper, with teams in NPL,

NIST and SYRTE each developing fountains capable of integrating down to

a fractional instability of 10−15 [15].

Since these clocks probe the microwave transitions of caesium, further pre-

cision is to be gained by implementing a larger Q factor; made possible by

increasing the transition frequency into the optical domain [16]. The po-

tential of optical frequency standards was vastly improved in 2005 when H.

Katori et al. published ‘An optical lattice clock’ [17] and revolutionised the

attainable stability of neutral atom clocks by initially taking advantage of

the optical transitions available in laser cooled Yb and Sr, whilst using the

‘magic wavelength’ properties of an optical lattice to free the atoms from

trapping perturbations [17–19].

Simultaneous to the neutral atom clock advancements, the measurement ac-

curacy of the ion atom clock was catching up. Since the electrostatic trapping

of ionised atoms was demonstrated by H. Dehmelt and W. Paul in the 1950’s,

there had been a large research propagation towards the realisation of ion

clocks [1]. Following the realisation of cold ion trapping, with single ion trap
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lifetimes vastly exceeding their neutral atom counterparts, continuous op-

eration microwave clocks were demonstrated in 1980, realising a frequency

stability of 3.6×10−11 [20]. The achievable precision of ion clocks was vastly

improved by the probing and addressing of optical states made available in

species such as Al+, Hg+ and Yb+ [21–23].

A notable contribution to the readout and feedback of optical transitions

was with the realisation of the optical frequency comb, used to down convert

optical frequencies to electronic counters in the microwave range [24, 25].

The optically addressable transitions available in neutral and ionised atoms

have since produced clocks capable of producing a timing precision to the

10−18 level [18, 26–29]. Measurements at this level permit testing funda-

mental physics, such as general relativity and variations in the fine structure

constant [26, 30].

1.3 Realisation of a compact neutral atom

clock

Precise frequency metrology has played a critical role in the development

of modern technological capabilities such as telecommunication, global nav-

igation satellite systems (GNSS), manufacturing and cyber security. More

importantly, precision metrology is a scientific driver to understand the sub-

tle discrepancies occurring between experiment and theoretical predictions

for fundamental physics. With the current clocks used in satellites and in-

dustrial systems becoming aged, the UK is actively pursuing new modalities

to enable future innovation.

With global cyber security predicted to be worth £164 billion by 2021 and

GNSS currently driving a £21 billion industry [31], a large emphasis has been
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placed on international institutions to target this market with miniature

atomic clocks. Currently, like many precision metrological devices, GNSS

systems require an atomic clock reference to provide the accuracy that is of-

ten sought after for navigation, geological studies, civil engineering and time

stamping. To tackle this problem effectively, these institutions must under-

stand the necessity for future devices to meet the size, weight and power

consumption required to have the greatest technological impact.

The most notable advancement in this field to-date, was the development

of the Chip-Scale-Atomic-Clock, CSAC in the team of J. Kitching and L.

Hollberg at NIST [32]. Kitching and Hollberg realised a micro-fabricated

clock package containing all optics, photo-detectors, vapour cell and vertical-

cavity surface-emitting laser, VCSEL. Frequency modulation of the VCSEL

provided the microwave sideband used to complete the three-level atomic

structure sought after for coherent population trapping, CPT, in a Cs vapour.

CPT, discussed in detailed in Sect. [2.4], was used to generate a narrow fre-

quency reference via dark state pumping in a Λ configuration of the internal

atomic levels. The micro-scale vapour cell was constructed using microelec-

tromechanical systems, MEMS, techniques and anodic bonding [32], con-

taining Cs and a buffer gas mixture to minimise decoherence effects from

atom-wall collisions [33]. The CSAC was later commercially replicated by

Microsemi (Symmetricom) into a <17 cm3 package, requiring <120 mW of

power with an Allan variance at 1 hour of σy(τ) = 5× 10−12 [34].

In the past decade a number of teams have also demonstrated compact

atomic clocks, covering a variety of oscillators, achievable scalability and

short term performance, as given in Table 1.1. Recent developments from

NIST have focussed on the long-term stability of compact clocks by moving

to Raman-Ramsey interrogation of cold atoms, with recent results demon-

strating measurements at 10−13 in a litre-scale package. The increased scale
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Table 1.1: Miniature atomic clock teams

Team Oscillator Scale στ@100s Citation
(W m3)

McGilligan (Strathclyde) Cold 87Rb 1×10−11 This thesis
Kitching (NIST) Cold 87Rb 1.8×10−12 [35, 36]

Muclock (Muquans) Cold 87Rb 50 2×10−14 [37]
CSAC (Microsemi) 87Rb vapour 2×10−6 3×10−11 [32, 34]

Boudot (FEMTO-ST) Cs vapour 2.3×10−13 [38]
de Clercq (LNE-SYRTE) Cs vapour 3×10−13 [39]

of the cold atom clock is due to the scalability of vacuum requirements as

well as the optical area required for laser cooling.

Alternatively, the teams at SYRTE and FEMTO-ST use existing, well estab-

lished vapour cell technology and buffer gas mixtures to achieve highly pre-

cise frequency standards [38–41]. To maintain coherence within the atomic

vapour long enough to make useful clock measurements, typically requires the

presence of a buffer gas mixture or specially coated cell windows. However,

the introduction of buffer gasses leads to temperature dependent pressure

shifts, which require stabilisation and active monitoring. A further limita-

tion to the achievable accuracy in vapour cells arises due to cell coatings, such

as paraffin, degrading over time. The degradation of cell coatings results in

a time dependent increase to the number of decoherence events caused by

atom-wall collisions.

During my PhD, I focussed my efforts onto the development of a compact

atomic clock that exceeds the stability of small-scale predecessors by using

cold atoms. The implementation of cold atoms gains orders of magnitude in

accuracy due to avoiding the perturbations required for the interrogation of

their thermal counterparts. With this in mind, I used the knowledge of grat-

ing magneto-optical traps, developed at Strathclyde [42], to realise a scalable

compact cold-atom source that I could use as a micro-fabricated platform for
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precision measurements.

1.4 Thesis layout

This document is divided into four sections, leading to the development of

the compact, cold-atom clock. Part 1 explores the atomic theory required in

understanding the physics of an atomic clock. Part 2 focuses on the design

and characterisation of the diffractive optics as the basis of a compact appa-

ratus. Part 3 discusses the construction of a cold-atom platform using the

diffractive optics, characterising the performance achievable in such a system,

as well as proof of principle experiments made possible on such a platform.

Finally, part 4 consolidates the previous work into the demonstration of a

functioning clock based on a simple Raman-Ramsey sequence.

Part I: Theory

• Chapter 2 develops the foundations for a theoretical understanding

of the atomic interactions that induce optical and magnetic shifts, as

well as the preparation of superposition states via coherent population

trapping.

• Chapter 3 provides a comprehensive study of laser cooling and trapping

techniques required for cold atom generation.

Part II: Compact optics

• Chapter 4 introduces the routes that have been taken, leading to the

design of micro-fabricated diffractive optics, that are optimised for gen-

erating balanced radiation pressure.

• Chapter 5 characterises the grating diffraction efficiency and critical

parameters for optimising the next generation of diffractive optics.
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Part III: Cold atoms

• Chapter 6 discusses the construction of the laser cooling apparatus,

spectroscopic techniques and vacuum preparation.

• Chapter 7 looks at implementing the gratings into a laser cooling set-up,

and defining the critical parameters of atom number and temperature

• Chapter 8 focusses on the maximum achievable atom number from

studying the phase space of our system.

• Chapter 9 implements the grating MOT as a compact platform for

quantum sensing. This study includes using Larmor precessions to null

static and gradient fields for a low temperature molasses. Finally, a

neutral atom array is generated from a single incident laser coupled to

a grating with patterned magnetic coils.

Part IV: An atomic clock

• Chapter 10 begins our study of coherent population trapping in a ther-

mal system, leading to the construction of the clock apparatus

• Chapter 11 develops a further understanding of the theory and experi-

mental realisation of high contrast coherent population trapping in the

grating magneto-optical trap.

• Chapter 12 introduces the Raman-Ramsey technique as a method for

generating narrow fringes in the frequency domain, whose stability is

determined using an Allan variance of the measured frequency to verify

the performance of our compact, cold-atom clock.

Part V: Conclusions

• Chapter 11 consolidates the work discussed throughout this thesis with

an outlook to future miniaturisation.
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Chapter 2

Atomic interaction with

electromagnetic fields

Knowledge of the atomic state population and energy level shifts are required

to thoroughly understand the mechanisms involved in developing a cold-atom

clock. This chapter introduces a theoretical analysis of atomic interactions

with optical and DC magnetic fields through the Schrödinger picture of a

simple two-level atom. This leads to the optical Bloch equations, used to

derive the populations, coherences and energy level shifts occurring for the

two-level atom under external perturbation. Finally, the optical Bloch equa-

tions are extended to the three-level atom and the phenomenon of coherent

population trapping.

2.1 The Schrödinger picture for a two-level

atom

In this section we look at a simple two-level atom interacting with an electric

field, coupling a ground state |g〉 to the excited energy level |e〉 separated in

energy ~ωeg, as depicted in Fig. 2.1. The evolution of this two-level system

17
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Figure 2.1: Energy levels of a two-level atom linked by one laser field, with
angular frequency ω and detuning from resonance δ.

is governed by the time-dependent Schrödinger equation,

i~
d

dt
|Ψ〉 = H|Ψ〉, (2.1)

where we can describe the wavefunction at any time t in Dirac notation,

|Ψ(r, t)〉 =
∑

n

cn(t)|n〉e−iωnt = ce(t)e
−iωet|e〉+ cg(t)e

−iωgt|g〉, (2.2)

where ce and cg are the atomic excited and ground states amplitudes respec-

tively, and |n〉 is the energy level with internal energy, En = ~ωn.

Combining Eqns. (2.2) and (2.1) provides a simple interpretation of the time-

dependent state amplitudes such that,

i~ċk(t) =
∑

n

cn(t)e−iωnkt〈k|H|n〉. (2.3)

Under the dipole assumption, we assume that the wavelength of the incident

electric field is much larger than the size of the atom, such that the incident

electric field can be regarded as a plane wave, ~E1(t) = ~E1 cos(ωt), where one

can describe the interaction with the atomic electric dipole, ~d, through the

interaction Hamiltonian,

Hi = −~d · ~E1(t) = −~d · ~E1 cos(ωt). (2.4)



Chapter 2. Atomic interaction with electromagnetic fields 19

Substituting Eqn. (2.4) into Eqn. (2.3) results in the rate equations:

iċg(t) = Ωe−iωegt cos(ωt)ce(t) =
Ω

2

(
ei(ωeg−ω)t + e−i(ωeg+ω)t

)
ce(t), (2.5)

iċe(t) = Ωeiωegt cos(ωt)cg(t) =
Ω

2

(
ei(ωeg+ω)t + e−i(ωeg−ω)t

)
cg(t), (2.6)

where Ω = − ~E1
〈e|~d|g〉

~ is the Rabi frequency, ωeg is the resonance frequency,

and eiωt/e−iωt represent the emission/absorption of a photon for that state

respectively.

At this point, the rotating wave approximation, RWA, is applied to elim-

inate fast oscillation terms that do not contribute to the dynamics of the

system on the time scales of concern in the experiments reported here [7].

The remaining frequency components can be simplified further by defining

δ = ω − ωeg,

iċg(t) = ce(t)
Ω

2
eiδt, (2.7)

iċe(t) = cg(t)
Ω

2
e−iδt. (2.8)

Furthermore, if we introduce a new set of variables with time dependencies,

c̃g(t) = cg(t)e
−i δt

2 , (2.9)

c̃e(t) = ce(t)e
i δt
2 , (2.10)

then differentiating Eqns. (2.9)-(2.10) w.r.t time, reintroduces a time depen-

dence such that [43],

i ˙̃cg(t) = iċg(t)e
−iδt/2 +

δ

2
cg(t)e

−iδt/2, (2.11)

i ˙̃ce(t) = iċe(t)e
iδt/2 − δ

2
ce(t)e

−iδt/2. (2.12)
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Combining Eqns. (2.7)-(2.12) yields a matrix description of the two-level

atomic interaction as,

i~
d

dt


c̃g(t)
c̃e(t)


 =

~
2


δ Ω

Ω −δ




c̃g(t)
c̃e(t)


 . (2.13)

2.2 Optical Bloch equations

Up until this point, we have described this system in the Schrödinger picture.

However, as we move away from reversible processes to include dissipation,

such as spontaneous emission, then the same system must be treated using

the density matrix formalism.

To include the effect of spontaneous emission, the atom is considered to

be coupled to a reservoir that permits the emission of a photon, and decay

from excitation. The coupling of such as system is described by the Lindblad

superoperator L(ρ) [44],

L(ρ) = −1

2
(σ+σ−ρ+ ρσ+σ−) +

∑
σ−ρσ+ (2.14)

where σ− =
√

Γ|g〉〈e| and its adjoint operator σ+ =
√

Γ|e〉〈g|, and ρ is the

density matrix given as [45],

ρ =


ρee ρeg

ρge ρgg


 (2.15)

where the diagonal elements represent the atomic state populations, and the

off-diagonal elements are the atomic state coherences. This Lindblad form is

required to preserve ρ as a density matrix, such that Tr(ρ)=1.

We begin by including the Lindblad formalism with the general form of the

master equation, known as the Liouville equation, which is the density oper-
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ator equivalent of the Schrödinger equation [46], given by,

ρ̇ = − i
~

[H, ρ]− L(ρ), (2.16)

where the two-level Lindblad operator defined as:

L(ρ) = Γ


 ρee −ρge/2
−ρeg/2 −ρee


 . (2.17)

With this master equation, one can derive the populations and coherences

of a two-level system described in Eqn. (2.13), where ρee is the excited state

population, with the off-diagonal elements of the matrix ρge and ρeg repre-

senting the states coherences, such that:

d

dt


ρee ρeg

ρge ρgg


 =

−i
2

(
δ Ω

Ω −δ




ρee ρeg

ρge ρgg


−


ρee ρeg

ρge ρgg




δ Ω

Ω −δ



)

− Γ


 ρee −ρge/2
−ρeg/2 −ρee


 . (2.18)

Expanding Eqn. (2.18) produces the optical Bloch equations for a two-level

atom [47],

ρ̇ee =
iΩ

2
(ρ̃eg − ρ̃ge)− Γρee, (2.19)

ρ̇gg =
iΩ

2
(ρ̃ge − ρ̃eg) + Γρee, (2.20)

˙̃ρeg = − ˙̃ρge =
iΩ

2
(ρee − ρgg) + iδρ̃eg −

Γ

2
ρ̃eg. (2.21)
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Figure 2.2: a):The excited state population of a two level atom with sponta-
neous emission for Ω = 2Γ,Γ and Γ/2 when δ/Γ = 1. b):The excited state
population as a function of the on resonance saturation parameter when
δ = 0.

Steady state

When the systems dynamics have damped out we reach the steady state,

expressed analytically by setting the time derivative to zero such that ρ̇ = 0,

and noting that ρee + ρgg = 1 [48].

ρee =
1

2

Ω2/2

δ2 + (Γ/2)2 + Ω2/2
, (2.22)

ρ̃ge =
Ω

2

( δ

Ω2/2 + (Γ/2)2 + δ2
− i(Γ/2)

Ω2/2 + (Γ/2)2 + δ2

)
. (2.23)

The steady state allows us to look at an atom driven by a laser field with spon-

taneous emission. From Eqn. (2.22) we can plot the excited state population

as a function of the detuning, δ, for a range of Rabi frequencies. Fig. 2.2 (a)

illustrates a power broadening associated with the increased Rabi frequency,

Ω, leading to a population saturation at ρee = ρgg = 0.5.

Saturation parameter

Following Ref. [7], the saturation parameter, S, defines the population satu-

ration of a chosen transition as a function of a incident field Rabi frequency,
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Ω, such that,

S =
Ω2/2

δ2 + Γ2/4
=

s0

1 + (2δ/Γ)2
, (2.24)

where s0 is the on resonance saturation parameter, defined as:

s0 =
2Ω2

Γ2
=

I

Is
, (2.25)

where I is the laser intensity and Is is the saturation intensity.

Substituting Eqn. (2.25) into Eqn. (2.22) describes the intensity required

to saturate the excited state using,

ρee =
1

2

I/Is

1 + I/Is + (2δ
Γ

)2
. (2.26)

The steady state saturation of ρee is depicted in Fig. 2.2 (b), where the

population of the excited state is depicted as a function of the on resonance

saturation parameter. The excited state population reaches an asymptotic

limit for larger I/Is and is half of the maximum value at I = Is.

2.2.1 Electric susceptibility

Derivation of the density matrix formalism can also be used to determine

the absorption and dispersion coefficients of the atomic medium through the

linear susceptibility, χ. The susceptibility of the medium is related to the

polarisation, P , through [45]:

P = ε0χ~E(t) =
ε0 ~E

2
(χ e−iω t + χ∗eiω t), (2.27)

where ε0 is the permittivity of free space, and ~E(t) is the incident electric

field. The polarisation, described as the dipole moment per unit volume, is
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represented by:

P = N Tr(ρ d) = N deg(ρ̃ege
−iω t + ρ̃gee

iω t), (2.28)

where N is the atomic number density, and d is the dipole operator.

Incorporating these equations permits calculation of the susceptibility as [45],

χ =
2Nd2

eg

~Ωε0
ρ̃eg. (2.29)

Adding the result of ρ̃eg from the density matrix, Eqn. (2.23), allows the

susceptibility to be broken down into the real and imaginary parts, χ =

χR + iχI ,

χR =
Nd2

eg

ε0~
δ

Ω2/2 + (Γ/2)2 + δ2
, (2.30)

χI =
−Nd2

eg

ε0~
(Γ/2)

Ω2/2 + (Γ/2)2 + δ2
, (2.31)

where χR and χI are the real and imaginary components of the susceptibility

respectively.

The real and imaginary susceptibilities can be directly related to the re-

fractive index of the medium, n =
√

1 + χ ≈ 1 + χ/2 = nR + nI . This

relation is then used to determine the relative real and imaginary parts of

the refractive index to the susceptibility:

nR = 1 +
χR
2
, (2.32)

nI =
χI
2
. (2.33)

These results are analogous to the familiar Kramers-Kronig relations, which

show how the real and imaginary parts of the atomic mediums refractive
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index, relating to the absorption and dispersion respectively, are directly

proportional to the electric susceptibility [49].

2.3 Atomic shifts induced with optical fields

So far we have discussed light interaction with an atomic medium in the

context of optical pumping and susceptibility. However, the light field inter-

action also imparts an atomic dipole moment, shifting the potential energy,

which is known as the AC-Stark shift. To understand how light-atom inter-

actions occur in the situation of an optical potential, we must first consider

a two-level atom with a ground state |g〉 and excited state |e〉 separated in

energy by E = ~ωeg, where ωeg is the resonance frequency.

Such a system has been derived within the Schrödinger picture in Sect. [2.1],

with the matrix form written as,

i~
d

dt


c̃g(t)
c̃e(t)


 =

~
2


δ Ω

Ω −δ




c̃g(t)
c̃e(t)


 , (2.34)

with eigenenergies given by,

E = ±~
2

√
δ2 + Ω2. (2.35)

If the Rabi frequency is small in comparison to the detuning, Ω� δ, then the

effect of interactions on the ground and excited states must be determined

with second order perturbation theory [46]. The energy shift experienced by

the state is given as,

∆E = ±~Ω2

4δ
, (2.36)

where plus and minus are designated to the ground and excited state of

Fig. 2.3 respectively.
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Figure 2.3: Energy levels of a two-level atom before and after perturbation
from an external light field, detuned δ from resonance. Both states are shifted
∆E by the AC-Stark shift.

2.4 Coherent Population Trapping

The phenomena of coherent population trapping, CPT, was first observed

by Alzetta et al. in 1976 [50] when they detected a drop in fluorescence

when optically pumping sodium in a three-level Λ configuration. This was

explained around the same time by the two separate theoretical groups of

Arimondo and Orriols [51] and Whitley and Stroud [52]. Both groups noticed

the creation of a non-absorbing state, that could be optimally populated

when the relative detuning between the probing fields is equal to the ground

state splitting.

2.4.1 Λ Configuration

The criteria for three-level CPT requires two optical fields to couple three

electronic states, as in the Λ configuration illustrated in Fig. 2.4, which is

the only configuration addressed in this thesis. This configuration is com-

posed of two ground-states, |b〉 and |c〉, coupled to an excited state, |a〉, with
an energy separation Ean = ~ωan for n = b, c to the ground states. The

ground state coupling is induced by two electric fields, ~E1(t) = ~E1 cos(ω1t)

and ~E2(t) = ~E2 cos(ω2t), each with a respective detuning from resonance,

δ1 = ωab − ω1 and δ2 = ωac − ω2. The frequency difference between the
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|a⟩

|c⟩

|b⟩
Clock transition

Δ
δ2δ1

Eab

E1(t) E2(t) 

Eac

Figure 2.4: Three-level atom in the Λ configuration with two incident light
field which separately drive the |b〉 → |a〉 and |c〉 → |a〉 transition, with
respective detuning’s of δ1 and δ2 from resonance. The frequency difference
between each δ is the Raman detuning, ∆. Solid lines indicate the resonance
transition.

relative detuning’s, ∆ = δ1 − δ2, is referred to as the Raman detuning.

Dipole transitions between |b〉 ←→ |c〉 are not allowed due to the parity

of the ground states, thus the interaction between the atoms and light is

based on the atomic state evolution in |b〉 ←→ |a〉 and |c〉 ←→ |a〉, creating
a coherence between the two ground states. When the separation between

the two laser frequencies becomes comparable to the ground-state splitting,

i.e. ∆ = 0, a coherent superposition of the ground states decouples from

the electric field. This superposition does not interact with the electric field,

hence it has been known as a ‘dark state’ [53]. Once an atom is then excited

to state |a〉 it can either of the decay to the ‘dark state’ or ‘bright state’.

Once in the dark state the atom is no longer interacting with the optical

fields. If instead, the atom decays to a bright state, then it will continue to

absorb photons and transit back to |a〉 where it can again fall into the dark

state. Atoms will continue to be optically pumped into this superposition

until the steady state is achieved.

The relative phase of the superposition will determine the creation of a dark

or bright state, where the imprinted superposition phase is a summation of
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both electric field phases. If the electric fields maintain a constant phase dur-

ing the optical pumping time, the atoms will achieve a dark state. However,

if the electric fields phases change during optical pumping, then atoms will

instead be pumped to a bright state. A thorough discussion and derivation

of the dark state criteria is provided in Sect. [11].

At this point, since the atoms no longer interact with the optical fields, the

vapour becomes transparent to ~E1(t) and ~E2(t). This phenomena decouples

the excited state, such that the atomic population exists in a superposition

of |b〉 and |c〉. The ground-state splitting can be precisely determined when

maximum transmission is achieved due to the transparency of the decou-

pled state. This transparency is referred to as electromagnetically induced

transparency, EIT [45].

2.4.2 Optical Bloch Equations

The evolution of the three-level Λ configuration is governed by the Hamil-

tonian, H = H0 + Hi. The internal energy of this system is described as

H0 =
∑

nEn|n〉〈n|, while the interaction Hamiltonian, Hi, is expanded to its

three-level equivalent:

Hi = −~d · ~E(t) = −~d · ~E1 cos(ω1t)− ~d · ~E2 cos(ω2t). (2.37)

The interaction Hamiltonian, Hi, has been simplified by removing the terms

that represent the absorption of a photon whilst dropping the atom from |a〉
to a lower state, or emitting a photon and raising the atom to the excited

state. This logical simplification is accounted for by the RWA and greatly

simplifies the calculation with little expense to the reliability of the final

result [47, 54], such that the simplified interaction can be described as,

Hi =
~Ω1

2
(|a〉〈b|eiω1t + |b〉〈a|e−iω1t) +

~Ω2

2
(|a〉〈c|eiω2t + |c〉〈a|e−iω2t), (2.38)
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such that the resulting Hamiltonian can be rewritten as,

H =




~ωa (~Ω1/2)e−iω1t (~Ω2/2)e−iω2t

(~Ω1/2)eiω1t ~ωb 0

(~Ω2/2)eiω2t 0 ~ωc


 , (2.39)

where Ω1 and Ω2 are the Rabi frequencies that represents the coupling of the

laser to the atomic dipole of states |a〉 → |b〉, and |a〉 → |c〉 respectively.

The diagonal terms of the matrix are solely the energies of the three atomic

states in question, while the off-diagonal terms depict the possible dipole

transitions made available by the laser interaction. However, this description

remains incomplete as it lacks the relaxation terms produced by spontaneous

emission, collisions and other damping mechanisms [51]. These terms can be

derived from the Lindblad form of the optical Bloch evolution equation:

ρ̇ = − i
~

[H, ρ]− L(ρ), (2.40)

where m represents the available decay modes from channels |i〉 → |j〉 due to
emission of a photon, L(ρ) is the three-level Lindblad operator in the form

of Eqn. (2.14), and ρ is the three-level density matrix,




ρaa ρab ρac

ρba ρbb ρbc

ρca ρcb ρcc


 . (2.41)

Solving the Lindblad form provides the density matrix for the full optical
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Bloch equations of the Λ configuration [54]:

ρ̇aa =
iΩ2

2
(ρace

iω2t − ρcae−iω2t) +
iΩ1

2
(ρabe

iω1t − ρbae−iω1t)− Γaρaa, (2.42)

ρ̇bb =
iΩ1

2
(ρbae

iω1t − ρabe−iω1t)− Γbρbb +
Γa
2
ρaa, (2.43)

ρ̇cc =
iΩ2

2
(ρcae

iω2t − ρace−iω2t)− Γcρcc +
Γa
2
ρaa. (2.44)

The derived results can be simplified further by transforming into a rotating

frame to eliminate the time-dependence of the density matrix such that,

ρij = ρ̃ij, (2.45)

ρab = ρ̃abe
−iω1t, (2.46)

ρac = ρ̃ace
−iω2t, (2.47)

ρbc = ρ̃bce
−i(ω2−ω1)t. (2.48)

Substituting Eqns. (2.45)-(2.48) into Eqn. (2.42)-(2.44) produces the three-

level optical Bloch equations:

ρ̇aa =
iΩ2

2
(ρ̃ac − ρ̃ca) +

iΩ1

2
(ρ̃ab − ρ̃ba)− Γaρaa, (2.49)

ρ̇bb =
iΩ1

2
(ρ̃ba − ρ̃ab)− Γbρbb +

Γa
2
ρaa, (2.50)

ρ̇cc =
iΩ2

2
(ρ̃ca − ρ̃ac)− Γcρcc +

Γa
2
ρaa, (2.51)

˙̃ρab = −(γab − iδ1)ρ̃ab +
iΩ1

2
(ρaa − ρbb)−

iΩ2

2
ρ̃cb, (2.52)

˙̃ρac = −(γac − iδ2)ρ̃ac +
iΩ2

2
(ρaa − ρcc)−

iΩ1

2
ρ̃bc, (2.53)

˙̃ρcb = −(γcb − i(δ1 − δ2))ρ̃cb +
iΩ1

2
ρ̃ca −

iΩ2

2
ρ̃ab, (2.54)

where ρaa + ρbb + ρcc = 1.

The behaviour of the system can be understood by looking at the steady

state, ˙̃ρ = 0,when setting δ2 = 0 and using the simplified two-photon detun-
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Figure 2.5: Theoretical steady-state populations of the three levels of the Λ
configuration. For simplicity the Rabi frequencies Ω1/Ω2 = 1.

ing, ∆ ≡ δ1, to determine the atomic state populations as a function of ∆.

In Fig. 2.5, the populations of the diagonal terms of the density matrix are

plotted, setting Ω1 = Ω2 for simplicity. The excited state population of |a〉
goes to zero at ∆ = 0, when E1 becomes resonant for transitions between

|b〉 ←→ |a〉. The results show that for large detuning, the atomic population

begins in |a〉. However, as the detuning reaches 0 the populations are evenly

split between |b〉 and |c〉, whilst |a〉 becomes unpopulated. Since no atoms

are being excited to |a〉, then they are decoupled from the light field in a

dark state.

2.4.3 Electromagnetically Induced Transparency

With respect to the refractive index, the most important term of the density

matrix is the solution of the off-diagonal ρ̃ab, as this allows determination of

the absorption and dispersion coefficients through the linear susceptibility,

χ, as discussed in Sec. [2.2.1],

χ =
2Nd2

ab

~Ω1ε0
ρ̃ab. (2.55)
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Figure 2.6: Theoretical absorption, (a), and dispersion, (b), demonstrating
EIT. For the Figure ∆ = δ1 is varied whilst δ2 = 0. Ω2 = Ω1 while γab/γac = 1
and γbc = 0. The solid lines are the peaks seen from two-level theory. Dashed
lines depict three-level EIT.

Adding the result of ρ̃ab from the density matrix results in the susceptibility,

which can be separated down into imaginary and real components, the ab-

sorption and dispersion respectively [55], as has been discussed in Eqns. (2.30)

and (2.31).

The results of the absorption and dispersion were used to generate Fig. 2.6,

which demonstrates that at ∆ = 0 the absorption of laser light vanishes. The

decoupling from the incident optical fields makes the atomic vapour appear

transparent; hence, this phenomena is known as Electromagnetic Induced

Transparency, EIT.

2.5 Magnetic Trapping

The idea that the presence of a magnetic field could be used to specify the

quantisation axis of an atom was first realised in the famous experiment by

Otto Stern and Walter Gerlach [56], who observed a splitting of atomic spin

states in the presence of a perturbing magnetic field. The basis behind the

magnetic trapping of neutral atoms is the force induced upon the atomic

magnetic dipole by a perturbing magnetic field. In the case of an atom with
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magnetic moment, ~µ, in the presence of a magnetic field, B, the potential

experienced by the atom is,

U(r) = ~µ ·B. (2.56)

If B is non-uniform then the atom will experience a force:

F = −~µ · ∇B. (2.57)

Since the magnetic moment, ~µ, is anti-parallel to the total angular momen-

tum of the atom, F, the atom is attracted to the field minimum for F parallel

to B or a field maximum for F anti-parallel to B [57]. In a local magnetic

field, only atoms in mF states whose potential energy increases with B can

be trapped, by creating a field minimum in the non-uniform magnetic field

[58].

2.5.1 Atomic interaction with a static magnetic field

Fine structure

The atomic fine structure arises due to a coupling between the orbital angular

momentum, L, of the outer electron and its spin angular momentum, S,

through [59],

J=L+S. (2.58)

where J is the total angular momentum within the range |L−S| ≤ J ≤ L+S.

For the alkali earth metals the angular momentum configuration is deter-

mined by the single outer valence electron. Since the ground state S shell

has L = 0 and a single electron spin S = 1/2, the total angular momentum

of the ground state is J = 1/2. This information is provided in the notation
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of the electronic configuration,

n2S+1LJ (2.59)

where n is the principle quantum number, and L = 0, 1, 2... denoted by the

letters L =S, P, D... for the available orbitals.

This fine structure gives rise to the excited state of the P shell possess-

ing two total angular momentum states, P1/2 and P3/2. Transitions to these

states from the S1/2 ground-state are referred to as the D1 and D2 transitions

respectively. The energy difference between these fine structure spectral lines

is determined from the scalar product of L ·S such that their relative energy

shift, Efs, is given as [7],

Efs = Afs(L · S) =
Afs
2

(J(J + 1)− L(L+ 1)− S(S + 1)), (2.60)

where Afs is the spin-orbit constant.

Hyperfine structure

The hyperfine structure of the alkali atoms arises due to the interaction of

the magnetic flux density of the electron, Be, with the magnetic momentum

associated with the nucleus, µI , to form the Hamiltonian

Hhfs = −µI ·Be, (2.61)

where the nuclear magnetic moment is related to the nuclear spin, I, through

µI = gIµNI, (2.62)

where µN is the nuclear magnetic dipole.
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This hyperfine interaction can also be expressed in terms of coupling the

electronic angular momentum, J, to the total nuclear angular momentum, I,

by,

F=J+I, (2.63)

where F is the total atomic angular momentum within the range |J − I| ≤
F ≤ J + I.

Similarly to Eqn. (2.60), the scalar product of J and I are solved to describe

the hyperfine splitting energy,

Ehfs = Afs(J · I) =
Afs
2

(F (F + 1)− L(L+ 1)− S(S + 1)). (2.64)

The degeneracy of the hyperfine states is broken into 2|F |+1 degenerate sub-

levels when the atom is in the presence of an external magnetic field. If the

applied magnetic field is small in comparison to the hyperfine splitting be-

tween the atomic ground states, then the interaction Hamiltonian is written

as,

HB =
µB
~

(gJJz + gIIz)Bz, (2.65)

where gI is the nuclear g-factor, which is gI = 1.353 for 85Rb and gI =

µN
µB

2.751 for 87Rb. gJ is the Landé factor [59], given by,

gJ = gL
J(J + 1)− S(S + 1) + L(L+ 1)

2J(J + 1)
+gS

J(J + 1) + S(S + 1)− L(L+ 1)

2J(J + 1)
,

(2.66)

where gS is the electron spin g-factor and gL = 1
1+me/mn

accounts for the

ratio of electronic and nuclear mass.

For the case of the 52S1/2 ground-state of 87Rb, J = 1/2, L = 0, and

S = ±1/2. If the splitting is described in terms of F being a good quantum

number, then the projection of the atomic magnetic moment onto the field



Chapter 2. Atomic interaction with electromagnetic fields 36

vector is given as,

∆EFmF = −gFµBmFB, (2.67)

where µB is the Bohr magneton and gF is the Landé g-factor’s projection on

F, represented as

gF = gJ
F (F + 1)− I(I + 1) + J(J + 1)

2F (F + 1)
+gI

µN
µB

F (F + 1) + I(I + 1)− J(J + 1)

2F (F + 1)
.

(2.68)

Eqn. (2.67) demonstrates that the perturbing magnetic fields induce shifts

of the atomic magnetic sub-levels, as illustrated in Fig. 2.7. This magnetic

shift is referred to as the Zeeman effect. For larger fields the energy shifts of

the ground-state manifolds can be calculated easily by using the Breit-Rabi

equation [59]:

E|F,mF 〉 = − ∆Ehfs
2(2I + 1)

+ gIµBmFB±
∆Ehfs

2

(
1 +

4mF

2I + 1
x+ x2

)1/2

, (2.69)
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Figure 2.7: Theoretical depiction of the Zeeman effect leading to the splitting
of themF sub-levels of the 87Rb ground state as a function of the experienced
magnetic field.
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where the± corresponds to the magnitude of themF state, ∆Ehfs = Ahfs(I+

1/2), Ahfs is the magnetic dipole constant, and x is given by:

x =
(gJµB − gIµN)B

∆Ehfs
. (2.70)
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Laser cooling and trapping

The proposal of the laser by Schawlow and Townes in 1957 [60] and realisation

by Maiman in 1960 [61] revolutionised physics, pioneering new fields of study

and establishing contemporary experimental capabilities. The name ‘laser’

originated from the acronym ‘light amplification by stimulated emission of

radiation’. The emission comes by means of a pumped gain medium, which

can be amplified by selective feedback mechanisms. The advantage provided

by the laser over the standard lamp light source is the temporal and spatial

coherence of the output emission, allowing collimation and tightly focusing

beams, which led to the realisation of lithographical processes and ablation

capabilities. However, the greatest advancement provided by the laser, in

the context of this thesis, is the establishment of laser cooling.

When referring to laser cooling, the description of temperature arises from

the Maxwell-Boltzmann distribution of an atomic ensemble’s speed:

f(v) = 4πv2

√( m

2πkBT

)3

e
− mv2

2kBT , (3.1)

where v is the speed, m the mass, kB the Boltzmann constant and T the

temperature.

38
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Figure 3.1: Maxwell Boltzmann distribution illustrates the speed spread of
an atomic distribution as a function of temperature.

Using Eqn. (3.1), the average one dimensional speed of the atomic system

can be related to the temperature. Three velocity distributions are plotted

as a function of their probability density with a note of the associated system

temperature in Fig. 3.1. This figure depicts the relationship between tem-

perature and the spread of the atomic speed, such that a lower temperature

depicts a narrower speed distribution and larger probability density. This

temperature description facilitates the need for colder atomic temperatures

to achieve the lower speed distributions sought after for long interrogation

times in precision measurements.

The historical timeline of laser cooling dates back as far as the 17th cen-

tury, when Keppler first theorised the possibility of radiation pressure. His

idea was adopted from the assumption that comet tails where due to a re-

pulsive light pressure from the sun. His idea was later found to not be the

only mechanism involved, however, the concept of radiation pressure from

light was correct. It was not until 1873 when Maxwell’s theory of light [62]

demonstrated that light does exert a small pressure equal to its energy over

volume. The first laboratory demonstrations of this pressure were realised
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by Lebedev, and Nichols and Hull in 1901 for the exertion of radiation pres-

sure on macroscopic objects [63]. In 1933, the force exerted by light was

demonstrated by O. Frisch, when a beam of sodium atoms were deflected

when illuminated by a discharge lamp [63]. It was not until 1970, following

the invention of the laser, that the concept of radiation pressure was later

validated in a paper published by A. Ashkin entitled ‘Acceleration and trap-

ping of particles by radiation pressure’ [64]. In this paper Ashkin noted the

acceleration of freely suspended particles by the effects of radiation pressure

from a continuous laser source. The author observed trapping of particles

when in the presence of counter-propagating beams and acceleration of par-

ticles when in the presence of one.

The idea of radiation pressure was adapted for Doppler cooling simultane-

ously by Hansch and Schawlow [65] for neutral atoms and by Wineland and

Dehmelt for trapped ions [66]. The Doppler cooling proposals stated that

by creating a laser beam detuned below resonance, then due to the Doppler

effect shifting the perceived laser frequency as a function of atomic velocity,

one could slow the motion of an atom propagating towards the laser. This

cooling technique was experimentally demonstrated by Wineland et al. in

1978 for a cloud of Mg ions held in a penning trap [67, 68], soon followed

by W. D. Phillips and H. Metcalf in 1982 with the deceleration of an atomic

beam by means of a counter-propagating laser [69]. It was not until 1985,

when a paper published with the title ‘Three-Dimensional Viscous Confine-

ment and Cooling of Atoms by Resonance Radiation Pressure’ employed the

Doppler cooling technique in three dimensions [70]. It was here that S. Chu

et al. noted the observation of what they referred to as an ’optical molasses’.
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3.1 One-dimensional molasses

The mechanisms of laser cooling can be derived from the momentum trans-

ferred during the absorption/emission process. When an atom absorbs a

photon it is excited into a state of higher energy, but also recoils with a

momentum,

p = mv = ~k, (3.2)

where m is the atomic mass, k = 2π
λ
~k, where ~k is the direction of propagation

and λ = c/ν.

This momentum may be passed on through stimulated emission of a photon,

such that there is no net momentum change. If the emission is spontaneous,

i.e. can radiate with spatial symmetry from the atom, then it does not con-

tribute to the net momentum change. Over many cycles of this process, the

atom travelling towards the light has a momentum push in the direction of

the laser’s propagation, slowing the atom down, and eventually changing its

trajectory. If we assume that the two-level atom is in steady state, such that

the rate of decay Γρee is balanced with the absorption rate, then the force

experienced by the atom can be described by,

F =
dp

dt
= Γρee~k = R(I,∆)~k. (3.3)

This force gives way to a time-averaged acceleration of

a =
~kR(I,∆)

m
, (3.4)

where R(I,∆) is the rate a two-level atom absorbs photons from the laser

light, determined from the steady state decay such that

R(I,∆) = Γρee =
Γ

2

I/Is

(1 + I/Is + (2∆
Γ

)2)
, (3.5)
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Figure 3.2: a):Two counter-propagating laser beams. b):The velocity de-
pendent acceleration experienced by atoms in optical molasses. The red
lines represent the acceleration caused by each individual laser, propagating
against one another. The black line represents the sum of contributions from
both lasers. For this figure I = Is, Itot = 2Is and ∆ = −Γ/2.

where Γ = 2πΓν = 2π×6.07 MHz is the natural line-width of the excited

state for 87Rb, ∆ is the detuning of the laser with respect to the atomic res-

onance ω0, I is the intensity, and Is = IΓ2

2Ω2 is the saturation intensity, where

Ω is the Rabi frequency.

If the two-level atom were to be positioned between two counter-propagating

lasers, with the same frequency and intensity, as illustrated in Fig. 3.2 (a),

then the combined force is given as,

F =
~kΓ

2

( I/Is

1 + IT/Is + (2∆−2kv
Γ

)2
− I/Is

1 + IT/Is + (2∆+2kv
Γ

)2

)
, (3.6)

where IT is the total intensity as a result of cross saturation [71].

The force derived in Eqn. (3.6) leads to a velocity dependent acceleration,

seen in Fig. 3.2 (b). In the 1-dimensional scenario, it could be easily mis-

understood that the atoms would see no effect from the two lasers since

they propagate in opposite directions and impart an equal force. However,

the Doppler effect leads to a symmetry break in the force seen by a moving
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atom, shifting the absorbed photon frequency by

ω′ = ω
(

1 +
v

c

)
, (3.7)

where ω′ is the observed frequency for an atom moving towards a photon, ω

is the light frequency, v is the atomic velocity, and c is the speed of light.

Fig. 3.2 (b) shows that once the atom is slowed to zero velocity, it will

experience equal forces from each laser. In order for this effect to lead to

cooling, the laser frequency must be red-detuned toward resonance with the

beam propagating opposite its velocity.

Applying this technique in three-dimensions is referred to as optical mo-

lasses, OM, due to the atoms slow viscous movement, like thick molasses

treacle. The temperature of such a system is measured by turning off the

laser beams, and allowing the atoms to ballistically expand. The rate of ex-

pansion is a critical indication of the average atomic velocity, which allows

the average ensemble temperature to be determined.

The Doppler limit

The Doppler limit is the theoretical temperature that was assumed to be the

coldest achievable temperature from laser cooling. To calculate the Doppler

limit we continue working in the one-dimensional cooling scheme, where the

force experienced on an atom between two counter-propagating lasers has

been derived in Eqn. (3.6). In the approximation that |kv| � Γ and |kv| � ∆

Eqn. (3.6) is simplified to [72]

F = 4~k
I

Is

kv(2∆/Γ)

[1 + (2∆/Γ)2]2
. (3.8)



Chapter 3. Laser cooling and trapping 44

This simplified description demonstrates a damping force for all velocities

when the incident laser is red-detuned, ∆ < 0 and an acceleration for ∆ > 0.

This damping force can be related to the loss rate of kinetic energy with

(dE/dt)cooling = Fv. The damping rate reduces the average velocity of the

atoms to zero, whilst at the same time heating is induced by the random

direction of the absorption/emission process. In the regime of low intensity

(I/Is � 1), the momentum built up during these random walk cycles has

been shown to lead to a heating rate [72],

(dE/dt)heating = ~2k2R(I,∆)/m =
~2k2Γ

m

I/Is
1 + (2∆/Γ)2

, (3.9)

where R(I,∆) is the magnitude of the scattering rates from both beams.

The system’s steady state will be realised when the cooling and heating

rates are at equilibrium, (dE/dt)cooling + (dE/dt)heating = 0, such that the

mean square velocity can be written as

v2 =
~Γ

4m

1 + (2∆/Γ)2

2|∆|/Γ . (3.10)

The thermal energy of a one-dimensional cooling scheme can be described

by kBT/2 = mv2/2, which when substituted into Eqn. (3.10), results in the

Doppler cooling limit of

kBT =
~Γ

4

1 + (2∆/Γ)2

2|∆|/Γ . (3.11)

When ∆ = −Γ/2 the low intensity minimum is realised as [72–74]

TD = ~Γ/2kB. (3.12)

In the case of rubidium, where Γ = 2π×6.07 MHz, a Doppler temperature of

145 µK is predicted. Although this technique realises a cold atomic sample,
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optical molasses is not an atomic trap due to the fact that atoms are free

to diffuse and over time their Brownian motion will lead them towards the

boundary of the lasers excitation region and lead to atomic losses.

3.2 Magneto-optical trap

The purpose of the magneto-optical trap, MOT, is to introduce a position

dependent scattering force by combining the optical force with the Zeeman

effect, which was discussed in Sect. [2.5.1]. The earlier discussion illustrated

the degenerate splitting of F levels into 2 |F|+1 sub-levels when in the pres-

ence of an applied magnetic field, with the distance between the Zeeman

sub-levels increasing as a function of magnetic field. The nature of a gradient

magnetic field is thus capable of shifting the magnetically sensitive sub-levels

as a function of position, such that a laser detuned below resonance will have

an increased probability of absorption events in larger magnetic fields.

To fully understand this mechanism, I refer to the atomic configura-

tion depicted in Fig. 3.3. In this scenario we look at one ground state,

|F = 0, mF = 0〉, and three manifolds of the non-degenerate excited state,

|F = 1,mF = −1, 0, 1〉, when in the presence of a magnetic field. As the

atom travels into a position of higher magnetic field, the shift of the excited

energy levels increases, changing the resonance frequency with position.

If we employ a one-dimensional cooling scheme, then the description is sim-

plified to two counter-propagating lasers, denoted by L1 and L2. Both laser

fields posses the same circular polarisation and are red-detuned from reso-

nance, represented by the solid grey line. In the one-dimensional scheme, L1

would drive σ− transitions when anti-parallel with B and σ+ when parallel

with B. The frequency difference between the laser detuning and atomic

resonance with |F = 1,mF = −1〉 decreases with position. Thus, probability
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Figure 3.3: Schematic of transitions in a one-dimensional magneto-optical
trap. Solid black lines denote non-degenerate energy levels, whilst the solid
grey line depicts the laser red-detuning from the degenerate resonance fre-
quency. Dotted/dashed lines correspond to the polarisation and detuning of
laser L1/L2 respectively. Grey loops represent the anti-Helmholtz configura-
tion discussed in Sect. [3.2.1].

of the atom absorbing from L1 increases as the atom travels towards this

laser, producing a position dependent scattering force and accelerating the

atom along the direction of laser propagation. If the atom were to surpass

the zero field region and continue towards L2, an equal and opposite force

would be experienced, as now the atom is more likely to absorb a photon from

L2 than L1. The position dependent scattering force brings the atom back

to zero magnetic field until an equilibrium is reached at the centre of the field.

The first experimental demonstrations of a MOT were carried out by Rabb

et al. in 1987 [75] and has since become the workhorse for the field of cold

atomic physics. This demonstration was carried out in three dimensions with

three pairs of counter-propagating beams in a low pressure vapour cell.

MOT atom number and density

In the case of the vapour cell MOT, the trap will be able to capture atoms

that are travelling with a velocity lower than the trap’s capture velocity, vc,
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typically on the order of 10 m/s [76]. The number of atoms in the lower tail

of the Boltzmann distribution that are loaded into the trap is described by

N(t) = N0(1− e−t/τ ), (3.13)

where τ is the time constant for the trap to reach its steady state, N0 [76, 77].

The trapped atoms will also have collisions with the background atoms, lead-

ing to a collisional loss, expressed as

1

τ
= nRbσRbvRb + nbσbvb, (3.14)

where subscript Rb and b correspond to parameters of rubidium and the

background gases, n is the density, v the velocities and σ is the collisional

cross sections, which for rubidium is σ = 2× 10−17 m2 [77–79].

The steady state atom number, N , is predicted by using the standard method

of Ref. [79]: treat the MOT as a spherical target region with radius r and

cross-section 4πr2, then find the flux of atoms incident on the target, with

speeds less than the capture velocity vc of the MOT slowing region. This

method excluded the loss rate from cold atom collisions within the trap as

this only becomes significant in the regime of high density traps. Using this

method to determine the steady state MOT number yields,

N =
4πr2

8σ

(
vc
vT

)4

, (3.15)

where vT =
√

2kBT/m is a thermal velocity in the (hot) background vapour,

m is the atomic mass and r is the radius of the trap surface area formed by

the laser light [77].

The capture velocity discussed increases for a large overlap volume, by reason

of the longer interaction time within the cooling region compared to a smaller
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trap. As a result of this, the trapped atom number scales as a function of

the overlap volume due to the larger slice of the Boltzmann distribution that

the light can cool. Once the atom number is known, the density can be

determined from,

n0 =
N

(2π)3/2σxσyσz
, (3.16)

where σx,y,z denotes the MOT cloud Gaussian widths in x, y and z re-

spectively, arising from the Maxwell-Boltzmann distribution of atoms in the

MOT. [71].

3.2.1 Magnetic fields from coils

The discussion of the MOT so far has described the necessity for a magnetic

gradient field to produce a position dependent scattering force. For a full

understanding of the field geometry created from coil geometries requires

numerical solutions to Biot-Savart law,

dB =
µ0I

4π

dl× (r− r’)
|r− r’|3 , (3.17)

where µ0 = 4π × 10−7 H/m is the permeability of free space, B(r) is the

magnetic field at point r from a wire element with current I and length dl,

centred at position r’.

For experimental convenience we wind circular coils, which we shall model

here, without loss of generality. It has been shown [80], that when solved in

a cylindrical polar co-ordinate basis, the magnetic field from a circular coil,

B(r, z), can be determined for any position (r, z) from the relation of elliptic
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Figure 3.4: Magnetic field generated for circular coil configurations. Colour
scale depicts the magnetic field strength, and lines indicate the magnetic
field vector orientation. (a): Anti-Helmholtz coil pair in the vertical axis
uses opposing current flow to produce a magnetic minima at their centre. (b):
Helmholtz coils with symmetric current flow produces an almost homogenous
static magnetic field at the centre.

integrals,

Br(r, z) =
µ0Iz

2πr

√
m

4αr

[
2−m
2− 2m

E −K
]
, (3.18)

Bz(r, z) =
µ0I

2πr

√
m

4αr

[
rK +

αm− r(2−m)

2− 2m
E

]
, (3.19)

where r and z are the radial and axial co-ordinates, α is the coil radius,

m = 4αr
z2+(α+r)2

and the functions E and K refer to the corresponding elliptic

integrals E(m) =
∫ π/2

0
(1−m sin2 θ)1/2dθ and K(m) =

∫ π/2
0

dθ
(1−m sin2 θ)1/2

.

These equations were used to simulate a pair of coils with diameter, d, and

separation, s = d/2, differing in current flow orientations. Fig. 3.4 (a) il-

lustrates the case of two coils with opposite current flow magnitude, such

that a quadrupole magnetic field is generated, with a magnetic minima at

the centre as is required in the MOT. The magnetic minimum arises from

Maxwell’s equation ~∇ · ~B = 0, implying

dBx

dx
=
dBy

dy
= −1

2

dBz

dz
, (3.20)
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such that the gradient in x and y is half that in the z. The case of parallel

current flow, known as the Helmholtz configuration and shown in Fig. 3.4

(b), produces a static magnetic field that is approximately homogenous in

the central region.

3.3 Sub-Doppler cooling

Early experimental achievements of laser cooling yielded data with a striking

disagreement of temperature between experiment and theory. Temperature

calculations in the initial experimental molasses curiously offered tempera-

tures of 43 ± 20 µK for sodium, almost six times smaller than the predicted

limit [73, 81]. The understanding and experimental demonstration of the

concepts at work led to Steven Chu, Claude Cohen-Tannoudji and William

D. Phillips being awarded the Physics Nobel Prize in 1997 for their respec-

tive contributions [72, 81, 82]. The flaw in the Doppler consideration was

understood to be the theoretical assumption of a two-level atom, whereas

experimentally only ‘real’ atoms are used. A further flaw in the Doppler

theory assumes that the light field polarisation contribution in molasses and

MOT can be treated independently from counter-propagating beams, as if

there was no standing wave. In reality this is not a valid assumption, as the

counter-propagating beams create a polarisation-dependent standing wave.

The additional cooling mechanisms that arise from the standing wave contri-

bution are commonly known as polarisation gradient or sub-Doppler cooling.

The realisation of these cooling techniques redefined the temperature limits

to standard laser cooling. This cooling occurs due to a combination of optical

pumping and the corresponding position-dependent transition rates between

electronic states. The one-dimensional illustration of standing waves created

from different polarisation combinations is visualised in Fig. 3.5.
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Figure 3.5: The one-Dimensional polarisation gradients produced from stand-
ing waves of varying light combinations. The RHC/LHC here correspond to
the circular polarisation being right/left hand circular respectively. Similarly,
Linx/y correspond to horizontal/vertical linear polarisation.

Fig. 3.5 is composed of the interference created in the standing wave from

a combination of linear horizontal, Linx, linear vertical, Linx, and right/left-

hand circularly polarised light, RHC/LHC. Each one-dimensional standing

wave is composed from two Linx Linx, RHC-RHC, RHC-LHC and Linx Liny

polarised counter-propagating light waves, which can be seen with their re-

spective electric field components [83]. Note that this notation is to highlight

the rotation of polarisation of one beam, with respect to the polarisation of

the counter-propagating beam, such that the notation of Fig. 3.5 (c) could
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be written as RHC-LHC or LHC-RHC.

Sisyphus effect

According to Greek legend, Sisyphus was the king of Ephyra, who was pun-

ished by the great God Zeus for his deceitfulness. His punishment was to

endure the rolling of a boulder up a mountain side, only for it to roll back to

the bottom again. The Sisyphus cooling technique gained its namesake from

this punishment due to motion of the atom in its standing wave configuration.

The Sisyphus cooling mechanism is created when two linearly polarised

beams with axis of polarisation perpendicular to each other generate a stand-

ing wave as depicted in Fig. 3.5 (d). This standing wave interference differs

between having σ+, π and σ− as the dominant transitions over a period of

λ/2, due to the polarisation changing with position along z.

The simplest analysis of this standing wave is for the case of an electronic

configuration composed of a F = 1/2 ground state coupled to a F ′ = 3/2 ex-

cited state, as illustrated in Fig. 3.6 (a) and (b) for the transitional strengths

and standing wave orientation respectively. Early studies found that varying

shifts come from the varying polarisations, and can be calculated with help of

the Clebsch-Gordan coefficients [46]. The shifts are easily mapped out in the

case of an atom in the mF = −1/2 state (dashed line), spatially located at a

λ/8 period in the standing wave, where the initial zero position was chosen

for equal shifts on the ground states. The position of λ/8 in the standing

wave polarisation is orientated as σ−, whose Clebsch-Gordan coefficients are
√

3 times as strong for driving transitions from the mF = −1/2 ground state

than from the mF = +1/2.

If the atom moves into a region of space where the standing wave polari-
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Figure 3.6: a): Energy levels of the assumed F = 1/2 to F = 3/2 transition.
Bold lines represent energy levels, with narrow lines illustrating allowed tran-
sitions and respective Clebsch-Gordan coefficients. b): Graphical represen-
tation of an atom moving through the Sisyphus standing wave with varying
polarisations, periodically Stark shifting the ground state with respect to the
solid zero perturbation state.

sation is σ+ orientated, such as 3λ/8, then the atom has moved from a place

where the mF = −1/2 state is the lowest energy state, to it being the highest

energy state. This increase in the internal energy decreases the kinetic en-

ergy of the atom. This process is only made irreversible by the introduction

of optical pumping. When the atom is at the top of the potential the σ+ po-

larisation optically pumps the atom to the excited state. Once in the excited

state, spontaneous emission will allow the atom to drop to the lowest energy

ground state, the mF = 1/2 level (dotted line) for this position. The emis-

sion process changes the atomic state such that the potential energy gained

from climbing is lost without increasing the kinetic energy. Following the

atom’s trajectory through the standing wave demonstrates the time spent

climbing the light potentials gradient, resulting in a net damping force. This

additional damping coefficient has been shown to lead to [57, 72, 82],

kBT ≈
~Γ2

4|∆|
I

Is
∝ I

|∆| . (3.21)

The Sisyphus temperature description simplifies the full experimental sce-

nario for achieving sub-Doppler temperatures to a linear relationship of in-
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tensity and detuning. Although this approximation was made for the sim-

plified F = 1/2 to F = 3/2 state [82] it has been demonstrated for a F = 2

to F ′ = 3 in sodium [63].

Induced orientation effect

A more commonly used experimental cooling configuration is the three-

dimensional σ+σ− standing wave, however, here we focus on the one-

dimensional analysis seen in Fig. 3.5 (c). The corkscrew standing wave cre-

ated is linearly polarised everywhere, with the axis of polarisation completing

a full rotation every wavelength [72]. During this rotation, the shifts on the

ground sub-levels remain constant such that Sisyphus cooling will not occur.

In the simplified assumption of a J = 1 to J = 2 transition, a station-

ary atom between two counter-propagating lasers will equally populate the

ground sub-levels. However, in the situation of an atom moving on the axis

of propagation, an asymmetry in the ground states leads to to more absorp-

tion from the counter-propagating laser [72]. This asymmetric absorption

produces a previously unaccounted for damping force for this cooling mecha-

nism. The theoretical model put together by Dalibard and Cohen-Tannoudji

studies this damping coefficient [72, 82] and gives the resolution of the tem-

perature:

kBT =
~Γ2

2|∆|
I

Is

[
29

300
+

254

75

1

1 + (2∆/Γ)2

]
(3.22)

3.3.1 Further cooling

In the general case of sub-Doppler cooling mechanisms, the atomic temper-

ature is limited by the kinetic energy given to an atom at rest during the

absorption of a single photon. This energy provides the momentum required
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for a photon recoil, with corresponding temperature [57]:

kBTrecoil =
~2k2

m
=

h2

mλ2
(3.23)

For sodium this equation realises a new ideal temperature limit of 2.4 µK,

compared to the Doppler limit 240 µK. Much like the previous limits applied

to laser cooling, the recoil limit did not remain for long due to methods

such as velocity-selective coherent population trapping, Raman cooling and

evaporative cooling [84–86].
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Publication: Design and

fabrication of diffractive atom

chips for laser cooling and

trapping

Applied Physics B. 122, 1-6 (2016)

J. P. Cotter, J. P. McGilligan, P. F. Griffin, I. M. Rabey, K. Docherty, E.

Riis, A. S. Arnold and E. A. Hinds.1

It has recently been shown that optical reflection gratings fabricated directly

into an atom chip provide a simple and effective way to trap and cool sub-

stantial clouds of atoms. In this chapter we describe how the gratings are

designed and micro-fabricated and we characterise their optical properties,

which determine their effectiveness as a cold-atom source. We use simple

ray optics to understand how the morphology of the gratings determines the

power in the diffracted beams.
1The work presented in this chapter is extracted from and expands upon the published

results. The published version is provided in Appendix C
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4.1 Path to a micro-fabricated MOT

Cold-atom technologies have dominated precision measurements in recent

years [87–89]. The preference for cold atoms partly arises from the in-

creased interrogation time that is provided in an isolated environment, al-

lowing higher precision to be taken from a measurement [90]. Although

many metrological experiments benefit from cold-atom measurements [91],

the standard apparatus required is typically too large for portable devices.

Despite the fact that current miniaturised metrological devices have proven

highly successful [92], their precision is limited by their use of thermal atoms.

The most common cold-atom source is the standard magneto-optical trap

(MOT) [70, 76] which typically utilises 6 independent beams, each with its

own alignment and polarisation optics. However, the minimum number of

beams required for cooling is N + 1, where N is the number of dimensions

the cooling is in. Thus for 3-dimensional cooling, one would only need the 4

electric fields orientated to fulfil the balanced molasses condition,

N∑

i=1

Ii~ki = 0, (4.1)

Where I is the laser intensity and ~k is the wave-vector.

One trap that takes advantage of Eqn. (4.1) for a simplified cooling scheme

is the pyramid MOT [93]. The pyramid MOT utilises a single incident laser

beam onto a highly reflective coating covered pyramid in the orientation of

Fig. 4.1. The incident beam area is aligned to strike each of the four pyra-

mid walls, to produce reflected orders where the ~k sum to zero to satisfy the

molasses condition with five electric fields.

A crucial draw back to the pyramid set-up is the formation of the overlap
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Figure 4.1: Composition of the pyramid MOT with one incident beam and
four reflected orders.

volume within the pyramidal structure, such that poor optical access con-

tributes to an experimental difficulty in measurement and characterisation.

Additionally, complications in the micro-fabrication of the pyramid design

limit the reproducibility and feasibility of it being deployed for mass pro-

duction. These issues were overcome by the introduction of the simplified

tetrahedral mirror MOT, seen in Fig. 4.2 (a).

The simple construction of the mirror MOT is composed of three dielec-

tric mirrors placed on an precision tetrahedral mount to reflect the incident

beam for a balanced radiation force [94]. The MOT formation point in this

set-up is above the mirrors’ highest point, facilitating an increased optical

access from the pyramid MOT. The total area can be reduced further by

following in the steps of Fresnel and replacing the mirrors with the planar

surface of a diffraction grating. The first grating MOT, seen in Fig. 4.2 (b),

now uses the diffracted orders of the three linear gratings to simplify and

reduce the scale of the apparatus [95].

The micro-fabrication of such diffractive optics has led to a mass producible,

robust, compact cold-atom platform. A long exposure image of the final
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(a)

(b) (c)

Figure 4.2: a) Mirror MOT set-up uses one incident beam onto three angled
mirrors. b) Three mounted gratings to diffract light in the same pattern
as the pyramid scheme. c) Long exposure image of laser incident upon an
etched wafer in the pattern of chip C. Copyright of NPL.

e-beam lithography etched wafer can be seen in Fig. 4.2 (c) before it was

cleaved to individual grating chips. Once cleaved, the 2×2 cm grating chips

are aligned with a single, circularly polarised, incident beam to produce a

region of balanced radiation force. The optical set-up discussed is depicted

in Fig. 4.3, for the two geometries realised within this thesis.

Fig. 4.3 (a) illustrates the triangular (TRI) geometry, with three one-

dimensional grating chips rotated around the grating centre by 2π/3. Each

linear grating diffracts two first diffracted orders, nx = ±1, at an angle, θ,

with only the positive order from each grating contributing to the optical

cooling volume. Fig. 4.3 (b) depicts the checkerboard/circle geometry, util-

ising a single two-dimensional grating chip, patterned with either squares

or the circles, as seen inset for a period, d. This geometry produces four
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(a) (b)

Figure 4.3: Micro-fabricated grating magneto-optical trap, coupled to a single
incident optical fibre (orange), with the output collimated by and circularly
polarised by a combination of lens (blue) and quarter wave-plate (green) re-
spectively. The grating chip is placed beneath the vacuum cell to generate a
balanced radiation force between the incident and diffracted light (small red
arrows). (a): Triangular (TRI) grating chip geometry with three linear one-
dimensional gratings producing three diffracted orders used for cooling. (b):
Checkerboard/circle grating chip geometry with a single two-dimensional ar-
ray with a period d.

first diffracted orders, nx = ±1, ny = ±1, each contributing to the cool-

ing volume. In either graphical representation the grating is placed beneath

the vacuum system to demonstrate the ease of switching between geometries

experimentally without the need to brake vacuum.

4.2 Diffraction theory

Previous efforts made towards producing a reliable theory of diffraction re-

quire a typically complex calculation [96, 97]. However, here we look to

introduce a simplified diffraction theory for determination of the first and

zeroth order diffraction efficiencies.

The diffraction grating is composed of a combination of reflecting elements

arranged in a periodic array, separated by a distance comparable to the wave-
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length of study, as seen in Fig 4.4. The reflective elements peaks and troughs

are etched into the substrate to produce a grating that is directly analogous

to transmissive slits [98].

When studying a diffraction grating of period d with incident light of wave-

length λ at an angle α to the grating normal, then a diffracted order

will be produced at angle θ determined by the grating equation, mλ =

d(sinα + sin θ), where m is an integer representing the diffracted order con-

cerned. For incident light perfectly perpendicular to the grating (α = 0), the

grating equation simplifies to the Bragg condition,

mλ = d sin θ, (4.2)

where θ is now the angle of diffraction.

Fig. 4.4 shows how the total electric field can be represented as the sum

of diffracted orders from the trough and peak of the grating, which are

weighted by their relative sizes pd and (1−p)d, respectively and phase shifted

by the path difference between AB = d/2 sin θ (= mλ/2 from Eq. 4.2) and

CDE = h(1 + cos θ), i.e.:

Etot ∝ p+ (1− p) exp [iπ(m− 2h(1 + cos θ)/λ)] , (4.3)

Figure 4.4: Surface of a binary diffraction grating of etch depth h, diffraction
angle θ, period d and duty cycle p and (1-p) for trough and peak respectively.
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where h is the etch depth, and λ the wavelength of incident light. This gives

a simple "phasor" model of the diffraction efficiency.

Since it is desirable to have maximum diffraction efficiency into the first

order, we therefore want to minimise the light going into the zeroth order.

For this to occur we would expect that an etch depth of λ/4 on a double pass

would produce a λ/2 destructive interference of the zeroth order. Fig. 4.5

shows the total electric field for m=0 and +1 as a function of the normalised

etch depth, h/λ, and the duty cycle, p. From this plot, we see that a mini-

mum in the zeroth order and maximum in the first order is centred around

an etch depth of λ/4 and 50:50 duty cycle.

Using this electric field, in the case of 50/50 duty cycle, p = 1− p = 0.5, and

a 1D grating then the intensity efficiency, η1, in the first diffracted orders can

be calculated via

η1 = R
|1 + exp [iπ(1− 2h(1 + cos θ)/λ)]|2

8
, (4.4)

where R is the reflectivity of the coating metal used, and the equation is

valid for the symmetric diffraction orders m = ±1.

Eqn. (4.4) now provides a simple relation between the intensity of the light

diffracted in the first order relative to the angle of diffraction. A simple

model could thus assume that, for perfect diffraction and no second order,

the zeroth order can be described by,

η0 = R(1− 2η1), (4.5)
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Figure 4.5: Power present for individual diffracted orders, normalised with
the incident light and plotted as a function of the duty cycle, p, and nor-
malised etch depth, h/λ, where we assume R = 100 %. a): The case of m=0.
b): The case of m=+1.

If the etch depth, h, is designed such that h = λB/4, where λB is the design

wavelength and cos θ ≈ 1, then Eqn. (4.4) simplifies further to,

η1 = R

(
1 + exp(iπλB

λ
)
)2

8
. (4.6)

Note that to apply first order diffraction efficiencies, η1, to two-dimensional

(2D) gratings, we simply multiply by 1/2, to account for twice as many

diffracted beams.

To determine how these diffracted efficiencies relate to creating a balanced

radiation pressure we must account for the vertical intensity balance between

the incident, Ii, and all diffracted orders, Id, described as Id
Ii

= η1
wi

wd
= η1

cos θ
,

where wi (Fig. 4.4) is the incident beam waist and wd is the diffracted beam

waist. The radial balance is not considered as this is automatic if the beam

centre is positioned on the grating centre, such that the identical diffracted

orders contribute equally. The net intensity on the grating Ii(1−η0) is ideally
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balanced with the component of the diffracted intensity which is anti-parallel

with the incident light, i.e. NId cos θ where N accounts for the number of

diffracted first orders, which simplifies to NIiη1. Thus, the balance between

incident and diffracted light, perpendicular to the grating and taking the

zeroth order into account, is described mathematically through the dimen-

sionless quantity,

ηB = Nη1/(1− η0), (4.7)

where ηB is the net intensity balance, which is ideally one.

4.3 Fabrication techniques

The theoretical analysis, discussed in the previous section, revealed a variety

of grating parameters that could provide a balanced radiation pressure to

facilitate laser cooling. The first generation of grating chips designed from

this theory varied in geometry, periodicity and fabrication method. Fig. 4.6

provides scanning electron microscope, SEM, images of the first four gratings

to present a scale and optical geometry.

Chip A consists of three 8 mm linear gratings etched into a 32 mm silicon

wafer using photolithography. This micro-fabrication technique uses intense

light to transfer a reticle onto the surface of the chosen substrate, in our case

a silicon wafer. Chemical treatment, such as a wet/dry etch, can then be

used to engrave the pattern into the surface of the substrate [42].

The etching process begins by developing a reticle onto chromium-coated

quartz with an electron beam. The silicon wafer, coated with photo-resist,

is exposed to 365 nm light through the reticle. After the resist has devel-

oped, the exposed silicon is removed by means of reactive-ion etching using

an inductively coupled SF6/C4F8 plasma. The grating is then cleaned of any
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Figure 4.6: a: Chip A consists of three linear 8 mm × 8 mm gratings of pitch
d=1,200 nm. b: Chip B is again a linear grating, following the pattern of
Chip A to the intersection in the centre. This covers an area of 20 mm ×
20 mm and has a pitch of d=1.400 nm. c: Chip C is an array of squares filling
an area of 2 cm × 2 cm, with a pitch of d=1,080 nm. d: Chip D is the same
as C but with circles rather than squares. The inset images are taken via
a scanning electron microscope (SEM), and show the cleaved cross-section
through the coated grating. The apparent distortion of the inset images of
chip C and D is due to imaging at an angle.

organic compounds by use of a piranha solution. As is illustrated in Fig. 4.6

(a) inset, this etching method can produce highly isotropic etch depths with

a few nm accuracy, emphasised by the optical study discussed in Sect. [4.4].

Finally, the grating is sputter coated with a 5 nm layer of chromium to act as

an adhesion layer between the substrate and sputter-coated top layer, typi-

cally 100 nm of aluminium.

Chips, B, C and D were fabricated using electron beam lithography as op-

posed to photolithography. This fabrication technique uses a focused beam of

electrons that are exposed to a photoresist layer onto a substrate [99]. The



Chapter 4. Publication: Design and fabrication of diffractive atom chips
for laser cooling and trapping 67

electron beam changes the solubility of the photoresist, permitting chemi-

cal etching to remove unwanted regions, leaving behind the desired pattern

[100, 101]. In our case, after application of the photoresist and electron beam

surface patterning, the cleaning method is the same as for the photolitho-

graphically etched grating. Chip B uses linear gratings in the same shape as

chip A, but extends the 8 mm × 8 mm gratings until the three gratings meet,

increasing the grating surface area to 20 mm × 20 mm. Chips C and D were

also created by the same methods as B, however, these are two dimensional

gratings, i.e. for an incident beam the grating will produce four first order

diffracted beams, rotated around the grating plane by π/2 relative to the

last. Chips, B, C, and D were manufactured by Kelvin Nanotechnology.

4.4 First-generation optical characterisation

Following the fabrication process, the diffraction efficiency was measured to

determine the gratings optical properties and verify the fabrication character-

istics. This study looked at the diffraction efficiency, polarisation purity and

grating period compared to the theoretical expectations and scanning elec-

tron microscope measurements made prior to optical tests, seen in Fig. 4.7

(a) and (b).

10 μm

(a)

10 μm

(b)
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-η 1
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Figure 4.7: (a) (b): Scanning electron microscope images of 1D and 2D
gratings respectively. (c): Set-up used for grating efficiency and polarisation
purity analysis. Abbreviations are λ/2 and λ/4 for the half and quarter
wave-plates respectively, PBS for polarising beam splitter, ηi represents the
relative power in the ith order of diffraction and θ is the angle of diffraction.
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Firstly, Eqn. (4.4) was used to calculate the theoretical diffraction efficiency

of the first and zeroth orders for the intended grating period following the

micro-fabrication process. Table 4.1 provides the theoretical diffraction effi-

ciencies for grating chips A, B, C and D, as a comparison for the experimen-

tally measured results. The theoretical calculation included an 18 % loss to

the total diffraction efficiency that is discussed later in Sect. [5.2].

The optical measurements employed circularly polarised light at 780 nm,

illustrated in Fig 4.7 (c), to replicate MOT conditions. The light propa-

gated approximately 1 m along the optics bench before being retro-reflected

from a flat area of the chip to ensure a perpendicular incident beam. Retro-

reflection through the PBS was used for critical alignment of the incident

λ/4 wave-plate, to ensure a good circular handedness. The grating chip was

mounted on a three axes translation stage, with a power meter used to mea-

sure the first diffracted orders efficiency, η1, at an angle θ, whilst being able

to measure the zeroth order and its polarisation after rejection from the PBS.

The reflectivity of each chip was tested first by measuring the power in the

reflected light from a flat, un-etched area. This provided R=82.2 % for chip

A and R=97.2 % for the chip B. The optical parameters measured during

characterisation are provided in Table 4.2, which include the diffracted order

powers normalised against the incident beam, periodicity, d, inferred from

Table 4.1: 1st Generation Grating Chips Theory

Grating η±1 η0 d
(%) (%) (nm)

A 37.6 2.9 1200
B 38.3 1.3 1400
C 18.9 2.3 1080
D 18.9 2.3 1080
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Table 4.2: 1st Generation Grating Chips Experiment

Grating η±1 η0 d σ
(%) (%) (nm) (%)

A 34.5 ± 3.5 12.1 ± 1.1 1185 ± 3 92.2 ± 5.3
B 38.1 ± 0.1 0.5 ± 0.1 1479 ± 5 98.2 ± 0.8
C 20.0 ± 0.3 2.0 ± 0.3 1057 ± 1 98.0 ± 0.4
D 20.1 ± 0.2 3.2 ± 0.1 1053 ± 1 98.4 ± 0.3

the measured angle using the Bragg condition, and the polarisation purity of

the diffracted light, σ. Chip A was seen to produce 34.5±3.5 % in the first

diffracted order, compared to the 39.1 % prediction from Eqn. (4.4) when in-

serting the measured grating dimensions and reflectivity. Of this 34.5±3.5 %,

only 92.2±5.3 % polarisation purity was measured. The measured power in

the zeroth order was found to have a significantly larger 12.1 ± 1 %, com-

pared to the predicted 2.8 %. This variation between experiment and theory

is due predominantly to variations in the periodicity across the three indi-

vidual grating sections of this chip, measuring a d=1185±3 nm compared to

the expected d = 1200 nm.

Conducting the same experiment on the three sections of chip B pro-

duced theoretical and experimental values of η±1=(38.3 %, 38.1±0.1 %) and

η0=(1.3 %, 0.5±0.1 %) respectively. As well as the diffraction efficiency

matching the theoretical prediction, the polarisation purity in this order was

measured at 98.2 ± 0.8 %. Chips C and D revealed a comparable over-

lap between theory and experiment, where C demonstrated η±1=(18.9 %,

20.0±0.3 %) and η0=(2.3 %, 2.0±0.3 %), and η±1=(18.9 %, 20.1±0.2 %)

and η0=(2.3 %, 3.2±0.1 %) for D. Following this study, we concluded that

the variation in polarisation in chip A, as well as error associated with η±1

compared to chip B, were significantly compromised for gratings fabricated

with photolithography instead of e-beam lithography.
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J. P. McGilligan, P. F. Griffin, E. Riis, and A. S. Arnold.1

We have studied the optical properties of gratings micro-fabricated into semi-

conductor wafers, which can be used for simplifying cold-atom experiments.

The study entailed characterisation of diffraction efficiency as a function of

grating coating, periodicity, duty cycle and geometry over a number of grat-

ings. The critical parameters of experimental use, such as diffraction angle

and wavelength, are also discussed, with an outlook to achieving optimal

ultra-cold experimental conditions.
1The work presented in this chapter is extracted from and expands upon the published

results. The published version is provided in Appendix D
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5.1 Second-generation optical characterisation

To produce the ideal grating, a thorough investigation of the fabrication pa-

rameters affect on the diffraction efficiency would be required. This study

was aimed towards an understanding of how metal coatings, periodicity, duty

cycles and geometry affect the diffraction efficiency, a crucial parameter for

generating a balanced radiation pressure. To determine the optimum settings

for future diffraction gratings, we commissioned the construction of over one

hundred 2 mm× 2 mm gratings, produced with a variety of periodicities,

duty cycles, geometrical layouts, coating metals, and coating thicknesses.

In order to measure the properties of the large quantity of diffraction grat-

ings, we constructed a dedicated testing station, as seen in Fig. 4.7, using

an incident-collimated, circularly polarised beam of known wavelength and

power.

Once the grating was mounted in the set-up, the zeroth order was carefully

aligned to ensure the incident light was perpendicular to the grating. The

inherent need for this alignment will be discussed later. The position of the

diffracted order was noted, and θ measured. This allowed the periodicity to

be inferred through the Bragg condition, Eqn. (4.2). The diffracted order is

measured for diffracted power, then passes through a λ/4 plate and polaris-

ing beam splitter, PBS, to measure any degradation of polarisation that may

have occurred during diffraction. The typical results of this investigation can

be seen in Figs. 5.1 and 5.2, with their larger associated dataset presented in

Figs. 5.3, 5.4, 5.5 and Figs. 5.6 for the diffraction efficiencies and polarisation

purity respectively.

Fig. 5.1 depicts how the relative diffracted powers and beam intensity bal-

ance varies with diffraction angle, θ for 1D and 2D gratings. The circles

and squares represent gratings with spatial dimension etched:unetched duty
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Figure 5.1: ηB vs. θ. (a): 1D gratings with 80 nm Au coating. (b): 2D
gratings with 80 nm Au coating. Blue and red represent the 1st and 0th

diffracted orders respectively, with black illustrating the radiation balance,
and duty cycles of 60% and 50% represented for all data sets by circles and
squares respectively.

cycles over one grating period of 40%:60% and 50%:50% respectively. Both

data sets provided have a coating of 80 nm Au; however, further investigation

was carried out into thicker coatings of Au as well as Al, with both 1D and

2D geometries. The results provided in Fig. 5.1 are typical of all data sets

recorded. Associated Figs. 5.3, 5.4 provide detailed diffraction efficiency and

polarisation purity information, respectively for 1D and 2D gratings with

two different thicknesses of gold and aluminium coatings. Moreover, Fig. 5.5

shows that, for the 1D gratings, gold with a thin 20 nm alumina coating has

similar reflectivity to plain gold. The purpose of the alumina coating was to

introduce a layer between the Au surface of the grating and the Rb metal

vapour inside the vacuum system, which corrodes the Au.

The first point of interest in Fig. 5.1 is the decrease of the 1st diffracted

order relative to diffraction angle. As the first order decreases, the light in

the zeroth order increases at the same rate, maintaining a close to constant

total power. This decay appears weaker in the gratings with 40%:60% duty

cycle, making this the preferable choice to 50%:50% duty cycle. Analysis of

the larger data sets suggests that a thicker coating material causes no no-
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Figure 5.2: Diffraction angle vs. polarisation purity. (a): 1D gratings with
80 nm Au and Alumina layer. (b): 1D gratings with 80 nm Au, with duty
cycles of 60% and 50% (circles and squares).

table change in the 1D or 2D gratings. A gold coating produces a stronger

diffracted order than that of the aluminium of similar coating depth due to

the higher reflectivity of gold. The results from all data sets suggest the duty

cycle that are 60%:40% duty cycle produces a lower zeroth order for large θ,

whilst maintaining a comparable first order diffraction efficiency. The rea-

soning for the lower zeroth order is not completely understood, but may be

related to the effective duty cycle aiding the coating of the wafer [102].
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Figure 5.3: Diffracted orders for 1D gratings as a function of θ. The squares
and circles represent gratings with 50% and 60% duty cycle respectively.
Red: Zeroth order. Blue: First order. Black: Intensity balance
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Figure 5.4: Diffracted orders for 2D gratings with discrete periodicities. The
squares and circles represent gratings with 50% and 60% duty cycle respec-
tively. Red: Zeroth order. Blue: First order. Black: Intensity balance
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Figure 5.5: Diffracted orders for 1D gratings as a function of θ. The squares
and circles represent gratings with 50% and 60% duty cycle respectively.
Red: Zeroth order. Blue: First order. Black: Intensity balance

Fig. 5.1 also illustrates the balance of light force from Eqn. (4.7) for the in-

tended experimental geometry as a function of diffraction angle. The dashed

line at 100% represents axial balance between the incident downward beam

and diffracted upward orders. This balancing force is notably higher in the

1D gratings compared to the 2D gratings, as the 1D gratings only diffract

into 2 beams rather than 4. However, with appropriate neutral density filter-

ing of the incident beam, the beam imbalance can be corrected to produce

well balanced radiation forces [103] required for laser cooling [70, 82]. Using

a 4 beam configuration with a linear grating provides close to ideal balance
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Figure 5.6: Diffracted orders for 1D and 2D gratings with discrete periodic-
ities. The light and dark colours represent gratings with 50% and 60% duty
cycle respectively. Red: Zeroth order. Blue: First order. Black: Zeroth plus
2 x first order.

already without need for further adaptations to the apparatus. Testing was

also carried out on Au coated gratings with a top layer of alumina. Although

there was no difference in diffraction efficiency between the gratings with and

without the alumina, for unknown reasons the additional layer was observed

to degrade the polarisation purity of the diffracted order, Fig. 5.2.

The polarisation purity, η, refers to the ratio of correctly handed circular
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light (for MOT operation) to total light after the polarisation analyser PBS

in the first diffracted order. When measured against periodicity, this was

typically above 95% for a 60%:40% duty cycle (circles). The lower duty cy-

cle of 50%:50% (squares) consistently produced a weaker purity, which was

noted to worsen in the case of an alumina coating. This side effect of us-

ing alumina coating could be mildly detrimental to experiments requiring

in-vacuo gratings as the trapping force is proportional to 2η − 1 [95]. An

interesting point to note is that a circular polarisation purity of 90 % can be

achieved with an elliptically polarised beam with an intensity ratio of 4:1 in

the two perpendicular polarisation components, as discussed in Ref. [95].

5.2 Lost light

As has been made evident from the study of diffraction efficiency, the total

diffracted power remains lower than the incident power by approximately

≈18 %. The theoretical reasoning for this can be conceived as the shadowing

of the beam occurring against trough walls could produce diffraction losses in

due to absorption [102] . Here, we discuss an experimental measurements of

the losses. An initial investigation into the lost light was carried out through

the study of periodic etching errors diffracting light into unintentional loca-

tions [104]. This was carried out by taking long exposure images around a

90◦ plane of diffraction and normalising the range of exposure time to deter-

mine the relative power in the minuscule peaks found.

To experimentally examine this, a beam collimated with a 1/e2 diameter of

1.3 mm was incident upon the grating. The first diffracted order was blocked

with a small circular card to prohibit the main diffracted order from saturat-

ing a beam profiler. The measurement data was composed of 38 images taken

through a 90◦ radius of 28.5 cm in the plane of diffraction using the set-up

described in Fig. 4.7, with the exposure times ranged between 300 ms and
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(a) (b)

Figure 5.7: (a):Beam profile taken at a fixed height through a rotational axis
of a linear grating. The contour map illustrates the power detected from
the scatter as a function of detection angle. The largest feature is the first
diffracted order, which is divided by 102 for comparison. (b): Long exposure
image taken in vicinity of the first diffracted order with this strong order
blocked with a card, revealing ‘islands’ of light above and below the central
order.

100 µs. The resulting images were converted into a 3 dimensional contour

plot, seen in Fig. 5.7 (a), where the largest peak is the first diffraction order,

which has been reduced by a factor of 100 to avoid under-emphasising the

lower levels detected. Light being scattered into the other regions detected

is likely caused by imperfections to the grating period during the etching

process.

With the largest region of scatter being within a few degrees of the main

diffracted order, a long exposure image was taken of this region with the first

order blocked by card. This method allows detection of small light levels on

either side of the blocked central beam, as verified in Fig. 5.7 (b). This im-

age reveals small islands of equal separation distance to the central diffracted

beam, on the horizontal and vertical axis. This is most likely diffraction oc-

curring due to the periodicity of the micro-fabrication process, where small

sections are etched at a time, leaving a weak stitching period on top of the

grating period. Integration of the collected light reveals that ≈1% of the

incident light was lost due to micro-fabrications limitations.
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5.2.1 Absorption detection

A further investigation into the whereabouts of unaccounted light was car-

ried out through a studying the absorption profile of a grating chip. For

this, a small thermistor was attached in such a way that it was well insu-

lated to the back of a 4 mm × 4 mm Au coated diffraction grating with

thermal paste. The grating was mounted inside a insulted box to reduce

thermal fluctuations from the environment. The incident laser power was set

at 318 mW whilst recording the temperature variations, resulting in Fig. 5.8.

A 1.5 kΩ resistor was attached to the back of the grating with thermal

paste, isolated from directly contacting the grating, to apply known amounts

of power into the grating to determine the absorption rate. This heating rate

could then be matched to that of the laser heating as a voltage calibration to

convert to power. The best fitting calibration data from the Ohmic heating

was taken at a voltage of 7.70 V, which corresponds to 39.5 mW. Two further

data runs were taken at laser powers of 205.4 mW and 130.6 mW with their

calibrations voltages being 6.33 V and 5.12 V, corresponding to 26.7 mW and

17.5 mW respectively. This gives an average absorption ratio of 12.9±0.5 %.
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Figure 5.8: Temperature change of 1-D Au coated grating heated with
318 mW of laser light (red) and calibrated with an Ohmic heating of 39.5 mW
(dashed blue).
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In order to account for thermal gradients in the area of the grating, the

measurement procedure was also carried out for a plane Au coated wafer.

Since plain Au has a known 3 % absorption at 780 nm [105] we could use

any measured reflectivity deviations from theory to account for thermal gra-

dients, that could be used to normalise the absorption results. Including this

correction factor of the Au reflectivity results in 12±2 % of the incident light

being absorbed by the diffraction grating for a range of powers.

5.3 Grating critical parameters

When implementing the diffraction grating into an experimental set-up, it is

mounted perpendicular to the incident beam, however, the cruciality of the

angle of the incident light was unknown. We investigated the sensitivity of

this using the same set-up as in Fig. 4.7 (c), with variable tilt applied to the

grating mount. Whilst in this configuration, a known amount of light was

incident upon the grating, held at a variable tilt angle whilst the diffracted

orders where measured. This procedure was carried out for both 1-D and

2-D gratings, the results of which are seen in Fig. 5.9 (a) - (b).

The blue and red data sets represent the opposite first diffracted orders, with

black representing the zeroth, with best fitting lines and parabola applied.

Fig. 5.9 (a)- (b) demonstrates that a small deviation from 90◦ will symmetri-

cally imbalance the first diffracted orders, and increase the unwanted zeroth

order. This asymmetry vs angle is markedly more for 2-D gratings (b) in

comparison to 1-D gratings (a).

It would also be of importance to know how the diffraction gratings’ diffracted

efficiency varies with the wavelength of incident light, as a wide bandwidth

of wavelengths could unlock other alkaline earth metals as possible species to
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Figure 5.9: Left: The power in the relative diffracted orders vs. the grat-
ing angle tilt, with simple linear/parabolic fits for (a): Al 1-D grating,
d=1478 nm. (b): Au 2-D grating, d=1056 nm. Right: (c): The wave-
length of incident light upon the same grating as in (a) is varied and the
powers of the first and zeroth diffracted orders are recorded and fit against
theory of Equ. (4.6). Black data points represent the intensity balance from
Equ. (4.7). The same set-up as in Fig. 4.7 was used with the exception of
a Fresnel rhomb aligned to act as a λ/4 wave-plate due to its achromatic
retardance.

be used in the grating MOT configuration. Additionally, knowing the diffrac-

tion efficiency dependence upon λ would also provide understanding of etch

depth through Eqn. (4.4), where h = λ/4. For this investigation the same

set-up was used as in Fig. 4.7, with five different lasers, covering a range of

wavelengths seen in Fig. 5.9 (c). The red and blue data points depict the

measurements of first and zeroth diffracted orders, with the fits derived from

Equ. (4.6). The black data points again depict the intensity balance from

Equ. (4.7). As is illustrated, the grating would deliver reasonably balanced

cooling within ±200 nm of the design wavelength of 780 nm and would be

useful for cooling a variety of alkali metals.
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Chapter 6

Experiment: Laser spectroscopy

and vacuum systems

The foundations of a cold-atom experiment are focussed around the lasers,

electronics and vacuum system. This chapter discusses the construction of

the external cavity diode laser, ECDL, and laser locking apparatus. Further-

more, the preparation and baking of the vacuum system is discussed for a

compact apparatus.

6.1 Rubidium

Rubidium, Rb, was first discovered by Bunsen and Kirchof in 1861, choosing

the name from the Latin for "deepest red", representing the colouring of the

metal [93]. The alkali-metal appears in group 1 of the periodic table, occur-

ring naturally in two isotopes, 85Rb and 87Rb, with an abundance ratio of

approximately 3:1 respectively. Rubidium has recently been a preferred alkali

atom for cold-atom experiments, being the first element to be condensed to

a Bose-Einstein condensate by Carl Wieman and Eric Cornell in 1995 [106],

earning them the physics Nobel prize along with Wolfgang Ketterle for the

same achievement with sodium [107].
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Figure 6.1: Electronic configuration in Rb. Solid blue and red lines indicate
the cooling and re-pump transitions respectively. Solid and dashed lines
depict the cooling and re-pump transitions respectively. Dotted lines denote
the D1 and D2 manifolds. a): 87Rb atomic structure. b): 85Rb atomic
structure

The ground state of Rb is 52S1/2. This is provided from the total angu-

lar momentum, J, obtained by coupling the orbital angular momentum, L,

of the outer electron to the spin angular momentum, S, through J = L + S

[59]. In the case of Rb, the inner four electron shells are filled, such that

the single outer n = 5 valence electron determines the angular momentum

configuration. Since the ground state S shell has L = 0 and S = 1/2, the

total angular momentum is J = 1/2.

The hyperfine structure of the alkali atoms arises from the total atomic

angular momentum, F, whose coupling of J to the total nuclear angular

momentum I, is described as F=J+I. The 87Rb and 85Rb isotopes have

total nuclear angular momenta of I = 3/2, 5/2 respectively, producing two

F ground state manifolds of F = 1, 2 for 87Rb and F = 2, 3 for 85Rb, as

illustrated in Fig. 6.1 (a) and (b) respectively. The hyperfine splitting fre-

quency between these ground states occurs at 6.83468261090429(9) GHz and

3.0357324390(60) GHz [59].
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The dipole transitions between electronic states are governed by the con-

servation of angular momentum, such that selection rules apply. As is shown

in Ref. [108], the selection rules realise the requirement of ∆L = ±1 for the

electric dipole, with the magnetic levels limited to ∆m = 0,±1 for π, σ± po-

larised light. Laser cooling of Rb uses the transition the D2 5s2S1/2 →5p2P3/2,

with a natural linewidth of Γ = 2π×6.07 MHz, requiring a laser linewidth

ΓL < Γ to effectively laser cool with a small detuning from resonance. In

the case of 87Rb the cooling transitions is driven from the F = 2 manifold

of the ground state, to the excited F ′ = 3. However, due to resonant scat-

tering on the F = 2 → F ′ = 3 transition, atoms are leaked into the F = 2.

From this state, the atomic population will eventually fall into the F = 1

ground state, where the atoms will no longer be interacting with the cooling

light. To counter this, typically a re-pumping beam is applied to drive the

F = 1 to F ′ = 2 excited state, optically pumping the atoms back into a

cyclic transition of cooling.

6.2 External cavity diode laser

The cooling transition for 87Rb at 780 nm is readily available in laser diodes

due to mass production for driving compact disc players and subsequently

with higher powers in laser printers. Because of this, laser diodes at 780 nm

can be purchased cheaply, with many typically capable of producing above

100 mW of output emission. As well as the output power demonstrating a

high sensitivity to current and temperature fluctuations, the standard laser

diode has a typical linewidth of around 100 MHz, above that required for

laser cooling of atomic rubidium. This broadened linewidth depends on a

combination of laser gain, cavity losses and experimental noise, with the

limiting linewidth described by the Schawlow-Townes limit [109]. This can

be physically interpreted as a spectral broadening introduced by spontaneous

emission into the laser mode, which introduces phase noise in the out-coupled
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electric field. A simple solution to reduce the linewidth is to increase the cav-

ity length of the laser. Extending the cavity length both reduces the number

of spontaneously emitted photons into the laser mode, but also increases the

total number of photons in the cavity [110]. This is provided by the external

cavity diode laser, ECDL, which for a cavity length L=1 cm has been shown

to generate a linewidth as low as 300 kHz without any sophisticated locking

electronics [111, 112].

The ECDL extends the typical diode cavity by collimating the diode output

onto a frequency dependent reflector, such as a blazed diffraction grating, as

seen in Fig. 6.2. In our case, a commercial ThorLabs 1800 grooves/mm grat-

ing was aligned to reflect first order diffracted light into the diode can, pro-

viding feedback and hence lowering the zeroth order output power threshold.

The grating is mounted in the Littrow configuration [111], on an adjustable

baseplate, which facilitates fine tuning of the wavelength and free spectral

range. This baseplate is attached to a piezo-electric actuator, enabling the

laser frequency to be controlled by an externally applied voltage. At this

stage, the standard Strathclyde ECDL design has been implemented across

all our laser cooling experiments [85, 91, 113, 114], using a schematic design

similar to that proposed by Scholten et al and Arnold et al [111, 115]. Our

design introduces a mirror and two pivot points to decouple alignment of the

horizontal and vertical axes.

The laser frequency is strongly affected by temperature fluctuations, which

cause changes in the cavity length and thus must be stabilised in order

to maintain reasonable frequency stability. For this, a Peltier cooler was

mounted to the housing of the ECDL, with a 10 kΩ thermistor inserted into

the ECDL body for active feedback. The Peltier was controlled by a com-

mercial FTP-4000 temperature controlling unit and set to maintain 19◦C.

The ECDL current was supplied to the diode using a low noise ThorLabs
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Figure 6.2: Composition of the Strathclyde external cavity diode laser.

LD1255R current driver. The variable resistor configuration of the LD1255R

permits fine tuning of the diode current and thus the output frequency.

6.3 Saturated absorption spectroscopy

Spectroscopic techniques have been used for decades to quantify the emis-

sion lines of atomic media [116]. This proves useful for the resolution of the

hyperfine atomic structure as a frequency reference for laser locking and sta-

bility. One such spectroscopic method is saturated absorption spectroscopy,

SAS. This method is among the most commonly employed vapour cell spec-

troscopic techniques due to its relative ease and capability to observe the

Doppler-free saturated absorption spectra for alkali atoms [117]. Although

named saturation spectroscopy, the dominant mechanism of this technique

is hyperfine pumping.

Due to the atoms possessing a random velocity, ~v, their Doppler shifted fre-

quency from resonance, ω, is written as ωD = ω+~k·~v. If now the pump/probe
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is red-detuned, then atoms propagating towards the pump will absorb only

pump light, whilst atoms propagating away from the pump will absorb only

probe. This effect arises since both beams have the same frequency but

different ~k such that,
~kpump · ~v = −~kprobe · ~v. (6.1)

Because of this shift, the two light fields interact with different atomic ve-

locity groups. In this scenario, the pump beam will induce the atoms to

undergo the transition to the excited state. If the laser is optically pumping

the F = 2 → F ′ = 1 transition, then the atom can decay to the F = 1

ground state where it is no longer interacting with the laser. If instead, the

atom decays to F = 2 then it will be reintroduced to optical pumping. Over

a few cycles the laser optically pumps the population from the F = 2 to

the F = 1 ground state. Since the frequency of the pump/probe is detuned

from resonance, the probe interacts with atoms in a different velocity group,

which undergo the same process at this relative frequency.

If however, the atoms have zero velocity along the beam, then the frequencies

of both beams will meet that of the resonance frequency, ωD = ω, then both

beams address the same atoms. In this scenario, the population of atoms

in F = 2 is depleted by the pump, such that less atoms undergo transitions

from the probe light. This leads to an increased transmission of probe light

through the atomic vapour.

The hyperfine pumping mechanism begins to fail on cyclic transitions be-

tween ground and excited states due to the poor atomic depletion of the

addressed state. To counter the poor optical pumping, if we employ an inci-

dent intensity of I ≥ Is, the optical pumping rate will saturate the transition.

Saturation of a transition refers to an approximately equal atomic population

in the ground and excited states. It is due to this process that the probe
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Figure 6.3: Servo locking loop for the saturated absorption spectrometer.
HPF: High pass filter, DM: Demodulator, A: Amplifier, +: Adder amplifier,∫
: Integrator.

beam becomes free from absorption and the hyperfine structure can be re-

solved in cyclic transitions.

The absorption signal from the probe beam is focussed onto a photodiode, as

demonstrated in Figs. 6.4, 6.5 for the trapping and re-pumping transitions

of 87Rb and 85Rb respectively.

The absorption spectra depicted contain features relating to direct ground

to excited state transitions, as well as cross-over features occurring when ωD

is half-way between two excited state transitions. In the case of 87Rb, il-

lustrated in Fig. 6.4, the cross-overs occur at (ω1+ω2

2
), (ω1+ω3

2
), (ω2+ω3

2
). The

cross-over absorption arises when the laser frequency has an equal separa-

tion between two excited transitions, atoms with a non-zero velocity permit

absorption from the pump and probe simultaneously to both excited states.

This typically relates to the cross-over spectra attaining an increased ampli-

tude compared to the direct transitions.
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Figure 6.4: Saturated absorption spectroscopy raw and error signals (top and
bottom) for the cooling and re-pumper (left and right) transitions of 87Rb.

Such spectroscopy, used in conjunction with the large free spectral range

of the ECDL, gives rise to multiple absorption spectra. However, these ab-

sorption peaks do not provide a suitable zero-crossing for frequency feedback

and laser locking. To counter this, the absorption is converted to a suitable

error signal with zero crossings by differentiation of the modulated signal.

The error signals are generated when applying a dither frequency to the cur-

rent and or piezo, resulting in the absorption features with zero crossings seen

in Figs 6.4 and 6.5 (c) and (d) for the trapping and re-pumping transitions.

The integrator can then be used to provide feedback in an electronic servo

loop to maintain the laser frequency at the zero crossing. The locking circuit

used for the D2 apparatus is adapted from the PhD thesis of Aidan Arnold

[71]. The laser can be locked to the zeros of the error signal, where the

feedback has a linear response about zero. The stability provided by locking

to the derivative has been seen to stay locked for days before jumping to a
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Figure 6.5: Saturated absorption spectroscopy raw and error signals (top and
bottom) for the cooling and re-pumper (left and right) transitions of 85Rb.

different transitional frequency.

Piezo modulation

Modulation is the process of varying the properties of a carrier wave with the

additional information in a modulation wave. To generate the error signals in

Figs 6.4 and 6.5 the frequency of the laser is deliberately modulated with the

piezo. The error signal amplitude is linearly proportional to the modulation

depth, such that we found a good operational modulation depth of <1 MHz

at 50 kHz modulation frequency.

Zeeman modulation

The piezo modulation discussed has an inherent flaw of modulating the laser

frequency output, which propagates through the experiment. In some in-

stances this is not suitable and a modulation free output from the laser is
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Figure 6.6: Comparison of Sat-Spec using Zeeman or current modulation.
Left: Zeeman modulated error signal of trapping laser. Right: Current mod-
ulated error signal of trapping laser.

required instead. One technique employed is modulation of the magnetic field

about the spectroscopic cell by modifying the current through a solenoid. The

solenoid then modulates the atomic resonances, using the Zeeman effect, at

the modulation frequency. This modulation technique ensures that only the

light interacting with the atoms in the SAS vapour will see the modulation.

Our Zeeman solenoid was constructed from copper wire formed around the

vapour cell, where the magnetic field strength is directly related to current

passing through the wire by

B = µonI, (6.2)

where n is the number of turns per unit length, I is the current and µ0 is the

magnetic permeability of the vacuum, 4π × 10−7Hm−1.

Using the solenoid we apply an oscillating axial field with a peak of ap-

proximately 1 G, which produces a frequency shift of 1 MHz at the atoms. A

signal generator, Agilent 33210A, was used to produce the field, which was

optimised empirically to a frequency of 60 kHz, illustrated in Fig. 6.6.
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6.3.1 Beat measurements

To ensure that the laser linewidth taken from the Zeeman method was still

suitable for the experiments, the beat-note of the the two lasers used in

our cooling experiments was taken. Beat measurements were taken for two

current-modulation-locked lasers and for a current-modulation-locked laser

against a Zeeman-modulation-lock.

The beat-note between the lasers is obtained by coupling equal intensities

of both laser beams into the one optical fibre, optimised for maximum out-

put into an amplifying photodiode, the signal of which can be observed on

a spectral analyser to generate measurements, an example of which is shown

in Fig. 6.7. The central frequency, seen in each set of beat-notes, of 203 MHz

is due to the 78 MHz separation of the locks, plus a 125 MHz AOM used in

the beam path of the trap laser. Fig. 6.7 reveals a total linewidth of both

current-modulated lasers as 0.9 MHz. A best fitting Lorentzian and Gaus-

sian are plotted on top of the experimental data in red and blue respectively,

with the results indicating a Lorenztian fit best. Assuming that both beams

have equal Lorentzian profile linewidths, then the total measured linewidth

is the sum of both individuals, resulting in an individual laser linewidth of

450 kHz. The linewidth of the Zeeman-lock is then determined by beating it

with one of the current-modulation-locked lasers, in the same manner. From

Fig 6.7 the resulting beat note can be seen to have a slightly larger linewidth

of 1.3 MHz, implying that the Zeeman-lock laser has a linewidth of 850 kHz.

For the experiments reported here, this is a negligible difference with the

Zeeman modulation being a viable replacement to current and piezo mod-

ulation, generating equal sized derivative signals whilst keeping a <1 MHz

linewidth for locking onto the Rb D2 line.
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Figure 6.7: Beatnotes of trap and re-pump laser at equal intensity using
different modulation methods with Lorentzian fits, red, and Guassian fits,
blue. (a) (b): Zeeman modulation of the re-pump and current modulation
of the trap, power represented in dB and mW scale respectively. (c) (d):
Current modulation only, power represented in dB and mW scale respectively.

6.4 Vacuum system

For efficient laser cooling, the atoms must be free from thermal collisions that

increase the average energy of the ensemble, as discussed in the description of

the MOT lifetime, Eqn. (3.14). To reduce such collisions, the Rb is dispensed

into an ultra-high vacuum, UHV, chamber with a pressure on the order
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of 10−9 mbar. The key steps taken prior to construction to achieve such

pressures in a hand-built vacuum system can be summarised as:

• Cleaning the components

• Building and baking

• Helium leak-check

• Degassing the dispensers

• Initialising the ion-pump

• Closing-off the pumping system and temperature drop-down

The process of cleaning the vacuum components is critical to avoid contami-

nation of the chamber during construction. All components that were going

to be used were therefore submerged in ethanol and bathed in an ultra-sonic

bath overnight. The clean parts were then rinsed in methanol and soaked

in distilled water, before finally being stored in aluminium foil until required

for construction.

Building and baking

During the progression of this thesis, two vacuum chambers were built and

baked, with the outlook towards a more compact system. The initial system

was composed of a Varian Starcell 20 L/s ion pump with a Midivac controller,

connected to the chamber body with the dispensing getters and two vacuum

glass cells for large optical access to the diffractive optics. After assembly of

the vacuum, a turbo pump, backed by a mechanical rotary pump, is intro-

duced to evacuate the unwanted compounds. The connection point for this

pump is constructed with an all-metal closing valve, to shut off the effects of

the pump once the desired pressures are achieved. All connections are sealed

using Conflat (TM) knife-edges and annealed copper gaskets.
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Figure 6.8: Pressure and temperature vs. time during the baking procedure.
Data points are connected by solid lines to allow ease of following the rise
and fall.

Before continuing, a residual gas analyser, RGA, was used to monitor the

compounds present inside the chamber whilst connected to the turbo pump.

Whilst monitoring the RGA, helium was sprayed around the joints and criti-

cal sections of the chamber for the purpose of detecting any poor connections

that allow helium permeation into the system, which would show up as a he-

lium spike on the RGA in real time.

The vacuum system’s pressure was initially brought down overnight with

the turbo pump before the baking process began. The baking procedure

is mapped out in Fig. 6.8. The chamber was first wrapped in heater tape,

covered in clean aluminium foil to homogeneously spread the heat across the

surface of the vacuum system. Whilst still connected to the turbo pump, the

temperature of the system was slowly increased to dispense any unwanted

materials in the chamber down into the pump. This initially caused a spike

in the pressure measured at the pump. Over the course of two days, this

temperature is brought up to 200 ◦C and held there for a further two days.

During this time, the dispensing getters were degassed into the pump at 3 A

for a day, after which the ion pump was turned on. The valve was then closed,

and temperature slowly brought back down, dropping the pressure down to

a final value of 10−9 mbar. The pressure is limited by the background gasses
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Figure 6.9: Illustration of compact vacuum system, with the key components
highlighted.

in this single chamber set-up.

The same baking procedure was applied to the second system; composed of

a MDC Vacuums 4-way cross (CF 40), connected to a flange with two dis-

pensing SAES getters, a Gamma Vacuums 3S-DI ion pump and a Precision

Glassblowing anti-reflection-coated cell, as illustrated in Fig. 6.9. This sys-

tem was used for the majority of the experimental discussions of this thesis

due to the reduction in stray magnetic fields and reduced scale.

Ion-pump gradient fields

Through the duration of my studies, it was noted that the original vacuum

system was limiting the experimental capabilities due to the magnetic gra-

dients produced from the 40 L/s ion-pump. The extent of the variations of

magnetic fields is mapped out in Fig. 6.10 (a) for the older system. This figure

was compiled from the total magnetic field readings taken with a commercial

Stefan-Mayer flux gate at numerous points around the vacuum system. In

this map, the atomic sample would be located at (0.2 m, 0.2 m), represented

with a black rectangle.
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Figure 6.10: Magnetic field environment mapped out by fluxgate, where the
atomic sample would be located at (0.2 m, 0.2 m), represented with a black
rectangle. (a): Magnetic field in vicinity of first vacuum system with 20 L/s
ion pump. (b): Magnetic field in the vicinity of second vacuum system with
2 L/s ion pump.

Although the MOT phase uses trapping coils with a magnetic gradient much

larger than the environment, the achievement of sub-Doppler temperatures

in optical molasses will be hindered, as is tested in Sect. 9.1. To avoid gradi-

ents limiting the future experiments cooling capabilities, the smaller system

already discussed uses a much smaller ion pump, 2L/s, which additionally has

some Mu-metal shielding. Not only was the second systems volume reduced,

but the gradient mapping of Fig. 6.10 (b) reveals a greatly reduced magnetic

environment in the region of the Rb vapour. The saturated region on this

plot was from the new ion pump being located at a lower height than the

previous system, such that the region directly around this was saturated with

the magnetic field, however this did not propagate to the region of interest.



Chapter 7

Experiment: Grating chips as a

source of cold atoms

7.1 Optical set-up and experimental controls

The essential criteria of a MOT are multiple, polarised, laser beams constrain-

ing an atom in three dimensions, with the region aligned with a magnetic

minimum. To meet the laser requirements, the optical set up in Fig. 7.1

was constructed. The simple layout illustrated consists of trap and re-pump

lasers with orthogonal polarisations, such that they could be combined on a

PBS and fibre coupled to the grating chip. However, as time advanced the

setup was developed further to meet the experimental needs. For the typical
87Rb MOT, the trap was locked to the F = 2→ F ′ = 2, 3 crossover by means

of saturated absorption spectroscopy. Two Linos 30 dB optical isolators were

placed afterwards to reduce any reflections or emission feeding back into the

ECDL to generate interfering etalon effects [118]. The trapping beam was

fibre coupled into a ThorLabs TPA780P20 tapered amplifier, capable of pro-

ducing an output up to 2 W, described further in Sec. 7.1.1.

98
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Figure 7.1: Cooling optics bench layout as well as the schematic of the digital
control. PD: Photo-diode. AOM: Acousto-optic modulator. SH: Shutter.
T.A.: Tapered amplifier. O.I: Optical isolator. fcy: Cylindrical lens

The output beam astigmatism is corrected with two cylindrical lenses, dis-

cussed in Sect. [7.1.1]. Once corrected, the amplifier output was focussed

through an Isle-Optic (LM130) acousto-optic modulator, AOM, via 250 mm

focal lenses. In our case, the experimental controls were all digitally sourced

from a LabVIEW-run National Instruments digital card (PCI-DIO-32HS),

the output of which was split into an array of 0-5 V digital channels. An arbi-

trary function generator (Agilent) was used to drive the AOM, with the power

controlled by an RF-switch (Minicircuits ZASWA-2-50DR+), and voltage-

controlled attenuator (Minicircuits ZAD-1-1+), before being amplified with

an AA Opto-Electronic (AMP.A-B-34-20.425) amplifier to provide the AOM
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with 35 dBm of RF power at the frequency required.

The re-pump ECDL is locked directly to the F = 1 → F ′ = 2 transition

by saturated absorption spectroscopy. Due to the relatively small percentage

of re-pump required for laser cooling, and typical output power of > 40 mW,

no optical amplification was required. A Linos optical isolator was also used

for the re-pump to avoid back reflections from optical elements and the fibre.

Homebuilt mechanical shutters were implemented for both cooling and re-

pump independently, with shutting times on the scale of 0.5 ms. This was

found to be critical to reduce light leakage from the AOM when creating the

superposition states discussed later. Both beams were then combined on a

PBS with orthogonal polarisations, and coupled into a polarisation main-

taining fibre (Thorlabs P3-630PM-FC). The MOT coils were designed such

that 4 A will produce a gradient field of 15 G/cm for trapping. These are

controlled by a homebuilt MOSFET circuit to produce a range of DC current

values.

7.1.1 Tapered amplifier

The optical set-up was built around the implementation of a Thorlabs

TPA780P20 butterfly packaged, tapered amplifier. This was mounted into

the Thorlabs LDC2500B current and temperature controller, providing com-

puter control of the current supply between 0 and 2.5 A, whilst maintaining

the butterfly package at room temperature via a heat-sink and assisting fan.

When coupled with an input seed of 20 mW, the TA could produce an output

power up to ' 2 W.

As has been observed with other tapered amplifiers, the output beam is

astigmatic and dominated by spontaneous emission at low current [119].
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Figure 7.2: Beam waist measurements along the propagation of the tapered-
amplifier output. (a): Before any corrections a strong astigmatism dominates
the expansion profile. (b): After collimation with cylindrical lenses. (c): The
focii along both axis were observed to overlap sufficiently after astigmatic
corrections.

Spontaneous emission was also observed exiting the input fibre, hence the

need for 60 dB isolation between the trap laser and the TA. A further 60 dB

of optical isolation was added after the TA.

The astigmatic output beam was profiled over 2 m of propagation to map the

expansion of the orthogonal components of the beam waist, as seen in Fig. 7.2

(a). This propagation was corrected with the implementation of cylindrical

lenses, to address each axis individually. The positions and focal lengths of

these cylindrical lenses were determined from Gaussian optics and placed as

seen in Fig. 7.1, producing the expansion depicted in Fig. 7.2 (b). To test if

the beam was sufficiently collimated, the focus of both axes from a spherical

lens, with f=25 cm, was profiled to ensure both axes converge at the same

point, as illustrated in Fig. 7.2 (c). The solid lines indicate the best fitting
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beam waist calculations from Gaussian beam optics, w2(x) = w2
0(1+( λx

πw2
0
)2),

where w0 is the initial beam waist and λ is the wavelength. This is a good

indication that the beam was well collimated before focussing, enabling up

to 70 % fibre coupling efficiency.

7.1.2 Imaging

Two CCD JAI-M50 cameras were used in the experiment; one for fluores-

cence imaging and the other for real-time monitoring of the MOT. Both

cameras were mounted horizontally on the optical table to ensure a good

optical access to the atomic sample. The real-time camera was connected to

a monitor, while the main experimental camera was set in interlaced mode

and externally triggered to allow for acquisition of timed data. The exposure

time could be varied between 0.1 ms - 17 ms, although a timing of 1 ms was

typically used.

To measure the number of atoms in the grating magneto-optical trap,

GMOT, we employ the method of fluorescence imaging, to capture the scat-

tered photons from the sample when applying a resonant light field for a

short period of time, < 1 ms. A fraction of the fluorescence produced is

within the solid angle of the magnification lens, which focuses the scattered

light onto the CCD camera. We make the reasonable assumption that the

MOT scatters equal amounts of light in all directions, discussed further in

Sect. [8.2], such that the number of photons measured in the solid angle can

be directly related back to the total fluorescence. Knowledge of the camera

properties, such as pixel size (6 µm ×12 µm) and magnification (M=0.80),

allow the cloud image to be related to the actual sample size.

For most experimental circumstances, the atomic distribution measured will
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fit a Gaussian distribution:

n(x, y, z) = n0 exp

(
− x2

2σ2
x

− y2

2σ2
y

− z2

2σ2
z

)
, (7.1)

where σx,y,z are the cloud widths in (x, y, z) respectively and

n0 =
N

(2π)3/2σxσyσz
. (7.2)

For calculation of the atom number from the collected light we must consider

the scattering rate per atom, R(I,∆), and multiply by the relative solid angle

of the collecting lens Ωd, and the energy per photon hc/λ such that the MOT

atom number is [71],

N =
4π

Ωd

2λ

hcΓ

1

R(I,∆)

I

η
(7.3)

where I is the current measured by the detector, and η is the detection

efficiency of the system.

7.2 Grating magneto-optical trap

The light from the optics bench was fibered over to the vacuum system and

mounted for vertical alignment onto the horizontally mounted grating, as

depicted in Fig. 4.3. The output light is freely expanding until reaching a

1/e2 beam diameter of 2 cm where it is collimated and circularly polarised.

The grating chip is mounted beneath the vacuum system, close to the glass

surface to ensure as much of the overlap volume is within the chamber as

possible. The crucial steps taken for aligning the grating are listed as:

• Retro-reflection of the incident beam to guarantee the grating is per-

pendicular with respect to incident light

• Ensure the incident light is aligned very well to the chip centre for the

linear gratings
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Figure 7.3: Photograph of the grating MOT from a Tri one-dimensional
grating chip. The dashed lines indicate the incident and diffracted beams
from a 1180 nm period grating placed outside of vacuum system.

• The quadrupole minimum should be positioned within the grating over-

lap volume

The retro-reflection was carried out by using a small bare, un-etched section

of the chip, which could act as a reflector. By using an aperture to minimise

the incident beam waist, the retro-reflected beam could be aligned to bet-

ter than mrad precision. Typically, the second requirement, alignment with

the centre of the grating, would also be met with a smaller beam if using a

one-dimensional Tri-grating geometry, such that all diffracted orders are only

visible when aligned to the grating centre point. Ensuring the quadrupole

magnetic minimum is within the beam overlap volume with careful align-

ment of the coil position, and has the correct handedness with respect to the

incident polarisation, satisfies the final criterion for laser cooling.

The initial atom number measurements examined the response due to the

power in the incident beam. During these measurements the re-pump was

locked to resonance and the trap detuned ≈ Γ with a 15 G/cm quadrupole
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Figure 7.4: The captured atom number as a function of the incident laser
power. (a): Atom number as a function of the trap laser power for a re-pump
power of 3 mW. (b): Atom number as a function of the re-pump power for a
trap power of ≈7 mW.

field parallel with the incident light. The results of this initial study are seen

in Fig. 7.4 (a) and (b) for the trap and re-pump respectively.

Fig. 7.4 (a) demonstrates that for low powers, the atom number has a linear

response to trapping power. As expected, this is not the case for the re-

pumping light, due to needing relatively few scattering events to return from

the dark F = 1 state to the cooling cycle. The initial atom number measure-

ments were used to optimise and characterise the grating MOT set-up and

experimental components, as is discussed throughout this thesis.

7.3 Atom number in small grating magneto-

optical traps

The compact nature of the grating magneto-optical trap is an ideal plat-

form for future miniature atomic metrological devices. The performance of

these instruments, such as atomic clocks and gravimeters, is limited by a
√
N

dependence in the Allan variance and quantum projection noise [120, 121].

Due to this limitation, the atom number achievable in the GMOT for smaller
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beam diameters becomes crucial for future implementation in compact de-

vices.

The standard MOT is typically composed of three sets of retro-reflected

beams, of which the overlap volume determines the number of atoms that

can be cooled within this region. The atom number, N , scaling with the

beam diameter, d, has been shown in Ref. [122] as,

N =
4πr2

8σ

(
vc
vT

)4

(7.4)

where σ is the collisional cross section, vc is the capture velocity, vT is the

velocity of the thermal background, and r = d/2 is the radius of the overlap

volume.

The capture velocity is defined as the maximum velocity an atom can posses

and still have its velocity brought to zero after travelling through a cooling

overlap volume of diameter, d. With the surface area of the overlap volume

scaling as d2, the authors noted the six-beam atom number scaling of d3.6

for d larger than 2.3 mm, compared to a d6 scale for smaller MOTs. A simi-

lar study was carried out in Ref. [123] on a micro-fabricated pyramid MOT

where the critical d occurs at a larger 6 mm.

To determine the optimum atom number achievable in small beam exper-

iments with the GMOT, the incident beam diameter was varied whilst the

atom number was measured via fluorescence imaging. For these measure-

ments a one-dimensional grating of period 1189 nm (discussed in Ref. [124])

was implemented. An aperture was used in the incident beam to adjust the

incident beam diameter, with the diameter of the aperture measured with

digital callipers. Unlike similar literature, for each beam size the optimum

atom number was found by adjustments to the coil trap zero position, the
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Figure 7.5: Atom number in the GMOT as a function of beam diameter.
Dashed/solid black lines indicates the d6/d3.6 scaling respectively.

cooling intensity and the detuning frequency to find the best achievable atom

number for a given capture volume. The atom numbers measured experimen-

tally are plotted in Fig. 7.5, where the dashed and solid black lines indicates

the d6 and d3.6 scaling respectively.

This initial study reveals a critical diameter of d ≈ 11 mm, as opposed

to the d ≈ 3 mm measured for the six-beam MOT and d ≈ 6 mm in the

pyramid MOT. A d6 gradient extending to 11 mm indicates an decreased

cooling capability for small beam measurements in the GMOT, compared to

the standard six-beam MOT, suggesting a lower capture velocity in the Tri

overlap volume, compared to a similar beam size with a six-beam apparatus.

This initial investigation could be extended to other periodicities for 1-D and

2-D grating chips to find the optimum performance in small beam set-ups.

Additionally, an investigation of the optimal profile of the incident beam, e.g.

Gaussian or top-hat, would be of clear interest.
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7.4 Atom number dependence on polarisation

The study of the impact of polarisation purity on the confinement of atoms in

the grating MOT increases in complexity from the standard six-beam MOT

due to the diffracted beams making an angle, θ, with the magnetic field axis

that breaks the symmetry of the system. The consideration of the diffracted

beams with propagation vectors ~kj must account for the angular deviation

between the electric field polarisation vector, ~ε, and the confining B field,

such that cos θ =
~kj · ~B
| ~kj |·| ~B|

. Previous work derived in Refs. [94, 114] expands

upon Eqn. 3.6 to show that the force of an individual laser upon an atom

can be expressed as

~Fj ≈ ~~kj
Γ

2

Ij
Isat

(
K + C(~kj~v − µF | ~B|s cos θ)

)
, (7.5)

where ~kj is the respective propagation vector, s is the polarisation handed-

ness (-1,1), K = (1 +
∑
j Ij

Isat
+ 4∆2

Γ2 )−1 and C = 8∆K2

Γ2 .

In the case of the 6-beam MOT, the cooling beams are aligned along the

key axes of the gradient field, where |~kj · ~B| = 1 such that trapping is op-

timised for purely circularly polarised light. However, if we implement this

with the 1-D grating discussed in Ref. [124], the diffracted orders now make

an angle with respect to the gradient magnetic field axes, corrupting the

polarisation purity. In this scenario, Eqn. 7.5 can be applied with the rele-

vant vectors of the grating chips incident electric field, ~k1 = ~k(0, 1, 0), and

diffracted orders, ~kd=1,2,3 = ~k(cos (d2π
3

) sin θ, sin (d2π
3

) sin θ, cos θ).

The polarisation contribution from the tetrahedral configuration led to the

full force calculation provided in Ref. [114], where the author realised that

the poor quantisation of the diffracted polarisation leads to a critical π con-

tribution of the trapping force. To experimentally probe the trapping force
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Figure 7.6: Atom number in the GMOT as a function of rotation in the
circular polarisation. Solid black line illustrates the best fitting Lorentzian.

dependence on the incident polarisation, the atom number was measured for

rotations of the quarter wave-plate. Since all cooling light is derived from a

single beam, the rotation of the input wave-plate degrades all electric field po-

larisations. The measured sensitivity to polarisation, seen in Fig. 7.6, reflects

a full-width-half-maximum, FWHM, trap range of ±10◦ from a Lorentzian

fit, depicted with a solid black line. Unlike the standard 6-beam MOT, where

the polarisation of a single trapping beam can be disregarded and the trap

maintains confinement, the GMOT demonstrates a narrow range of incident

circular polarisations to achieve effecting trapping. Similarly to the 6-beam

MOT, the atom number is maximised for a purely circular incident polarisa-

tion.

7.5 Temperature

The selected temperature measurement procedure used time-of-flight, TOF,

measurements to track the clouds ballistic expansion whilst isolated from

external perturbations. TOF measurements were first systematically inves-

tigated by Lett et al. [72], where atom number was measured with a probe
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as a function of time to determine the average expansion rate of the cloud.

Similarly, images can be taken with fluorescence imaging at different drop

times to determine the width of the cloud, where the width evolution follows

the Stefan-Boltzmann distribution:

σ2
i (t) = σ2

i0 +
kBTi
m

t2, (7.6)

where σi is the width of the cloud for a given drop time, t, σio is the initial

cloud width before releasing for expansion, kB is the Boltzmann constant, Ti

the temperature and m the atomic mass.

This method is applied to experimental data by plotting the square of the

cloud width against the square of the drop time. The resulting line follows

the distribution in Eqn. (7.6), where the slope of the line is kBT/m and σio

denotes the intercept of the y axis.

The final ‘temperature’ in a given direction is given by the balance between

the heating and the velocity damping constant γ. In our system the effec-

tive temperature parallel to and perpendicular to the grating are therefore
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Figure 7.7: Time of flight fits in the MOT for the y, red, and x, blue, axes
distributions. The fits for each axis are unconstrained and independent from
each other. a) The expansion of the cloud width squared, σ2, against the
time squared, t2. b) The y0 position of the cloud as it drops during time of
flight allows calculation of the camera magnification.
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not expected to be the same. However, this is typically only prominent for

lower temperature measurements. The linear fits reveal a MOT temperature

of T(r,z) = (349 ± 8, 327 ± 15) µK. The motion of the centre of mass in the

y axis is tracked in Fig. 7.7 (b), using independent one-dimensional fits to

find the centre of mass of the cloud, depicting the expected projectile mo-

tion s = ut + 1
2
at2. In the case of the MOT, the initial velocity u = 0 and

a = g = 9.8 m/s, such that the camera magnification can be determined

from s = 1
2
Mgt2 to be M=0.8.

7.5.1 Optical Molasses

Molasses is experimentally realised simply by reducing the trap intensity

whilst increasing the red-detuning, as T ∝ I/∆ [which was shown in

Eqn. (3.21)]. To increase the detuning of the light field in real time, a DC

voltage between 0-5 V is sent to the laser locking electronic circuits. This

voltage overrides the locking mechanism, to unlock the laser and introduce

a voltage jump on the spectroscopy signal, pulling the output frequency de-

tuning. To calibrate this voltage step to a known frequency, the MOT atom

number was measured for a varied step voltage, with an outlook to map-
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Figure 7.8: Calibration of the detuning from mV to MHz for a known initial
detuning. Black line is the best fitting Lorentzian.
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ping a distinct AOM detuning. The data from this calibration is provided in

Fig. 7.8 with the data points in red and a best fitting Lorentzian in black.

This data provided a calibrated link between the frequency of the laser and

the applied voltage jump.

Initially, to reach optical molasses the atoms were loaded in the MOT phase

for 2 seconds. The molasses phase of the experiment was composed of a

two-stage detuning. During stage one, the molasses frequency was jumped

to a detuning of ∆ =30 MHz and held constant for for 6 ms. The second

stage of molasses varied the frequency detuning, with the results depicted

in Fig. 7.9. The results of Fig. 7.9 (a) illustrate the second stage detuning

when the frequency was held constant at 60 MHz for a time between 1 and

6 ms. A clear correlation arises for lower temperatures at longer molasses

durations before a plateaux is reached. For (b) the second stage detuning

was held for 5 ms with a detuning of between 30 and 70 MHz. As expected

from the relation in Eqn. (3.21), the final atomic temperature is inversely

proportional to the magnitude of the detuning, δ, with the best performance
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Figure 7.9: Variance of average molasses temperature as a function of crit-
ical parameters. Both data sets were taken following a first stage molasses
cooling for 3 ms at ∆=30 MHz. (a) Average temperature measured for a
variable second stage molasses time at ∆=60 MHz. (b): Average tempera-
ture measured as a function of the second phase molasses detuning, applied
for 5 ms. Error bars were calculated from the deviation of axial and radial
temperatures.
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reached at approx 60 MHz. These initial experiments resulted in the average

ensemble temperature of ≈ 30µK.



Chapter 8

Publication: Phase-space

properties of magneto-optical

traps utilising micro-fabricated

gratings

Opt. Express 23, 8948-8959 (2015)

J. P. McGilligan, P. F. Griffin, E. Riis, and A. S. Arnold.1

We have used diffraction gratings to simplify the fabrication, and dramati-

cally increase the atomic collection efficiency, of magneto-optical traps using

micro-fabricated optics. The atom number enhancement was mainly due to

the increased beam capture volume, afforded by the large area (4 cm2) shal-

low etch (∼ 200 nm) binary grating chips.

Here we provide a detailed theoretical and experimental investigation of the

on-chip magneto-optical trap temperature and density in four different chip
1The work presented in this chapter is extracted from and expands upon the published

results. The published version is provided in Appendix E

114
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geometries using 87Rb, whilst studying effects due to MOT radiation pressure

imbalance. With optimal initial MOTs on two of the chips we obtain both

large atom number (2 × 107) and sub-Doppler temperatures (50µK) after

optical molasses.

8.1 Introduction

We have recently highlighted the benefits of using surface-patterned chips to

make MOTs with relatively large numbers of ultracold atoms [42], compared

to prior micro-fabricated magneto-optical traps (MOTs) [93, 123]. The de-

sign requires only the alignment of a single input laser beam, and extends our

previous work on tetrahedral mirror [94] and grating [95] geometries, which

are four-beam [125] equivalents of pyramidal MOTs [126].

Here we study the atom-number characteristics of four different chip sys-

tems, and more complete details of different fabrication methods for the

chips are discussed by Cotter et al. [102]. One chip style comprises three

one-dimensional gratings arranged in a pattern with 3-fold rotational sym-

metry (we used chips with periods of d = 1470 nm and d = 1200 nm), in the

Tri geometry. The other chip style is a two-dimensional grating generated

with circular regions centred in square unit cells of side length d = 1080 nm,

in the checkerboard/circle geometry. Both geometries and optical set-up are

illustrated in Fig. refmicrogmot. Hereafter the chips will be referred to as

TRI15, TRI12 and CIR. Although we have used chips TRI15 and CIR previ-

ously (chips B and C in Nshii et al. [42]), purely for number characterisation,

here we present density and temperature data for these chips. Moreover, we

also investigate MOTs with improved capture efficiency for the 1D structure

(i.e. the new chip TRI12) and improved radiation balance for the 2D structure

(chip CIRND: identical to CIR but with an input beam intensity spatially

sculpted with a neutral density filter).
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8.2 Doppler temperature in the grating magneto-

optical trap

Whilst sub-Doppler cold atom temperatures can be reached in optical mo-

lasses [73, 82, 127], the conditions for atom collection in a MOT are in stark

contrast to those required to reach the lowest temperatures: a MOT needs

high beam intensities relative to the saturation intensity (I � IS), detuning

of a few natural line-widths ∆ ≈ −2Γ and a magnetic gradient ≈ 10G/cm

for a typical alkali metal vapour cell MOT with 25mm beam diameter. For

this reason the considerably simpler Doppler theory is a good description

for our MOT temperature. The standard 3D Doppler result for a sample of

atoms uniformly and isotopropically illuminated in three dimensions by light

of total intensity IT , with corresponding saturation parameter βT = IT/IS,

and detuning ∆ [128] is:

TU = TD
1 + βT + 4∆2/Γ2

−4∆/Γ
, (8.1)

as derived in Sect. [8.2], where TD = ~Γ
2kB

.

In our 87Rb experiment we cool using the rubidium D2 transition which

has a natural line-width Γ = 2π × 6.07 MHz. The standard Doppler tem-

perature minimum in the limit of low intensity and detuning ∆ = −Γ/2 is

TD, i.e. 146 µK for rubidium, with the more general lowest temperature

TD
√

1 + βT minimised at a detuning ∆ = −√1 + βT Γ/2. Throughout this

paper, for consistency, we use the saturation intensity averaged over all po-

larisations and magnetic sub-levels IS = 3.57 mW/cm2. However, we note

that using the stretched state saturation intensity IS = 1.67 mW/cm2 for the

theoretical temperature of Eq. (8.1) leads to much better agreement with our

experimentally measured temperatures (Sec. 8.5).
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For our gratings if the incident beam has a spatially uniform intensity I0

and wavevector k0 = k{0, 0,−1}, for balanced optical pressure from N

diffracted orders each should ideally carry an intensity of Ii = I0/(N cosα)

with i ∈ {1, ..., N}. The wavevectors of the diffracted beams are ki =

k{sinα sin 2πi
N
, sinα cos 2πi

N
, cosα}, where α is the angle the diffracted orders

make to the grating normal {0, 0, 1} (α = 2θ, Ref. [94, 95]). The total in-

tensity is therefore IT =
∑N

i=0 Ii = (1 + secα)I0, with each beam of intensity

Ii contributing a relative intensity-dependent heating proportional to its in-

tensity along the beam direction due to absorption, and an equal associated

heating rate due to spontaneous emission. The heating from spontaneous

emission is assumed for simplicity to be isotropic, with the heating rate for

light with a wavevector ki = {kix , kiy , kiz} proportional to ~2Ri k
2{1

3
, 1

3
, 1

3
} in

the x, y and z dimensions, for a scattering rate

Ri(v) =
Γ

2

Ii/IS
1 + βT + 4(∆− ki · v)2/Γ2

,with Ri(0) =
Ii
IS
R = βiR. (8.2)

Assuming circularly-dipolar (as opposed to isotropic) spontaneous emission

from a circularly polarised atom adds complexity and does not significantly

alter the predicted temperatures. The heating due to absorption is appor-

tioned ~2Ri{kix2, kiy
2, kiz

2} in the three spatial dimensions. The total heating

rate near zero velocity in each dimension is thus:

D =
N∑

i=0

~2βiR

{
kix

2 +
k2

3
, kiy

2 +
k2

3
, kiz

2 +
k2

3

}
(8.3)

which simplifies to

D = ~2k2 I0

6IS
R
(
{2, 2, 8}+ secα

{
3 sin2 α + 2, 3 sin2 α + 2, 6 cos2 α + 2

})

(8.4)

In balanced laser cooling the relative damping constants can be determined

by the Taylor expansion of the total force equation F =
∑N

i=0 ~kiRi(v) about
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v = 0. The damping constants in the xy directions (γ‖ parallel to the grating)

and z direction (γ⊥ perpendicular to the grating) are thus given by [94]:

F(v) ≈ −γ · v = −{γ‖vx, γ‖vy, γ⊥vz}

{γ‖, γ⊥} = γ6

{
sinα tanα

4
,
1 + cosα

2

}
, where γ6 =

−16~I0k
2R∆

ISΓ2(1 + βT + 4∆2

Γ2 )
(8.5)

is the damping force in a standard 6-beam MOT. The temperature in each

dimension can then be determined as proportional to the ratio of the diffusion

D (Eq. (8.4)) to the damping γ (Eq. (8.5)):

{T‖, T⊥} =
TU
6

{
3 + csc2(α/2), 3 + secα

}
, (8.6)

which reduces to the standard isotropic temperature TU when α = arccos(1/3).

Note this temperature only depends on the grating diffraction angle and not

on the number of diffracted orders N.

The temperatures obtained experimentally (Sec. 8.5) do not reflect the the-

oretical temperature disparity in the directions parallel and perpendicular

to the grating. The model above only includes forces due to absorption

of light directly from the laser beams, however for MOTs with larger atom

number and light scattering rate (like in our experiment), there will be a

significant contribution to the forces in the MOT due to the 1/r2 repulsion

from closely packed atoms with inter-particle spacing r due to absorption

of spontaneously emitted light from neighbouring atoms [129–131]. These

forces effectively mix the energies across dimensions, creating a more uni-

form temperature distribution. The theoretical temperature we use in both

dimensions is therefore T = 2
3
T‖ + 1

3
T⊥, which agrees surprisingly well with

experimental values given the simplicity of the model.

For completeness and to determine theoretical MOT density, one can also
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derive the spring constant κ of the trap, expanding the total force F, but

this time relative to position. The α dependencies of the damping constants

are {κ‖, κ⊥} ∝ {1
4

sinα tanα, 1−cosα}, the same as derived by Vangeleyn et

al. in [94]. The damping therefore reduces to an isotropic 2
3
(1

3
) of the stan-

dard 6-beam MOT radial (axial) κ values, if the GMOT has α = arccos(1/3)

and laser beams of the same intensity as the standard MOT. Under these

conditions the GMOT should be spatially isotropic – it will have equal rms

cloud radii as a standard MOT in both directions parallel to the grating,

but twice the standard MOT extent in the direction perpendicular to the

grating. An important caution against using this Doppler spring constant

to determine density, however, is that the experimental spring constant of

a trap is notoriously difficult to determine, and the reradiative forces [129–

131] discussed in the previous paragraph make simple models of the effective

spring constant considerably more difficult.

8.3 Theory: Doppler atom number

In order to predict the number of atoms in the MOT, we use the standard

method of Lindquist et al. [79]: treat the MOT as a spherical target region

with radius r and cross-section 4πr2, then find the flux of atoms incident on

the target, with speeds less than the capture velocity vc of the MOT slow-

ing region. In the ideal case of a rubidium-dominated vapour both loading

and loss mechanisms are proportional to atomic density, which is therefore

irrelevant for calculating atom number. It is necessary to know the colli-

sional cross section of cold atoms as seen by hot atoms, which for rubidium

is σ = 2×10−17 m2 [78] (similar to caesium [79]). We make the assumption of

a 1D optical molasses from two counter-propagating laser beams. The total
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acceleration is modified by a pre-factor η to allow for geometric effects:

a = v
dv

dx
= η

hkΓI

2mIS

(
1

1 + IT
IS

+ 4 (∆−kv)2

Γ2

− 1

1 + IT
IS

+ 4 (∆+kv)2

Γ2

)
. (8.7)

By rearranging one arrives at an equation of the form f(v)dv = Bdx, where

f(v) is a quartic polynomial in v and B is a constant. This equation can

then be integrated to analytically determine x(v). The integration constant

is chosen such that x(0) = 0. Setting x(vc) = 2r (atoms are stopped over a

distance of twice the MOT radius) and subsequently inverting gives vc, the

capture velocity. The total steady-state number of atoms in the MOT is then

[79]:

N =
4πr2

8σ

(
vc
vT

)4

, (8.8)

where vT =
√

2kBT/m is a thermal velocity in the (hot) background vapour.

We note that the saturation intensity features in the theoretical temperature

and both theoretical and experimental atom number through the capture

velocity, and we therefore consistently use the saturation intensity averaged

over all polarisations and magnetic sub-levels IS = 3.57mW/cm2, which is

valid for small detunings [71, 132]. There are, however, arguments for using

a value closer to the stretched state saturation intensity IS = 1.67mW/cm2

[133]. We used this value in our previous work on atom number [42] as a

precaution to prevent over-counting the atom number, although for high lev-

els of saturation the effect of changing IS on experimental atom number is

negligible.

8.4 Experimental control

Until this point in the thesis, the MOT detuning has been manually con-

trolled with an RF supply. However, for larger data sets with the detuning
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as a variable, an automated computer control is favourable. In the case of

characterising detuning range of the MOT, an offset was introduced to the

electronic servo controlling the frequency lock point, similar to the discussion

in Sect. 7.5.1. To generate a variable lock point, the non-inverting amplifier

of the integrator circuit introduced in Ref. [71], was converted to an adder.

The additional voltage applied through the adder will produce a controllable

output to the integrator circuit, which will in turn send an offset to the zero-

cross-over of the error signal. This variable voltage controlled lock point can

be applied to the linear region of the error signal generated in saturated ab-

sorption spectroscopy for a tuneable frequency.

A voltage calibration to frequency was achieved by determining the volt-

ages required to reach the upper and lower peaks of the error signal with a

known frequency deviation between the available transitions. This technique

provided a lockable frequency range of 14 MHz. The trap light frequency,

determined by the AOM, was set at 124.12 MHz, with 7 MHz range of control

on either side of the frequency. For a fully automated experimental control of

the frequency, a TTi TG5011 arbitrary function generator, run by LabView,

was used to send voltage controls to the adder circuit for lock point control.

For a quick response of the intensity, a voltage controlled attenuator, VCA,

(mini circuits ZAS-3+) was used to run the power input to the AOM. The

VCA has a non-linear output, therefore the input voltage must be carefully

calibrated if a linear output of the intensity is sought after.

The implementation of the VCA meant that a cold atomic sample could

be loaded, held and dropped under ballistic expansion in order to determine

a number and temperature for a given detuning and intensity. This inten-

sity control is only possible on the trapping light as the re-pump follows an

individual path where combination with the trap light occurs after the AOM.
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8.5 Phase-space characterisation

The experimental conditions were very similar to those detailed in the Meth-

ods section of Nshii et al. [42]. One major difference is that we now have

analogue as opposed to binary intensity control, using an acousto-optic mod-

ulator (AOM) after our tapered amplifier prior to fiber-coupling. After the

MOT reached steady-state atom number, the atoms were ballistically re-

leased for 0, 1.5 or 2ms, and Gaussian fits were used to extrapolate cloud

rms radii and thereby MOT temperatures. To build up statistics each drop

time was iterated five times. For intensities above and below 10mW/cm2 the

fluorescent imaging exposure times were 430µs and 150µs, respectively.

Figures 8.1 (Chips TRI15 and TRI12) and 8.2 (Chips CIR and CIRND) il-

lustrate the intensity- and detuning-dependence of a variety of MOT param-

eters: theoretical atom number (a), experimental MOT atom number (b) and

spatial density (c) as well as the theoretical Doppler temperature (d) with

the temperatures experimentally measured in the directions both parallel (e)

and perpendicular (f) to the grating. Note that the theoretical atom number

saturates at about three times lower intensity than that observed experimen-

tally – we seem to need three times more laser power experimentally than we

would theoretically expect. This discrepancy may be considered relatively

minor given the very simple nature of the theoretical model, however we be-

lieve further investigation, and full comparison to a standard 6-beam MOT

may still be warranted.

In prior measurements of T⊥ on Chip CIR (Fig. 8.2(f) CIR) there was an

even larger discrepancy with theory (very high experimental temperatures)

due to imbalanced optical force during the fluorescence imaging. This was

determined via the noticeable centre-of-mass velocity accrued in the direc-

tion perpendicular to the grating during time-of-flight. In all the new data
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for Figs. 8.1 and 8.2 any imbalanced radiation pressure (mainly for Fig. 8.2)

was balanced using a non-zero magnetic field oriented perpendicular to the

grating.

Note the significant increase in atom number (×3) and density (×6), with

lower atomic temperature on chip TRI12 compared to chip TRI15 – in future

we intend to test gratings with even smaller period (larger diffraction angle,

and larger overlap volume) to determine if this trend continues.
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Figure 8.1: The full GMOT characterisation when using chip TRI15 and
TRI12, with beam diffraction angles α = 32◦ and 41◦. The labels a-f indicate
theoretical atom number (a), experimental atom number (b) and spatial
density (c), the theoretical temperature (d) and experimental temperatures
in directions parallel (e) and perpendicular (f) to the grating. Light grey and
white indicates indeterminate and out-of-range data respectively.
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Figure 8.2: The full GMOT characterisation when using chip CIR (standard
Gaussian input beam, a-f) and CIRND (CIR with a T=0.74 ND filter in the
central 3 mm diameter of the input beam, a-f), both with beam diffraction
angle α = 41◦. Note the slight increase in atom number, and significant
decrease in temperature using chip CIRND relative to chip CIR.
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8.5.1 Best of both worlds: Large number with low tem-

perature

For many metrological experiments, such as atomic clock measurements, the

precision achieved strongly depends upon the temperature and total popula-

tion of the atomic ensemble. Hence, an understanding of the final number of

atoms that can be brought from the MOT stage to ultracold temperatures

provides a good indication of the full capability of the GMOT. In Nshii et

al. [42] we effectively had only binary control of the intensity – this meant

we could either get a large number of atoms on Chip CIR with high inten-

sity, or good optical molasses on chip TRI15 with lower intensity light (and

a correspondingly small number of atoms loaded in the MOT).

After analysis of the results presented in Section 8.5, the most suitable grat-

ings for MOT number and temperature are Chip CIRND and TRI12. To study

the number of atoms that could be brought to sub-Doppler temperatures, a

MOT of intensity 40mW/cm2 and detuning of ∆/Γ = −2.2 (initial MOT

indicated by black dots in experimental Figs. 8.1 TRI12 and 8.2 CIRND) was

transferred into optical molasses. The molasses consisted of turning off trap-

ping magnetic fields, whilst using a two-step frequency jump of ∆/Γ = −5.3

and ∆/Γ = −8.3, each of duration 12ms. Note that these measurements

were taken with the environmental magnetic field as indicated in Fig. 6.10

(a), with no effort to nulling stray gradient fields.

Under these conditions, Chip CIRND brought 2×107 atoms down to a 3D av-

erage temperature of 45 µK (Fig. 8.3(a)). Chip TRI12 used the same settings

with the exception that the molasses intensity was reduced to 23mW/cm2

– bringing 2.5×107 atoms down to a 3D average temperature of 45 µK

(Fig. 8.3(b)). Both temperatures are similar to those achieved by Nshii et

al. in [42] (with TRI15), but with an order of magnitude more atoms after



Chapter 8. Publication: Phase-space properties of magneto-optical traps
utilising micro-fabricated gratings 127

N=3x107
87

Rb atoms

{T∥,T⊥}(μK)={42, 54}

0 10 20 30 40 50 60 70
0.0

0.2

0.4

0.6

0.8

t2(ms2)

σ
2
(m
m
2
)

(a)

N=2.5x107
87

Rb atoms

{T∥,T⊥}(μK)={43, 50}

0 10 20 30 40 50 60 70
0.0

0.2

0.4

0.6

0.8

t2(ms2)

σ
2
(m
m
2
)

(b)

Figure 8.3: Temperature measurements in directions both parallel (red) and
perpendicular (blue) to the grating for chip TRI12 (a) and CIRND (b). Both
chips give a 3D average temperature T = 2

3
T‖ + 1

3
T⊥ = 45µK.

molasses (N ≈ 2× 106 in [42], due to the lack of intensity control discussed

above). Temperature T is determined by fitting σ2 = σ0
2 + kBTt

2/m to the

data, where σ is the standard deviation of the Gaussian fit to the atomic

cloud spatial distribution, m is the mass of an 87Rb atom, kB is Boltzmann’s

constant and σ0 is the initial (t = 0) standard deviation of the cloud.

8.6 Interpretation and conclusions

Both the experimental MOT atom number and cloud temperature demon-

strate surprisingly good agreement with theoretical data trends in Figs. 8.1,

8.2, given the simplicity of the theoretical models employed.

We note that higher densities are achieved on Chip CIR and CIRND, largely

due to the larger diffraction angle α, with higher associated damping γ and

trapping κ coefficients. There is a dramatic density improvement with TRI12

over TRI15 and this trend may continue with higher values of α toward the

tetrahedral configuration α = arccos(1/3), with the caveat that the capture

volume and grating diffraction efficiency will decrease. In Doppler theory the

cloud size scales as σ ∝
√
γT/κ, however we note from the relatively con-

stant experimental MOT density for a variety of detunings and intensities
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that we are reaching sufficient atom numbers to likely be entering the MOT

‘constant density regime’ where reradiation forces become more important

than restoring forces [129–131].

In terms of the temperature, significant sub-Doppler effects are not present,

however we note that one would only expect sub-Doppler cooling under condi-

tions of low intensity and large negative detunings, where we have insufficient

data coverage to draw any further conclusions. The atom number is suffi-

ciently large that effects where the MOT temperature is expected to increase

with atom number (T ∝ N1/3) might also become evident, as has been seen

in Refs. [134, 135].
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Publication: Grating chips for

quantum technologies

Scientific Reports 7, 384 (2017)

J. P. McGilligan, P. F. Griffin, R. Elvin, S. J. Ingleby, E. Riis, and A. S.

Arnold.1

We have laser cooled 5 × 106 87Rb to 3 µK in a micro-fabricated grating

magneto-optical trap (GMOT), enabling future mass-deployment in highly

accurate compact quantum sensors. In this chapter we build upon our work

with the grating magneto-optical trap, GMOT [42, 102, 136, 137], and show it

is a viable platform for compact quantum sensing by generating a truly ultra-

cold atomic sample with a micro-fabricated chip. This study also focusses

on magnetically trapping a cold sample for measurement of the background

Rb pressure present in the vacuum chamber. Furthermore, we utilise Larmor

spin precession for magnetometry in order to null stray static and gradient

fields in the lab environment. Finally, we demonstrate an array of cold atoms

generated above a diffractive optic with a single laser, with an outlook to

demonstrating a compact, cold atom magnetic gradiometer.
1The work presented in this chapter is extracted from and expands upon the published

results. The published version is provided in Appendix F

129
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9.1 Magnetic sensing for a low temperature

molasses

Early magnetic measurements date back to 200 BC, during the Han dynasty

of ancient China, where the first compasses were realised to advance naviga-

tional capabilities [138]. It was not until 1832 that Carl F. Gauss pioneered

the first device sensitive to the strength of a magnetic field by suspending a

bar magnet in free space [139]. Advances in magnetic measurements have led

to the current atomic magnetometer standard [140, 141]. For the past three

decades, the field of magnetometry has been dominated by superconduct-

ing quantum interference devices, SQUIDs [142], operating with sensitivities

reaching better than 1 fTHz−1/2 [141].

As illustrated in Fig. 9.1, a magnetometer working in the femtotesla regime

becomes very useful for fields in biomagnetism, with SQUIDs now used in a

range of applications from magnetic resonance imaging, MRI, and mapping of

the magnetic fields produced from the organs such as the brain for diagnosis

of epilepsy and neural responses [143]. As well as medical applications, mag-

netometers have been demonstrated in a wide variety of applications, such

as explosives detection [144], archeology [145], navigation [146], and funda-

mental physics experiments [147]. In recent years atomic magnetometers

have demonstrated sensitivities capable of replacing SQUID devices, without

requiring expensive cryogenics.
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Figure 9.1: Graphical representation of applications requiring specific levels
of magnetic field sensitivity.

The shot-noise limited sensitivity achievable for an optically-pumped atomic

magnetometer is,

δB =
1

γg
√
nT2V t

, (9.1)

where n is the number density of the atoms, T2 is the spin relaxation time,

t is the measurement time, γg is the gyromagnetic ratio and V is the mea-

surement volume [147].

For most atomic magnetometers, the spin relaxation time, T2, is limited by

spin-exchange collisions with other atoms in the alkali-metal vapour. This is

overcome in the spin-exchange-relaxation-free, SERF, magnetometer through

elimination of spin exchange collisions by using high atomic densities in very

low magnetic fields, where atomic spin exchange occurs on a timescale much

faster than the larmor precession [141].

Optically pumped atomic magnetometers work from the principle of coherent

spin precession of a polarised atomic species in the presence of a magnetic

field [141, 147]. Larmor spin precession is based on atomic magnetic mo-

ments interaction with a local magnetic field, aided by the optical pumping
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of atoms with near resonant light into a non-degenerate Zeeman level of the

ground state via an excited state transition. Once in the stretched state,

the angular momentum vector, F, will precess about the axis of an applied

magnetic field, |B|, at the Larmor frequency,

ωL = −γg|B|, (9.2)

Where ωL is the Larmor frequency, γg = −egF
2m

is the gyromagnetic ratio of

the atom, e is the electron charge and m is the atomic mass.

The precession of F around B changes the optical absorption and dispersion

properties of the atomic ensemble by passing in and out of resonance with

the incident polarised electric field. Thus, the precession can be observed

as a damped oscillation in the optical absorption and dispersion, measured

using a polariser and detector, to give a direct measurement of |B| [148, 149].

Here we measure Larmor precession in the molasses of an un-shielded grating

magneto-optical trap to null stray static fields and reduce the level of gradi-

ent fields. The set-up uses the same laser source for cooling and probing by

splitting the beam into two optical arms. The pump/probe arm is tuned into

resonance with the F=2 to F ′=3 level using an AOM. The technique chosen

was to use an on-resonant pumping beam, such that a constant intensity

beam of 0.68 mW/cm2 and duration of 10 µs would resonantly pump the

atoms with circular light into the stretched state. A 10 Γ detuning was then

introduced by electronically offsetting the lock-point of the spectroscopy sig-

nal for a far off-resonant probe beam. The atomic rotation around an applied

magnetic field changes the polarisability of the atomic medium and thus the

probing electric field polarisation, allowing a more sensitive detection to be

made using a polariser for increased signal-to-noise, seen in Fig. 9.2 (a), as

opposed to absorption detection. This experimental procedure was run in
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Figure 9.2: (a): Larmor precession measured from the GMOT (b): The static
field determined from the Larmor frequency is measured as a function of the
Helmholtz coil current with two best fitting lines applied. (c): The relaxation
rate is measured as a function of applied magnetic gradient field with a best
fitting curve.

conjunction with a Schmitt trigger from the AC mains in order to reduce AC

magnetic field noise by making the magnetic measurement at the same point

of the 50 Hz cycle each time.

The precession data are fit with A exp (−t/τ) sin (2πωLt+ φ), where A is the

initial signal amplitude, τ is the decay time and φ is the phase. Although

the precession occurs on a timescale comparable to the pump duration there

are no significant effects on the precession during this time. The Larmor

frequency, ωL is directly related to |B| through Eqn. (9.2), allowing direct

correlation of shim current values to the static field in the vicinity of the

atomic ensemble. Fig. 9.2 (b) illustrates the measurement of the static mag-

netic field value as a function of the Helmholtz coil current, used to produce

a homogeneous static magnetic field to cancel the stray fields. This was used

on both perpendicular axes to bring the measured field down to the level of

the lab noise floor, ∼800 nT.

Sensitivity to gradient field components is obtained through the transverse
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relaxation rate in the ground state coherence, γ = 1/τ , which is directly

related to the total magnetic field gradient through γ = a|∇B|2 + γ0, where

a is the coefficient describing the sensitivity to the magnetic field gradient

and γ0 is the relaxation rate in the absence of gradient fields [150]. The mea-

sured transverse relaxation rates in the ground state coherence are visible in

Fig. 9.2 (c), where the parameter γ is plotted as a function of the difference

current between the Helmholtz pair. When applying gradient cancellation on

the perpendicular axes to the probe beam by making first order corrections

to d|B|/dz and d|B|/dy we could improve the transverse decay time from

30 µs to 100 µs. A transverse decay time of 100 µs was the best achievable

in our unshielded set-up.

With the magnetic gradient fields nulled as well as possible, the tempera-

ture in the molasses was then studied as a function of the applied static

magnetic field, to demonstrate the necessity for low stray fields when trying

to generate ultra-cold atomic samples. As has been discussed by Lett et al,

the mechanisms of sub-Doppler cooling indicate a sensitivity of temperature

to the magnitude of the static magnetic field due to the Zeeman shifts this

will induce, destroying the coherent repopulation of mF states involved dur-

ing polarisation gradient cooling [72]. To investigate the level of sensitivity

involved in our apparatus we applied static magnetic fields throughout the

MOT and molasses stages, measuring the final molasses temperature as a

function of the applied static field, as illustrated in Fig. 9.3.

The data presented illustrates a temperature range from 3-120 µK with

a 35 µT change in static magnetic field. The data set is plotted with a

quadratic fit, as expected from previous literature [72]. We note that our

best MOT atom number and molasses temperature combination is (5× 106,

3(1) µK) - comparable to molasses results in a macro-fabricated grating

MOT (1 × 106, 7.6(6) µK) [151] and an optimised pyramidal MOT system
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Figure 9.3: Molasses temperature measured as a function of the applied static
field with best fitting parabola to guide the eye.

(4× 106, 2.5 µK) [152].

9.2 Pressure gauge in a compact apparatus

To achieve a low temperature molasses in a compact apparatus, we designed

our vacuum system with scalability and simplicity in mind, such that a single

Rb dispensing getter is used in conjunction with a 2 L/s ion pump (Titan

ion pump - Gamma Vacuum). To attain a measurement of the vacuum back-

ground pressure at the MOT, we use the relation of the magnetic trap life-

time, τ , to the background Rb pressure in the chamber, P , as demonstrated

by Monroe [153]. The author estimated a lifetime of 10 s for a background

pressure at 7×10−10 mbar, with the dominant loss contributor being the van-

der Waals interaction between the trapped and thermal background atoms.

This relation has been utilised in other literature for background pressure

measurements at the atoms, each reaching a similar number [76, 154].

The atoms will be magnetically trapped if the magnetic force is larger than

that of gravity, where the magnetic force along the gravity direction z can
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Figure 9.4: Trapped atom number as a function of the hold time in the
magnetic trap. The black line indicates an exponential fit to determine a 1/e
trap lifetime of 180±10 ms

be described mathematically by,

Fz = −gFµBmF
dB

dz
, (9.3)

where gF is the Landé g-factor, µB is the Bohr magneton, and mF is a mag-

netic level of the total angular momentum state. This force can then be used

to trap weak-field-seeking atoms if Fz is greater than gravity.

The experimental procedure to achieve this begins by magneto-optically trap-

ping the atoms in a quadrupole field, with an axial gradient 15 G/cm. At the

end of the molasses sequence the trapping light was turned off and a short

optical pumping pulse applied to drive the atoms into the weak-field-seeking

F = 2,mF = 2 state. The gradient field from the quadrupole coils was af-

terwards increased to 50 G/cm, whilst florescence images were taken for a

varied trap hold time. At this stage we do not have the temperature/density

were there are any evident losses from Majorana transitions. This enabled

the trapped atom number to be described as a function of time, as seen in

Fig. 9.4.
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The experimental data points were fit with an exponential decay of the form,

N exp (−t/τ), where N is the initial atom number and τ is the 1/e mag-

netic trap lifetime, determined as 180±10 ms. If we use this τ to determine

the background Rb pressure in the vacuum system, using the relation in-

troduced earlier, we estimate a pressure of 4×10−8 mbar. This pressure is

primarily due to the low pumping rate of the scaled down ion pump in an

unbaked chamber. However, a 10−8 mbar pressure is achievable in other sys-

tems, where the ion pump has been made redundant in place for specialised

micro-fabricated vapour cells with low-He-permeation glass [155]. Such ap-

paratus would enable future reduction of the vacuum system volume for an

unambiguously compact device.

9.3 A cold-atom array from a single laser

Atomic arrays have been utilised in cold atom experiments ranging from

quantum information with physical qubit arrays [156], to metrological mea-

surements in interferometry and gradiometry [157]. Ionic array apparatus

have been miniaturised with trapped ion micro-traps to demonstrate 1D and

2D arrays [158], however an array of neutral atoms is favourable due to

their weaker interaction with the environment [159]. The typical method

for generating a neutral atom array is in an optical lattice, where individual

microscopic site addressing and measurement is restricted to the regime of

the quantum gas microscopes [85, 160] and optical dipole traps [161].

Large macroscopic arrays of neutral atoms have been achieved in the form of

a magnetic lattice loaded from cold atoms, capable of capturing up to 2000

atoms in 500 sites [159]. Macroscopic scaled neutral atom arrays with larger

N have also been demonstrated in the form of a 2×2 array of MOTs [162]

where the scalability is limited by the optical set-up. Here we introduce the
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Figure 9.5: (a): Schematic of set-up for generating multiple MOTs above a
single checkerboard grating. Linearly polarised light diverges from the optical
fibre, is collimated and circularly polarised. (b)/(c) Wire pattern for creation
of two/four magnetic minima. Grey lines indicate the wire and black curves
emphasize the direction of current flow.

micro-fabricated grating chip as a simple and robust source for generating

1D and 2D arrays of neutral atoms with a single incident laser and patterned

coil geometry.

For this study, the holographic checkerboard grating chip geometry, discussed

in previous literature [42, 137], was implemented into the set-up. The benefit

of the checkerboard grating is the lack of a central symmetry point that exists

in the linear gratings. Instead, the overlap volume extends to fill the surface

area of the chip [42], making it possible to lay a patterned coil beneath the

surface of the grating to form a number of MOTs dependent upon the coil

geometry, as can be seen in Figure 9.5 (a).

To create the appropriate inhomogeneous magnetic potential for multiple

MOTs, we used the coil design illustrated in Fig. 9.5 with an additional ex-

ternal bias field orientated perpendicular to the plane of the coils. The wire

geometries used in Fig. 9.5 (b) and (c) were selected for a 1D and 2D array
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Figure 9.6: (a), (b) and (c): Standard anti-Helmholtz simulation, two mag-
netic minima simulation for a 1D array and four magnetic minima simulation
for a 2D array. (d), (e) and (f): Experimental realisation of one, two and
four MOTs.

respectively. Here the grey lines represent the wire formation, with black

curves used to emphasize the direction of current flow. For (b), the selected

wire formation creates two coils of the same magnitude. In (c), the formation

creates five coils, four with the same direction and one in the opposite.

To determine the properties of these wire geometries requires numerical so-

lution of the Biot-Savart law, provided in Sect. 3.2.1. Due to our coils being

approximately circular, we assume a perfect circle for our magnetic field cal-

culations. Eqns. (3.18) were used to simulate the magnetic potential for a

single MOT, as well for the geometries of Fig. 9.5 (b) and (c), as shown

in Fig. 9.6 (a), (b) and (c) respectively. The required wire geometries were
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formed in a 3D-printed mount and placed immediately below the grating.

The geometry patterned coil would then be run with a small bias coil di-

rectly below in conjunction with the upper trap coil to create the appropriate

magnetic field required. The experimental observations of this can be seen

in Fig. 9.6 (d) for a single MOT, (e) for 2 MOTs in a 1D array and (f) for

4 MOTs in a 2D array. The images seen in (d) and (e) were taken with the

grating mounted outside of the vacuum, using ∼10 mW/cm2 to start with

2 × 106 atoms in (d) which was then split into 2 MOTs with 5 × 105 atoms

each. For image (f) the grating and patterned coil were mounted inside the

vacuum due to the magnetic minima forming close to the grating surface,

forming 4 MOTs using ∼4 mW/cm2, with an estimate 105 atom number in

each trap.

This demonstration proves the potential of the GMOT in future quantum

sensing devices requiring an atomic array. Most notably, such a device would

prove beneficial to the realisation of a compact magnetic gradiometer, where

an array of identical MOTs can be used for cancellation of common mode

noise.



Part IV

An atomic clock
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Chapter 10

Experiment: Coherent population

trapping with a Rb vapour cell

Alkali atoms offer a ground-state with hyperfine levels separated by an en-

ergy in the microwave regime that is accessible through the magnetic dipole

[163]. However, direct electric dipole transitions between these states are for-

bidden, and two-photon transitions require sophisticated experimental tech-

niques such as coherent population trapping to optically address the states

[164]. Here we discuss the observation of an 85 kHz wide coherent population

trapping resonance in a thermal atomic vapour of 85Rb. The contrast and

AC-Stark shifts are examined for probing the D2 state with a homemade

ECDL. Finally, an enhanced contrast of the clock resonance is provided from

optical pumping on the D1 line at 795 nm.

10.1 Experimental set-up

The initial coherent population trapping setup used 780 nm light, taken from

the cooling apparatus in Fig. 7.1. The 780 nm light was coupled into a Jenop-

tik (PM785) electro-optical modulator, EOM, to generate two electric fields

to couple the ground-states for coherent population trapping, as discussed in

142
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Figure 10.1: The carrier/sideband fractional amplitudes as a function of the
RF power applied to the electro-optical modulator. Solid lines are the best
fitting Bessel functions for J0(dBm) in red and J1(dBm) in blue and black.
The blue and black fits have independent variables.

Sect. [2.4] and [11]. The EOM is composed of a LiNbO3 crystal, which is ex-

ternally modulated to generate sidebands symmetrically separated from the

carrier by the drive frequency. Due to the laser electric fields being derived

from a single source, the carrier and sidebands are inherently phase stable

over space.

The incident carrier frequency was locked on the F = 3→ F ′ = 3 transition

of the 85Rb atoms, with a sideband modulated at 3.0357324390(60) GHz

to couple F = 2 → F ′ = 3. Although the non-coupled sideband is non-

interacting during CPT, the fractional amplitude may induce AC-Stark shifts

on the clock resonance. The sideband fractional amplitude is a function of

the depth of the modulation frequency, which is provided from an Agilent

(E4433B) signal generator. The fractional amplitudes of the sidebands were

analysed with a Fabry-Perot etalon as a function of the applied RF power,

depicted in Fig. 10.1. The solid lines depict best fitting Bessel functions of

the modulation depth, which varies linearly with the drive voltage. These

measurements were used to characterise the capabilities of the EOM, with
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attention drawn to the point of equal fractional amplitudes. Equal fractional

amplitudes were used for all the CPT experiments described in this thesis,

unless otherwise specified.

Vapour cell absorption

The absorption of light in atomic vapour is determined by the Beer-Lambert

law,

I = I0e
−αL (10.1)

where I is the transmitted intensity, I0 is the incident intensity, α is the

absorption coefficient and L is the path length through the atomic vapour.

The experiments reported in this chapter were performed in a 7.5 cm long

ThorLabs (GC25075-RB) cell, which is observed to provide 45% absorption

at room temperature. To detect the formation of CPT, the sideband fre-

quency was modulated by 6 MHz at a scan frequency of 50 Hz. The 50 Hz

scan frequency, combined with the lack of dead time during thermal probing,

provided a high averaging rate over a relatively short time.
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Figure 10.2: (a): The expected transition cycle for circular σ+ probing in
85Rb. (b): Experimentally measured coherent population trapping transmis-
sion as a function of the Raman detuning. Red fit depicts the best fitting
Lorentzian profile composed of five individual peaks of varying amplitude,
width and position.
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Providing the atomic dipole is quantised along the axis of the probing light,

one would expect that circularly polarised light would optically pump the

atoms into the stretched state, through the five Raman cycles illustrated in

Fig. 10.2 (a). The initial observation of thermal CPT revealed upwards of ten

peaks due to the laboratory magnetic environment perturbing the quantisa-

tion axis and contributing a π component as well as σ transitions. To attain

a clear quantisation of the atomic medium, a three-dimensional Helmholtz

coil configuration was implemented for static field cancellation. A small ho-

mogeneous magnetic field was applied parallel to the propagation of the laser

light to aid optical pumping. The resulting transmission of the laser, when

scanning the Raman detuning under these conditions, can be seen in Fig. 10.2

(b). The red line depicts the independent best fitting Lorentzians, used for

quantitive analysis of the absorption profiles, described as

∑

i

Ai
π

Γi/2

(x− xi)2 + (Γi/2)2
+ (mx2 + bx+ c), (10.2)

where Ai is the amplitude, Γi is the linewidth, xi is the peak central frequency,

and mx2 + bx + c are variables corresponding to any quadratic function in

the background of CPT features.

10.2 Magnetically insensitive state

The application of a homogeneous magnetic field induces non-degeneracy in

the atomic states and perturbs the transition frequency of the mF mani-

folds proportional to the magnetic field parallel to the electric field, |B‖|.
The magnetic sensitivity of these states has previously been exploited in

CPT magnetometers [165–167], where the principle of operation is to spec-

troscopically resolve the Zeeman shifts relative to the magnetically insensitive

mF = 0 state.
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Here we demonstrate a CPT magnetic measurement to track Zeeman shifts

of the mF = 0,±1,±2 states as a function of applied magnetic fields.

The induced shifts are calculated from the central frequency of best fitting

Lorentzians and plotted as a function of the applied magnetic field, illustrated

in Fig. 10.3. The associated error bars were generated from an average of

both mF = ±1,±2 states with respect to the mF = 0 transition frequency,

with the error amplitude of the mF = ±1 being comparable to the data

point. The error associated with the mF = 0 state was determined from the

fitting error. The black, red and blue lines correspond to the theoretical Zee-

man shifts calculated from the known Landé-gF factors [59]. The mF = ±2

has noticeably larger error bars, consistent with a wider FWHM of the lower

amplitude absorption profile, which degrades the measurement sensitivity of

the mF = ±2 states central frequency.

10.3 Linewidth and contrast

Our study of CPT in an atomic vapour was focussed on the achievable

contrast and linewidth, due to their relative contributions to clock stabil-
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Figure 10.3: Magnetic field sensitivity of mF = 0,±1,±2 states for 85Rb, il-
lustrated in black, red and blue respectively. Solid lines depict the theoretical
Zeeman shifts calculated from the Landé-gF factor.
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Figure 10.4: Amplitude and full-width-half-maximum measured for CPT
absorption on the mF = 0 state of 85Rb as a function of the scan frequency
and RF power, (a)(b) and (c)(d) respectively.

ity [39]. A simple estimation of the predicted CPT linewidth for thermal

atoms can be obtained from the optical field interaction time. For the case

of a room temperature ensemble passing through a 3 mm (1/e2 diameter)

beam, t = D
v

= 3 mm
293 m/s

= 13.6 µs, implying a transit time limited FWHM on

the order of 16 kHz. The resonance linewidth is commonly determined by

[164],

FWHM =
1

π
(γ +

Ω2
R

ΓP
), (10.3)

where Γp = Γ
√

1 + I
Isat

is the power broadened natural linewidth of the ex-

cited state, γ is the relaxation rate of the ground state coherence typically

dominated by collisions, and ΩR is the Raman Rabi frequency.

The experimental set-up was subject to many potential broadening mech-
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anisms that required minimisation to achieve optimum performance. A vari-

ety of parameters were experimentally studied, with the dominant broadening

contributors being the frequency of the triangular sideband scan frequency

and level of RF power supplied to the EOM, illustrated in Fig. 10.4(a), (b)

and (c), (d) respectively. Firstly, the sideband scan frequency was shown to

reduce the FWHM by over a factor of 2 when measured between 140 Hz and

30 Hz. This was possibly limited by the detection time constant of the simple

photodiode used for these measurements. The CPT investigations of Sect. 11

introduce commercial subtraction and normalisation photodiode units. The

lower scan rates provided the lowest FWHM and largest achievable ampli-

tude of the CPT feature. Furthermore, the level of RF power supplied to

the EOM indicates an optimum CPT amplitude for an applied RF power

of ≈-13 dBm; corresponding to equal fractional amplitudes of the probing

electric fields of Fig. 10.1.

The parameter found to be most critical to the achievable contrast was the

probe beam intensity, as seen in Fig. 10.5 (a). The CPT contrast is defined

as the signal amplitude divided by the depth of the absorption feature, i.e.
A1

A2
× 100 depicted in Fig. 10.5 (b). From these intensity results we realise

a 3 % contrast for a probe intensity of 2 mW/cm2. Methods of achieving a

higher contrast CPT feature are addressed in Sect. [11].

10.3.1 AC-Stark shift

As previously discussed in Sect. [2.3], the AC-Stark shift upon the probed

state is proportional to the I/Is. For 85Rb we can assume Isat=1.67 mW/cm2,

however, that is only applicable for a |F = 3,mF = 3〉 to |F ′ = 4,mF = 4〉
transition. Since the two CPT frequencies address different transitions, there

is a normalisation factor, β, that must be applied to Is through the Rabi fre-

quency. The calculation of the Stark shift as described in Ref. [168], including
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Figure 10.5: Contrast of the CPT clock feature. (a): Experimentally mea-
sured contrast as a function of the probing intensity. (b): Graphical repre-
sentation for defining the CPT contrast as the CPT amplitude/absorption
depth represented as A1 and A2 respectively.

the correction to Is is,

∆E = ±|〈e|µeg|g〉|
2

∆
|E|2 = β

~Ω2

4∆
. (10.4)

For circularly polarised light driving a D2 transition between the 2S1/2 →
2P3/2 of 85Rb, then Is is calculated from normalised Clebsch-Gordan coeffi-

cient C=3780 provided in Ref. [59], such that a normalisation of the addressed

transitions relative to this coefficient will provide the correction factor, β.

The Clebsch-Gordan coefficient for a transition between the |F = 2,mF = 0〉
to |F ′ = 3,mF = 1〉 and |F = 3,mF = 0〉 to |F ′ = 3,mF = 1〉 are given as

C=672 and C=1050 respectively [46]. Thus, correction factor β = (1
3
)( 672

3780
)+

(1
3
)(1050

3780
) + (1

3
)(0) = 0.15185, where we assume equal intensity amongst the

carrier and sidebands, including the sideband that is not coupled to a tran-

sition. Accounting for these transition coefficients, Eqn. (10.4) can then be

mapped on to the measured shifts of the mF = 0 state as a function of the

probe intensity, I, as seen in Fig. 10.6.

The experimental data was collected by scanning the CPT transmission as a
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Figure 10.6: Experimentally measurement of the AC-Stark shift upon the
central clock transition as a function of incident laser intensity. The black line
is the theoretically expected AC-Stark shift as calculated from Eqn. (10.4).

function of the Raman detuning ∆ for a known optical detuning and range of

incident intensities, whilst measuring the frequency position of the mF = 0

CPT feature relative to the local oscillator defined ∆ = 0. Fig. 10.6 depicts

a linear AC-Stark shift in the regime of low intensity, with the solid black

line indicating a close correlation between prediction and experiment.

10.3.2 D1-D2 comparison

Following the results of Ref. [169], we incorporated a 795 nm ECDL to ad-

dress the D1 states, with an outlook to achieving a higher contrast. The

increased contrast on the D1 line arises from a reduced distribution of atoms

amongst the fewer excited states available in the 52P1/2 manifold. To experi-

mentally probe this manifold, the D1 laser was locked to the F = 3→ F ′ = 3

transition and coupled through the EOM. The intensity at the vapour cell

was controlled using a PBS in conjunction with a λ/2 wave-plate, for mea-

suring the achievable contrast as a function of the probe intensity.

The results of the investigation are depicted in Fig. 10.7 for D1 and D2
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transitions, which depicts a five-fold improvement of the contrast for D1

probing, revealing a 3% resonance contrast at lowest intensity compared to

the 1% resonance for D2. The narrowest resonance of 85 kHz was observed

for a probe intensity of 0.11 mW/cm2, illustrated in Fig. 10.7 (b). The solid

black line depicts the best fitting FWHM, calculated from Eqn. (10.3) with

a variable γ and optical pumping pre-factor to the Rabi rate. The optical

pumping pre-factor accounts for a saturation intensity defined by the CPT

transitions, as opposed to the stretched state. In the case of normalising the

Clebsch-Gordan coefficients for σ transitions in the ground states, a theo-

retical pre-factor to the Rabi frequency of 0.05 is attained. This predicted

value is in close relation to the experimentally obtained 0.03, simultaneous

with γ = 260 kHz. Additionally, the measured 85 kHz is significantly larger

than the coarsely calculated transit time FWHM of 16 kHz calculated in

Sect. [10.3], implying that the linewidth is dominated by other broadening

mechanisms.
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Figure 10.7: D1 (blue) and D2 (red) clock transition comparison. (a): Con-
trast measured as a function of probing intensity. (b): Full-width-half-
maximum measured as a function of the probing intensity. Solid black line
depicts the best fit to Eqn. (10.3).
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10.4 Conclusion

The investigation of coherent population trapping has proven key for charac-

terising equipment that will be implemented for a cold-atom clock resonance.

This study facilitated testing of new equipment such as the EOM and D1

spectroscopy, as well as illustrating the critical parameters for signal optimi-

sation. The most favourable CPT signal in thermal atoms provided a FWHM

of 85 kHz at 3% contrast. These results could be significantly improved with

the addition of a buffer gas vapour cell to decrease the resonance linewidth,

however, the temperature dependent pressure shifts associated with buffer

gas led us to use cold atoms.
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cold-atom clock
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J. P. McGilligan, R. Elvin, P. F. Griffin, E. Riis, and A. S. Arnold.1

Laser cooled atomic samples have resulted in profound advances in precision

metrology, however the technology is typically complex and bulky. In recent

publications we described a micro-fabricated optical element that greatly fa-

cilitates miniaturisation of ultra-cold atom technology [102, 124, 136, 137].

Portable devices should be feasible with an accuracy vastly exceeding that

of equivalent room-temperature technology, with a minimal footprint. These

laser cooled samples are an ideal platform for quantum technology and metro-

logical measurements. Here we will discuss the implementation of our micro-

fabricated diffractive optics towards building a robust, compact cold-atom

clock.
1The work presented in this chapter is extracted from and expands upon the published

results. The published version is provided in Appendix G
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11.1 Introduction

The continued research into atomic clocks in recent decades has led to consid-

erable advancements in the achievable accuracy and stability. An improved

stability is most notable in the atomic fountain and lattice clocks, capable

of measuring relative frequencies at the 10−16 and 10−18 level respectively

[15, 19, 29, 87]. Atomic clock research has also led to profound advance-

ments in compact metrological devices, achieving frequency stabilities in the

low 10−10 in package volumes measuring only a few tens of cubic centime-

tres [32]. However, the majority of the current compact clocks are based on

room temperature ensembles that utilise buffer gas or cell wall coatings in

order to increase the relaxation rate and coherence of the atoms, benefiting

the system with increased contrast and interrogation times [38, 40, 170]. Ul-

timately, these coatings and buffer gasses limit the long term performance

and accuracy achievable in a clock due to cell degradation and temperature

dependent pressure shifts.

To overcome the thermal limitations, a move towards cold atoms is prefer-

able. To date, attempts at miniaturising cold-atom clocks remain confined to

thousands of cubic centimetre packages. We begin by proposing the grating

magneto-optical trap, GMOT, as a step closer to bridging the gap between

high performance cold-atom apparatus and the scale of a thermal package.

This project aims at reaching a relative frequency stability better than 10−12

in a package on the scale of tens of cubic centimetres.

The CPT investigation presented in Sect. [10] has been carried out in a

vapour cell using the conventional spectroscopic interrogation with circularly

polarised light, depicted in Fig. 10.2 (a). However, the clock transition is not

cyclical and instead favourably populates the stretched states when optically

pumped with circular polarisation. Once in the stretched state the atoms
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Figure 11.1: Coherent population trapping optical pumping for Λ and double
Λ schemes. States |a〉 and |b〉 represent the electronic ground states, coupled
via excited states |c〉 and |d〉. Solid lines with arrows represent addressed
transitions with dashed lines highlighting the unperturbed mF = 0 clock
transition between ground states. (a): σσ - both optical fields are circularly
polarised with the same handedness. (b): Lin ‖ Lin - linearly polarised light
is decomposed into a circular basis to produce two simultaneous dark states
between the |a,mF = ±1〉 and |b,mF = ∓1〉 states, coupled by the excited
|c,mF = 0〉. (c): Lin ⊥ Lin - two orthogonally linear polarised optical fields
are decomposed into a circular basis to generate two simultaneous dark states
coupled to the excited |c〉 and |d〉 state. (d):Push-pull optical pumping -
circular polarisation of the same handedness is pulsed between σ−-σ+ to
realise two Λ configurations coupled via the |c〉 and |d〉 states respectively.

are no longer contributing to the contrast of the mF = 0 clock transition, as

seen in Fig. 11.1 (a) [35, 171, 172].

To avoid degrading the clock feature contrast, multiple schemes have been

demonstrated to generate an optical pumping that favours a maximum con-

trast in the central mF = 0 transition, such as Lin‖Lin, Lin⊥Lin, and push-

pull-optical pumping depicted in Fig. 11.1 (b), (c) and (d) respectively. The

need for sophisticated experimental probing techniques to achieve a high con-

trast from real atoms is due to the unfavourable simultaneous creation of a

dark and bright state. As is depicted in Fig. 11.1 (b) and (c), linearly po-

larised probing light along the axis of quantisation will be decomposed into

equal σ± components, which generate the double-Λ configurations. Typically

we find that one Λ configuration will create a dark state, whilst the other

optically pumps atoms into the orthogonal bright state, arising due to the

opposite magnitude of the Clebsch-Gordan coefficient in one of the transi-
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tions. The orthogonal states simultaneous existence destructively interfere

for a poor clock feature, addressed thoroughly in Sect. 11.3 for the chosen

experimental approach.

Lin‖Lin was first proposed by A. V. Taichenachev et al. [173] to preserve

the contrast of the mF = 0 CPT feature for alkali-metal atoms with nu-

clear spin I = 3/2 [174]. The criteria of the Lin‖Lin technique, depicted in

Fig. 11.1 (b), requires coupling to an excited F ′ = 1 state to avoid populating

the stretched state through optical pumping. In this scenario, dark states are

formed between the |F = 1,mF = ±1〉→|F = 2,mF = ∓1〉, separated by the

ground-state splitting. This method has been demonstrated experimentally

by F. X. Ensault et al. [175] in a cold Rb ensemble, where the double-Λ

set-up creates dark states from the opposite magnitude mF = ±1 states that

remain separated by the ground-state splitting. The dark state coupling for

these high contrast CPT schemes are discussed in this chapter, with experi-

mental observations from the GMOT set-up.

An alternative high contrast pumping scheme can be achieved using linearly

polarised light rotated by π/2 relative to each other. The Lin⊥Lin method

was first demonstrated in 2005 by T. Zanon et al. who showed >50 % CPT

contrast in thermal Cs based on a double-Λ scheme [171, 172]. The phase

rotation of electric field polarisation aids a constructive interference of the

mF = 0 dark state for clock measurements, discussed in detail in Sect. [11.4].

Push-pull optical pumping, PPOP, is more commonly associated with mag-

netometry, however, recent studies have utilised the pumping configuration

for miniature clocks [38, 40]. PPOP was first demonstrated in clocks by Y.-Y.

Jau et al, [53] who used a pulsed intensity to rapidly switch the two probing

CPT electric field polarisations between σ+ and σ− such that both Λ con-

figurations would not occur simultaneously. The dark states formed from Λ
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are the same as those for Lin⊥Lin, such that this switching technique avoids

issues of the bright and dark state interference. Fig. 11.1 (d) illustrates the

optical pumping scheme with addressing electric fields transitions for E1 and

E2 represented in red and blue.

11.2 CPT in the σσ configuration

The simplest CPT configuration is the standard σσ polarisation, where both

optical fields have the same handedness of circular polarisation. The dark

state of this configuration is created by two electric fields, ~E1(t) = ~E1 cos (ω1t)

and ~E2(t) = ~E2 cos (ω2t− η), that couple states |b〉 and |a〉 via the excited

|c〉 state, with angular frequency ω and phase difference η, as illustrated in

Fig. 11.1 (a). The formation of a dark state requires the atomic ensemble

to no longer be interacting with the addressing optical fields, such that the

interaction Hamiltonian is zero.

The total atomic wave-function is a superposition of all three atomic states

included in the CPT formation,

Ψ(t) = ca(t)e
−iωat|a〉+ cb(t)e

−iωbt|b〉+ cc(t)e
−iωct|c〉, (11.1)

where c(a,b,c)(t) are the state amplitudes at a given time [176], following the

same derivation as the two-level atom picture in Sect. [2.1].

If we assume that the Hamiltonian describing the system is composed of

only the interaction component, H = Hi = −~d · ~Ei(t), then the coupling of

ground states to the excited state can be described as:

Hbc = ~Ω1e
−iω1t|b〉〈c|, (11.2)

Hac = ~Ω2e
−iω2t−iη|a〉〈c|, (11.3)
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where Ωi = − ~Ei 〈c|
~d|i〉
~ is the Rabi frequency associated with the indicated

transition.

Using Eqns. (11.1)-(11.3) and substituting into Eqn. (2.3) yields:

iċc(t) = Ω1e
i(ωbc−ω1)tcb + Ω2e

i(ωac−ω2)t−iηca, (11.4)

iċb(t) = Ω1e
i(ωbc−ω1)tcc, (11.5)

iċa(t) = Ω2e
i(ωac−ω2)t−iηcc. (11.6)

If we assume that the ground states are decoupled from the addressing optical

fields, the finite lifetime of the excited state will result in ċc(t) = 0 [177].

Satisfying this condition is possible when arranging Eqn. (11.4) such that:

Ω1cb = −Ω2cae
i(δat−δbt−η), (11.7)

where δa = (ωac − ω2) and δb = (ωbc − ω1).

The non interacting state can be calculated at the point of the two-photon

resonance, δa = δb = 0, by setting Ω1cb = −Ω2cae
−iη in Eqn. (11.1) to

describe a superposition state that is decoupled from the excited state:

|Dark〉 =
1√

Ω2
1 + Ω2

2

(Ω2e
−iωbt|b〉 − Ω1e

−iωat−iη|a〉), (11.8)

where η = 2π n, and n is an integer for a fixed relative phase between ~E1(t)

and ~E2(t).

This dark state formalism allows us to understand the atomic interaction

with the coupling optical fields. The atoms are initially equally distributed

amongst the ground states |a〉 and |b〉, where the optical fields permit exci-

tation to |c〉. Once in the excited |c〉 state the atom can spontaneously decay
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into either the dark state, or its orthogonal bright state. However, since the

bright state is interacting with the optical field, the atoms will continue to be

optically pumped until all atoms have spontaneously decayed into the dark

state, and steady state is achieved. When the atoms decay to the dark state

they are no longer interacting with the addressing fields and the population

is ‘trapped’ for as long as the dark state exists. The dark state will exist

during optical pumping as long as the relative phase of the optical fields, η,

is maintained, otherwise the optical phase change will empty the dark state

to a bright state. The CPT feature measured experimentally is ultimately

limited by the inverse of this dark state lifetime.

The σσ configuration was employed within the GMOT, using a single D1

ECDL and EOM, with a circularly polarised output, similar to Sect. [10.1].

Alignment of the optical field to the atomic ensemble was optimised phe-

nomenologically by maximising the single pass absorption, measured via
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Figure 11.2: Experimentally measured cold-atom CPT transmission through
the atomic medium as a function of Raman detuning, revealing five peaks
relating to a dark state formation at the relative two-photon detuning of
each possible dark state between the ground state manifolds using circularly
polarised light. This effect noticeably favours populating the stretched state,
indicated by the increased amplitude of population in this state. The dashed
red line corresponds to the sum of the five best fitting individual Lorentzian
profiles, plus a quadratic background to aid fitting.
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transmission to a photodiode, whilst adjusting the incident beam position

and angle. Using cooling methods previously discussed, 107 85Rb atoms were

cooled to sub-Doppler temperatures for probing. 85Rb was used at this point

due to the lack of available RF electronics at the required ground-state split-

ting of 6.8 GHz for 87Rb. During ballistic expansion, a small magnetic field

remained on parallel to the probe beam. The probe beam was triggered to

modulate the EOM sideband over a 4 MHz range with a triangle wave at a

duty cycle of 500 Hz, revealing the transmission depicted in Fig. 11.2. Follow-

ing the discussion in Ref. [172], Fig. 11.2 iterates that the circularly polarised

light optically pumps atoms to sample each mF level towards the stretched

state, where population and transmission are maximised. The circular light

method is therefore a non-ideal candidate for achieving the highest contrast

in the desired mF = 0 level.

11.3 Lin ‖ Lin

This scheme, illustrated in Fig. 11.1 (b), couples the |a,mF = ±1〉 →
|b,mF = ∓1〉 states via an excited |c,mF = 0〉 state. When the electric field

is resonant with the excited state transition and the Raman detuning is equal

to the hyper-fine splitting of the ground state, the two-photon resonance in-

duces two dark states between the ground state manifolds. The coupling

between the ground state mF levels occurs for both optical fields being on

resonance, due to the Zeeman shifts being equal and opposite for the ground

state manifolds for small magnetic fields.

The experimental setup constructed for this scheme, Fig. 11.3, uses a sin-

gle ECDL coupled with an EOM to generate phase stable optical fields of

the same polarisation. An AOM was used to switch the light before being

fibre coupled and aligned with the MOT.
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Figure 11.3: Experimental set-up for the Lin‖Lin CPT interrogation of the
F ′ = 1, 2 excited states. AOM: Acousto-optical modulator. EOM: Electro-
optical modulator. ECDL: External-cavity-diode-laser at 795 nm. NPBS:
Non-polarising beam splitter. NPD: Normalising photodiode. Insets illus-
trate the total angular momentum configuration for 87Rb, probed by two
electric fields separated by 6.8 GHz and π out of phase. The 780 nm cooling
light is provided from the set-up illustrated in Fig. 7.1

When the carrier is locked to drive the F = 2 level to the excited F ′ = 1

state, the conditions are satisfied to induce cyclic transitions for maximum

contrast of the clock states. Fig. 11.4 (a) illustrates that when the field is

non-zero and lifts the Zeeman degeneracy, the largest amplitude is observed

for the mF = 0 transition. The magnetic sensitivity of the mF = ±1 states

was again exploited for magnetic sensing along the axis of B‖ in the cold

atoms. The frequency shifts, measured relative to the transition frequency

of the ground state mF = 0 CPT feature, are given in Fig. 11.4 (b), with

the resolution limited by the linewidth of the sub-level dark states, which are

sensitive to power and transit-time broadening mechanisms. The magnetic

sensing demonstrates a noise-floor measured between the mF = ±1 and the

mF = 0 down to the same level as the previous Larmor precession study of

'800 nT.



Chapter 11. Publication: Utilizing diffractive optics towards a compact,
cold-atom clock 162

-0.5 0.0 0.5
0.0
0.5
1.0
1.5

-0.5 0.0 0.5
0.0
0.5
1.0
1.5
2.0

-0.5 0.0 0.5
0.0
0.5
1.0
1.5

Raman Detuning (MHz)

T
ra
ns
m
is
si
on

(a
rb
.)

-100 0 100 200 300
0

20

40

60

80

100

Coil current (mA)

B
fie
ld

(μ
T
)

(a) (b)

Figure 11.4: Experimentally measured Lin‖Lin CPT as a function of the
Raman detuning for different values of the applied magnetic field. (a): The
scanned transmission from the probe for three distinct applied magnetic fields
is depicted with a black line, with a best fitting red line for parameter charac-
terisation. (b): The measured magnetic field, determined from the resonance
frequency of the mF = ±1, as a function of applied coil current. The induced
frequency shift is then converted to a measured static magnetic field using
the Landé-g value.

11.4 Lin ⊥ Lin

For the case of Lin⊥Lin CPT interactions, the probing electric fields are both

propagating along the z axis, with a small magnetic field to separate the

linear components of the electric fields into a circular basis. The interaction

hamiltonians for the system are therefore,

Hi = H1 +H2 = −~d · ~E(t) = −~d · ( ~E1 + ~E2) = 0, (11.9)
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where ~d is the electric dipole, H1 and H2 are the interaction Hamiltonians

for electric fields [41],

~E1(t) =
~E1

2
(e−iω1t + eiω1t)ex

=
~E1

2
√

2
(e−iω1t + eiω1t)(e− − e+),

(11.10)

~E2(t) =
~E2

2
(e−i(ω2t−η) + ei(ω2t−η))(cos (θ)ex + sin (θ)ey)

=
~E2

2
√

2
(e−i(ω2t−η) + ei(ω2t−η))(eiθe− − e−iθe+),

(11.11)

where e± = ∓ (ex± iey)√
2

, and θ is the rotation of the polarisation axis of E2(t)

with respect to E1(t) .

Hence, substituting Eqns. (11.10), (11.11) into Eqn. (11.9) results in,

H1 = −~d · ~E1(t) =
~E1

2
√

2
(e−iω1t + eiω1t)(d+ − d−), (11.12)

H2 = −~d · ~E2(t) =
~E2

2
√

2
(e−i(ω2t−η) + ei(ω2t−η))(e−iθd+ − eiθd−), (11.13)

where d± = ∓(dx ± idy)/
√

2 accounts for the circular components of the

linearly polarised light, described with the Clebsch-Gordan coefficients,

〈i|d|j〉 = Cijd.

The decomposition of the linear light into circular components, allows us

to see that the |a〉 and |b〉 ground states are coupled via the |c〉 and |d〉 mani-

folds of the excited state to form two separate Λ configurations, as illustrated

in Fig. 11.1 (c). If the systems separate evolution is transformed into a rotat-

ing frame, as introduced in Sect. [2.1], the interaction hamiltonian has been
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shown to be [41],

H̃1 =
d ~E1

2
√

2
(cda|d〉〈a| − cca|c〉〈a|+ cda|a〉〈d| − cca|a〉〈c|), (11.14)

H̃2 =
d ~E2

2
√

2
(ei(η−θ)cdb|d〉〈b| − ei(η+θ)ccb|c〉〈b|+ e−i(η−θ)cdb|b〉〈d|

− e−i(η+θ)ccb|b〉〈c|).
(11.15)

Achieving a high contrast clock CPT feature requires simultaneous dark state

formation from both Λ configurations addressed, where the each dark state

is a superposition of both ground states |Dark〉 = m|a〉+ n|b〉, such that,

H̃i|Dark〉 =
d

2
√

2

[
~E2n
(
ei(η−θ)cdb|d〉 − ei(η+θ)ccb|c〉

)
+ ~E1m

(
cda|d〉 − cca|c〉

)]
.

(11.16)

Separation of Eqn. (11.16) into its constituent parts provides the dark state

of each Λ configurations as,

|Dark〉c = − d

2
√

2

[
~E2ne

i(η+θ)ccb + ~E1mcca

]
, (11.17)

|Dark〉d =
d

2
√

2

[
~E2ne

i(η−θ)cdb + ~E1mcda

]
, (11.18)

where the notation |Dark〉c and |Dark〉d refer to the dark states occurring

for the Λ configurations coupled to the excited |c〉 and |d〉 states respectively.

If we rearrange the darks states to solve for values of m and n that sat-

isfy a common dark state, we find,

ei2θ =
cdb
cda

cca
ccb
. (11.19)

In the case of probing on the 87Rb D1 line, the ground state is composed

of two total angular momentum manifolds of |F = 1, 2,mF = 0〉 connected
via an excited |F ′ = 1,mF = ±1〉. The Clebsch-Gordan coefficients for these
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real transitions are cca = ccb = cda = −cdb, such that their magnitudes define

their relative superposition states as,

|Dark〉c =
1√

E2
1 + E2

2

(
E2|1〉 − E1e

−i(η+θ)|2〉
)
, (11.20)

|Dark〉d =
1√

E2
1 + E2

2

(
E2|1〉+ E1e

−i(η−θ)|2〉
)
. (11.21)

If we assume again that η = 2π n, and E1 = E2, we realise when θ = 0 a

bright state occurs for |d〉 whilst a simultaneous dark state is generated for

|c〉. A common dark state can only be satisfied with the rotation of relative

electric field polarisation by θ = π/2. This gives rise to the method being

described as Lin⊥Lin coherent population trapping.

Experimentally achieving a polarisation rotation between two phase stable

electric fields required a new method of probing, illustrated in Fig. 11.5. The

Figure 11.5: Experimental set-up for achieving Lin⊥Lin CPT. AOM:
Acousto-optical modulator. EOM: Electro-optical modulator. ECDL:
External-cavity-diode-laser at 795 nm. NPBS: Non-polarising beam splitter.
NPD: Normalising photodiode. The upper inset depicts the total angular
momentum configuration used in this regime. The lower inset illustrates
the amplitude of the probing electric fields as a function of their relative
frequency difference and polarisations at the atoms, were black lines pass
through the EOM and the grey line through the first AOM.
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ECDL is spectroscopically locked with a frequency offset of 400 MHz relative

to resonance with the F = 2 → F ′ = 1 transition. The output beam is

split on a PBS, with equal amounts in each arm; referred to from here as

the carrier and sideband arms. The sideband arm is coupled to the EOM,

adding sidebands at +200 MHz to the off-resonant carrier. The carrier arm

uses an AOM to decrease the frequency offset to 200 MHz from resonance,

before combining with the orthogonally polarised sideband arm on a PBS.

Both beams were aligned through a final switching AOM to bring the carrier

arm resonant with the F = 2 → F ′ = 1 transition and one sideband to the

F = 1 → F ′ = 1 transition, as illustrated in Fig. 11.5. The other sideband

and off-resonant carrier are still present, but for a cold atom sample with

no Doppler broadening, there were no measured shifts to the central clock

feature.

The CPT data in Fig. 11.6 were taken using a pulsed Raman detuning

sequence for individual MOTs as opposed to the frequency sweep through

the single MOT. This means the laser-cooled atoms were interrogated with

a single Raman detuning for each clock cycle iteration (capture, cooling,

measurement), whilst monitoring the probe transmission through the atomic
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Figure 11.6: Experimentally measured Lin⊥Lin CPT transmission for cou-
pling to excited states F ′ = 1, 2 (red, blue) as a function of Raman detuning.
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medium. The total procedure is repeated to build up an averaged amplitude

for each Raman detuning, the results of which are plotted for both excited

states of the D1 transitions. The Lin⊥Lin scheme’s ability to produce a pop-

ulation cycling around the clock transition is shown by a 70 % contrast for

the F ′ = 1 state, compared to a 51 % when driving to F ′ = 2. Both contrasts

are defined by the method illustrated in Fig. 10.5 (b). The use of a pulsed

CPT readout provides the ability to convert coherent population trapping

into a Raman-Ramsey regime with relative ease, as discussed in the next

chapter.



Chapter 12

A compact cold-atom clock based

on Lin ⊥ Lin Raman-Ramsey

interrogation

An increased timing precision is actively sought after in commercial appli-

cations of navigation, telecommunication, manufacturing and cyber security

[178]. This pursuit has lead to profound advancements in the capabilities and

scale of miniaturised atomic clocks, which utilise spectroscopic techniques to

derive an atomic ground-state splitting. One such spectroscopic technique

is coherent population trapping, with its reduced optical footprint providing

a compact alternative to microwave cavities [38, 171, 179]. However, previ-

ously discussed thermal clock studies with coherent population trapping have

demonstrated a critical compromise between achievable resonance linewidth

and signal amplitude, as highlighted in Sect. [10.3.2].

The limitations of CW CPT interrogation can be overcome by implementing

the separated oscillating field method, proposed by N. F. Ramsey in 1950

[11]. The Ramsey technique adopts two π/2 pulses of length τ and separated

by a time T to generate a series of narrow frequency fringes with a spacing

168
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determined only by the pulse separation 1/2T . Due to this revolution in

atomic metrology, Ramsey was awarded the Nobel prize in physics in 1989

[12]. The method discussed in this chapter is analogous to the Ramsey style

experiment, where the first pulse drives the atoms into a superposition of

the ground states using coherent population trapping, opposed to a stan-

dard π/2 pulse. Following the first pulse, the phase of the dark state evolves

freely unperturbed for a duration, T. Finally, the second coherent population

trapping pulse translates the phase of the dark state, relative to the optical

phase, into atomic absorption. The transmission of the optical field is then

measured as a function of the Raman detuning, to reveal Ramsey fringes

with a linewidth ∆ f = 1/(2T ).

12.1 Ramsey’s separated oscillating field method

The theory of Ramsey’s separated oscillating field method makes use of a

simple two-level system, where the general expression of the state can be

described as,

|Ψ(t)〉 = cg(t)|g〉+ ce(t)|e〉 =


cg(t)
ce(t)


 . (12.1)

The expansion of this two-level system has been derived in Sect. [2.1], where

the Hamiltonian in a rotating frame is described as,

HR =
~
2


 δ Ωe−iφ

Ωeiφ −δ


 (12.2)

where φ is the phase of the electric field, and subscript R is to denote the

introduction of the rotation operator described in Ref. [180],

R =


e

iδt/2 0

0 e−iδt/2


 . (12.3)
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The system described in Eqn. (12.2) uses this frame to derive the eigenvalues

of the matrix λ± = ±~Ωr
2
, where Ωr =

√
Ω2 + δ2 is the off-resonant Rabi

frequency. For simplicity, I refer to the eigenvectors of this matrix as they

are defined by Cohen-Tannoudji et al. in Ref. [181],

|λ+〉 = cos
(θ

2

)
|e〉Re−iφ/2 + sin

(θ
2

)
|g〉Reiφ/2, (12.4)

|λ−〉 = − sin
(θ

2

)
|e〉Re−iφ/2 + cos

(θ
2

)
|g〉Reiφ/2, (12.5)

where sin θ = Ω/Ωr and cos θ = −δ/Ωr with 0 ≤ θ ≤ π.

To describe a system with an initial state |Ψ(t0)〉 in a time-independent

evolution, the initial state must also be transformed to the rotating frame

using Eqn. (12.3). The wavefunction in the rotating frame is described,

|Ψ(t0)〉R = cg(t0)eδt0/2|g〉+ ce(t0)e−δt0/2|e〉 = cg(t0)|g〉R + ce(t0)|e〉R (12.6)

The system dynamics during a pulse of oscillating field, τ , evolve according

to the Eqn. (12.2), with application of the time-evolution operator U(t0, τ):

|Ψ(t0 + τ)〉R = U(t0, τ)|Ψ(t0)〉R, (12.7)

where the projection of the evolution operator onto the two eigenvector basis

gives [182]

U(t0, τ) =e−iHR(τ−t0)/~ = e−iHR(τ−t0)/~(|λ+〉〈λ+|+ |λ−〉〈λ−|) (12.8)

=eiλ+(τ−t0)/~|λ+〉〈λ+|+ eiλ−(τ−t0)/~|λ−〉〈λ−|. (12.9)



Chapter 12. A compact cold-atom clock based on Lin ⊥ Lin
Raman-Ramsey interrogation 171

Finally, we can use the rotation operator, R(t0 + τ), to convert back to the

original basis of |g〉, |e〉 by using the description,

|Ψ(t0 + τ)〉 = R(t0 + τ)|Ψ(t0 + τ)〉R (12.10)

Using Eqn. (12.10), converts back to the original basis, where the excited

state amplitude after interaction with the laser field for a time, τ , is [183]

ce(t0 + τ) = e−iδτ/2
(
ce(t0)

[
cos
(Ωrτ

2

)
− i cos θ sin

(Ωrτ

2

)]

+ cg(t0)e−i(δt0+φ)
[
− i sin θ sin

(Ωrτ

2

)])
, (12.11)

cg(t0 + τ) = eiδτ/2
(
ce(t0)ei(δt0+φ)

[
− i sin θ sin

(Ωrτ

2

)]

+ cg(t0)
[

cos
(Ωrτ

2

)
+ i cos θ sin

(Ωrτ

2

)])
. (12.12)

If we consider the pulse of length τ , defined as Ωrτ = π/2, to be interact-

ing with the two-level atom initially populating the ground-state, such that

ce(0) = 0, cg(0) = 1, then Eqns. (12.11), (12.12) result in the probability

amplitudes,

ce(τ) = e−iδτ/2e−iφ(−i sin θ/
√

2) (12.13)

cg(τ) = eiδτ/2(1 + i cos θ/
√

2). (12.14)

Using the separated oscillatory fields technique [11], the first pulse is followed

by a period of free state evolution, T , before a second identical pulse is

applied. After this sequence, the system dynamics have been calculated

calculated using Eqns. (12.11), (12.12) to describe the final excited state
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Figure 12.1: Ramsey fringes determined from Eqn. 12.16. (a): Excited
state population as a function of detuning for different pulse separation T.
τ=100 µs and T=(500, 100) µs with solid and dashed line respectively. (b):
Excited state population as a function of detuning for relative phase differ-
ences between pulse one and two. τ=100 µs and T=500 µs with φ = π, 0 for
the solid and dashed line respectively.

population as [183],

ce(2τ + T ) = e−iδτ/2
(
ce(τ)(1− i cos θ) + cg(τ)e−i(δτ+δT+φ)(−i sin θ)

)
/
√

2,

(12.15)

such that the probability of the atom being in the excited state after this

sequence is,

|ce(2τ + T )|2 = sin2 θ
[

cos
(δT − φ

2

)
+ cos θ sin

(δT − φ
2

)]2

. (12.16)

In the case of probing with near resonant light, |δ| � Ωeg, then cos θ ' 0,

sin θ ' 1 and the excited state population is described as [183]

|ce(2τ + T )|2 ' 1

2
[1 + cos(δT − φ)]. (12.17)

This final excited state population depicts an oscillation period directly re-

lated to the free evolution time, T , through the relation f = 1/T , as il-

lustrated in Fig. 12.1 (a) for T = (500, 100) µs in solid and dashed lines

respectively. The critical aspect of the relative phase between the pulses

is highlighted in Fig. 12.1 (b), where the final excited state population is

tracked for φ = (π, 0) in solid and dashed lines, demonstrating that when the
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second pulse is π out of the phase the no atoms are optically pumped to the

excited state. Hence, for a maximum state population at δ = 0 both pulse

require phase stability over the pulse separation period T .

12.2 Experimental realisation

The first experimental observations of Ramsey fringes within a CPT reso-

nance were noted by J. E. Thomas et al., with a central fringe spacing of

650 Hz being recognised for its potential application to frequency standards

[184]. The high contrast superposition states, discussed in Chapter. [11],

have since led to numerous atomic clock developments based on a Raman-

Ramsey interrogation [38, 171, 175, 185–187]. To exploit this technique for

the grating magneto-optical trap, a high contrast coherent population trap-

ping signal is first required for efficient preparation of the dark state. Due to

the lack of Mu-metal shielding and the magnetic sensitivity for the Lin‖Lin
discussed in Ref. [188], the experiment was taken forward using the Lin⊥Lin
set-up discussed in Sec. [11.4].

Similarly to the pulsed CPT data, the MOT would be loaded with 2×107

atoms that were cooled to ≈20 µK. Following the cold-atom preparation,

the cooling light was extinguished with an AOM and mechanical shutters to

ensure that no light leakage could pollute the dark state pumping. After a

1 ms period to ensure complete closure of the shutters, the CPT pump was

applied for τ1 = 500 µs to optically pump into the dark state. Following the

pumping time, the phase of the dark state was free to evolve for a time T

before applying the second pulse, τ2 = 10µs, to measure the relative phase

accumulation between the Raman beams and the dark state.

The transmission of the both Raman-Ramsey pulses were measured through

an NPBS via a Newport Nirvana normalisation photodiode unit (2013
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Figure 12.2: (a): Experimentally measured Raman-Ramsey fringes. Trans-
mission for the second pulse through the atomic ensemble was measured as a
function of the Raman detuning. (b): Measured Raman-Ramsey line-width
as a function of the evolution time of the dark state, T . Black line is the
expected 1/2T relation. (c): Central Raman-Ramsey fringe measured for
T=5 ms

model). The transmitted signal was read through the DAQ card for amalga-

mation in LabView, to produce the data seen in Fig. 12.2 (a). The measured

fringe envelope is comparable to the CPT absorption induced by τ1. Fol-

lowing the first pulse, the phase of the prepared state was left to evolve for

a variable time T , which determined the fringe period through the relation

of f = 1/2T . Fig. 12.2 (b) demonstrates this relation experimentally with

measured data fit to the linewidth predicted from this relation. The mea-

sured period was determined from a sine fit to the central fringes, as depicted

in Fig. 12.2 (c). The total procedural time for the MOT load, cooling and

clock probing of the atomic sample is cycled with a time of ≈200 µs between
consecutive data points.
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12.3 Noise reduction

Defining the performance of an atomic clock requires calculation of the

achievable accuracy and precision in the system. In the case of the Raman-

Ramsey fringes, the precision is indicative of the measured reproducibility of

the central fringe, such that noise reduction is crucial for a high performance

clock.

Signal-to-noise

For the collection of larger data sets, a cycle average was implemented within

the LabView control to average out the random fluctuations in the measure-

ments. A fringe cycle would consist of one measurement per Raman detuning,

such that the averaging process was less sensitive to longer timescale drifts.

To measure the noise reduction of the averaging process, the signal-to-noise

of the central fringe was measured as a function of the number of cycle av-

erages, as illustrated in Fig. 12.3. For this measurement the signal-to-noise

was defined as the central fringe peak-to-peak amplitude divided by the av-

erage error bar amplitude across the central fringe. These error bars were

calculated from the standard error of the mean, [189],

σerror =
σN−1√
N

(12.18)

where σN−1 is the standard deviation for a data set containing N values.

Eqn. (12.18) defines the error associated with the determined mean, such

that a larger number of averages provides a better definition of the mean

with a square root dependence on N . It is because of the
√
N scaling that

the S/N in Fig. 12.3 tends to a particular value with the number of averages,

as opposed to the constant increase of a standard deviation.
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Figure 12.3: Signal-to-noise of the central Raman-Ramsey fringe as a function
of the number of cycle averages. The black line is the best fitting with a
square-root dependence.

Pulse normalisation

During the course of the Raman-Ramsey study, the detection photodiode was

varied in an attempt to find the best bandwidth and gain for a pulsed signal,

resulting in the Newport Nirvana being replaced by a ThorLabs (PDB210A)

subtraction unit. The reference beam on the subtraction unit was derived

from an NPBS before the light interacted with the atoms, and power set by a

neutral density filter wheel. Although the subtraction photodiode would al-

low common mode noise cancellation in optical fluctuations, the main source

of noise reduction was a Raman-Ramsey pulse division for dark state nor-

malisation. This technique uses the amplitudes of τ2/τ1 for an estimation of

the number of atoms that have been driven into the dark state by τ1 when

assuming there is no noise introduced during the separation time T , as has

been discussed in Ref. [175, 190].

When aided by proper subtraction of the reference signal, as illustrated in

Fig. 11.5, the transmission of the optical pumping pulse would be directly
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related to the number of atoms under interrogation, such that if no atoms

were present the measured pulse voltage would have zero amplitude. Al-

ternatively, if atoms were present, absorption would occur, such that the

two arms of the photodiode will be uneven and voltage amplitude measured.

In the following analysis this well subtracted voltage, corresponding to the

absorption, will be referred to as amplitude. However, in the case of polari-

sation fluctuations that are still detected by the NPBS, this subtracted level

can fluctuate, resulting in a measured DC value when there are no atoms.

In the following analysis, the DC voltage measured is referred to as the total

amplitude.

The data provided in Fig. 12.4 (a) and (b) tracks these pulse amplitudes

against the intensity of τ1. Despite both data sets illustrating a linear de-

pendence with the pump intensity, (a) is dominated by the DC level of the

intensity, whereas the well nulled pulse in (b) has already subtracted the

DC term well enough to reveal a gradient change between the two probing

regimes of low and intermediate intensity.

More importantly, for dark state normalisation a clear correlation should

be depicted from the amplitude as a function of the number of atoms be-

ing probed. For this study, the atom number was measured by time-of-flight

imaging for a specific intensity of cooling light, followed by a Ramsey interro-

gation at the central frequency to determine the atom number’s effect on the

pulse amplitudes. Due to the DC coupling, the total amplitude has a poor

correlation to the initial atom number, opposed by (d) where a linear relation

is measured only when measuring the DC subtracted amplitude. Due to the

findings of this study, the transmission measured in τ2 was divided by the

amplitude discussed in Fig. 12.4 (d) of τ1 for efficient normalisation of atom

number fluctuations.
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Figure 12.4: τ1 amplitude analysis. (a)-(b): Amplitudes are given as a func-
tion of the pump intensity. (c)-(d): Amplitudes are given as a function of
the atom number in the MOT.

12.4 Shift minimisation

The electro-optical modulator used to generate the probing optical fields is

frequency referenced to a 10 MHz clock, such that any deviations in the

relative optical field frequency are assumed to be induced by external per-

turbations to the atomic medium. Any perturbations to the measured clock

frequency act to degrade the accuracy, hence significant effort is used when

nulling the measured shift of the central Raman-Ramsey fringe with respect
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Figure 12.5: Second order Zeeman shift observed for the central peak of the
Raman-Ramsey fringe as a function of the applied coil current in all three
axes.

to a stabilised quartz oven reference oscillator (Keysight E8257D).

Although the dark state is a superposition of the mF = 0 ground-states

with a magnetic insensitivity to first order Zeeman shifts, a quadratic Zee-

man shift perturbs the dark state. Derivation from the Breit-Rabi equation in

Sec. 2.5.1 has been used to describe the magnetic sensitivity between mF = 0

states as

∆ωclock =
(gJ − gI)2µ2

B

2~∆Ehfs
B2, (12.19)

where gJ , gI are the Landé-g factors, µB is the Bohr magneton, Ehfs is the

ground state splitting and B is the applied magnetic field [59].

This quadratic shift can be measured experimentally by applying a range

of static magnetic field values on each axis, whilst tracking the position of

the central Raman-Ramsey fringe in the frequency domain. This was em-

ployed for the GMOT using the Helmholtz shimming coils for each axis of

confinement, the results of which are provided in Fig. 12.5. The frequency

position and associated error were determined from a best fitting sin function

to the central fringe of the collected data for the applied coil current. The fit

results were plotted to reveal the quadratic shift induced on this transition,
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permitting second order field nulling in each axis.

Calibrated shift

Nulling the static magnetic fields in all three axis is not possible due to the

necessity of a non-degenerate ground-state to satisfy the double-Λ scheme.

As a result of this, a small magnetic field was required to remain on B‖ to

aid optical pumping and lift the degeneracy. Initial studies into the affect of

the B‖ to the Raman-Ramsey fringe revealed a change in the central fringe

amplitude for the two coil currents illustrated in Fig. 12.6 (a). With the

clock predicted performance being strongly correlated to the fringe ampli-

tude through the Allan variance, the B‖ value would ideally be optimised

for the largest fringe amplitude, with the resulting second-order shift sub-

tracted from the ground-state-splitting to centralise the fringe symmetrically

at ∆ = 0, where ∆ = 0 is the unperturbed hyperfine splitting in the ground-

state.

The measured fringe amplitude was determined from the best fitting the-

ory lines depicted in red and black in Fig. 12.6 (a). The fringe amplitude

was seen to initially increase as a function of applied current due to the small

magnetic shift induced upon the states satisfying the double-Λ scheme. The

increased magnetic field separates the mF = ±1 states resonance frequency

by enough to be individually addressed, whilst having a small enough shift

from the laser detuning that they are still addressable by the optical fields

and permit an efficient optical pumping of atoms into the dark state, Fig. 12.6

(c). From the lowest applied coil current to the largest signal demonstrated,

a best fitting parabolic trend, expected from the quadratic shift Eqn. (12.19),

leads to a fringe amplitude increase of ≈ ×6. This trend was only true for

a small range of current values, after which the amplitude would reduce and

plateaux at a non-zero value. Although the fringe amplitude characterised
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Figure 12.6: (a): The measured Raman-Ramsey transmission as a function of
Raman detuning for two applied coil current values in B‖ of (120, 210) mA,
represented in red and black respectively. (b): The corresponding second
order Zeeman shift measured for the mF = 0 state as a function of the
applied current in B‖. (c): The central fringe amplitude as a function of the
same applied current points plotted in (b).

the defined optimum B‖ value, the applied field also induced a quadratic shift

on the clock state, as discussed in Sec. [12.4]. Measuring the quadratic shift

for the chosen B‖ in Fig. 12.6 (b), allowed the known shift to be accounted

for in the applied ground-state-splitting, such that the central fringe will be

again centred around ∆ = 0 Hz.

12.5 Allan variance

The Allan variance gained its name sake from its first proposal by D. W. Allan

in Ref. [9], which later became the ‘IEEE sub-committee on frequency stabilities’

recommended analysis for measurements in the frequency-domain [8]. Allan

variance now dominates metrological measurements as the accepted analysis
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for frequency stability. Much like a standard variance measurement, the Al-

lan variance is a measure of the fractional frequency fluctuations. However,

unlike the standard variance analysis, the Allan variance is convergent for

most forms of divergent clock noise.

This analysis takes an array of dimensionless fractional frequencies, defined

as

y(t) =
f(t)− f0

fhfs
=

∆f(t)

fhfs
, (12.20)

where f(t) is the measured central fringe frequency at a given time, f0 is

the local oscillator defined ∆ = 0, such that ∆f is the measured shift of the

transition frequency, fhfs.

The fractional frequency array can then be used to calculate the two standard

methods of Allan variance, non-overlapping and overlapping, by averaging

the fractional frequencies over an interval, τ . The non-overlapping was the

originally proposed analysis, looking at the variance between adjacent values

of y(t) through the relation

σ2
y(τ)non =

1

2(M − 1)

M−1∑

i=1

(yi+1 − yi)2, (12.21)

where yi and associated ti are the ith values in a list of measured y(t) that has

M fractional frequency values that are averaged over an integration period

of τ .

The non-overlapping Allan variance has now been largely superseded by the

technique of overlapping samples. This method involves outlining all possible

combinations of the data array to improve the confidence of the calculated

stability. In the case of the overlapping method, the Allan variance is calcu-
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lated as,

σ2
y(τ)overlap =

1

2m2(M − 2m+ 1)

(M−2m+1)∑

j=1

(j+m−1)∑

i=j

(yi+m − yi)2, (12.22)

where m is an integer for the ratio of the sampling time, τ , to the experi-

mental cycle time, τ0, such that τ = mτ0.

Both these methods converge the frequency noise, commonly associated with

a harmonic oscillation, when plotted in a σ vs τ diagram [9]. The noise source

can then be determined from the slope to reveal the power law decay function,

such that:

• τ−1 - White phase noise and flicker phase noise

• τ−1/2 - White frequency noise

• τ 0 - Flicker frequency noise

• τ 1/2 - Random walk of frequency

• τ 1 - Frequency drift

Performance of the unlocked clock

Typically for short-term instability performance, the clock does not require

to be locked, i.e. include a steering or feedback mechanism to control drifts.

Instead, in the sampling time where τ < 1000 s, the clock drifts are minimal

and there are no significant contributions to performance.

The analysis for the experimental Allan variance was again carried out in

a custom built LabView code, which began by calibrating the change in pho-

todiode voltage, ∆v, to the frequency drift of the central fringe, f , through
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the linear relation at the side of the fringe:

f =
∆v

4πv0

∆f, (12.23)

where v0 is the central fringe amplitude and ∆f = 1/T is the width of the

fringe. This linear relation can be used to calibrate the photodiode voltage

to a frequency drift from data points taken from this region of the fringe.

This calibration required a short Raman-Ramsey cycle to determine the am-

plitude and width of the central fringe. These central fringe characteristics

are used to calculate the calibration in Eqn. (12.23). Once a relationship

between the recorded photodiode voltage and corresponding frequency is re-

alised, consecutive shots are taken at f = 0± 1
4T

relative to the fringe centre,

with the difference ∆v now capable of tracking frequency and phase drifts

whilst remaining insensitive to amplitude fluctuations. Finally, these ∆v

values are converted frequency shifts via Eqn. (12.23), which is then used to

generate an array of fractional frequency fluctuations using Eqn. (12.20).

This array of y(t) values for the measured Allan variance are plotted in

Fig. 12.7 (a) as a function of their time in the measurement cycle. When

used in conjunction with Eqn. (12.22) this array of y(t) values produces the

Allan variance depicted in Fig. 12.7 (b), where the data points for chosen

sample times are presented in black, with dashed red lines depicting the

clock noise spectrums. The best measured instability for this initial test re-

vealed a relative instability of 2× 10−11 at 100 s. After 100 s the frequency

fluctuations are dominated by long-term instabilities that require feedback

mechanisms to ‘steer’ the clock drifts, a capability that is not provided with

an unlocked clock.
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Figure 12.7: Experimentally measured array of y(t) values and their corre-
sponding overlapping Allan deviation. Dashed red line highlights the clock
noise domains.

12.6 Outlook

With an outlook to achieving a relative short-term frequency instability on

the 10−14 level, the system noise and limitations require addressing. The most

effective method to map out the relative noise contributors to the clock was to

perform Allan variance measurements for the constituent components, such

as the optical and electronic input. From early observations of these mea-

surements we concluded that the atomic Allan variance was within one order

of magnitude of the electronic noise ground floor, measured with no atomic

or optical signal. Furthermore, the optical signal was found to fluctuate due

to thermal fluctuations in the laboratory environment, mainly contributed

by poor air conditioning. The dominant electronic noise contributions can
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be circumvented by a thorough investigation of the detection electronics and

digital card noise to determine the cause of the noise. Circumventing the

addressed issues would ideally lead to the quantum projection noise limit,

σy(t) =
1

Q

√
Tc
τ

1√
N
, (12.24)

where Q = f0
∆fa

is the quality factor, Tc is the experimental cycle time be-

tween measurements, N is the number of atoms, and τ is the interrogation

period.

If we substitute numbers provided in this thesis, f0=6.8 GHz, fa=50 Hz,

N = 107, and Tc=100 ms, then a short-term Allan variance of σy(100s) =

7.4× 10−14 is realised. Although the current measured value is three orders

of magnitude from this goal, the experimentally measured value is a proof-of-

principle first measurement, where experimental noise sources require further

addressing for continued progress.
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Chapter 13

Conclusion

In this thesis, diffractive optics have been utilised for the realisation of a

micro-fabricated source of cold-atoms. A simple theory of diffraction effi-

ciency was developed to enable a study of periodicity, wavelength and coat-

ings. This provided valuable information for the characterisation and design

of future grating chips that were to be coupled to a laser cooling apparatus.

Further studies of the grating chips revealed critical parameters for experi-

mental implementation and opened the door to the possibility of two-colour

cooling of more exotic species, such as Sr, in this compact apparatus. Al-

ternatively, two-colour cooling could be applied to Rb to produce visible

emission from the MOT at 420 nm, discussed in Appendix A.

Once implemented, the grating chips were rigorously tested for optimum

trapping and cooling capabilities. The cold-atom ensemble generated in our

set-up produced an atom number and temperature comparable with the stan-

dard MOT, whilst significantly reducing the apparatus volume. This com-

pact, cold-atom source was used to demonstrate the nulling of stray magnetic

fields using Larmor precession for realisation of an ultra-cold temperature

measurement. Furthermore, the checkerboard grating geometry allowed the

production of a scalable macroscopic neutral atom array from a single inci-
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dent laser.

The final and main study of this thesis was the proof-of-principle Raman-

Ramsey based clock. This study spanned across a basic vapour cell coherent

population trapping signal, to the implementation of a high contrast dark

state in cold atoms. The simple set-up that was used for early coherent

population trapping studies was superseded by a narrow Raman-Ramsey

feature. The stability of the narrow fringes generated in the experiment was

measured using the Allan variance to realise a first generation L/cm3 scale

clock apparatus, capable of measuring time to 1×10−11 at 100 s. This early

measurement from the set-up is comparable to thermal-atom systems dis-

cussed in Sect. [1], whilst only three-orders of magnitude from the quantum

projection noise limit

The key areas that remain open for future study are;

• Clock noise Following the initial study presented in this thesis, noise

sources must be addressed to reduce the electronic noise floor. Addi-

tional photodiodes have been added to various sections of the set-up for

active monitoring of laser fluctuations throughout the system for post-

analysis corrections to the data. Furthermore, the local oscillator has

been changed to a GPS satellite received as opposed to the stabilised

quartz oven.

• Electronic and power consumption Both the laser cooling and

clock probing lasers are produced from homebuilt external-cavity-

diode-lasers, as opposed to a micro-fabricated solution. One such so-

lution could be the implementation of VCSELs to further reduce the

complexity and bulky set-up. As well as further studies into diode re-

placements, the electronic power consumption must be reduced to aid

future miniaturisation.
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• Vacuum system reduction Current miniaturisation of the clock is

ultimately limited by the scalability of the vacuum apparatus. A pri-

mary hindrance to the miniaturisation of vacuum technology is the

necessity for a reduction of background gasses, with a significant con-

tribution for helium permeation. Standard apparatus requires the use

of an ion pump to maintain UHV, however for feasible miniaturisa-

tion, a compact solution of maintaining a low pressure environment

is required. This issue has been addressed in publications from the

Kitching team at NIST [155] and M. Himsworth at the University of

Southampton [191], for studies of micro-fabricated cell coatings with

properties including low helium permeation.

The consolidation of these issues could be used to couple a micro-fabricated

diffractive optic to a MEMS vacuum system, to produce an unambiguously

compact, cold-atom platform. Such a device could be implemented across an

array of precision measurements and metrological devices for next generation

quantum sensors.
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Appendix A

A portable MOT for outreach

events and undergraduate

experiments

This sections is focussed around the construction and running of a basic laser

cooling apparatus used for outreach events and public engagement. The final

system consists of a single ECDL coupled to a diffractive optic for generation

of a 87Rb cold atom sample. Finally, 776 nm light is used to satisfy blue light

generation for emission in the visible spectrum.

A.1 Construction

Laser cooling and trapping of atomic samples has grown into a field of its

own, dominating precision measurements and fundamental physics. Cold-

atoms also make a useful demonstration tool for the teaching of introductory

atomic physics for both undergraduate experiments and public engagement

[177, 192]. The miniaturisation and simplification of the laser cooling appa-

ratus, described in recent publications Refs. [42, 102, 103], has been utilised

for the construction and demonstration of a portable cold-atom device.
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Figure A.1: Portable set-up for transportation of the clock apparatus.

Due to the aim of an inexpensive experiment, the optical set-up was built

around a single laser, as illustrated in Fig. A.1 (b) with the components listed

in Table A.1. The homebuilt ECDL was capable of producing 60 mWs output

power with a linewidth of ≈500 kHz. The laser was locked using standard

saturated absorption spectroscopy, with an acousto-optical modulator in line

for frequency and intensity control of the cooling light. The locked light

was coupled through an electro-optical modulator for sideband generation

at 6.8 GHz separation for re-pumping. After fibre coupling, the beam was

expanded and collimated with a 1/e2 diameter of 2 cm, which was circularly

polarised with one inch optics and aligned through the vacuum system. A

1-D triangular grating of period 1180 nm discussed in Ref. [103], was held

close to the vacuum glass surface in a 3D printed mount.

The grating chip is carefully aligned with the incident light to ensure the
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Table A.1: Portable MOT costs

Equipment Source Cost (£)

780 nm laser Sanyo diode/homebuilt ECDL 200
EOM New Focus 6.585 GHz Model 4851 2000

Mirrors/mounts ThorLabs BB1-E03-10 10 pack 497
Optical isolator ThorLabs IO-5-780-VLP 790

AOM AA-OptoElectronic MT110-B50A1-IR 700
Vacuum system 5000
Optical fibre ThorLabs P3-630PM-FC-2 150
Vapour cell ThorLabs GC25075-RB 356

PBS ThorLabs PBS102 138
Grating chip Strathclyde University 1000

Total 10831

reflected order is well retro-reflected to avoid beam imbalance. Furthermore,

the beam is apertured to aid the alignment with the centre of the grating

chip, which when aligned correctly, all diffracted orders are visible. The vac-

uum system was baked to achieve pressures on the order of ≈10−9 mbar,

using a 20 L/s ion pump and controller.

Following the construction and alignment, a GMOT is achievable with rela-

tive ease, requiring only small realignment to achieve upwards of 107 atoms.

The running system was built onto 20×20 cm optical breadboards to facili-

tate a portable apparatus. The equipment was mounted into a custom built

server rack for the purpose of transportation to outreach events and public

engagement across the country.

A.2 Blue MOT

The infra-red emission from the MOT has been seen to reduce the effective-

ness of public engagement due to the necessity to use an IR-CCD for physical

viewing; in many instances leading to the public questioning the authenticity

of the live video stream. To circumvent this issue, an additional ECDL at
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Figure A.2: Image of 420 nm emission from 87Rb for visible detection.

776 nm was added to reach the blue emission from the 6P3/2 → 5S1/2 state,

as depicted in Fig. A.2 (b).

The ECDL was built with a 780 nm diode, which was temperature con-

trolled to pull the emission wavelength down to the 776 nm transition. The

temperature was adjusted by controlling the current to a Peltier cooler at

the base of the ECDL, implemented for temperature regulation. The 776 nm

light was aligned and retro-reflected through the MOT for radiation bal-

ance, such that it could be left free-running and only require a small current

adjustment every few minutes to maintain a frequency close enough to the

776 nm transition for blue emission from the MOT as in Fig. A.2 (a). The

easy control of blue emission makes a useful hands on engagement tool for

the public, as well as a useful demonstration of transition frequencies and

atomic structure.
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Building the next-generation atomic clock

J. P. McGilligan, R. Elvin, P. F. Griffin, E. Riis, A. S. Arnold

University of Strathclyde, Department of Physics

Compact atom clocks

Idea – Atomic clock
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Design – A compact device 

J. P. McGilligan, P. F. Griffin, E. Riis, A. S. Arnold, ‘Phase space characterization’, Opt. Express 23, 8948-8959 (2015)

Atom number: 
N ≈ 1x108

                                            	

Atom temperature: 
T ≈	5 µK

J. P. McGilligan, P. F. Griffin, E. Riis, A. S. Arnold, ‘Grating characterization for cold atom experiments’, JOSA B (2016)

Implementation – Cold atoms

Compact laser cooling:�
�
To simplify laser cooling, we couple 1 
laser to a diffraction grating, Figure 1, 
to generate balanced light forces.

During this study we found that the intensity balance has a broadband wavelength 
dependence, opening doors to many atomic species interesting to atomic physics.

Atom Density: 
ρ ≈ 2x1010 cm-3

                                            	

Next, the optimum grating was used, as in 
Figure 1, to produce balance intensity 
pressure, needed to trap and cool an atomic 
sample. �
�
The detuning and intensity of incident laser 
light was then varied to define peak number, 
density and temperature:

With technology becoming ever more dependent on precision measurements it is understandable that there is demand to link 
commercial systems to the most accurate atomic experiments; atomic clocks.

Currently, the state of the art clock has an accuracy of 1 part in 10-18, i.e. measures better than 1 second in the age of the universe. 

This accuracy is strongly sought after in:
•  GPS 
•  Navigation
•  Telecommunications
•  Financial security
•  Quantum information devices…The list goes on.

However, the size of the most accurate atomic clocks limits them from advancing to commercial system. We propose a new 
technique to facilitate a compact atomic clock that can be made commercially available whilst maintaining a high degree of precision.
                                            	

How does an atomic clock work?�
�
The atomic clock determines time through measurement of the frequency splitting 
of an electronic transition. This frequency can be directly related to a time.

What determines a clocks accuracy?�
�
The limit to a clocks accuracy is defined by the instability factor:

N: Number of atoms�
f0: Resonance frequency�
τ: Measurement time�
∆fa: Linewidth of transition

Thus, trapping atoms will give a large N, cold atoms have large long τ and 
atomic transitions have narrow linewidths, ∆fa. 

Results – Compact cold clock

Observation of the probe beam intensity when passing through the atoms and 
scanning across the clock frequency in a pulsed technique shows atomic absorption, 
revealing a clock fringe with a 64 Hz linewidth

Using what we have achieved so far and subbing these values into the instability 
equation, predicts we have a compact clock with an accuracy to the 
3x10-11 /τ1/2 . In the coming year we aim to reduce this value to 3x10-13 /τ1/2.

Figure 1

Why use atoms for a clock?�
�
All clocks, from sundial to pendulum, require an oscillator. Atoms offer the ideal 
oscillator because:

•  All identical – universal
•  Never age – no calibration
•  Well defined frequency – no variation
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Laser cooling:�
�
Standard laser cooling typically uses 6 counter propagating laser beams to carry 
momentum away from an atomic ensemble in the form of scattered photons. This 
reduces the kinetic energy of the system, slowing the atoms and resulting in long 
measurement times. �
�
However, the apparatus required is complicated and bulky. �
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We used the set-up (left) to vary the grating parameters, such as diffraction angle, to 
find gratings with an intensity balance between incident and diffracted light, which is 

critical to laser cooling.

J. P. McGilligan, R. Elvin, P. F. Griffin, E. Riis, A. S. Arnold, In Preperation (2016)

Once we have a large, cold atom sample we use a probe beam to intersect the 
atoms and drive the clock transition using a two photon process known as Raman 
Ramsey interrogation.
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wide range of optical, electric and magnetic elements into 
atom chips, but the magneto-optical trap (MOT) [21, 22]—
the element responsible for initial capture and cooling of 
the atoms—has remained external to the chip.

An early attempt to integrate the MOT used deep pyram-
idal mirrors etched into a thick silicon substrate [8]. These 
manipulate a single incident laser beam into the overlap-
ping beams required by a MOT. With beams of size L, the 
number of atoms captured scales as L6 [9], a dependence 
that rolls over to L3.6 as the size increases to some centi-
metres [21]. The large pyramids favoured by this scaling 
are not compatible with the normal 500µm thickness of 
a silicon wafer. Although thick wafers are available, days 
of etching are needed to make pyramids of mm size and 
additional polishing is required to achieve optical quality 
surfaces [8, 23, 24]. For these reasons, the integrated pyra-
mid is unsuitable for applications requiring more than ∼104 
atoms. Figure 1 illustrates a recent extension of this idea 
where the MOT beams are now formed using microfabri-
cated diffraction gratings, which replace the sloping walls 
of the pyramid [25, 26]. The gratings are easily fabricated 
on any standard substrate material and can readily be made 
on the centimetre scale. This allows the MOT to capture up 
to 108 atoms above the surface of the chip, where they can 
be conveniently transferred to magnetic traps [3]. Because 
they only need a small depth of etching, the gratings pre-
serve the 2D nature of the structure and sit comfortably 
with other elements on the chip. Alternatively, for devices 
that only require the reliable production of a MOT, the grat-
ing chip can be placed outside the wall of a glass cell and 
used to trap atoms on the inside.

Figure 2 shows two 1D-grating MOT chips, which have 
already been demonstrated [1]. Chip A has three square 
grating areas arranged symmetrically to leave a plane 
area in the centre. Chip B has the same geometry, but the 

Abstract It has recently been shown that optical reflec-
tion gratings fabricated directly into an atom chip provide a 
simple and effective way to trap and cool substantial clouds 
of atoms (Nshii et al. in Nat Nanotechnol 8:321–324, 2013; 
McGilligan et al. in Opt Express 23(7):8948–8959, 2015). 
In this article, we describe how the gratings are designed 
and microfabricated and we characterise their optical prop-
erties, which determine their effectiveness as a cold atom 
source. We use simple scalar diffraction theory to under-
stand how the morphology of the gratings determines the 
power in the diffracted beams.

1 Introduction

Atom chips [3, 4] are microfabricated devices [5] which 
control and manipulate ultracold atoms in a small, inte-
grated package. Because they provide a convenient way to 
trap [6–9], guide [3, 10] and detect atoms [11], atom chips 
are becoming increasingly important for clocks [12, 13], 
Bose–Einstein condensates [14–16], matter wave interfer-
ometers [17–20] and quantum metrology [20]. In recent 
years, there has been great progress towards integrating a 
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grating pattern covers the whole surface and, in particular, 
extends all the way to the centre. In this article, we describe 
the design and fabrication of each chip and compare the 
expected and measured optical properties of each. The arti-
cle is organised as follows: in Sect. 2, we outline the simple 
scalar diffraction model that we used to design the chips. 
Section 3 describes how the gratings were fabricated. In 
Sect. 4, we measure the dimensions of the fabricated grat-
ings and the optical properties of the diffracted beams, and 
we compare the performance achieved with the theoretical 
expectations. Finally, in Sect. 5 we summarise our findings.

2  Design of the chips

The atoms trapped by the MOT are held by optical scat-
tering forces in the presence of a magnetic quadrupole 
field. Ideally, these forces should sum to zero at the cen-
tre of the quadrupole, which can be achieved by appropri-
ate choices of intensity and polarisation of the light. The 
chips described here have symmetry that automatically 
balances the forces parallel to the surface, but balance in 
the normal direction has to be designed. Let the incident 
power Pin over an area A of the chip produce power ηPin 
in each diffracted beam. The corresponding intensity is 
Idiff = ηPin/(A cos θ), where θ is the angle to the normal, 
as shown in Fig. 1. With N diffracted beams participating 
in the MOT, the total intensity contributing to the upward 
force is NIdiff cos θ = NηPin/A = NηIin. The vertical bal-
ance of intensities therefore requires Nη = 1. For chips A 
and B in Fig. 2, which use three diffracted beams, this con-
dition becomes η = 1/3 [26]. In practice, the optimum dif-
fracted intensity is somewhat higher because the polarisa-
tions of the upward and downward beams are not the same.

To estimate the power diffracted from our gratings, we 
approximate them by the ideal profile shown in Fig. 3. The 
elementary period d contains a top face of width rd and a 
bottom face of width (1− r)d that is lower by a depth T. 
Light diffracted at an angle θ from the lower face is shad-
owed by the step, so that the effective width of the face is 
S = (1− r)d − T tan θ. The phase difference between rays 
coming from the centre of the top surface and the centre of 
the effective bottom surface is

where k = 2π/� and � is the wavelength of the light. With 
a normally incident field Ein, and assuming power reflectiv-
ity ρ, the diffracted field at (large) distance R is approxi-
mated by the Fraunhofer integral.

(1)φ = k

[

1

2
(d − T tan θ) sin θ − T(1+ cos θ)

]

,

MOT
Region

Quadrupole
Magnetic Field

Diffraction Chip

Fig. 1  Principle of the grating chips. A normally incident laser beam 
of intensity Iin is diffracted by metal reflection gratings, written into 
the surface of a chip. The gratings diffract the incoming light accord-
ing to the Bragg condition m� = d sin θ, where � is the wavelength 
of light and d the grating period. By design, these structures diffract 
light only into the first-order beams (m = ±1) with an intensity I|m|=1

. Together with the magnetic quadrupole field, oriented as illustrated, 
the overlapping beams provide the light required for a magneto-opti-
cal trap (MOT). The angular momentum of the input beam, indicated 
by the blue arrow, is opposite to the local magnetic field direction, 
and the helicity of the light is well preserved after diffraction

Fig. 2  One-dimensional grating chips of threefold radial symmetry, 
used to make 4-beam integrated MOTs. Red arrows indicate the dif-
fracted beams used for trapping. Chip A is made by optical lithogra-
phy, while chip B (shown magnified) is patterned by e-beam lithogra-
phy. Insets Scanning electron microscope images of the grating lines

T
r d

(1- r) d

S

d

Fig. 3  Idealised diffraction grating profile, with period d, duty factor 
r, and depth T. S represents the effective length of the bottom facet, 
which is shortened because some light is shadowed by the step. Nor-
mally incident light is diffracted at an angle θ
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Here, the first line describes the diffraction from one ele-
mentary unit of the grating, as illustrated in Fig. 3, while 
the last factor sums over the contribution from all N grating 
periods.

The intensity distribution, obtained by squaring equa-
tion (2), has a comb of narrow peaks coming from the 
grating factor, with maxima at the Bragg angles given by 
sin θ = m�/d, where m is an integer. Because many lines 
of the grating are illuminated, the single-period factor is 
essentially constant over the small angular spread across 
one of the Bragg peaks. This makes it straightforward to 
integrate across the mth Bragg peak to find the total dif-
fracted power Pm in that order. The result is

Pin being the power incident on the N illuminated lines of 
the grating. Evaluating these integrals,

Let us first consider diffraction into the m = 0 order—
i.e. retro-reflection of the incident beam. This needs to be 
avoided as a strong upward beam of the wrong polarisation 
is detrimental to the MOT [1]. For chip A, there is a plane 
surface in the central region, which can either be cut away 

(2)

E(θ)

Ein

=
√
ρ

√
R�

[

∫

rd/2

−rd/2

dxe
ikx sin θ + e

iφ
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S/2

−S/2

dxe
ikx sin θ
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e
iknd sin θ
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.
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,

(4)

Pm

Pin

=
ρ

m2π2
[ sin2 (mπr)+ sin2 (mπS/d)

+ 2 cos (φ) sin (mπr) sin (mπS/d) ].

to leave an aperture, or coated with an absorbing layer. For 
chip B, where the grating structure runs all the way into the 
middle, the retro-reflection can be suppressed instead by a 
suitable choice of the grating parameters. On using Eq. (1) 
to eliminate φ, Eq. (4) gives

This goes to zero when r = 1
2

(

1+ i

tan (2πT/�)

)

. Since r 
must be real, we require tan (2πT/�) = ∞, which leaves 
r = 1

2
. It is desirable to minimise the depth T so that S 

remains as large as possible for the first diffraction order. 
We therefore choose T = �/4. Figure 4a shows how P0/Pin 
varies when r and T deviate from this ideal condition, as 
they inevitably will in practice. We see that deviations of up 
to 10% in either T or r give rise to a P0/Pin of only one or 
two per cent, making the design robust against minor fabri-
cation errors.

We turn now to the first-order beams, which (together 
with the incident beam) are responsible for making the 
MOT. To ensure efficient use of the available power, we 
choose gratings where d < �/2, so that there are no dif-
fracted beams except for those having m = 0 and |m| = 1.

The plots in Fig. 4b (for chip A) and Fig. 4c (for chip 
B) show the power P1 in the m = +1 order (normalised to 
Pin) when the grating depth T and duty factor r are var-
ied. We see that this power is close to a maximum when 
the retro-reflected power is zero, but can be increased a lit-
tle by reducing r slightly below 0.5. This has the effect of 
making rd and S more nearly equal, which improves the 
contrast of the grating. A little is also gained by reducing 
T/�, so that the width S of the lower surface is increased. 
As with the minimum of P0, this maximum of P1 is suf-
ficiently forgiving that we are not troubled by minor fabri-
cation errors.

(5)
P0

Pin

= ρ

[

1+ 2r(r − 1)

(

1− cos

(

4πT

�

))]

.

/ / /

(a) (b) (c)

Fig. 4  Power in a single diffraction order, normalised to the incident 
power and plotted as a function of duty factor r and grating depth 
T divided by wavelength �. Reflectivity is taken to be ρ = 1. a The 
zero-order case given by Eq. (5). This is the region near minimum 
power, where r≃1/2 and T≃�/4. The minimum is wide enough to 

forgive minor fabrication errors. b Fraction of power in the m = +1 
order of chip A, calculated from Eq. (4) with d = 1.19µm and 
� = 780nm. c Fraction of power in the m = +1 order of chip B, cal-
culated from Eq. (4) with d = 1.48µm and � = 780nm
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The MOT works because the scattering force in the 
presence of a magnetic field depends on the polarisation 
of the light [25]. For that reason, it would be ideal to go 
beyond this simple scalar model of the diffraction to con-
sider polarisation. However, that theory is quite challeng-
ing and is beyond the scope of this article. Instead we have 
relied on experiment to determine the polarisation of the 
diffracted beam, as discussed further in Sect. 4.

3  Fabrication

Chips A and B are produced by two different fabrication 
methods, which we now describe.

3.1  Chip A: photolithography using silicon substrate

Chip A, as shown in Fig. 2a, is a 32mm square of silicon in 
which three 8-mm-square lamellar gratings are etched by 
photolithography. This is then covered with gold to achieve 
the desired high reflectivity at 780nm. We choose a grating 
period of 1.2µm, which is close to the minimum that can 
be reliably made by this method. Although we aim for a 
duty factor of r = 1

2
, the bottom face is designed to be 700

nm wide, anticipating that r will move towards 1 / 2 after 
the gold is added.

To begin, we make a reticle by direct ebeam writing on 
chromium-coated quartz. This is a 5× magnified version of 
one square grating. A 〈100〉-orientated 150-mm-diameter 
silicon wafer is then coated with SPR660 photoresist to a 
thickness of 0.8µm and exposed to de-magnified images 
of the reticle, using light of 365nm wavelength. A step-
per motor manoeuvres the reticle to each grating position 
in turn, to produce an image of 12 chips—32 gratings in 
total—on the wafer. The resist is then developed, and the 
exposed silicon is removed by reactive ion etching using 
an inductively coupled SF6/C4F8 plasma. With a typical 
etch rate of ∼5nm/s, this forms a grating of the desired 
depth—�/4 = 195nm—in under 1minute. The wafer is then 
stripped of the remaining resist by plasma ashing, before 
cleaning with a piranha solution to remove any remaining 

organic contaminants. Figure 5a shows a scanning electron 
microscope image of a deep grating that was made to cali-
brate the etch rate. One can see in this image the high qual-
ity of the profile and the few-nm accuracy of the widths 
produced.

In order to give the gratings a high reflectivity, we apply 
a 5nm-thick adhesion layer of chromium (by dc sputtering) 
followed by 200nm-thick layer of gold (by rf sputtering). 
The finished grating is shown in Fig. 5b. From this and 
similar scans, we measure a final depth of T = 207(5)nm, a 
period of d = 1.19(1)µm and a duty factor of r = 0.51(5) , 
the latter being due in part to some systematic variation 
across the chip.

3.2  Chip B: electron‑beam lithography using silicon 
substrate

Chip B is a 22mm square of silicon, coated with aluminium, 
in which a grating is etched by electron-beam lithography. 
The grating consists of nested triangles, as shown magni-
fied in Fig. 2b, that continue outward to fill a 20mm square. 
The lamellar surface profile is designed to have a depth of 
195nm, a period of 1.5µm and a duty factor of 1 / 2 . Unlike 
the photolithography used for chip A, the e-beam fabrica-
tion used here is not at all challenged by the resolution we 
require. However, the large size of the pattern over all does 
present a challenge.

A 〈100〉-orientated 100-mm-diameter silicon wafer is 
coated with ZEP520A e-beam resist to a thickness of 350
nm, which is then patterned using a high-speed e-beam 
writer (Vistec VB6 with 50MHz scan speed). With 11 
chips, covering a total area of 44 cm2, this takes 25h of con-
tinuous writing. Particular care is needed to ensure the elec-
tron-beam direction does not drift over this time, thereby 
introducing phase variations across individual gratings. The 
wafer is then etched and cleaned in the same way as chip A. 
The scanning electron microscope image in Fig. 6a shows 
the centre of the etched grating and illustrates the high 
quality of the fabrication.

1 m(b)(a)

Fig. 5  a Scanning electron microscope images of chip A. a A deep 
trench calibrates the etching rate prior to the main fabrication and 
shows a profile close to that of our model, as illustrated in Fig. 3. b 
The final chip after etching to a depth of T∼195nm and coating with 
200nm of gold. This brings the duty factor r close to 1 / 2 Fig. 6  Scanning electron microscope images of chip B. a The centre 

of chip B, etched to a depth of 195nm, before coating. The triangles 
are equilateral, but distorted by the angle of view. b After coating 
with aluminium
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After evaporating 100nm of aluminium, the grating is 
imaged again, as shown in Fig. 6b. From this and similar 
scans, we measure the final parameters T = 190(5) nm, 
d = 1.48(1)µm and r = 0.46(5).

4  Measurement of optical properties

The two different coatings—gold for chip A and aluminium 
for chip B—are motivated by two ways of operating. With 
the chip inside a vacuum, the required ∼1/3 power in each 
diffracted beam (see Sect. 2) is provided by an aluminium 
coating. The higher reflectivity of gold is needed for a chip 
outside the window of a glass cell because the diffracted 
beams suffer reflection loses when they pass through the 
window. There is no significance to the different thick-
nesses used—it is sufficient for the metal film to be large 
compared with the skin depth. The reflectivity of each chip 
was determined by measuring the power in a 780nm laser 
beam reflected from a flat, un-etched area and comparing 
this with the incident power. We found ρ = 0.972(6) for 
chip A and ρ = 0.822(6) for chip B.

In order to measure the diffracted power ratio Pm/Pin , 
a few-milliwatt laser beam of 780nm wavelength was spa-
tially filtered using a single-mode fibre and then collimated 
to form a beam of approximately 1mm full-width-half-
maximum. This was sent through a polarising beam split-
ter and then circularly polarised by a quarter-wave plate, as 
it would be to make a MOT. Roughly 1 m from the wave 
plate, the light was retro-reflected from a flat area of the 
chip and sent back through the wave plate and beam split-
ter. The circular polarisation of the incident light was opti-
mised by adjusting the angle of the quarter-wave plate to 
extinguish the light returning through the beam splitter. 
Next, a translation stage moved the chip so that the light 
was incident on a grating, and a power meter then recorded 
the incident power Pin and the power P1 diffracted into first 
order. (The m = 1 beams were easily separated from m = 0 
because of the large diffraction angle – 41◦ for grating A 
and 32◦ for B).

We measured each of the three gratings on chip A, with 
the results P1/Pin = 0.326(2), 0.323(2) 0.386(2). These 
are to be compared with the power ratio given by Eq. (4) 
after inserting the measured grating dimensions and reflec-
tivity. That gives 0.340+(21)

−(36), in good agreement with the 
measurements. The small variation in both theory and 
experiment is due predominantly to r. This translates into 
a variation of the diffracted power because chip A, having 
r = 0.51(5), operates on the high-r side of the maximum 
plotted in Fig. 4b, where the derivative with respect to r is 
not zero.

Measurements on the three gratings of chip B gave 
P1/Pin = 0.381(2), 0.381(2) 0.380(2), showing a good 

level of reproducibility. This is due in part to better uni-
formity of the e-beam lithography, but also, chip B operates 
with r = 0.46(5), which is very close to the maximum of 
the plot in Fig. 4c, where P1 is insensitive to variation of 
r. The power ratio given by Eq. (4) for chip B is 0.328+(2)

−(9) . 
While this is qualitatively similar to the measured frac-
tion, it does not agree within the measurement uncertainty, 
and we cannot find any plausible adjustment of parameters 
that might bring them into agreement. We are forced to 
conclude that our diffraction theory is not able to predict 
the diffracted power with this high level of accuracy and 
suspect that the limitation is due to our use of the effective 
width S, defined by ray optics and therefore not strictly jus-
tified. In the case of chip B, the zeroth-order beam passes 
through the MOT, so it is important with this chip to have 
a low P0. In order to measure this, we rotated the chip by 
approximately 5mrad to separate the m = 0 diffracted 
beam from the incident beam. This measurement gave 
P0 = 0.005(1), in good agreement with 0.007+(20)

−(7)  from 
Eq. (4).

The magneto-optical trapping force depends on the 
polarisation of the light, relative to the direction of the local 
magnetic field [21]. This is discussed for our particular 
geometry in [25], which shows that the MOT works well 
when diffraction of the beam reverses its helicity. We there-
fore checked the polarisation of the first-order diffracted 
beams using a second combination of quarter-wave plate 
and polarising beam splitter, adjusted to project the state of 
the beam onto the basis of left- and right-handed polarisa-
tions. Photodetectors at the two beam splitter outputs meas-
ured the powers PL and PR in each circular polarisation. 
The fraction of power with reversed helicity from the three 
gratings on Chip A was 88, 90 and 98 %, and we note that 
better helicity reversal coincided in each case with higher 
power. On chip B, we measured 97, 98 and 99 %. This 
high degree of polarisation is more than adequate to make 
a strong MOT with either chip [1]. Indeed, although we do 
not have any calculation for comparison, it seems surpris-
ingly high given the obvious anisotropy of the surface and 
of the diffraction geometry. We note that the variation in 
polarisation is greater across chip A than chip B, and again, 
we ascribe this to the two different methods of fabrication.

5  Summary and conclusions

Optical reflection gratings fabricated on an atom chip offer 
a simple way to build a large, robust, integrated magneto-
optical trap (MOT) for atoms [1]. In this paper, we have dis-
cussed the main design considerations and have described 
how suitable chips can be fabricated using two methods: 
optical lithography and e-beam lithography. Using sca-
lar Fraunhofer diffraction theory and an idealised model 
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of the lamellar profile, we have provided an account of the 
expected MOT beam intensities. This theory agrees well with 
experiment down to the level of a few per cent of the incident 
power, but not with the higher-precision measurements made 
on the aluminium-coated chip B. We have shown that it is 
possible to suppress the back-reflection, while at the same 
time diffracting a large fraction of the power into the two 
first-order beams. The power in these beams depends on the 
choice of period d, duty factor r and depth T of the grating. 
These parameters vary a little over the optically fabricated 
chip A, and rather less over the e-beam fabricated chip B. In 
either case, we show how to minimise the effect of inhomo-
geneity on the diffracted beam intensity by operating at the 
intensity maximum with respect to r and T. We also find that 
the circular polarisation of the light is surprisingly well pre-
served after diffraction into the first-order beams.

The design principles and theoretical model developed 
here make this new method accessible to anyone who may 
wish to incorporate such an integrated trap into an atom 
chip. We anticipate that this approach will facilitate future 
quantum technologies using cold and ultracold atoms [27].
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We have studied the optical properties of gratings microfabricated into semiconductor wafers, which can be used
for simplifying cold-atom experiments. The study entailed the characterization of the diffraction efficiency as a
function of the coating, periodicity, duty cycle, and geometry using over 100 distinct gratings. The critical param-
eters of experimental use, such as the diffraction angle and wavelength, are also discussed, with an outlook to
achieving optimal ultracold experimental conditions. © 2016 Optical Society of America
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1. INTRODUCTION

Cold-atom technologies have dominated precision measure-
ments in recent years [1–4]. The preference for cold atoms
arises from the increased interrogation time that is provided in
an isolated environment, allowing higher precision to be taken
from a measurement [5]. Although many metrological experi-
ments benefit from cold-atom measurements [6,7], the stan-
dard apparatus required is typically too large for portable
devices. Despite the fact that current miniaturized metrological
devices have proven highly successful [8], their precision and
accuracy are limited by their use of thermal atoms.

The source of cold atoms in most experiments is a standard
magneto-optical trap (MOT) [9,10], which utilizes six inde-
pendent beams, each with their own alignment and polariza-
tion optics. We have previously demonstrated a device that
collects cold atoms in an optically compact geometry using
a grating MOT (GMOT) [11,12], which is an extension of the
equivalent MOT using a tetrahedral reflector [13]. Such MOTs
are grating/mirror variants of the original 4-beam MOT by
Shimizu et al. [14]. The simple design of the GMOT reduces
the standard 6-beam MOT experimental setup to one incident
beam upon a surface-etched, silicon wafer diffraction grating.
The grating uses the incident light and first diffracted orders to
produce balanced radiation pressure, allowing us to trap a large
number of atoms at sub-Doppler temperatures [12,15]. This
greatly reduces the scale and complexity of the optics used
in laser cooling apparatus to facilitate applications [16–18].

In this paper, we present a detailed optical characterization
of these microfabricated diffraction gratings, with a view to aid-
ing future cold-atom quantum technologies. Comparisons are
made with basic theoretical models of the light diffracted from
binary periodic diffraction gratings. This study will be aimed

toward an understanding of how metal coatings, periodicity,
duty cycles, and geometry affect the diffraction efficiency, a cru-
cial parameter for creating balanced radiation pressure. Finally,
we discuss additional parameters that have proven critical dur-
ing our studies.

2. THEORY: DIFFRACTION GRATINGS

Previous efforts made toward producing a reliable theory of dif-
fraction require a typically complex derivation of Maxwell’s
equations [19,20]. However, significant insight into the optical
performance of our MOT gratings can be obtained from a sim-
plified theory for the determination of the first- and zeroth-
order diffraction efficiencies. We would like to draw attention
to the optical theory expounded in Ref. [21] and use the same
notation throughout this paper for convenience in comparison.
However, here we use an even simpler phasor-based version of
the theory, which gives a surprisingly good agreement to the
experiment. Note also that the zeroth order is calculated via
an alternative method.

The diffraction gratings considered in this work are com-
posed of a combination of reflecting elements arranged in a
periodic array, separated by a distance comparable to the wave-
length of study, and alternate elements etched into the surface,
as seen in Fig. 1. This structure is directly analogous to trans-
missive classical slits [22].

When studying a diffraction grating of period d with inci-
dent light of wavelength λ at an angle α to the grating normal,
then a diffracted order will be produced at angle θ determined
by the grating equation mλ � d�sin α� sin θ�, where m is an
integer representing the diffracted order concerned. For inci-
dent light perfectly perpendicular to the grating (α � 0), the
grating equation simplifies to the Bragg condition,
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mλ � d sin θ; (1)

where θ is now the angle of diffraction.
Figure 1 shows how the total electric field can be represented

as the sum of diffracted orders from the trough and peak of the
grating, which are weighted by their relative sizes �1 − r�d �
rcd and rd , respectively, and phase shifted by the path differ-
ence between AB � d∕2 sin θ�� mλ∕2� from Eq. (1) and
CDE � T �1� cos θ�, i.e.,

E tot∕ρ1∕2 ∝ �r � rceiϕ� (2)

where ϕ � 2π

λ
�mλ∕2 − T �1� cos θ��;

where T is the etch depth, λ the wavelength of incident light,
and ρ is the metal reflectivity. This gives a simple “phasor”
model of the diffraction efficiency.

Using this electric field, in the case of a 50/50 duty
cycle, r � rc � 0.5, and a one-dimensional (1D) grating,
the intensity efficiency, η1, in the first diffracted orders can
be calculated via

η1 � ρ
j1� exp�iπ�1 − 2T �1� cos θ�∕λ��j2

8
; (3)

where ρ is the reflectivity of the coating metal used, allowing for
losses (see more on this in Section 4).

Equation (3) now provides a simple relation between the
intensity of the light diffracted in the first order relative to
the period of the grating. A simple model could thus assume
that, for lossless diffraction with no grating orders jmj ≥ 1, the
zeroth order can be described by

2η1 � η0 � ρ. (4)

If the etch depth, T , is designed such that T � λd∕4, where λd
is the design wavelength and cos θ ≈ 1, then Eq. (3) simplifies
further to

η1 � R

�
1� exp

�
i πλd2λ

��
2

8
: (5)

Note that to apply first-order diffraction efficiencies η1 to two-
dimensional (2D) gratings, we simply multiply by 1/2, to
account for twice as many diffracted beams.

To determine how these diffracted efficiencies relate to cre-
ating a balanced radiation pressure, we must account for the
vertical intensity balance between the incident, I i, and the dif-
fracted orders, I d, described as Id

I i
� η1

wi

wd
� η1

cos θ , where wi

(Fig. 1) is the incident beam waist and wd is the diffracted beam
waist. The radial balance is not considered, as this is automatic
if the beam center is positioned on the grating center. The net
incident intensity on the grating I i�1 − η0� is ideally balanced
with the component of the diffracted intensity, which is anti-
parallel to the incident light, i.e.,NI d cos θ, whereN accounts
for the number of diffracted first orders, which simplifies to
NI iη1. Thus, for all models, the balance between incident and
diffracted light, perpendicular to the grating and taking the
zeroth order into account, is described mathematically through
the dimensionless quantity

ηB � N η1∕�1 − η0�; (6)

which is ideally one.
In summary, we have used a simple model, adapted from

Ref. [21], for zeroth- and first-order diffraction efficiency η0
and η1 and thereby the radiation balance ηB. The model uses
a simple two-phasor addition [Eqs. (3) and (4)], which can be
shown to be directly proportional to a more complete phase
integral across the grating, but ignoring the effect of shadowing.

3. EXPERIMENT: GRATING CHARACTERIZATION

The diffraction gratings used were manufactured with a dry
etch into silicon wafers and patterned using electron beam
lithography [23,24] to an ideal etch depth of h � λd∕4
(λd � 780 nm) and the chosen periodicity. The wafer on
which the Au gratings were etched is composed of silicon
topped with 10 nm Ti and 20 nm Pt, whereas no adhesion
layer was required for an Al grating. These are then sputter
coated with a variable thickness coating layer. The geometry
of the etch can vary between 1D and 2D gratings, as illustrated
in the scanning electron microscope images in Figs. 2(a) and
2(b), respectively. The 2D grating produces four first-order dif-
fracted terms compared to the two produced in a 1D geometry.

To produce the ideal grating, a thorough investigation of
how fabrication parameters affect the diffraction efficiency is

Fig. 1. Surface of a binary diffraction grating of etch depth T , dif-
fraction angle θ, period d , and duty cycle r and 1-r for trough and
peak, respectively.

(a)

(c)

(b)

Fig. 2. (a) and (b) Scanning electron microscope images of 1D and
2D gratings, respectively. (c) Setup used for grating efficiency and
polarization purity analysis. Abbreviations are λ∕2 and λ∕4 for the half
and quarter wave-plates, respectively, PBS for polarizing beam splitter,
ηi represents the relative power in the ith order of diffraction, and θ is
the angle of diffraction.
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required. To determine the optimum settings for future diffrac-
tion gratings, we commissioned the construction of over one
hundred 2 mm × 2 mm gratings, produced with a variety of
periodicities, duty cycles, geometrical layouts, coating metals,
and coating thicknesses. In order to measure the properties
of the large quantity of diffraction gratings, we constructed
a dedicated testing station with incident-collimated, circularly
polarized light of known wavelength and power, as can be seen
in Fig. 2.

Once the grating was mounted in the setup, the zeroth order
was carefully aligned to ensure that the incident light was
perpendicular to the grating. The inherent need for this align-
ment will be discussed later. The position of the diffracted order
was noted, and θ measured. This allowed the periodicity to be
inferred through the Bragg condition, Eq. (1). The diffracted
order is measured for diffracted power, then passes through a
λ∕4 plate and polarizing beam splitter (PBS) to measure any
degradation of polarization that may have occurred during
diffraction. The results of this investigation can be seen
in Figs. 3 and 4, and in greater detail in the associated
Figs. 7 and 8 (Appendix A), respectively.

Figure 3 depicts how the relative diffracted power and
beam intensity balance vary with diffraction angle θ for 1D
and 2D gratings. The circles and squares represent gratings with
spatial dimension etched:unetched duty cycles over one grating
period of 60%:40% and 50%:50%, respectively. Both data sets
provided have a coating of 80 nm Au; however, further inves-
tigation was carried out into thicker coatings on Au as well
as Al, with both 1D and 2D geometries. The results provided
in Fig. 3 are typical of all data sets recorded. Associated Figs. 7
and 8 (Appendix A) provide detailed diffraction efficiency and
polarization purity information, respectively, for 1D and 2D
gratings with two different thicknesses of gold and aluminum
coatings. Moreover, Fig. 7 also shows that for the 1D gratings,
gold with a thin 20 nm alumina coating has similar reflectivity
to plain gold. The purpose of the alumina coating was to in-
troduce a layer between the Au surface of the grating and the

Rb metal vapor inside the vacuum system, which corrodes
the Au.

The first point of interest is the decrease of the diffracted
order relative to diffraction angle. As the first order decreases,
the light in the zeroth order increases at the same rate, main-
taining a close to constant total power. This decay is weaker in
the gratings with the 60%:40% duty cycle, making this the
preferable choice to the 50%:50% duty cycle. Analysis of ex-
perimental data proved that a thicker coating material causes no
notable change in the 1D gratings. However, the diffraction
efficiency was seen to increase by ≈ 10% when twice the coat-
ing thickness was applied to 2D gratings. A gold coating pro-
duces a stronger diffracted order than that of the aluminum of a
similar coating depth due to the higher reflectivity of gold. The
results from the duty cycle are conclusive that the 60%:40%
duty cycle produces a lower zeroth order and higher diffraction
efficiency. The reasoning for this is not completely understood,
but may be related to the effective duty cycle of the coating, as
opposed to the etched wafer [22].

Figure 3 also illustrates the balance of light forces from
Eq. (6) for the respective geometry of the gratings’ intended
use as a function of the diffraction angle. Axial balance between
the incident downward beam and diffracted upward orders is
achieved at 100% in Fig. 3. This balancing force is notably
higher in the 1D gratings compared to the 2D gratings, as
the 1D gratings only diffract into 2 beams rather than 4.
However, with the appropriate filtering of the incident beam,
this can be overcome to produce the well-balanced radiation
forces [15] required for laser cooling [25,26]. Using a 4-beam
configuration with a linear grating provides close to ideal bal-
ance already without the need for further adaptations to the
apparatus. The results are typical of 1D and 2D gratings.
Testing was also carried out on Au-coated gratings with a
top layer of alumina. Although there was no difference in dif-
fraction efficiency between the gratings with and without the
alumina, the additional layer was observed to degrade the
polarization purity of the diffracted order (Fig. 4).

(a) (b)

Fig. 3. Diffraction angle versus radiation balance and diffraction ef-
ficiency. (a) 1D gratings with 80 nm Au coating. (b) 2D gratings with
80 nm Au coating. Blue and red represent the diffracted �η1� and re-
flected �η0� orders, respectively, with black illustrating the radiation
balance for gratings with duty cycles of 40%:60% and 50%:50%
(circles and squares). The theory models are based on Eqs. (3) and
(4) (solid curves).
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(a) (b)

Fig. 4. Diffraction angle versus polarization purity. (a) 1D gratings
with 80 nm Au and alumina layer. (b) 1D gratings with 80 nm Au.
Associated Fig. 8 (Appendix A) provides detailed polarization effi-
ciency information for 1D and 2D gratings with two different thick-
nesses of gold and aluminum coatings. Figure 8 also shows the effect of
the 20 nm alumina coating for three sets of 1D grating chips. In all
images, duty cycles of 60%:40% and 50%:50% are indicated by circles
and squares, respectively.
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The polarization purity η refers to the ratio of correctly
handed circular light (for MOT operation) to total light after
the polarization analyzer PBS [Fig. 2(c)] in the first diffracted
order. When measured against the periodicity, this purity was
typically above 95% for a 60%:40% duty cycle (circles). The
lower duty cycle of 50%:50% (squares) consistently produced a
weaker purity, which was noted to worsen in the case of an
alumina coating. This side effect of using alumina coating
could be mildly detrimental to experiments requiring in-vacuo
gratings, as the trapping force is proportional to 2η − 1 [11]. An
interesting point to note is that a circular polarization purity of
90% can be achieved with an elliptically polarized beam with
an intensity ratio of 4∶1 in the two perpendicular polarization
components [11].

4. EXPERIMENT: LOST LIGHT

As has been pointed out with the diffraction efficiency data, the
total power measured in the diffracted orders fell short of the
incident power by ≈18%. The theoretical reasoning for this can
be conceived as the shadowing of the beam [21] or diffraction
losses in the pits of the grating. Here, we discuss experimental
measurements of the losses. An initial investigation into the
elusive light was carried out through the investigation of the
absorption profile of a grating by measuring the transfer of light

to heat. For this, a small thermistor was well insulated to the
back of a 4 mm × 4 mm Au-coated diffraction grating to read
out the heating rate of the grating with a known incident laser
power. This absorption rate can be seen in Fig. 5.

To calibrate the grating heating to a known power, Ohmic
heating was applied through a 1.5 kΩ resistor thermally at-
tached to the back of the grating, separate from the thermistor.
This resistor was connected in series to a voltage supply to de-
posit known amounts of power onto the grating while meas-
uring the heating rate. This Ohmic heating rate was then
matched to that of the laser heating to determine the amount
of laser power absorbed by the grating during the heating
process.

In order to account for thermal gradients in the area of the
grating, the measurement procedure was also carried out for a
plain Au-coated wafer. Since plain Au has a known 3% absorp-
tion at 780 nm [27], we could use this to account for thermal
gradients in the measurement area, which could then be applied
to the grating data. Applying this correction factor allows us
to deduce that 12� 2% of incident light is absorbed by the
diffraction grating.

A further study into the possibility of the missing light being
scattered was carried out to see if fabrication imperfections were
projecting light into unwanted diffraction angles [28]. This was
carried out by taking long exposure images around a 90° plane
of diffraction and normalizing the range of exposure times to
determine the relative power in the minuscule peaks found.
The data from this proved that <1% of lost light was being
scattered by the grating.

5. EXPERIMENT: CRITICAL PARAMETERS

When implementing the diffraction grating into an experimen-
tal setup, it is mounted perpendicular to the incident beam;
however, the extent to which this angle of incidence can be
varied is an important consideration. We investigated the angle
sensitivity using the same setup as in Fig. 2(c), with a variable
tilt applied to the grating mount. While in this configuration, a
known amount of light was incident upon the grating, held at a
variable tilt angle while the diffracted orders where measured.
This procedure was carried out for both 1D and 2D gratings,
the results of which are seen in Figs. 6(a) and 6(b).

(a) (b) (c)

Fig. 6. Left: The grating angle tilt versus the power in the relative diffracted orders with simple linear/parabolic fits for (a) Al 1D grating,
d � 1478 nm and (b) Au 2D grating, d � 1056 nm. (c) Using the same grating as in (a), the wavelength of incident light is varied and recorded
against the powers of first and zeroth diffracted orders and fitted against the theory from Eq. (5). Black data points represent the intensity
balance from Eq. (6). The same setup as in Fig. 2 was used, except the λ∕4 wave-plates were replaced by Fresnel rhombs due to their achromatic
retardance. The alkali D2 line wavelengths typically used for laser cooling are indicated by dashed vertical lines, showing wide grating versatility.
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Fig. 5. Absorption rate of 1D Au-coated grating heated with laser
light (red) and calibrated with Ohmic heating (dashed blue).
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The blue and red data sets represent the opposite first
diffracted orders, with black representing the zeroth, with best
fitting lines and parabolas applied. Figures 6(a) and 6(b) dem-
onstrate that a small deviation from 90° will symmetrically im-
balance the first diffracted orders and increase the unwanted
zeroth order. This asymmetry versus angle is markedly more
for 2D gratings (b) in comparison to 1D gratings (a).

It would also be of importance to know how the diffraction
gratings’ diffracted efficiency varies with the wavelength of in-
cident light, as a wide bandwidth of wavelengths could unlock
alkaline earth metals as possible species to be used in the grating

MOT configuration. Additionally, knowing the dependence
upon λ would also provide an understanding of the etch depth,
where h � λ∕4. For this investigation, the same setup was used
as in Fig. 2, with five different lasers covering the range of wave-
lengths seen in Fig. 6(c). The red and blue data points depict
the measurements of first and zeroth diffracted orders, with the
fits derived from Eq. (5). The black data points again depict the
intensity balance from Eq. (6). As is illustrated, the grating
would deliver reasonably balanced cooling within �200 nm
of the design wavelength of 780 nm and would be useful
for cooling a variety of alkali metals.

Fig. 7. Diffraction efficiency for 1D (upper row), 1D alumina coated (middle row), and 2D (lower row) gratings, color scheme as per Fig. 3.
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6. CONCLUSIONS AND OUTLOOK

In summary, we have presented our findings on producing
next-generation diffraction gratings for cold-atom experiments.
This study has illustrated the preferred fabrication parameters
for optimizing the grating diffraction efficiency and polariza-
tion purity.

We conclude that future gratings should be created with a
higher duty cycle, as was seen from our study between
50%:50% and 60%:40% duty cycles. The study of coating

thickness has also demonstrated that for the 2D geometry,
the thicker coating metal is preferable for higher diffraction ef-
ficiency. If an additional coating of alumina is placed on top of
the grating for use within a vacuum system, then a degradation
of the polarization purity is noted. However, the efficiency of
the weaker polarization, with the correct duty cycle, does not
hinder the creation of a MOT.

Finally, the critical parameters discussed demonstrate that,
when implemented experimentally, the grating should be as

Fig. 8. Polarization purity for 1D (upper row), 1D alumina coated (middle row), and 2D (lower row) gratings, color scheme as per Fig. 4.
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close to perfectly perpendicular as possible to maintain balance
between the diffracted orders, especially for the 2D gratings.
The study of the wavelength demonstrates broadband diffrac-
tive efficiency, opening the door to the cooling of elements on
multiple atomic transitions. The dataset for this paper is avail-
able at [29].

APPENDIX A: CHARACTERIZING GRATING
DIFFRACTION AND POLARIZATION EFFECTS
VERSUS COATING

Please see Figs. 7 and 8.
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Abstract: We have used diffraction gratings to simplify the fabrication,
and dramatically increase the atomic collection efficiency, of magneto-
optical traps using micro-fabricated optics. The atom number enhancement
was mainly due to the increased beam capture volume, afforded by the
large area (4cm2) shallow etch (∼ 200nm) binary grating chips. Here
we provide a detailed theoretical and experimental investigation of the
on-chip magneto-optical trap temperature and density in four different
chip geometries using 87Rb, whilst studying effects due to MOT radiation
pressure imbalance. With optimal initial MOTs on two of the chips we
obtain both large atom number (2× 107) and sub-Doppler temperatures
(50 µK) after optical molasses.
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19. W. Hänsel, P. Hommelhoff, T. W. Hänsch, and J. Reichel, “Bose-Einstein condensation on a microelectronic

chip,” Nature 413, 498–501 (2001).
20. J. P. Cotter, P. F. Griffin, E. A. Hinds, P. See, A. G. Sinclair, E. Riis and A. S. Arnold, in preparation.
21. P. D. Lett, R. N. Watts, C. I. Westbrook, W. D. Phillips, P. L. Gould, and H. J. Metcalf, “Observation of atoms

laser cooled below the Doppler limit,” Phys. Rev. Lett. 61, 169–172 (1998).
22. J. Dalibard and C. Cohen-Tannoudji, “Laser cooling below the Doppler limit by polarization gradients: simple

theoretical models,” J. Opt. Soc. Am. B 6, 2023–2045 (1989).
23. D. S. Weiss, E. Riis, Y. Shevy, P. J. Ungar, and S. Chu, “Optical molasses and multilevel atoms: experiment,” J.

Opt. Soc. Am. B 6, 2072–2083 (1989).
24. P. D. Lett, W. D. Phillips, S. L. Rolston, C. E. Tanner, R. N. Watts, and C. I. Westbrook, “Optical molasses,” J.

Opt. Soc. Am. B 6, 2084–2107 (1989).
25. D. W. Sesko, T. G. Walker, and C. E. Wieman, “Behavior of neutral atoms in a spontaneous force trap,” J. Opt.

Soc. Am. B 8, 946–958 (1991).
26. W. Ketterle, K. B. Davis, M. A. Joffe, A. Martin, and D. E. Pritchard, “High densities of cold atoms in a dark

spontaneous force optical trap,” Phys. Rev. Lett. 70, 2253–2256 (1993).
27. A. S. Arnold and P. J. Manson, “Atomic density and temperature distributions in magneto-optical traps,” J. Opt.

Soc. Am. B 17, 497–506 (2000).
28. N. Radwell, G. Walker, and S. Franke-Arnold, “Cold-atom densities of more than 1012 cm−3 in a holographically

shaped dark spontaneous-force optical trap,” Phys. Rev. A 88, 043409 (2013).
29. C. D. Wallace, T. P. Dinneen, K-Y. N. Tan, T. T. Grove, and P. L. Gould, “Isotopic difference in trap loss collisions

of laser cooled rubidium atoms,” Phys. Rev. Lett. 69 897–900 (1992).
30. A. S. Arnold, Fig. 4.12 (DPhil thesis, Sussex, 1999).
31. K. Jooya, N. Musterer, K. W. Madison, and J. L. Booth, “Photon-scattering-rate measurement of atoms in a

magneto-optical trap,” Phys. Rev. A 88, 063401 (2013).
32. C. G. Townsend, N. H. Edwards, C. J. Cooper, K. P. Zetie, C. J. Foot, A. M. Steane, P. Szriftgiser, H. Perrin, and

J. Dalibard, “Phase-space density in the magneto-optical trap,” Phys. Rev. A 52, 1423–1440 (1995).
33. M. Drewsen, P. H. Laurent, A. Nadir, G. Santarelli, A. Clairon, Y. Castin, D. Grison, and C. Salomon, “Investi-

gation of sub-Doppler cooling effects in cesium magneto-optical trap,” Appl. Phys. B 59, 283–298 (1994).
34. C. J. Cooper, G. Hillenbrand, J. Rink, C. G. Townsend, K. Zetie, and C. J. Foot, “The temperature of atoms in a

magneto-optical trap,” Europhys. Lett. 28, 397–402 (1994).
35. N. Poli, M. Schioppo, S. Vogt, St. Falke, U. Sterr, Ch. Lisdat, and G. M. Tino “A transportable strontium optical

lattice clock,” Appl. Phys. B 117, 1107–1116 (2014).
36. F.-X. Esnault, E. Blanshan, E. N. Ivanov, R. E. Scholten, J. Kitching, and E. A. Donley, “Cold-atom double-Λ

coherent population trapping clock,” Phys. Rev. A 88, 042120 (2013).
37. J. A. Rushton, M. Aldous, and M. D. Himsworth, “The feasibility of a fully miniaturized magneto-optical trap

for portable ultracold quantum technology,” Rev. Sci. Instrum. 85, 121501 (2014).
38. J. P. McGilligan, P. F. Griffin, E. Riis, and A. S. Arnold, in preparation (2015).
39. J. Lee, J. A. Grover, L. A. Orozco, and S. L. Rolston, “Sub-Doppler cooling of neutral atoms in a grating magneto-

optical trap,” J. Opt. Soc. Am. B 30, 2869–2874 (2013).

1. Introduction

Laser cooling [1] revolutionised atomic physics by making it possible to rapidly and robustly
chill dilute clouds of atoms to below a millionth of room temperature. At such slow speeds it is
possible to observe and interact with atoms a thousand times longer. This makes measurements
of atomic transitions correspondingly more accurate, suitable for advanced quantum metrolog-
ical devices. The starting point for the majority of cold atom experiments is a magneto-optical
trap (MOT) [2, 3]. A MOT both cools and traps atoms surrounded in red-detuned laser light
via changes in the overall radiation pressure due to the Doppler and Zeeman effects, respec-
tively. MOTs contain from one [4] to ≈ 1011 [5, 6] atoms at milliKelvin typical temperatures,
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and the atomic species cooled usually has a simple energy level structure – which covers all
alkali metals, alkaline earth species and metastable noble gases. Other atomic species can also
be very effectively cooled (e.g. holmium [7]), and very recently the first molecular MOT was
obtained [8].

We have recently highlighted the benefits of using surface-patterned chips to make MOTs
with relatively large numbers of ultracold atoms [9], compared to prior micro-fabricated
magneto-optical traps (MOTs) [10, 11]. The design requires only the alignment of a single
input laser beam, and extends our previous work on tetrahedral mirror [12] and grating [13]
geometries, which are four-beam [14] equivalents of pyramidal MOTs [15]. Figure 1 depicts a
‘like-for-like’ graphical comparison of the optical setup in a standard 6-beam MOT (Fig. 1(a)
[2, 16, 17]), a mirror MOT (Fig. 1(b) [18, 19]) and a grating MOT (GMOT, Fig. 1(c) [9]).

Here we study the atom-number characteristics of four different chip systems, and more com-
plete details of different fabrication methods for the chips are discussed by Cotter et al. [20].
The two chip geometries we used are shown in Fig. 2. One chip style (Fig. 2(a)) comprises
three one-dimensional gratings arranged in a pattern with 3-fold rotational symmetry (we used
chips with periods of d = 1470nm and d = 1200nm). The other chip style (Fig. 2(b)) is a
two-dimensional grating generated with circular regions centred in square units cells of side
length d = 1080nm. Hereafter the chips will be referred to as TRI15, TRI12 (Fig. 2(a)) and CIR
(Fig. 2(b)). Although we have used chips TRI15 and CIR previously (chips B and C in Nshii et
al. [9]), purely for number characterisation, here we present density and temperature data for
these chips. Moreover, we also investigate MOTs with improved capture efficiency for the 1D
structure (i.e. the new chip TRI12) and improved radiation balance for the 2D structure (chip
CIRND: identical to CIR but with an input beam intensity spatially sculpted with a neutral
density filter – for which the rationale is given in Sec. 4).

We begin by introducing simple theoretical models for the MOT temperature (Sec. 2) and
atom number (Sec. 3), then consider the amelioration of any effects caused by imbalanced
radiation pressure in grating MOTs (Sec. 4). We then present the experimental data (Sec. 5),

a b c

Fig. 1. Magneto-optical trap geometries: six-beam MOT (a), reflection MOT (b) and grat-
ing MOT (c). The black cuboid indicates a vacuum cell, yellow fibers deliver cooling and
repumping light (red) which is collimated by lenses (blue) and appropriately circularly-
polarised with quarter waveplates (green). The vacuum pump, atom source, anti-Helmholtz
magnetic coils etc. are omitted for clarity.
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a b

f
Fig. 2. The ‘zoomed in’ microstructure on the different 2×2cm2 chips used in our studies.
The black and white zones are separated by a height difference of ∼ 200nm, one quarter
of the wavelength of the rubidium cooling light (780nm). Chips TRI15 and TRI12 have the
pattern shown in (a), comprising three one-dimensional gratings with period d (blue line)
of 1470 and 1200nm, respectively. The other chip, CIR, has the pattern shown in (b), with a
grating unit cell (blue square) side length d = 1080nm. First order Bragg-diffracted beams
have angles 32◦ (TRI15), 41◦ (TRI12), 46◦ (CIR) with respect to the chip surface normal.

comparing and contrasting with the theoretical predictions. Finally we present ‘best of both
worlds’ findings (Sec. 6) – by permitting analog temporal evolution of both MOT intensity
and detuning we go beyond Nshii et al. [9] to achieve high atom numbers and sub-Doppler
temperatures simultaneously using both 1D and 2D grating structures.

2. Theory: Doppler temperature

Whilst sub-Doppler cold atom temperatures can be reached in optical molasses (Sec. 6) [21–
23], the conditions for atom collection in a MOT are in stark contrast to those required to
reach the lowest temperatures: a MOT needs high beam intensities relative to the saturation
intensity (I � IS), detuning of a few natural linewidths ∆ ≈ −2Γ and a magnetic gradient
≈ 10G/cm for a typical alkali metal vapour cell MOT with 25mm beam diameter. For this
reason the considerably simpler Doppler theory is a good description for our MOT temperature.
The standard 3D Doppler result for a sample of atoms uniformly and isotopropically illuminated
in three dimensions by light of total intensity IT , with corresponding saturation parameter βT =
IT/IS, and detuning ∆ [24] is:

TU = TD
1+βT +4∆2/Γ2

−4∆/Γ
, (1)

where TD = h̄Γ
2kB

. In our 87Rb experiment we cool using the rubidium D2 transition which has a
natural linewidth Γ = 2π×6.07MHz. The standard Doppler temperature minimum in the limit
of low intensity and detuning ∆ = −Γ/2 is TD, i.e. 146 µK for rubidium, with the more gen-
eral lowest temperature TD

√
1+βT minimised at a detuning ∆ =−

√
1+βT Γ/2. Throughout

this paper, for consistency, we use the saturation intensity averaged over all polarisations and
magnetic sub-levels IS = 3.57mW/cm2 – however we note that using the stretched state satura-
tion intensity IS = 1.67mW/cm2 for the theoretical temperature of Eq. (1) leads to much better
agreement with our experimentally measured temperatures (Sec. 5).

Although the velocity distribution in a magneto-optical trap is Gaussian, the system is by
no means in thermal equilibrium in the usual sense, with the typical light scattering rate from
atoms vastly larger than the interatomic elastic collision rate. The final ‘temperature’ in a given
direction is given by the balance between the heating (cf. diffusion coefficient and light scatte-
ring rate) and the velocity damping constant γ . In our system the effective temperature parallel
to and perpendicular to the grating are therefore expected to be different.
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For our gratings if the incident beam has a spatially uniform intensity I0 and wavevector
k0 = k{0,0,−1}, for balanced optical pressure from N diffracted orders each should ideally
carry an intensity of Ii = I0/(N cosα) with i ∈ {1, ...,N}. The wavevectors of the diffracted
beams are ki = k{sinα sin 2πi

N ,sinα cos 2πi
N ,cosα}, where α is the angle the diffracted orders

make to the grating normal {0,0,1} (α = 2θ cf. [12, 13]). The total intensity is therefore IT =

∑N
i=0 Ii =(1+secα)I0, with each beam of intensity Ii contributing a relative intensity-dependent

heating proportional to its intensity along the beam direction due to absorption, and an equal
associated heating rate due to spontaneous emission. The heating from spontaneous emission
is assumed for simplicity to be isotropic, with the heating rate for light with a wavevector
ki = {kix ,kiy ,kiz} proportional to h̄2Ri k2{ 1

3 ,
1
3 ,

1
3} in the x,y and z dimensions, for a scattering

rate

Ri(v) =
Γ
2

Ii/IS

1+βT +4(∆−ki ·v)2/Γ2 ,with Ri(0) =
Ii

IS
R = βiR. (2)

Assuming dipolar (as opposed to isotropic) spontaneous emission from a circularly polarised
atom adds complexity and does not significantly alter the predicted temperatures. The heating
due to absorption is apportioned h̄2Ri{kix

2,kiy
2,kiz

2} in the three spatial dimensions. The total
heating rate near zero velocity in each dimension is thus:

D =
N

∑
i=0

h̄2βiR
{

kix
2 +

k2

3
,kiy

2 +
k2

3
,kiz

2 +
k2

3

}
(3)

which simplifies to

D = h̄2k2 I0

6IS
R
(
{2,2,8}+ secα

{
3sin2 α +2,3sin2 α +2,6cos2 α +2

})
(4)

In balanced laser cooling the relative damping constants can be determined by the Taylor
expansion of the total force equation F = ∑N

i=0 h̄kiRi(v) about v = 0. The damping constants in
the xy directions (γ‖ parallel to the grating) and z direction (γ⊥ perpendicular to the grating) are
thus given by [12]:

F(v) ≈ −γ ·v =−{γ‖vx,γ‖vy,γ⊥vz}

{γ‖,γ⊥} = γ6

{
sinα tanα

4
,

1+ cosα
2

}
, where γ6 =

−16h̄I0k2R∆
ISΓ2(1+βT + 4∆2

Γ2 )
(5)

is the damping force in a standard 6-beam MOT. The temperature in each dimension can then
be determined as proportional to the ratio of the diffusion D (Eq. (4)) to the damping γ (Eq. (5)):

{T‖,T⊥}=
TU

6
{

3+ csc2(α/2),3+ secα
}
, (6)

which reduces to the standard isotropic temperature TU when α = arccos(1/3). Note this tem-
perature only depends on the grating diffraction angle and not on the number of diffracted
orders N.

The temperatures obtained experimentally (Sec. 5) do not reflect the theoretical temperature
disparity in the directions parallel and perpendicular to the grating. The model above only
includes forces due to absorption of light directly from the laser beams, however for MOTs with
larger atom number and light scattering rate (like in our experiment), there will be a significant
contribution to the forces in the MOT due to the 1/r2 repulsion from closely packed atoms with
inter-particle spacing r due to absorption of spontaneously emitted light from neighbouring
atoms [25–28]. These forces effectively mix the energies across dimensions, creating a more
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uniform temperature distribution. The theoretical temperature we use in both dimensions is
therefore T = 2

3 T‖+
1
3 T⊥, which agrees surprisingly well with experimental values given the

simplicity of the model.
For completeness and to determine theoretical MOT density, one can also derive the spring

constant κ of the trap, expanding the total force F, but this time relative to position. The α
dependencies of the damping constants are {κ‖,κ⊥} ∝ { 1

4 sinα tanα,1− cosα}, the same as
derived by Vangeleyn et al. in [12]. The damping therefore reduces to an isotropic 2

3 ( 1
3 ) of

the standard 6-beam MOT radial (axial) κ values, if the GMOT has α = arccos(1/3) and laser
beams of the same intensity as the standard MOT. Under these conditions the GMOT should
be spatially isotropic – it will have equal rms cloud radii as a standard MOT in both directions
parallel to the grating, but twice the standard MOT extent in the direction perpendicular to the
grating. An important caution against using this Doppler spring constant to determine density,
however, is that the experimental spring constant of a trap is notoriously difficult to determine,
and the reradiative forces [25–28] discussed in the previous paragraph make simple models of
the effective spring constant considerably more difficult.

3. Theory: Doppler atom number

In order to predict the number of atoms in the MOT, we use the standard method of Lindquist
et al. [16]: treat the MOT as a spherical target region with radius r and cross-section 4πr2, then
find the flux of atoms incident on the target, with speeds less than the capture velocity vc of the
MOT slowing region. In the ideal case of a rubidium-dominated vapour both loading and loss
mechanisms are proportional to atomic density, which is therefore irrelevant for calculating
atom number. It is necessary to know the collisional cross section of cold atoms as seen by
hot atoms, which for rubidium is σ = 2× 10−17 m2 [29] (similar to caesium [16]). We make
the assumption of a 1D optical molasses from two counter-propagating laser beams. The total
acceleration is modified by a prefactor η to allow for geometric effects:

a = v
dv
dx

= η
hkΓI
2mIS


 1

1+ IT
IS
+4 (∆−kv)2

Γ2

− 1

1+ IT
IS
+4 (∆+kv)2

Γ2


 . (7)

By rearranging one arrives at an equation of the form f (v)dv = Bdx, where f (v) is a quartic
polynomial in v and B is a constant. This equation can then be integrated to analytically de-
termine x(v). The integration constant is chosen such that x(0) = 0. Setting x(vc) = 2r (atoms
are stopped over a distance of twice the MOT radius) and subsequently inverting gives vc, the
capture velocity. The total steady-state number of atoms in the MOT is then [16]:

N =
4πr2

8σ

(
vc

vT

)4

, (8)

where vT =
√

2kBT/m is a thermal velocity in the (hot) background vapour.
We note that the saturation intensity features in the theoretical temperature and both theoret-

ical and experimental atom number, and we therefore consistently use the saturation intensity
averaged over all polarisations and magnetic sub-levels IS = 3.57mW/cm2, which is valid for
small detunings [30,31]. There are, however, arguments for using a value closer to the stretched
state saturation intensity IS = 1.67mW/cm2 [32]. We used this value in our previous work on
atom number [9] as a precaution to prevent over-counting the atom number, although for high
levels of saturation the effect of changing IS on experimental atom number is negligible.
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4. Theory: Non-uniform beam intensity

In the theory so far we have assumed a spatially uniform incident laser intensity. However,
real propagating laser beams tend to have Gaussian spatial intensity profiles. If such inten-
sity distributions are apertured, or their intensity is spatially modified in other respects, as
long as the modifications occur on large (centimetre size) beams, diffraction effects can be
neglected. While various refractive beam shapers which transform Gaussian beams into flat-
top intensity beams are available on the market, these tend to be expensive (albeit power ef-
ficient) and designed for relatively small output beam diameters. Spatially shaping a Gaus-
sian beam with radial profile I = I0 exp(−2r2/w2) using an apodizing filter of outer radius
ra with a neutral density ND = exp(2(r2− ra

2)/w2) leads to a uniform beam intensity, with
reduced intensity I0 exp(−2ra

2/w2) across the beam. The relative power in the beam is then
2(ra/w)2 exp(−2ra

2/w2) which has a maximum of 1/e ≈ 37% when the aperture radius is
ra = w/

√
2 – i.e. even under optimal conditions it is a fairly lossy solution.

To determine the effect of Gaussian intensity profiles, we fully integrate the acceleration from
a MOT with a single input beam and 3 diffracted orders at diffraction angle 41◦, just like Chip
TRI12 (Fig. 3). We assume similar parameters to the MOT experiment – a Gaussian input trap
beam with intensity 10mW/cm2 and detuning ∆/Γ = −1.7 apertured to a 12mm radius and a
magnetic quadrupole with axial gradient 15G/cm. In situations where the beam intensity is spa-
tially uniform (Fig. 3(a)) the radiation pressure balance is uniform throughout the beam-overlap
volume. However, with a Gaussian beam intensity profile (Fig. 3(b)), the diffracted orders at
the MOT location originate from lower and lower intensity regions of the Gaussian beam as
the MOT position is raised from the grating surface. This means that the MOT is pushed down-
wards more, relative to the magnetic quadrupole centre, as the MOT is raised above the grating
surface. Moreover, there is a marked change in the relative trapping and damping constants:
{κ‖,κ⊥,γ‖,γ⊥,}= {0.21,0.37,0.21,1.31} in Fig. 3(a) and {0.10,0.49,0.16,0.96} in Fig. 3(b)
(compared to the isotropic values of {1,1,1,1} for α = arccos(1/3) and uniform intensity).

The case of uniform intensity is preferable, as long as one has optimal diffraction efficiency
in the gratings, as then the MOT and molasses properties do not depend on MOT position. How-

Fig. 3. The full theoretical acceleration above chip TRI12, shown both as vector streamlines
and magnitude. The white arrow indicates the centre and direction of the beam incident on
the grating (gold line at figure base), whereas the white cross indicates the quadrupole
magnetic field centre. In figure a, a uniform beam intensity profile is used, whereas in b we
use a Gaussian beam with 1/e2 radius of 2cm, like in the experiment. Black dashed lines
indicate the boundaries of the beam overlap (capture) volume.
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ever, if one uses Gaussian beams and the diffraction efficiency is too high, one can compensate
by raising the MOT position to a location where optical forces are balanced and suitable for
sub-Doppler cooling. In Sections 5 and 6 with chip CIRND we show how locally shaping the
input beam intensity can dramatically improve both MOT and molasses performance.

5. Experiment

The experimental conditions were very similar to those detailed in the Methods section of
Nshii et al. [9]. One major difference is that we now have analogue as opposed to binary in-
tensity control, using an acousto-optic modulator (AOM) after our tapered amplifier prior to
fiber-coupling. After the MOT reached steady-state atom number, the atoms were ballistically
released for 0, 1.5 or 2ms, and Gaussian fits were used to extrapolate cloud rms radii and
thereby MOT temperatures. To build up statistics each drop time was iterated five times. For
intensities above and below 10mW/cm2 the fluorescent imaging exposure times were 430 µs
and 150 µs, respectively.

Figures 4 (Chips TRI15 and TRI12) and 5 (Chips CIR and CIRND) illustrate the intensity-
and detuning-dependence of a variety of MOT parameters: theoretical atom number (a), ex-
perimental MOT atomic number (b) and spatial density (c) as well as the theoretical Doppler
temperature (d) with the temperatures experimentally measured in the directions both paral-
lel (e) and perpendicular (f) to the grating. Note that the theoretical atom number saturates at
about three times lower intensity than that observed experimentally – we seem to need three
times more laser power experimentally than we would theoretically expect. This discrepancy
may be considered relatively minor given the very simple nature of the theoretical model, how-
ever we believe further investigation, and full comparison to a standard 6-beam MOT may still
be warranted.

In prior measurements of T⊥ on Chip CIR (Fig. 5(f) CIR) there was an even larger discrep-
ancy with theory (very high experimental temperatures) due to imbalanced optical force during
the fluorescence imaging. This was determined via the noticeable centre-of-mass velocity ac-
crued in the direction perpendicular to the grating during time-of-flight. In all the new data
for Figs. 4 and 5 any imbalanced radiation pressure (mainly for Fig. 5) was balanced using a
non-zero magnetic field oriented perpendicular to the grating.

Note the significant increase in atom number (×3) and density (×6), with lower atomic
temperature on chip TRI12 compared to chip TRI15 – in future we intend to test gratings with
even smaller period (larger diffraction angle) to determine if this trend continues.

6. Experiment: best of both worlds

For many metrological experiments, such as atomic clock measurements, the precision achieved
strongly depends upon the temperature and total population of the atomic ensemble. Hence, an
understanding of the final number of atoms that can be brought from the MOT stage to ultracold
temperatures provides a good indication of the full capability of the GMOT. In Nshii et al. [9]
we effectively had only binary control of the intensity – this meant we could either get a large
number of atoms on Chip CIR with high intensity, or good optical molasses on chip TRI15 with
lower intensity light (and a correspondingly small number of atoms loaded in the MOT).

After analysis of the results presented in Section 5, the most suitable gratings for MOT
number and temperature are Chip CIRND and TRI12. To study the number of atoms that
could be brought to sub-Doppler temperatures, a MOT of intensity 40mW/cm2 and detun-
ing of ∆/Γ = −2.2 (initial MOT indicated by black dots in experimental Figs. 4 TRI12 and 5
CIRND) was transferred into optical molasses. The molasses consisted of turning off trapping
magnetic fields, whilst using a two-step frequency jump of ∆/Γ =−5.3 and ∆/Γ =−8.3, each
of duration 12ms.
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Fig. 4. The full GMOT characterisation when using chips TRI15 and TRI12 with beam
diffraction angles α = 32◦ and 41◦, respectively. The labels a-f indicate theoretical atom
number (a), experimental atom number (b) and spatial density (c), the theoretical tempera-
ture (d) and experimental temperatures in directions parallel (e) and perpendicular (f) to the
grating. Light gray indicates indeterminate or out-of-range data. Media 1 shows the theo-
retical temperature (d) for IS = 1.67mW/cm2, which has clearer experimental agreement.
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Fig. 5. The full GMOT detuning and intensity characterisation when using chip CIR (stan-
dard Gaussian input beam a-f) and CIRND (CIR with a T = 0.74 ND filter in the cen-
tral 3mm diameter of the input beam, a1-f1), both with beam diffraction angle α = 46◦.
Note the slight increase in atom number, and significant decrease in temperature using chip
CIRND relative to chip CIR. Media 2 is the IS = 1.67mW/cm2 version of the theoretical
temperature (images (d)).
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Fig. 6. Temperature measurements in directions both parallel (red) and perpendicular (blue)
to the grating for chip TRI12 (a) and CIRND (b). Both chips give a 3D average temperature
T = 2

3 T‖+
1
3 T⊥ = 50 µK.

Under these conditions, Chip CIRND brought 2× 107 atoms down to a 3D average tem-
perature of 50 µK (Fig. 6(a)). Chip TRI12 used the same settings with the exception that the
molasses intensity was reduced to 23mW/cm2 – bringing 2.5×107 atoms down to a 3D average
temperature of 50 µK (Fig. 6(b)). Both temperatures are similar to those achieved by Nshii et
al. in [9] (with TRI15), but with an order of magnitude more atoms after molasses (N ≈ 2×106

in [9], due to the lack of intensity control discussed above). Temperature T is determined by
fitting σ2 = σ0

2 +kBTt2/m to the data, where σ is the standard deviation of the Gaussian fit to
the atomic cloud spatial distribution, m is the mass of an 87Rb atom, kB is Boltzmann’s constant
and σ0 is the initial (t = 0) standard deviation of the cloud.

7. Interpretation and conclusions

Both the experimental MOT atom number and cloud temperature demonstrate surprisingly
good agreement with theory, given the simplicity of the theoretical models employed.

We note that higher densities are achieved on Chip CIR and CIRND, largely due to the
larger diffraction angle α , with higher associated damping γ and trapping κ coefficients. There
is a dramatic density improvement with TRI12 over TRI15 and this trend may continue with
higher values of α toward the tetrahedral configuration α = arccos(1/3), with the caveat that
the capture volume and grating diffraction efficiency will decrease. In Doppler theory the cloud
size scales as σ ∝

√
γT/κ, however we note from the relatively constant experimental MOT

density for a variety of detunings and intensities that we are reaching sufficient atom numbers
to likely be entering the MOT ‘constant density regime’ where reradiation forces become more
important than restoring forces [25–28].

In terms of the temperature, significant sub-Doppler effects are not present, however we note
that one would only expect sub-Doppler cooling under conditions of low intensity and large
negative detunings, where we have insufficient data coverage to draw any further conclusions.
The atom number is sufficiently large that effects where the MOT temperature is expected to
increase with atom number (T ∝ N1/3) might also become evident [33, 34].

Compact quantum measurement devices are a burgeoning area [35–37], with grating tech-
nologies providing a new way to optically simplify transportable ultracold atom experiments.
In future we hope to investigate the effect of grating diffraction angle α on both grating optical
properties [38] and cooling performance. The current work could also be extended from inves-
tigating MOTs into sub-Doppler optical molasses regimes [39], preparing the path for future
studies of on-chip Bose-Einstein condensates and extremely stable optical lattices [9].
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Grating chips for quantum 
technologies
James P. McGilligan, Paul F. Griffin, Rachel Elvin, Stuart J. Ingleby, Erling Riis & Aidan S. 
Arnold  

We have laser cooled 3 × 106 87Rb atoms to 3 μK in a micro-fabricated grating magneto-optical 
trap (GMOT), enabling future mass-deployment in highly accurate compact quantum sensors. We 
magnetically trap the atoms, and use Larmor spin precession for magnetic sensing in the vicinity of the 
atomic sample. Finally, we demonstrate an array of magneto-optical traps with a single laser beam, 
which will be utilised for future cold atom gradiometry.

Laser cooling has led to profound advances in the field of metrology due to the increased interrogation times 
gained from the low velocity ensembles1, 2. The longer interrogation times correspond to narrower transition res-
onances that have proven critical to the field of quantum sensors. The issue hindering the use of cold atoms as the 
basis of a portable quantum device is the large spatial scale of the apparatus3–5. Significant efforts have been made 
in recent years to overcome this constraint by developing a compact technology that facilitates ultra-cold atomic 
ensembles as a portable sensing device6.

Attempts to achieve a scalable cooling apparatus have been demonstrated in the past in the form of the pyr-
amid magneto-optical trap, PMOT7–9. This consists of a structure with four highly reflective walls, angled to 
overlap the reflected beams with the incident light. The device needs to be maintained in the vacuum, due to the 
MOT forming within the pyramid volume. Further difficulties arise when imaging these atoms due to optical 
restrictions caused by the pyramid geometry. An alternative tetrahedral mirror pyramid geometry10 ameliorates 
all negative features of the standard PMOT.

In this paper we build upon our work with the grating magneto-optical trap, GMOT11–14, and show it is a via-
ble platform for compact quantum sensing by generating a truly ultra-cold atomic sample with a micro-fabricated 
chip. This study also focusses on magnetically trapping a cold sample for measurement of the background Rb 
pressure present in the vacuum chamber. Furthermore, we utilise Larmor spin precession for magnetometry 
in order to null stray static and gradient fields in the lab environment. Finally, we demonstrate an array of cold 
atoms generated above a diffractive optic with a single laser, with an outlook to demonstrating a compact, cold 
atom gradiometer.

The grating magneto-optical trap
The GMOT cools atoms by a balanced radiation pressure between a single incident laser beam and the diffracted 
orders generated from the grating surface. Recent investigations of physical geometry have aimed at the optimi-
sation of the diffractive optics for generation of a balanced radiation pressure, with the current conclusion that a 
1200 nm period of 60:40 duty cycle in a triangular geometry performs best when used outside the vacuum12. In 
addition to the laser alignment and intensity balance controlled by the diffractive optic12, the critical parameter to 
achieve sub-Doppler temperature is the magnetic field.

The GMOT set-up used here is illustrated in Fig. 1. The trapping and probing light is derived from a sin-
gle external cavity diode laser, ECDL, to address the D2 transitions of 87Rb. This laser is locked using saturated 
absorption spectroscopy and then divided into two separate beams for cooling and pump/probing. The cooling 
arm is fed into a tapered amplifier (ThorLabs TPA780P20) to provide up to ≈300 mW of trap light after fiber cou-
pling. This cooling light is then red detuned by 2Γ, i.e.  −12 MHz from the F = 2 to F′ = 3 transition via an AOM 
and combined with re-pumping light on a PBS, before being fibre coupled into the chamber.

The triangular grating is mounted externally from the vacuum system, held horizontally under the glass 
chamber with the incident light fibre coupled in via a compact tube, which collimates to a 1/e2 diameter of 2 cm 
and circularly polarises with a quarter wave-plate. Two anti-Helmholtz coils of diameter 12 cm are symmetri-
cally aligned above and below the plane of the grating chip to produce 15 G/cm axial magnetic gradient, with a 
25 × 25 × 12 cm Helmholtz coil box used to null stray magnetic fields from the lab environment. Cancellation 
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of these stray magnetic fields has proven critical in achieving a lower temperature optical molasses, resulting in 
the vacuum system being redesigned with a 2 L/s ion pump to reduce gradient fields in the region of the atomic 
sample.

The experimental procedure involved a 400 ms MOT load directly from background vapour with incident trap 
intensity 10 mW/cm2, then 10 ms of sub-Doppler cooling in a three-stage molasses. This involved detuning the 
trap light by 30 MHz and 60 MHz and then halving the intensity in the final stage to achieve temperatures as low 
as 3.0 ± 0.7 μK, as measured from time of flight imaging15. This ultra cold ensemble is an ideal starting point for 
experiments requiring long measurement times and low atomic densities, such as atomic clocks.

Pressure gauge in a compact apparatus. To achieve a low temperature molasses in a compact apparatus, 
we designed our vacuum system with scalability and simplicity in mind, such that a single Rb dispensing getter 
is used in conjunction with a 2 L/s ion pump (Titan ion pump - Gamma Vacuum). To attain a measurement of 
the vacuum background pressure at the MOT, we use the relation of the magnetic trap lifetime, τ, to the back-
ground Rb pressure in the chamber, P, as demonstrated by Monroe16. The author estimated a lifetime of 10 s for a 
background pressure at 7 × 10−10 mbar, with the dominant loss contributor being the van-der Waals interaction 
between the trapped and thermal background atoms. This relation has been utilised in other literature for back-
ground pressure measurements at the atoms, each reaching a similar number17, 18.

The atoms will be magnetically trapped if the magnetic force is larger than that of gravity, where the magnetic 
force along the gravity direction z can be described mathematically by,

µ= −F g m dB
dz

,
(1)z F B F

where gF is the Lande g-factor, μB is the Bohr magneton, B the magnetic field magnitude and mF is the 
non-degenerate level of the total angular momentum state. This force can then be used to trap weak-field-seeking 
atoms if Fz is greater than gravity.

The experimental procedure to achieve this begins by trapping the atoms in a quadrupole field, with an axial 
gradient 15 G/cm. At the end of the molasses sequence the trapping light was turned off and a short optical pump-
ing pulse applied to drive the atoms into the weak-field-seeking F = 2, mF = 2 state. The gradient field from the 
quadrupole coils was afterwards increased to 50 G/cm, whilst florescence images were taken for a varied time of 
flight. This enabled the trapped atom number to be described as a function of time, as seen in Fig. 2.

The experimental data points were fit with an exponential decay of the form, N exp (−t/τ), where N is the ini-
tial atom number and τ is the 1/e magnetic trap lifetime, determined as 180 ± 10 ms. If we use this τ to determine 
the background Rb pressure in the vacuum system, using the relation introduced earlier, we estimate a pressure of 
4 × 10−8 mbar. This pressure is primarily due to the low pumping rate of the scaled down ion pump in an unbaked 
chamber. However, a 10−8 mbar pressure is achievable in other systems, where the ion pump has been made 
redundant in place for specialised micro-fabricated vapour cells with low-He-permeation glass19. Such apparatus 
would enable future reduction of the vacuum system volume for an unambiguously compact device.

Magnetic sensing for a low temperature molasses. Optically pumped atomic magnetometers work 
from the principle of coherent spin precession of a polarised atomic species in the presence of a magnetic field. 
Larmor spin precession is based on atomic magnetic moments interaction with a local magnetic field, aided by 
the optical pumping of atoms with near resonant light into a non-degenerate Zeeman level of the ground state via 
an excited state transition. Once in the stretched state, the angular momentum vector, F, will precess about the 
axis of an applied magnetic field, B, at the Larmor frequency,

ω γ= − B , (2)L

Figure 1. Schematic of the grating MOT experimental set-up. ECDL: External cavity diode laser, Sat Spec: 
Saturated absorption spectroscopy, TA: Tapered amplifier, AOM: Acousto-optical modulator, PBS: Polarising 
beam splitter, HC: Helmholtz coils, AHC: Anti-Helmholtz coils, VC: Vacuum chamber.
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where ωL is the Larmor frequency, γ =
−eg

m2
F  is the gyromagnetic ratio of the atom, e is the electron charge and m 

is the electron mass.
The precession of F around B changes the optical absorption and dispersion properties of the atomic ensemble 

by passing in and out of resonance with the incident polarised electric field. Thus, the precession can be observed 
as a damped oscillation in the optical absorption and dispersion, measured using a polariser and detector, to give 
a direct measurement of |B|20–23.

Here we measure Larmor precession in an un-shielded grating magneto-optical trap to null stray static fields 
and reduce the level of gradient fields present during our molasses. The set-up, Fig. 1, uses the same laser source 
for cooling and probing by splitting the beam into two optical arms. The pump/probe arm is tuned into resonance 
with the F = 2 to F′ = 3 level using an AOM. The technique chosen was to use an on-resonant pumping beam, 
such that a constant intensity beam of 0.68 mW/cm2 and duration of 10 μs would resonantly pump the atoms 
with circular light into the stretched state. A 10 Γ detuning was then introduced by electronically offsetting the 
lock-point of the spectroscopy signal for a far off-resonant probe beam. The atomic rotation around an applied 
magnetic field changes the probing electric field polarisation, allowing a more sensitive detection to be made 
using a polariser for increased signal-to-noise, as seen in Fig. 3(a). This experimental procedure was run in con-
junction with a Schmitt trigger from the AC mains in order to reduce AC magnetic field noise by making the 
magnetic measurement at the same point of the 50 Hz cycle each time.

The precession data is fit with A exp (−t/τ) sin (2πωLt + φ), where A is the initial signal amplitude, τ is the 
decay time and φ is the phase. The Larmor frequency, ωL is directly related to |B| through Eqn. 2, allowing direct 
correlation of shim current values to the static field in the vicinity of the atomic ensemble. Figure 3(b) illustrates 
the measurement of the static magnetic field value as a function of the Helmholtz coil current to null the stray 
fields. This was used on both perpendicular axes to bring the measured field down to the level of the lab noise 
floor, ~800 nT.

Figure 2. Atom number in the magnetic trap as a function of the ballistic drop time. The blue line indicates an 
exponential fit to determine a 1/e trap lifetime of 180 ± 10 ms.

Figure 3. (a) Larmor precession measured from the GMOT. (b) The static field determined from the Larmor 
frequency is measured as a function of the Helmholtz coil current with best fitting lines applied. (c) The 
relaxation rate is measured as a function of applied magnetic gradient field with a best fitting curve.
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Sensitivity to gradient field components is obtained through the transverse relaxation rate in the ground state 
coherence, γ = 1/τ, which is directly related to the total magnetic field gradient through γ = a|∇B|2 + γ0, where 
a is the coefficient describing the sensitivity to the magnetic field gradient and γ0 is the relaxation rate in the 
absence of gradient fields24. The measured transverse relaxation rates in the ground state coherence are visible 
in Fig. 3(c), where the parameter γ is plotted as a function of the difference current between the Helmholtz pair. 
When applying gradient cancellation on the perpendicular axes by making first order corrections to d|B|/dz and 
d|B|/dy we could improve the transverse decay time from 30 μs to 100 μs. A transverse decay time of 100 μs was 
the best achievable in our unshielded set-up.

With the magnetic gradient fields nulled as well as possible, the temperature in the molasses was then studied 
as a function of the applied static magnetic field, to demonstrate the necessity for low stray fields when trying to 
generate ultra-cold atomic samples. As has been discussed by Lett et al., the mechanisms of sub-Doppler cooling 
indicate a sensitivity of temperature to the magnitude of the static magnetic field due to the Zeeman shifts this 
will induce, destroying the coherent repopulation of mF states involved during polarisation gradient cooling25. 
To investigate the level of sensitivity involved in our apparatus we applied static magnetic fields throughout the 
MOT and molasses stages, measuring the final molasses temperature as a function of the applied static field, as 
illustrated in Fig. 4.

The data presented illustrates a temperature range from 3–120 μK with a 35 μT change in static magnetic 
field. The data set is plotted with a quadratic fit, as expected from previous literature25. We note that our best 
MOT atom number and molasses temperature combination is (5 × 106, 3.0(7) μK) - comparable to results in a 
macro-fabricated grating MOT (1 × 106, 7.6(6) μK)5 and an optimised pyramidal MOT system (4 × 106, 2.5 μK)4.

A cold atom array from a single laser. Atomic arrays have been utilised in cold atom experiments rang-
ing from quantum information with physical qubit arrays26, to metrological measurements in interferometry and 
gradiometry27. Ionic array apparatus have been miniaturised with trapped ion micro-traps to demonstrate 1D 

Figure 4. Molasses temperature measured as a function of the applied static field with best fitting curve.

Figure 5. (a) Schematic of checkerboard grating. Linearly polarised light diverges from the optical fibre, is 
collimated and circularly polarised. (b)/(c) Wire pattern for creation of two/four magnetic minima. Grey lines 
indicate the wire and black curves emphasize the direction of current flow.
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and 2D arrays28, however an array of neutral atoms is favourable due to their weaker interaction with the envi-
ronment29. A common method for generating a neutral atom array with a small number/one atom per site is in 
an optical lattice, where individual microscopic site addressing and measurement is restricted to the regime of the 
quantum gas microscopes30, 31 and optical dipole traps32.

Large macroscopic arrays of neutral atoms have been achieved in the form of a magnetic lattice loaded from 
cold atoms, capable of capturing up to 2000 atoms in 500 sites29. Macroscopic scaled neutral atom arrays with 
larger N have also been demonstrated in the form of a 2 × 2 array of MOTs33 where the scalability is limited by the 
optical set-up. Here we introduce the micro-fabricated grating chip as a simple and robust source for generating 
1D and 2D arrays of neutral atoms with a single incident laser and patterned coil geometry.

For this study, the holographic checkerboard grating chip, discussed in previous literature11, 13, was imple-
mented into the set-up. The benefit of the checkerboard grating is the lack of a central symmetry point that exists 
in the linear gratings. Instead, the overlap volume extends to fill the surface area of the chip11, making it accessible 
to lay a patterned coil beneath the surface of the grating to form a number of MOTs dependent upon the coil 
geometry, as can be seen in Fig. 5(a).

To create the appropriate inhomogeneous magnetic potential for multiple MOTs, we used the coil design 
illustrated in Fig. 5 with an additional external bias field orientated perpendicular to the plane of the coils. The 
wire geometries used in Fig. 5(b,c) were selected for a 1D and 2D array respectively. Here the grey lines represent 
the wire formation, with black curves used to emphasize the direction of current flow. For (b), the selected wire 

Figure 6. (a–c) Standard anti-Helmholtz simulation, two magnetic minima simulation for a 1D array and four 
magnetic minima simulation for a 2D array. (d–f) Experimental realisation of a one, two and four MOTs.
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formation creates two coils of the same magnitude. In (c), the formation creates five coils, four with the same 
direction and one in the opposite.

To determine the properties of these wire geometries requires numerical solution of the Biot-Savart law,

∫
µ
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× −
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where μ0 = 4π × 10−7 H/m is the permeability of free space, B(r) is the magnetic field at point r from a wire ele-
ment with current I and unit length dl, centred at position r′

Due to our coils being approximately circular, we assume a perfect circle for our magnetic field calculations. 
It has been shown34, that when solved in a cylindrical polar co-ordinate basis, the magnetic field from a circular 
coil, B(r, z), can be determined for any position (r, z) from the relation of elliptic integrals,
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These equations were used to simulate the magnetic potential for a single MOT, as well as for the geometries 
of Fig. 5(b,c), as shown in Fig. 6 (a–c) respectively. The required wire geometries were formed in a 3D-printed 
mount and placed immediately below the grating. The geometry patterned coil would then be run with a small 
bias coil in conjunction with an upper coil to create the appropriate magnetic field required. The experimental 
observations of this can be seen in Fig. 6(d) for a single MOT, (e) for 2 MOTs in a 1D array and (f) for 4 MOTs 
in a 2D array. The images seen in (d) and (e) were taken with the grating mounted outside of the vacuum, using 
~25 mW/cm2 to start with 2 × 106 atoms in (d) which was then split into 2 MOTs with 5 × 105 atoms each. For 
image (f) the grating and patterned coil were mounted inside the vacuum due to the magnetic minima forming 
close to the grating surface, forming 4 MOTs using ~2 mW/cm2, with an estimated <105 atoms in each.

This demonstration proves the potential of the GMOT in future quantum sensing devices requiring an atomic 
array. Most notably, such a device would prove beneficial to the realisation of a compact gradiometer, where an 
array of identical MOTs can be used for cancellation of common mode noise.

Conclusions
In summary, we have demonstrated ultra-cold temperatures in a grating magneto-optical trap, as a platform for 
compact quantum sensing. This demonstration looked at the critical parameters for achieving low temperature 
systems, such as the magnetic environment.

We conclude that pressure measurements determined by the loss rate from a magnetic trap illustrate that these 
low temperatures can be achieved in a compact vacuum apparatus, even with pressure on the order of 10−7 mbar. 
The introduction of Larmor precessions in a cold 87Rb atomic sample for the nulling of stray static and gradient 
magnetic fields provides an accuracy of static field levels below 1 μT and an order of magnitude improvement of 
gradients.

Finally, the demonstration of multiple magneto-optical trap locations from a single incident laser beam cou-
pled to a 2-dimensional diffractive optic opens the door to a compact cold-atom gradiometer. This can be taken 
further to introduce an array of cold atomic ensembles, with the array number and geometry solely determined 
by the trapping coil design.

The dataset for this paper is available at doi:10.15129/79a69c9c-3f61-428f-b52e-366017fafa89.
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Abstract—Laser cooled atomic samples have resulted in pro-
found advances in precision metrology [1], however the tech-
nology is typically complex and bulky. In recent publications
we described a micro-fabricated optical element, that greatly
facilitates miniaturisation of ultra-cold atom technology [2], [3],
[4], [5].
Portable devices should be feasible with accuracy vastly exceeding
that of equivalent room-temperature technology, with a minimal
footprint. These laser cooled samples are ideal for atomic clocks.
Here we will discuss the implementation of our micro-fabricated
diffractive optics towards building a robust, compact cold atom
clock.

I. INTRODUCTION

The continued research into atomic clocks in recent
decades has lead to a considerable rise in the achievable
accuracy and stability. This stability is most notable in the
atomic fountain and lattice clocks, measuring frequencies at
the 10−16τ−1/2 and 10−18τ−1/2 level respectively [6], [7], [8],
[9]. This research has also lead to profound advancement of
compact metrological devices, achieving frequency stabilities
in the low 10−10τ−1/2 in package volumes measuring only a
few tens of cubic centimetres [10], [11].
However, the majority of the current compact clocks are based
around room temperature apparatus that use buffer gasses and
cell wall coatings in order to minimise collisional spin flips,
benefiting the system with increased contrast and interrogation
times [12]. Ultimately, these coatings and buffer gasses limit
the long term performance achievable in a clock due to cell
degradation and temperature dependent pressure shifts.
To overcome this, a move towards cold atoms is favourable,
with the benefit of long interrogation times and narrow
linewidths. To date, attempts at miniaturising cold atom clocks
remain confined to thousands of cubic centimetre packages.
We begin by proposing the grating magneto-optical traps,
GMOT, as a step closer to bridging the gap between high
performance cold atom apparatus and the scale of a thermal
package. This project aims at reaching a frequency stability
better than 10−12τ−1/2 in a package on the scale of tens of
cubic centimetres.

II. CPT INTEROGATION

Our study begins with the realisation of an atom chip
that integrates the laser cooling apparatus into a compact
device. The GMOT achieves equalised radiation pressure from
balancing the intensities of a single incident beam by the
diffracted orders from the grating surface [2], [3]. Previous
optical tools for simplifying laser cooling and trapping have

been demonstrated [13], [14], [15], [16], however, as discussed
in previous work, the GMOT out-performs these devices on
size, reproducibility, robustness and trapping capabilities [5].
These properties make the GMOT the ideal candidate for a
compact atomic clock.
To convert this device to a clock experimentally we propose to
derive the ground state frequency splitting of 87Rb by means
of coherent population trapping, CPT [17]. The experimental
set-up used is illustrated in Figure 1. We lock a home made
external cavity diode laser, ECDL, to the cooling transition of
87Rb and use an electro-optical modulator, EOM, to frequency
modulate a sideband at the re-pumping frequency. An acousto-
optical modulator, AOM, is used for switching on and off the
cooling beam, that is fibre coupled and circularly polarised
before reaching the diffraction grating. The magnetic field zero
point, created by anti-Helmholtz coils, is centred on the light
overlap volume for trapping the cold atomic sample. For an
incident intensity of ≈ 40 mW/cm2 in a 20 mm beam we
trap 108 atoms. When sub-Doppler cooling mechanisms are
introduced we bring 3× 107 atoms down to 15 µK.

Fig. 1. Simplified grating MOT schematic for the cooling and probing beams.
EOM: Electro-optical modulator. AOM: Acousto-optical modulator. ECDL:
External cavity diode laser. λ/4: Quarter wave-plate.

When the cold atoms are free from external perturbation and
in ballistic expansion, we apply a Raman probe beam to
resolve the ground state clock transition. For this probe beam,
a 795 nm laser is used to drive to the D1 states of 87Rb.
Once locked, an EOM is used to generate sidebands of equal
amplitude to the carrier to couple the two ground states to the
F = 1 excited state. With a small magnetic field is applied
parallel to the clock beam, one can lift the degeneracy of the
excited state enough to resolve CPT features of individual sub-
levels, as can be seen in Figure 2. A few tens of µW’s of laser
power is enough to resolve a full width half max, FWHM, of
the mF = 0 state to be 5 kHz.
To achieve a narrower clock feature we will convert the
CPT procedure to a Raman-Ramsey sequence. The technique
has been demonstrated to produce narrow fringes at higher

978-1-5090-0720-2/16/$31.00 ©2016 IEEE 
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Fig. 2. Coherent population trapping transmission peak for the mF = 0
sub-level of 87Rb. Black line: The experimental data of the peak resolved
with a Raman scan through the cold atomic medium. Red line: Lorentzian
best fit to the experimental data

contrast than the original CPT feature, benefiting the measured
frequency stability [18], [19].

III. CONCLUSION

The grating magneto-optical trap provides a compact
means to cool and trap a large number of atoms, proving
beneficial for precision measurements such as atomic clocks.
With a coherent population trapping signal optimised to 5 kHz,
the apparatus will be used to demonstrate Raman-Ramsey
interrogation for a narrow clock reference.
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