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Abstract

The work in this thesis describes interesting phenomena that results from the interaction

between high intensity laser light and nonlinear matter. By changing the structure of

light’s properties such as intensity and polarisation as well as the type of nonlinear

action that occurs during propagation through the medium, we aim to describe how

the properties of light are affected by the various interactions.

Considering down-conversion in a second order χ(2) medium we first present a spatio-

temporal mechanism for producing two dimensional optical rogue waves in a turbulent

state driven by vortices with helical wavefronts. Self-organising hexagonal structures

bound in phase lose stability and synchronised oscillations are unstable leading to phase-

unbound vortex-mediated turbulence with high excursions in amplitude. Nonlinear

amplification leads to rogue waves close to optical vortices, and probability density

functions typical of rogue waves.

We then consider fully structured light (FSL) within a Kerr χ(3) medium. In particular,

we describe how the polarisation distribution of FSL beams is affected by propagation.

In the linear case we derive an expression for the rotation of the polarisation and show

the rotation is due to the difference in Gouy phase between the two eigenmodes in the

beam. For nonlinear propagation we show the effect of the cross-phase modulation from

self focusing results in additional rotation that can be controlled by changing various

physical parameters of the FSL beam like the beam waist and magnitude of OAM.

Finally we consider the interaction with the Kerr medium in an optical cavity. Above

Turing threshold we observe the formation of peaks upon the FSL structure. Where the

beam carries a net orbital angular momentum we observe a rotation in the structure.

We detail how the angular velocity of the Turing structure can be controlled by careful

selection of the parameters of the FSL beams.
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Chapter 1

Introduction

In 1917 Einstein’s prediction of stimulated emission [1] paved the way for the develop-

ment of high intensity monochromatic radiation which after much development later

became known as the laser (Light Amplification by Stimulated Emission of Radia-

tion). Stimulated emission involves the interaction of a photon with an excited atom

or molecule and results in another photon being released with identical properties to

the incident photon such as frequency, phase and polarisation. By using an optical

resonator to reflect these photons through the medium multiple times, this process

can occur repeatedly in a chain reaction such producing more and more photons. The

resulting field then contains many photons in phase with the same frequencies and

resulting in a coherent source of high intensity monochromatic waves. Initially such

a system were limited to the microwave region and during the 1950s there was many

theoretical and experimental interest behind the production of high intensity coherent

microwaves [2–4]. In 1958 it was suggested that these techniques could be extended

into the optical and infrared region of the electromagnetic spectrum using potassium

vapour and a centimetre dimensional resonant cavity [5]. Indeed, using Townes hard

theoretical work the first functional laser was born using a high energy source to excite

synthetic ruby as the lasing medium and the study of optics was changed forever [6].
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In everyday life the typical intensities of light are low and not enough to induce any

nonlinear response from a given medium that the light interacts with. Original studies

of light focused on such linear systems and interactions under the assumption that

the refractive index is a constant and given by the relative susceptibility of a particular

medium as n0 ≡
√
εr. This allows a great understanding of how light behaves in systems

involving mirrors, lenses and diffraction gratings. Advancements were made through

the discovery of various linear phenomenon such as Snell’s law which dictates the angles

of incidence and refraction when changing medium, dispersion which dictates that the

angle of refraction is frequency dependent resulting in light splitting to its constituent

colours through a prism and many other phenomena such as diffraction and interference.

However with the invention of the laser in 1960, light with intensities high enough to

induce a nonlinear response of the dielectric polarisation allowed the realisation of new

and more interesting phenomena where the refractive index is no longer a constant but

intensity dependent. One of the first nonlinear effects studied was by Peter Franklin who

displayed the possibility for the realisation of optical harmonics where a high intensity

incident beam can interact with a medium producing a new second field with double

the frequency [7] - a process which has become known as second harmonic generation.

This paved the way for the discovery of many other frequency mixing processes such as

sum frequency generation, where two incident field produce a third with a frequency

that is the sum of the incident field and various others such as optical parametric

oscillation [8, 9]. Further nonlinear phenomena attracted interest such as self-focussing,

where a spatially structured beam focuses upon propagation in a medium due to the

difference in refractive index between the high intensity centre of the beam and the low

intensity boundaries of the beam referred to as the optical Kerr effect [10, 11]. Such

exotic phenomena from the nonlinear response of a medium to the intensity of light has

resulted in the discovery of cross phase modulation where one mode of light can affect

that of another [12], modulation instability where the nonlinearity amplifies deviation

from a periodic wave function which has resulted in the observation of optical solitons,

four wave mixing and deterministic chaos within optical systems [13, 14]. To this day
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the field of nonlinear optics since the invention of the laser continues to attract a lot of

interest.

Lasers have come a long way since then and there is now barely an optical device that

does not use such a source of light, from phones, computers and CD readers to pocket

sized laser pointers: lasers are everywhere. Since the onset of laser technology the

ability to control the structure and properties of such high intensity light beams has

been vital in many optical application and devices and continues to this day to attract

a lot of interest in various research areas. The control of the structure of the light is

important in understanding how light will interact with nonlinear medium.

In this work we will focus on some of the nonlinear processes mentioned and describe

some of the emergent phenomena that arise when we consider the interaction of high

intensity laser modes of various structures with nonlinear media. In particular we aim

to show control over the structure of the properties of such light modes for example

intensity, phase and polarisation both with propagation within nonlinear media and

within a resonant optical cavity.

In Chapter 2 some of the background material detailing some of the forms of light used

in the main chapters is given. Firstly a derivation of the nonlinear Scrödinger equation

or wave equation for the nonlinear propagation of light is given. This equation is used

as the starting point for the derivation of the numerical models used in each of the

chapters, by changing the form of the nonlinear polarisation term for each of the cases

considered. We then give the forms of light that are used in the numerical simulations

which give linear solutions to the wave equation when the nonlinear term is neglected

and analyse the structure of each solution. We give the mathematical form of plane

waves which has no structure in its properties, Gaussian beams structured in their

intensity, Laguerre-Gauss modes structured in intensity and phase and finally fully

structured light or vector beams for which all of its properties are spatially structured

in the transverse plane; intensity, phase and polarisation.
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In Chapter 3 we consider a second order (χ(2)) crystal in a singly resonant optical

parametric oscillator with an external forcing field. By decreasing the intensity of the

injected field we observe a bifurcation from stationary self-organising hexagonal pat-

terns to a dynamic turbulent state that is driven by the presence of optical defects with

integer orbital angular momentum (OAM) ±1. Such vortices are associated with the

production of helical waves. Interactions between pairs of optical vortices of opposite

OAM results in the emergence of very high intensity peaks in the transverse field which

are the optical equivalent of rogue waves that are discussed in oceanography and hydro-

dynamics. We characterise the behaviour of the defect mediated turbulent state and

statistically analyse the optical rogue waves to show the parameter regimes where such

extreme events could be studied experimentally.

In Chapter 4 we detail the behaviour of fully structured light (FSL) - a vector super-

position of two scalar Laguerre-Gauss (LG) modes with orthogonal polarisations - as

it propagates through a nonlinear Kerr (χ(3)) medium. We focus on the rotation of

the polarisation structure in the transverse profile of the beam during both linear and

nonlinear propagation. In the linear case it is shown that the rotation and behaviour

of the polarisation is uniform across the field and dependent purely on the difference

in Gouy phase between the two LG beams within the superposition. When nonlinear

propagation is considered the self-focussing from the Kerr effect causes a change in spa-

tial overlap between the modes. This in turn changes the cross-phase modulation and

interaction between the modes such that the rotation becomes complex. We show the

mechanisms that contribute to the nonlinear rotation of the polarisation and compare

the linear and nonlinear cases. By understanding which mechanisms contribute to the

evolution of the behaviour of FSL during nonlinear propagation we show that we can

control the spatial intensity and polarisation distribution by balancing key parameters

to control the properties of the light modes.

Finally in Chapter 5 we analyse the propagation of fully structured light in a vectorial

Kerr cavity where the intensity is above Turing instability threshold and in particular

focus on the rotational behaviour of the ring structure. We first consider the scalar case
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in one dimension using the well known Lugiato-Lefever model where analytical solutions

are possible and calculate that the angular velocity at which the Turing pattern rotates

is dependent on the OAM of the mode and the radius from the centre of the mode.

We compare this result with the scalar 2D case both for Laguerre-Gauss modes and

top-hat shaped beams with an azimuthal phase. In the top-hat case we note that the

individual rings of the Turing pattern rotate independently at the rotational velocity

calculated analytically from the Lugiato-Lefever analysis. Finally we consider the full

vector case composed of two Laguerre-Gauss modes of orthogonal polarisations which

is no longer trivial and analytical. The cross phase modulation between the modes as

well as the changing spatial overlap between the modes for different compositions means

that the rotational rate of the Turing pattern is complex. We consider the cases where

the OAM is equal and opposite, and by changing the bias (relative intensity) between

the two modes and show how control over the bias can control the angular velocity of

the ring structure. Finally we detail cases for fully structured light where the spatial

overlap between the two modes is small such that the cross phase modulation between

the beams is negligible. In such a case by changing the beam width and OAM of each

mode we can completely control the rotational rate of each ring structure such that

they rotate independently and can even rotate in opposite directions.



Chapter 2

Background Theory

2.1 Introduction

As the topics of this research focus on the propagation of structured light in nonlinear

media and interactions within optical cavities we want to first give a brief description

of how these modes of light are created and understood from a mathematical viewpoint

and detail their fundamental properties. In this chapter we will look at the classical

theory of electromagnetism from a wave standpoint and derive a wave equation from

Maxwell’s equations that all modes of light must obey. Gaussian beams structured in

their intensity are shown to be a solution to the wave equation and satisfy Maxwell’s

equations. Higher order Gaussian beams, such as Laguerre-Gauss (LG) modes, are also

known to solve the wave equation and we detail that they are structured not only in

their intensity but also in their phase across the transverse plane. We also show the

helical wavefronts associated with such modes of light. Finally we show with a vector

superposition of two of these LG modes we can create fully structured light (FSL)

where the novelty is that we can completely structure all of lights properties across the

transverse beam - intensity, phase and polarisation - and tailor each of them to suit a

variety of requirements.

6
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2.2 The Paraxial Wave Equation

2.2.1 Maxwell’s Equations

From a classical point of view light propagates as waves in the electromagnetic field

which can be thought of as two vector fields throughout all of space that describe the

state of both the electric field and the magnetic field respectively [15]. The fields can

interact such that changes in one influence the behaviour and state of the other and

the interplay between these interactions results in oscillating fields that can propagate.

These interactions and oscillations are governed by Maxwell’s equations, our starting

point for deriving a wave equation that supports the idea of light propagating as a

wave. Maxwell’s equations are a set of partial differential equations that form the

foundation of modern electromagnetism, classical optics and electrical circuits. Not

only do Maxwell’s equations describe how electric fields are generated from charges

and currents but also fully describe how each field affects the other. For a generalised

medium which supports free charges and currents they are given by [16].

∇∇∇ ·D(r, t) = ρ(r, t), (2.1)

∇∇∇ ·B(r, t) = 0, (2.2)

∇∇∇×E(r, t) = −∂B(r, t)
∂t

, (2.3)

∇∇∇×H(r, t) =
∂D(r, t)
∂t

+ J(r, t), (2.4)

where E denotes the electric field, H is the magnetic field, D is the electric displacement

field, B is the magnetic induction, ρ and J are the free charge and current densities

respectively. For aesthetics and simplicity the functional dependence of the relevant

vectors on space and time will be dropped from the notation where relevant. The

constitutive relationships between the electric and magnetic fields with their respective

displacement fields are [16],



Chapter 2. Background Theory 8

D = ε0E + P, (2.5)

B = µ0H + M, (2.6)

where P and M are the induced polarisation and magnetisation within the medium, ε0

and µ0 are the permittivity and permeability of free space respectively. The induced

polarisation and magnetisation in turn are related directly to the electric and magnetic

fields and for a generalised medium can be expanded and written as a power series in

terms of the respective fields as [17]

P = ε0

[
χ(1)
e E + χ(2)

e E2 + χ(3)
e E3 ..]

= ε0χ
(1)
e E + PNL (2.7)

M = µ0χ
(1)
m H (2.8)

where χ(1)
e,m is the linear electric and magnetic susceptibilities, χ(2)

e and χ(3)
e are referred

to as the second and third order nonlinear electric susceptibilities, where all terms in

χ relate the relative amplitudes of the electric and magnetic fields with that of the

induced polarisation and magnetisation. The linear and nonlinear contributions to the

induced polarisation have been separated into two separate terms for convenience where

the nonlinear polarisation has been defined as a vector PNL that contains all the higher

order nonlinear susceptibilities and higher order terms of the fields. We can substitute

the expressions for P and M from Eq(2.7) and Eq(2.8) into the relationships in Eq(2.5)

and Eq(2.6) to obtain the full relationship between the electric and magnetic fields with

their displacement fields which we can now write as
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D = ε0

(
1 + χ(1)

e

)
E + PNL

= ε0εrE + PNL (2.9)

B = ε0

(
1 + χ(1)

m

)
H

= µ0µrH (2.10)

where εr = 1 + χ
(1)
e and µr = 1 + χ

(1)
m are the relative permittivity and permeability of

the medium respectively.

2.2.2 The Wave Equation

Now that we have a full set of descriptions for each field and their relationships with

each other we are ready to make some assumptions on the medium. Firstly that there

are no free charges such that ρ = 0 which implies that there are also no current den-

sities and J = 0. We also assume a non-magnetic medium which greatly simplifies

Maxwell’s equations and the constituent relations. In order to form a wave equation

from Maxwell’s equations we first take the curl of Maxwell III in Eq(2.3), substitute

in Maxwell IV in Eq(2.4) and finally substitute in the relationships in from Eq(2.9)

and Eq(2.10) to derive the well known wave equation for a complex electric field in a

medium as follows [17]

∇∇∇×∇∇∇×E = − ∂

∂t
(∇∇∇×B)

= −µ0µr
∂2D
∂t2

= −µ0µrε0εr
∂2E
∂t2
− µ0µr

∂2PNL

∂t2
(2.11)

We can simplify the term on the left hand side of the wave equation using the vector

calculus identity,
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∇∇∇×∇∇∇×V =∇∇∇ (∇∇∇ ·V)−∇2V (2.12)

and consider that in the medium the relation∇∇∇ (∇∇∇ ·E) ≈ 0 which Boyd gives arguments

is true for most nonlinear optical media particularly for the case of paraxial beams [17].

The left hand side of Eq(2.11) then becomes −∇2E. We now also assume that the

medium is non-magnetic such that the relative permeability of the medium µr = 1

(which is true for most media at optical frequencies) and introduce the relationships

n2
0 ≡ εr and µ0ε0 = 1/c2 such that we can fully simplify and re-write the wave equation

as

∇2E−
(n0

c

)2 ∂2E
∂t2

=
1
ε0c2

∂2PNL

∂t2
(2.13)

where n0 is the linear refractive index. We have also rearranged the equation such that

the linear contributions are on the left and the nonlinear contribution on the right of

the equation.

2.2.3 Slowly Varying Amplitude and Paraxial Approximation

Now consider that we set the axes such that the electric field propagates parallel to the

z-axis and we can split the diffraction operator on the left hand side of Eq(2.13) into

its components that are parallel and perpendicular with the direction of propagation

as

∇2 =
∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2

= ∇2
⊥ +

∂2

∂z2
, (2.14)
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where ∇2
⊥ is the Laplacian in the transverse plane. Under the slowly varying amplitude

approximation we assume that the amplitude of each of the fields vary by a small amount

in both time and along the z-directions. If the fields remain propagating parallel to the z-

axis this assumption allows us to decompose the fields into rapidly and slowly oscillating

terms. We can write the full form of the fields as the product of a wave envelope which

gives a spatially dependent amplitude and a rapidly oscillating propagator which has

the form of a simple plane wave where we make no assumption on the form of the

spatially varying amplitude

E(r, t) = A(r, t) exp [i(kez − ωt)] + c.c., (2.15)

PNL(r, t) = P(r, t) exp [i(kpz − ωt)] + c.c.. (2.16)

In general the wave numbers of the electric field, ke, and the polarisation, kp, can be

different. However for simplicity here we only consider cases where the difference in

wave number is negligible such that

∆k = ke − kp ≈ 0,

⇒ k = ke = kp. (2.17)

We can now substitute the form of the electric and polarisation fields from Eq(2.15)

and Eq(2.16) with the assertion in Eq(2.17) into the wave equation in Eq(2.13) and

calculate the respective derivatives as
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∂

∂z
A(r, t)ei(kz−ωt) = ei(kz−ωt)

[
∂A
∂z

+ ikA
]
, (2.18)

∂2

∂z2
A(r, t)ei(kz−ωt) = ei(kz−ωt)

[
∂2A
∂z2

+ 2ik
∂A
∂z
− k2A

]
, (2.19)

∂

∂t
A(r, t)ei(kz−ωt) = ei(kz−ωt)

[
∂A
∂t
− iωA

]
, (2.20)

∂2

∂t2
A(r, t)ei(kz−ωt) = ei(kz−ωt)

[
∂2A
∂t2
− 2iω

∂A
∂t
− ω2A

]
, (2.21)

∂2

∂t2
P(r, t)ei(kz−ωt) = ei(kz−ωt)

[
∂2P
∂t2
− 2iω

∂P
∂t
− ω2P

]
, (2.22)

such that the wave equation becomes

∇2
⊥A +

∂2A
∂z2

+ 2ik
∂A
∂z
− k2A +

n2
0

c2
∂2A
∂t2

+
2iωn2

0

c2
∂A
∂t

+
n2

0ω
2

c2
A (2.23)

=
1
ε0c2

∂2P
∂t2
− 2iω
ε0c2

∂P
∂t
− ω2

ε0c2
P. (2.24)

Now we can make use of the linear dispersion relation which is given by

k2 =
n2

0ω
2

c2
(2.25)

for the wave number in the medium. It is evident that this substitution leads to

the fourth and seventh terms on the left hand side of the wave equation cancelling.

Furthermore by assuming that the beams remain paraxial during propagation such

that the beam varies slowly along the propagation axis and the angle between the wave

vector and the x-axis is small, we can make use of the paraxial approximation which

implies
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∣∣∣∣∂2A
∂t2

∣∣∣∣� ω

∣∣∣∣∂A∂t
∣∣∣∣ ;

∣∣∣∣∂2A
∂z2

∣∣∣∣� k

∣∣∣∣∂A∂z
∣∣∣∣ , (2.26)∣∣∣∣∂2P

∂t2

∣∣∣∣� ω

∣∣∣∣∂P∂t
∣∣∣∣� ω

∣∣∣∣∂A∂t
∣∣∣∣ since |A| � |P| , (2.27)

such that we can also neglect the terms that are very small with respect to the others

such that we can finally write the full paraxial wave equation, or nonlinear Schrödinger

equation as an inhomogeneous partial differential equation

∇2
⊥A + 2ik

[
∂A
∂z

+
n

c

∂A
∂t

]
= − ω2

ε0c2
P. (2.28)

2.3 Unstructured Light - Plane waves

In order to find laser mode beam-like solutions to Maxwell’s equations we must solve

the paraxial wave equation in Eq(2.28). First we make a simplification that we are

considering vacuum or linear homogeneous media such that there is no nonlinear po-

larisation response of the medium and we can set the term on the right hand side of

the equation to 0. This simplification gives a homogeneous partial differential equation

and the paraxial wave equation for a linear medium is then

∇2
⊥A + 2ik

∂A
∂z

= 0. (2.29)

The trivial solution to Eq(2.29) is that the amplitude of the electric field is a constant

such that A(r) = A0 which gives the simple idealistic case of a plane wave with the

form

E(r, t) = A0 exp[i(kz − ωt+ ϕ)]. (2.30)
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where we have added a relative phase shift ϕ that describes the phase of each given

plane wave. Such a solution can be verified by simply substituting into Eq(2.29) and see

that it satisfies the paraxial wave equation. Assuming that the dispersion as in Eq(2.25)

holds then it is also known to be a solution to the full wave equation. The plane wave

is the simplest known solution and has simple characteristics in that the amplitude is

constant and the wavefronts are a set of infinite parallel planes. Although the simplest

of solutions, plane waves can be used to model light at a great distance from a localised

source where the approximation is valid, such as radio waves. However such a solution

is clearly unphysical as the wave spans all of space. For modelling optical interactions

with media we clearly require light that is spatially structured with parameters that

we can control.

2.4 First Layer of Structure - Intensity and Gaussian Beams

We can begin to structure the light modes by multiplying the field amplitude by terms

that scale the intensity such that it is localised in the transverse plane. One such mode

of light is the well known and widely used Gaussian beam which is given by

E(r, z) = E0
w0

w(z)
exp

[
− r2

w2(z)

]
exp

[
−i kr2

2R(z)

]
exp [−i(kz − η(z)] , (2.31)

where E0 is the amplitude, r =
√
x2 + y2 is the radius from the centre of the beam,

w0 is the beam waist which defines the physical size of the beam, R(z) is the radius

of curvature which will be defined later, and η(z) is the Gouy phase which will also

be fully defined. For a full derivation of the Gaussian beam see [18], here we are only

interested in the properties of the Gaussian beam and how we can use it to model lasers

in physical systems.

Figure(2.1) shows both the transverse intensity of a typical Gaussian beam as well as the

phase distribution across the transverse plane. It can be seen that the peak intensity
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occurs in the very centre of the mode and the intensity decreases in a well defined

manner as the radius from the centre increases. The particular shape of the drop of

in intensity with increasing radius is a characteristic shape of Gaussian statistics. In

order to better visualise this structure in the transverse plane a cut through the centre

of the Gaussian mode is given in Figure(2.2) to show the change in intensity across the

transverse intensity with changing radius. We can also see from Figure(2.1) that the

phase is homogeneous across the transverse plane. The colour bars will be omitted for

future transverse plots but the yellow/blue scale defined for intensity and the rainbow

scale defined for phase will be the scale used for all of the images presented.

0

E0

0

π

2π

Figure 2.1: Left - Transverse intensity profile of a Gaussian beam. Right - Transverse
phase profile of the corresponding Gaussian beam.

Some important parameters well define the Gaussian beam and its behaviour during

propagation. The Rayleigh length or Rayleigh range is defined as [19]

zR =
πw2

0

λ
(2.32)

and gives the distance at which the radius of the beam increases by a factor
√

2 due

to diffraction. It also defines the depth of focus of the beam. We will later use the

Rayleigh range to define propagation distance for a given beam which is very useful in

comparing the difference in behaviour for beams that have different Rayleigh lengths.

The radius of curvature R(z) is defined in terms of the Rayleigh range as [19]
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Figure 2.2: Cross-section of a Gaussian beam through the centre of the beam where
the intensity is normalised such that the peak occurs at E0 in Eq(2.31) and r is the

radius from the centre of the beam.

R(z) = z +
z2
R

z
(2.33)

and gives the curvature of the planes of equal phase, known as wavefronts. In the plane

wave case the wavefronts are parallel and separated by the wavelength λ, however in

the Gaussian beam case due to diffraction and evolving phase the wavefronts are curved

and defined by R(z). Finally, the Gouy phase η(z) is given by [19]

η(z) = tan−1

(
z

zR

)
(2.34)

which gives the extra phase shift acquired by a Gaussian beam during propagation over

a plane wave of the same frequency.

Figure(2.3) shows the evolution of the Gouy phase as a function of propagation distance

from −10zR through the beam focus to 10zR. It can be seen that the Gouy phase

asymptotes as it is described by the inverse tangent function which also asymptotes.

The phase change happens within a region of ±zR around the beam waist and as such

is not experimentally visible, however forms an important part of the numerical theory
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Figure 2.3: Evolution of the Gouy phase for a Gaussian beam with propagation
distance from z = −10zR through the beam waist to z = 10zR.

involving such modes of light. The Gouy phase extends over a wider range in higher

order modes described in the next section where it can be observed in experimental set

ups [20].

2.5 Second Layer of Structure - Phase and Laguerre-Gauss

Modes

There are a variety of higher order modes that are eigensolutions to the paraxial wave

equation in Eq(2.29) such as the Hermite-Gauss in Cartesian co-ordinates and the

Laguerre-Gauss modes in cylindrical co-ordinates [19, 21]. Such solutions form complete

orthogonal basis sets and as such can describe a wide array of paraxial light beams and

reduce to the Gaussian solution described previously at the fundamental lowest order

mode [22]. For the considerations in this thesis we focus on the Laguerre-Gauss modes

which have cylindrical symmetry and have a doughnut shaped intensity structure. The

Laguerre-Gauss basis can be derived by solving the paraxial wave equation in cylindrical

co-ordinates and are given by [23]
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LG`
p(r, φ, z) =

√
2p!

π(p+ |`|)!
1

w(z)

(
r
√

2
w(z)

)|`|
L|`|p

(
2r2

w2(z)

)
exp

(
−r2

w2(z)

)
× exp (i`φ) exp

(
ikr2z

2(z2 + z2
R)

)
exp (−i(2p+ |`|+ 1)η(z))

(2.35)

where r, w(z) and η(z) are as defined in the Gaussian case, and the modes are labelled

by two integers the azimuthal index, ` and the radial index p and L|`|p are the generalised

Laguerre polynomials. There is a constraint on the radial index such that p ≥ 0 and

for the case l = p = 0 the fundamental Gaussian beam is obtained. The azimuthal

index is crucial in defining the Laguerre-Gauss mode as it controls both the shape

of the amplitude factors, the Laguerre polynomials and most importantly the phase

factor in the exp(i`φ) term as well as in the Gouy phase term. The phase is therefore

purely dependent on the azimuthal index and ` gives the number of 2π phase rotations

around the azimuthal direction in the transverse plane. As the phase is undefined in the

centre of the beam this means the intensity must be zero and hence the Laguerre-Gauss

modes are examples of optical vortices [24]. This gives the Laguerre-Gauss modes their

characteristic doughnut intensity profile and as such ` can be associated with the orbital

angular momentum (OAM) of the beam [25]. As such we will refer to ` interchangeably

as the azimuthal index or the OAM of a given Laguerre-Gauss mode.

Figure(2.4) shows the transverse intensity profile for some of the lowest order modes as

well as the phase across the transverse plane. We can see that the lowest order mode for

` = 0 is the fundamental Gaussian mode as shown in Figure(2.1). For |`| > 0 we see the

characteristic doughnut intensity profile, and with increasing OAM the mode becomes

larger. The radius of the peak intensity of the ring is given by rpeak = w0

√
|`|/2.

Laguerre-Gauss modes of equal magnitudes of OAM but opposite polarity have identical

intensity structures due to the cylindrical symmetry of the beams, however we can see

in Figure(2.4) that the phase distribution evolves in the opposite azimuthal direction

and it is clear that the azimuthal number ` gives the number of times that the phase

completes a full rotation of 0 to 2π.
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`= −2 `= −1 `= 0 `= 1 `= 2

Figure 2.4: Top row - Transverse intensity profiles for Laguerre-Gauss modes of
various OAM given in the respective images. Bottom row - Transverse phase profiles

for the corresponding Laguerre-Gauss modes.

The OAM therefore gives the number of times the field is advanced (or in the case

of negative OAM retarded) by a phase of 2π. Each of the phase dislocations in the

transverse plane shows where a new wavefront begins and since these rotate around

the azimuthal direction Laguerre-Gauss modes are associate with helical wavefronts as

shown in Figure(2.5). Here we have omitted ` ≤ 0 but for clarity the wavefronts simply

rotate in the opposite direction when the OAM has the opposite polarity just as in the

case for the phase.

Figure 2.5: Helical wavefronts for the three lowest order Laguerre-Gauss modes
` = 1, 2, 3 from left to right respectively. The wavefronts are coloured for a more clear

view of the separate fronts for the different values of OAM.

We can also see from the form of the Laguerre-Gauss mode in Eq(2.35) there is a

change in the evolution of the Gouy phase as the beam propagates and the magnitude

of the change in phase is multiplied by a factor (|`|+ 2p+ 1). The phase evolution for a
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Laguerre-Gauss mode is therefore dependent on the value of OAM. For the same modes

as shown in Figure(2.4) we show how the Gouy phase evolves with propagation from

−10zR through the beam waist to 10zR in Figure(2.6). We calculate this analytically

later in Chapter 4.

−10 −8 −6 −4 −2 0 2 4 6 8 10

−3π
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−π

−π
2

π
2

π

3π
2

η(z)

zR

`=0

`= ±1

`= ±2

Figure 2.6: Evolution of the Gouy phase for Laguerre-Gauss modes composed of
` = 0 (Gaussian beam as in Figure(2.3)), ` = ±1 (red and green dashed lines) and ` =
±2 (magenta and orange dashed lined) for propagation from z = −10zR through the
beam waist to z = 10zR. The dashed black horizontal lines represent the asymptotes

for each respective curve.

The effect of the radial index, p, on the transverse intensity and phase of a Laguerre-

Gauss beam is shown in Figure(2.7). The top row shows the transverse intensity for an

OAM of ` = 2 where it can be observed that there are p+ 1 concentric intensity rings.

As the radius from the central vortex increases the intensity of each ring decreases.

Although omitted here we note that in the case where the OAM has the opposite

polarity the intensity structure is identical for a given value of p such that the intensity

is only dependent on the magnitude of the OAM as in Figure(2.4). The bottom row

gives the corresponding phase distribution where it can be seen that there are p rings

of phase discontinuities where a phase jump of π/2 occurs. These discontinuities occur

at the rings of zero intensity in the intensity distribution. Again as in Figure(2.4) we

note that for an OAM of opposite polarity the phase simply evolves in the opposite
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direction. For the work in this thesis we mainly focus on the case where the radial

index p = 0, but have included a description of its effects here.

Figure 2.7: Transverse intensity (top row) and phase (bottom row) for Laguerre-
Gauss beams with ` = 2 for radial modes where p = 0, 1, 2 and 3 from left to right

respectively.

2.6 Third layer of Structure - Polarisation and Fully Struc-

tured Light

Aside from intensity and phase, polarisation is an important property of light that

defines the direction of oscillations in the electromagnetic field. For fully polarised

light, these oscillations occur along a single plane and such forms of light have been

extensively studied for uniform distributions where the light has a single form of of

polarisation. For example; horizontal polarisation where the electric field vectors oscil-

late in the horizontal plane or circularly polarised light where the electric field vectors

rotate in a circle at a constant rate. These states of polarisation are homogeneous

across the transverse plane; the polarisation is the same at every point of the beam and

does not depend on spatial location. Phenomena involving polarised light has lead to a

wide variety of applications from simplistic ideas like sunglasses to complex techniques

involving astronomical measurements [26]. A common use of polarisation technology

everyone has experienced involves the production of 3D movies and television, which
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is actually two sets of running pictures where the images are recorded from two dif-

ferent angles. Each of the sets of images are produced and emitted from the screen

with orthogonal polarisations (light carrying each picture oscillates in perpendicular

directions). The glasses are two polarising filters that only allow light that oscillates in

certain directions through, and since the pictures carry orthogonal polarisations each

eye only receives the image of one picture and the brain interprets this information

and creates a 3 dimensional picture, a phenomena known as stereoscopic vision. More

complex polarisation ideas have been used in a wide array of devices and techniques

from liquid crystal display and data storage [27]. In more recent times, there has been

increasing research interest into modes of light where the polarisation is no longer ho-

mogeneous across the field but is spatially dependent and varies across the transverse

plane [28, 29]. The ability to tailor and control the state of polarisation across a beam

to any desired distribution both allows another level of structure to light and the emer-

gence and understanding of new phenomena for the advancement of optical techniques

and devices [30].

2.6.1 Form of Fully Structured Light

Cylindrical vector beams (CVBs) or more generally fully structured light (FSL) beams

are examples of modes of light that are characterised by spatially structured intensity,

phase and most importantly polarisation; all of the properties of light are inhomoge-

neous across the transverse plane [30]. Such modes of light are composed of a vector

superposition of two distinct scalar beams with orthogonal polarisation states. Any or-

thogonal polarisation basis can be chosen to define the beams for example vertical/hor-

izontal for linear polarisation or left/right handed circular polarisation for circularly

polarised beams etc. Here and for the remainder of the work discussing FSL we adopt

the circular basis for defining the states of polarisation of the light. The circular basis

is defined such that the unit vectors are given by
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eR =
x− iy√

2
, (2.36)

eL =
x + iy√

2
, (2.37)

where x,y are the unit Cartesian co-ordinate vectors. The transverse field of any FSL

beam can be decomposed and written in terms of its right and left circular components

as [12]

E = ER + EL

= sin(γ)LG`R
pR

eR + eiβ cos(γ)LG`L
pL

eL, (2.38)

where 0 ≥ γ ≥ π
2 controls the relative amplitudes of the two beams, LG`p are the

Laguerre-Gauss modes from Eq(2.35) with OAM `R and `L, radial number pR and pL

respectively, eR,L are the right and left circular polarisation vectors and 0 ≥ β ≥ 2π

is the relative phase between the modes. By controlling the various given parameters

such as the relative amplitude, OAM and phase difference between each mode of the

superposition a rich variety of intensity and polarisation distributions can be tailored

and controlled. CVBs are a specific subset of the more general FSL whereby the

intensity and polarisation distributions are axially symmetric and have the same value

of OAM for the right and left circularly polarised modes (|`R| = |`L|). CVBs carry only

linear polarisation whereas FSL carries all states of polarisation [28].

2.6.2 Stokes Parameters and the Polarisation Ellipse

Intensity and phase are trivial to represent in the transverse plane using colour gra-

dients as shown in Figure(2.1) and Figure(2.4). However since polarisation and its

behaviour during propagation are of particular interest when studying FSL a method
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of visualising the state of the polarisation at each point in the field is required on top

of presenting the intensity and phase. The Stokes parameters are the four components

of the Stokes vector which completely define the state of polarisation of light for any

degree of polarisation. In our case we only consider fully polarised states of light such

that the Stokes parameters are defined as [18]

S0 = I, (2.39)

S1 = S0 cos 2χ cos 2ψ, (2.40)

S2 = S0 cos 2χ sin 2ψ, (2.41)

S3 = S0 sin 2χ, (2.42)

where χ and ψ are directly related to the helicity and orientation of the polarisation

ellipse respectively. The polarisation ellipse is shown in Figure(2.8) which denotes how

the angles χ and ψ define the polarisation state at a particular point of the transverse

field and b is the semi-axis of the ellipse. The angle ψ gives the orientation of the

ellipse and χ defines how elliptical it is. In physical terms this defines the direction

of oscillations of the fields and how circularly polarised a given point of the beam is.

By colouring the ellipse according to the handedness of the polarisation we can also

indicate whether a particular point is right/left circularly polarised.

However, the parameters χ and ψ are not measurable physical properties of a light

beam. For a fixed choice of basis the Stokes parameters can also be defined in terms of

the components of the vector superposition. As discussed above we select the circular

basis which is defined in Eq(2.36) and Eq(2.37) for which the Stokes parameters can

be written as [12]
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Figure 2.8: A polarisation ellipse defined in terms of ψ and χ from the Stokes
parameters showing the polarisation of an electric field at a given point.

S0 = I = |ER|2 + |EL|2 , (2.43)

S1 = 2< [E∗REL] , (2.44)

S2 = 2= [E∗REL] , (2.45)

S3 = |ER|2 − |EL|2 , (2.46)

where ER and EL are the right and left circularly polarised components from Eq(2.38),

< and = denote the real and imaginary parts respectively and E∗ represents the com-

plex conjugate. The parameter S0 is the intensity of the beam, S1 and S2 define the

vertical/horizontal and diagonal/anti-diagonal degree of the polarisation hence together

define the orientation of the polarisation and S3 is related to the helicity or degree of

circular polarisation of the beam at a particular point. We can now equate Eqs.(2.39-

2.42) and Eqs.(2.43)-(2.46) to find an expression for the orientation, ψ, and ellipticity,

χ, in terms of the components of the FSL vector superposition as follows [18]
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S2

S1
=

S0 cos 2χ sin 2ψ
S0 cos 2χ cos 2ψ

,

=
2= [E∗REL]
2<
[
E∗REL

] ,
tan 2ψ =

= [E∗REL]
<
[
E∗REL

] ,
ψ =

1
2

tan−1

(
= [E∗REL]
<
[
E∗REL

]) , (2.47)

and

S3

S0
= sin 2χ,

=
|ER|2 − |EL|2

|ER|2 + |EL|2
,

χ =
1
2

sin−1

(
|ER|2 − |EL|2

|ER|2 + |EL|2

)
. (2.48)

Using Eq(2.47) and Eq(2.48) we can represent the state of polarisation (SoP) by using

polarisation ellipse from Figure(2.8) at each point in the transverse plane. An example

for a fully structured light beam composed of `R = −3 and `L = −2 is given in

Figure(2.9) which shows the polarisation ellipse at each point in the field superimposed

on top of the intensity profile. In this manner we can represent both the spatial intensity

structure as well as the polarisation distribution in the same image. We have chosen

the colour scheme of red to represent linear polarisation, white to represent right hand

circular polarisation and blue to represent left hand circular polarisation. Where the

intensity of the beam drops below a certain value we have omitted from plotting the

polarisation ellipses as at low intensities the polarisation is very sensitive to noise. For

clarity this convention will be used in the remainder of the work presented in this thesis

involving polarisation.
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Figure 2.9: Transverse image of the intensity profile for a FSL light beam composed
of a superposition of Laguerre-Gauss modes with `R = −3, `L = −2, γ = π/4 and
β = 0. Red, white and blue ellipses correspond to linear, right circular and left circular

polarisation respectively.

2.7 Conclusion

All electromagnetic radiation must obey Maxwell’s equations which describe on a fun-

damental level how the electric and magnetic fields are affected by charges and how the

fields oscillations affect each other. From Maxwell’s equations we have shown a deriva-

tion of the paraxial wave equation that describes the propagation of light through

homogeneous media. By ignoring the nonlinear polarisation response of the medium

we have shown some of the linear solutions of the wave equation that are useful in the

numerical modelling of laser systems and the important properties of such modes of

light. In particular we focused on how these properties can be structured and controlled

in the transverse plane.

Firstly we considered the most simple solution, that of a plane wave. Plane waves were

shown to have no structure in any of lights properties and although useful in some

applications are unphysical as the wave spans the entirety of space and require infinite

energy. We then showed that the intensity could be confined in the transverse plane in

the form of a Gaussian beam. Higher order modes associated with helical wave fronts

in the form of Laguerre-Gauss modes were shown to be structured in not only their



Chapter 2. Background Theory 28

intensity but also in their phase. Finally by creating a vector superposition of two

Laguerre-Gauss modes with orthogonal polarisations the resultant polarisation distri-

bution may also be inhomogeneous and structured in the transverse plane. Selection of

the relative amplitudes, OAM and phase between the modes in the superposition allows

all of lights properties - intensity, phase and polarisation to be tailored and structured

to suit a variety of requirements.

In the following chapters we will see how the inclusion of the nonlinear polarisation

response in the medium affects the propagation and structure of these forms of light.

Such equations are not analytical and hence we will use a split-step Fourier method

to numerically solve a variety of models that describe the interaction of these forms of

light with nonlinear media and how placing the media in a cavity can lead to some very

interesting phenomena.



Chapter 3

Optical Rogue Waves in Vortex

Turbulence

Work based on the publication - Christopher J. Gibson, Alison M. Yao and Gian-Luca

Oppo, “Optical Rogue Waves in Vortex Turbulence,” Phys. Rev. Lett., 116, 043903,

2016.

3.1 Introduction

For many decades rogue waves in high seas were considered something of myth and leg-

end, nothing more than extraordinary stories traded between veteran sailors. Enormous

walls of water tens of metres high, capable of destroying large vessels, were described

to appear from nowhere and vanish quickly leaving no trace of their existence other

than the devastating damage to ships [31]. As the typical lifetimes of such waves are so

short, scientific observations and quantitative studies of these events have only recently

surfaced putting some truth to these tales [32, 33]. Now there is undeniable evidence

that such rogue waves do occur in the ocean and at a rate that far exceeds that of

the Gaussian statistics that are used to describe ocean wave heights. Satellites and

29



Chapter 3. Optical Rogue Waves in Vortex Turbulence 30

devices have been set up to observe, study and track these waves in order to under-

stand more about their characteristics from the mechanisms behind their creation [34]

to early prediction methods in their appearance [35].

In general, a rogue wave can be thought of as an extreme event whereby the height

of a single wave is unexpected and is far larger than the average large waves observed

[36]. Despite the originating mechanism behind the production of these events still

being debated, rogue waves have been realised in a variety of optical systems [37, 38]

since the optical counterpart was first observed in optical fibres [39]. They have been

coined optical rogue waves due to the physical similarities they share with those found

in the hydrodynamics and oceanography [40]. Since the realisation that such extreme

events could be observed outside oceanography and hydrodynamics, interest in such

phenomena has grown exponentially and rogue waves have been studied extensively in

optical cavities [41, 42], photonic crystals [43] as well as various other optical systems.

The interest in the generation, prediction and analysis of such extreme events is so

broad that rogue waves have been studied in fields outside such as in plasma physics

[44, 45].

In this thesis a spatio-temporal mechanism involving vortices in a two dimensional tur-

bulent state capable of generating an accelerated production of such extreme events is

analysed. The work focuses on the frequency unlocked state of a singly resonant optical

parametric oscillator under the action of a low amplitude detuned seeding field where

the loss of synchronisation of Adler dynamics [46] allows the generation of vortex me-

diated turbulence [47]. The universality of an approximate model allows the dynamics

studied to be generalised to a huge variety of externally driven physical systems such

as lasers with injected signal, semiconductor media and indeed systems outside optics

from chemical oscillations [48] and reactions [49] and fluid dynamics [50]. The study

of rogue waves in such a variety of systems allows for a greater understanding of the

mechanisms behind their generation which appears to vary system to system, progress

in prediction and prevention which could prove important for the safety of large oceanic

vessels like ships and oil rigs and many other key statistics on such events [51, 52]. The
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main aim of this chapter is to fully characterise and understand the behaviour of the

two dimensional vortex mediated turbulent state previously described through a vari-

ety of methods such as correlation functions, intensity fluctuations and statistics on the

rogue waves observed. The transverse intensity and phase distributions throughout this

chapter use periodic boundary conditions except where stated (mainly Section 3.5) and

are in the plane perpendicular to the direction of propagation such that the direction

the light is travelling is straight out of the page towards the reader.

We begin in Section 3.2 by giving the mean-field considerations of an optical paramet-

ric oscillator and a nonlinear crystal that undergoes a wave mixing process known as

spontaneous parametric down-conversion [9]. Details of some approximations to the

model are given which is important for the universality of the dynamics observed in

the system to be generalised to many other physical systems both in optics and further

afield.

Section 3.3 deals with the bifurcation that leads to the onset of the vortex turbulence

in which the rogue waves analysed are observed. First, the analytical and numerical

solutions to model which have been previously studied [9] are analysed and the region

of focus in this chapter is highlighted. The turbulence and spatially periodic pattern

solutions are characterised into phase bound and unbound solutions to develop under-

standing of how the defects and helical waves behind the driving force of the turbulence

develop and interact. Relevance to the unlocked dynamics of the Adler solutions [46]

is also discussed as well as their importance at the bifurcation.

The focus of Section 3.4 is to fully characterise the behaviour and dynamics of the

vortex mediated turbulence state and the rogue waves that are produced. We start by

describing the main structures within the state, defects of zero intensity, phase profiles

of the vortices generating their spin and the large intensity peaks that are observed

from time to time. A widely accepted numerical definition of an extreme event or

rogue wave is given which is used for showing we do in fact observe an accelerated

production of rogue waves in the system compared with the Gaussian statistics of wave

heights [38, 42, 44]. Decaying correlation functions and very short correlation lengths
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show the turbulent nature of the field and statistics on the rogue waves produced in

the form of probability density function reveal a mechanism for the control of extreme

events produced.

Finally in Section 3.5 the transverse periodic boundary conditions are replaced with

finite input beam sizes in order to replicate and simulate possible experimental ob-

servations with physical beams and we aim to show that the structures and dynamics

presented previously are attainable experimentally in a wide arrange of systems that the

models derived can be applicable to. Parameter regimes of occurrence of rogue waves in

all models used are defined; again using mathematical definitions of an extreme event

[38, 42, 44].

3.2 Mean Field Models

3.2.1 Spontaneous Parametric Down Conversion

Spontaneous Parametric Down Conversion (SPDC) is a fundamental nonlinear wave

mixing process whereby a high intensity pumping laser at frequency ω0 incident on a

χ(2) nonlinear crystal can interact in a manner that produces two new fields known

as the signal and idler fields at lower frequencies ω1 and ω2 respectively [17]. A basic

consideration of this process is shown in Figure(3.1).

χ(2)pump

signal

idler

Figure 3.1: Graphic representation of the SPDC process. A pumping laser (blue
line) interacts with nonlinear χ(2) crystal with the production of two new fields, the

signal (green) and idler (red).
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Due to energy conservation the frequency of the signal and idler fields are constrained

such that they add to that of the pump: ω0 = ω1 +ω2 which can be seen in Figure(3.2).

The incident pump laser can excite the crystal medium to a virtual energy level as

represented by the dashed line in Figure(3.2) with the decay back to the original state

releasing two photons of lower frequency (hence the origin of the name down conver-

sion) [9, 17]. This process happens almost instantaneously and is incredibly inefficient,

just one down converted photon pair is produced for every 108 pump photons [53],

although in more recent times efforts have been made to improve this efficiency [54].

The frequency constraint leads to two considerations for the down converted fields: de-

generate down conversion where the frequency of the signal and idler fields are equal

and non-degenerate where the frequency of the signal and idler are sufficiently different

that they are distinguishable by their frequency alone. In the degenerate case although

the frequencies are equals the process is not necessarily polarisation degenerate: the

polarisation can be the same (Type-I SPDC) or orthogonal (Type-II SPDC) [55, 56].

The choice of crystal, and experimental parameters determine both the polarisation of

the signal and idler fields and the level of degeneracy in the resultant frequencies. In

the case of degenerate Type-I SPDC since the frequencies and polarisation are the same

for both the signal and idler fields the pump photon can be considered to produce two

signal photons since they are indistinguishable.

ω0

ω1

ω2

Figure 3.2: Energy conservation consideration of the interaction such that the fre-
quency of the signal (green) and idler (red) sum to that of the pump (blue). The
pump field excites the crystal medium to a virtual energy level (dashed black line)
with the decay back to the ground state (solid black line) with the release of two lower

frequency photons.
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As well as energy conservation, momentum must also be conserved in the interaction.

k0

k1 k2

Figure 3.3: Momentum conservation of the process requires considerations of phase
matching such that the wave vectors of signal and idler sum to that of the pump.

3.2.2 Optical Parametric Oscillators

Because the process of SPDC is so inefficient it is often useful to place the χ(2) crystal in

an optical cavity. An optical cavity reflects the pump beam between a set of mirrors such

that it makes many round trips through the medium hence making multiple interactions.

Furthermore this can also lead to stimulated emission of the signal and idler fields. A

combination of these effects improves the efficiency of the down conversion. Such a set

up is known as an optical parametric oscillator OPO that can be configured in a variety

of experimental set ups, however the essential considerations are the same. Degenerate

and non-degenerate down conversion as described in the previous section corresponding

to doubly resonant (where the signal and idler fields are both resonant with the cavity

due to having a shared frequency at half the pump frequency) and singly resonant OPOs

(whereby the signal and idler frequencies are significantly different such that just one

is resonant with the cavity) respectively are two such configurations of the OPO.

The experimental configuration can be controlled with considerations of the type of

nonlinear crystal used in the cavity, orientation of the crystal within the cavity and

temperature variations during the experiment. Here we focus on a χ(2) crystal with non-

critically phase matched or quasi-phase matched periodically poled crystals such that

the co-linear phase mismatch is satisfied trivially (since the wave vectors of the produced

signal and idler fields are parallel to that of the pump), and the down conversion is
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highly frequency non-degenerate such that just the signal field is resonant with the

cavity resulting in a singly resonant OPO (SROPO) set-up. The schematic for the

configuration in consideration can be seen in Figure(3.4).

In the case of single resonance there is always perfect tuning between the signal field and

the cavity since the SROPO automatically adjusts its frequency to the closest cavity

resonance. As the frequency of the signal and idler fields do not have to be equal any

changes in the cavity length are compensated for changes in the frequencies of the signal

and idler fields respectively. This results in there being no detuning in the system and

no possibility to observe pattern formation or any Turing instabilities. For this reason

we include an injected signal shown by EIN that acts as external forcing to the system.

When EIN > 0 the frequency of the signal locks to that of the injected signal thus

introducing detuning between the signal field and the cavity resonant frequency. This

allows the emergence of Turing instabilities and pattern formation as well as the onset

of dynamical solutions that will be discussed in this chapter.

χ(2)

L R

L

EIN

E0

E1

E2

Figure 3.4: Schematic diagram of the SROPO set-up being analysed where a χ(2)

crystal of length L is placed in a cavity of round trip length L. The blue line is the
pump, the dark green and red lines are the produced signal and idler fields respec-
tively and there is one partially reflecting mirror of reflectivity R. The light green line
represents the seeding field acting at the input with frequency very close to that of the

signal field.
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3.2.3 Mean Field Models

We first consider the nonlinear propagation of an optical field in a second order non-

linear χ(2) crystal. In Chapter 2 we derived the wave equation for the propagation of

electromagnetic fields in a nonlinear medium. Thus in order to describe propagation

in a χ(2) medium we need to solve for the nonlinear polarisation term on the right

hand side of the wave equation. Recall that the polarisation response of the medium is

written as a power series in terms of the electric field as

P = ε0

[
χ(1)
e E + χ(2)

e E2 + χ(3)
e E3 ..]

= ε0χ
(1)
e E + PNL (3.1)

and for a second order nonlinear medium the nonlinear response is then

PNL = ε0χ
(2)E2. (3.2)

Considering the pump, signal and idler field within the crystal the electric field can be

written in the general form

E(z, t) = E0 exp[i(k0z−ω0t)] +E1 exp[i(k1z−ω1t)] +E2 exp[i(k2z−ω2t)] + c.c. (3.3)

Expanding the nonlinear polarisation term out in full we can then see that there are

many frequency mixing components and nonlinear frequency responses of the medium

and the ones of interest in this set up are those such that

ω0 = ω1 + ω2; ω1 = ω0 − ω2; ω2 = ω0 − ω1 (3.4)
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such that the frequency of the signal, ω1 and the idler, ω2 sum to that of the pump

ω0 a requirement described previously for parametric down conversion. We can now

substitute the form of the nonlinear polarisation in Eq(3.2) and the form of the electric

field in Eq(3.3) into the paraxial wave equation from Eq(2.28) and rearrange such that

we obtain an expression for each of the fields within the crystal

i

2k0
∇2
⊥E0 −

∂E0

∂z
− n0

c

∂E0

∂t
= − iω0χ

(2)

n0c
E1E2 exp [−i∆kz]

i

2k1
∇2
⊥E1 −

∂E1

∂z
− n1

c

∂E1

∂t
= − iω1χ

(2)

n1c
E0E

∗
2 exp [i∆kz]

i

2k2
∇2
⊥E2 −

∂E2

∂z
− n2

c

∂E2

∂t
= − iω2χ

(2)

n2c
E0E

∗
1 exp [i∆kz]

(3.5)

where ∆k = k0−k1−k2 is the phase matching condition within the crystal. Considerable

simplification can be made if we introduce α = iω0χ(2)

n0c
and consider ω1 = µω0 and

ω2 = νω0 where µ+ ν = 1. Finally we consider non-critically phase matched or quasi-

phase matched periodically poled crystals which trivially satisfy the phase matching

condition such that ∆k = 0 and assume n = n1 = n2 = n3 such that Eqs(3.5) become

∂E0

∂z
+
n0

c

∂E0

∂t
=

i

2k0
∇2
⊥E0 − αE1E2

∂E1

∂z
+
n1

c

∂E1

∂t
=

i

2k1
∇2
⊥E1 + µαE0E

∗
2

∂E2

∂z
+
n2

c

∂E2

∂t
=

i

2k2
∇2
⊥E2 + ναE0E

∗
1

(3.6)

as in [17]. We are now ready to take the mean field limit adding in the OPO consid-

erations for the propagation of the fields. The full derivation is omitted here but the

principle behind a mean field limit derivation involves firstly assuming that the cavity

mirror in Figure(3.4) has a very high reflectivity, R. We then make an expansion in

the longitudinal Fourier modes and add the requirement that all the terms including

the nonlinear one, are independent of the longitudinal variable z by applying boundary
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conditions at the edges of the crystal. For the full calculation see [9], but the final result

for the SROPO mean field limit is given by

∂tE = EIN − (1 + iθ)E + i∇2E + |E0|2 sinc2(|E|)E (3.7)

where E is the complex field, EIN is the amplitude of the external forcing, E0 is the

pump and θ is the detuning between the unperturbed field and the forcing field. By

using a cubic approximation of the sinc2 function we can generalise the model such that

we can describe multiple physical systems and demonstrate the generality of optical

rogue waves in vortex turbulence as in [57]

∂tE = EIN − (1− iω)E + i∇2E + Pf(|E|2)E − Γ(ω + ε∇2)2E (3.8)

where we have introduced ω = −θ as the detuning parameter and P = |E0|2 as the

intensity of the pump. The nonlinear function f(|E|2) is sinc2(|E|) for the optical

parametric oscillator [9] as derived above, the cubic approximation 1 − |E|2/3 for the

laser [58] and Γ is 0 or 1 to include the Swift-Hohenberg correction term. Without the

correction we obtain the forced complex Ginzburg-Landau (FCGL) and with we obtain

a forced complex Swift-Hohenberg model (FCSH). For small pump intensities the sinc2

and FCGL model are in very good agreement. Time is normalised to the photon decay

rate in the optical cavity and the space to
√
Lλ/4π where L is the cavity length and λ

the wavelength.

3.3 Bifurcation to Turbulence

3.3.1 Fields in the Transverse Plane

The cases of relevance for the purposes of this thesis are obtained when the detuning

ω is different from zero. In this case the frequency locked states that one observes at



Chapter 3. Optical Rogue Waves in Vortex Turbulence 39

0 0.5 1 1.5 2 2.5 30
1
2
3

IS

E|     |2
IN

Figure 3.5: Stationary intensity of plane waves and their stability (stable = solid
green, unstable with real eigenvalues = dashed blue, unstable with complex eigenvalues
= dash-dotted red) for the FCGL model with P=4 and ω = 0.53. The black dotted
lines represent the minima and maxima of stationary hexagonal patterns formed when
the decreasing the intensity of the external forcing and the upper branch of the S-
shaped curve becomes unstable. The vertical black lines represent the bifurcation
point where the hexagonal structure becomes unstable and the optical turbulent state
starts (shaded area). The blue circle is the stationary intensity of the laser with no

injection. We note that the FCSH model displays very similar results.

large driving amplitudes become unstable upon decreasing the driving EIN . For fixed

values of ω and P, the homogeneous stationary states of Eq(3.8) have a typical S-shaped

dependence on E2
IN as displayed in Figure(3.5) where the stability of these solutions

to perturbations of zero wave vectors is shown. The uppermost lines in the S-shaped

curves of Figure(3.5) correspond to the homogeneous locked states where the external

driving is large enough to overcome the frequency difference with the injected device.

When increasing EIN , a saddle-node bifurcation heralds the onset of the frequency

and phase locked homogeneous states. When, instead, decreasing the parameter EIN

the homogeneous solution loses stability to spatially periodic patterns with a critical

wave-vector given by kc =
√
ω. In Figure(3.5) the maximum and minimum intensities

of the hexagonal patterns obtained numerically when reducing the external driver are

displayed via a black dotted line.

By continuing to reduce the external forcing of the system the magnitude between the

maxima and minima of the hexagonal structure grows linearly with the reduction of the

forcing as shown by the dotted line in the stability diagram shown in Figure(3.5). This

behaviour of the pattern continues until the bifurcation point shown by the vertical
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dashed lines in Figure(3.5) at which point the hexagonal pattern becomes unstable and

the structure becomes unstable. At the bifurcation point the rigid structure begins to

evolve and the fixed peaks and ridges of the hexagonal pattern begin to dislocate. After

sufficient evolution, the troughs of the structure begin to collapse into vortices of integer

OAM (±1) that form in pairs of opposite handedness and a regime of unlocked dynamics

sets in [9]. The pairs of vortices interact and are continually created and annihilate

when in close proximity to one another and have opposite handedness. The vortices

dissipate throughout the structure and cause a complete breakage of the pattern. The

resultant state is a dynamical turbulent solution that is driven by the interaction of

helical vortices of zero intensity similar to the vortex-mediated turbulence described in

[47].

In order to fully understand the onset of defect mediated turbulence in this system

it is important to understand the bifurcation and how the hexagonal light pattern

becomes unstable. Full characterisation of the behaviour of the turbulent state will

be detailed in a later section, here we focus on the bifurcation and transition from

hexagonal structure to the defect mediated turbulent state. Figure(3.6) shows the

progression of the instability from image (a) which shows the transverse intensity of

the stable hexagonal pattern before the bifurcation. When the intensity of the forcing

in the system is above the bifurcation point (to the right of the vertical black line in

Figure(3.5)) the stationary periodically modulated phase of the hexagonal structure

shown in image (b) indicates that the frequency of the signal field is locked to the

frequency of the injection. As described previously this frequency locking results in

detuning between the resonant cavity frequency and that of the signal field. By studying

the phase of the pattern as the intensity of the injected field is reduced it is clear that the

instability first presents itself in the form of a phase instability. Beyond the bifurcation

point, for EIN < 0.61, the phase is no longer stationary and begins to evolve as shown

in image (d) of Figure(3.6). With evolution of the phase the peaks dislocate from their

fixed position and the troughs begin to collapse into vortices as can be seen in image (c).

The vortices are of opposite OAM as can be seen from the corresponding phase diagram

in image (d) showing the evolution in the phase occurring in the opposite directions.
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(a) (b)

(c) (d)

(e) (f)

Figure 3.6: Transverse intensity (left) and phase profiles (right) across the field
before, during, and after the bifurcation for (a)-(b) stable hexagonal Turing patterns,
(c)-(d) unstable hexagonal structure during the bifurcation and (e)-(f) defect mediated
turbulence for the sinc2 model. Parameters are P=8 and ω = 1 for all images, EIN =

1.8 for (a)-(b), EIN = 1.5 for (c)-(f).

Finally with the growth of the phase instability, the amplitude of the structure also

becomes unstable and after the vortices permeate the structure there is full breakage of

the pattern and the solution becomes a dynamical turbulent state that is driven by the

defects as shown in image (e) of Figure(3.6) with the corresponding transverse phase in

image (f). From the transverse intensity where there are interactions between vortices

there are also large intensity peaks. Clusters of opposite OAM vortices result in the

production of incredibly large short lived intensity spikes. By comparison between the
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transverse intensity in image (e) and the phase in image (f) we can see the polarity of the

OAM of each defect and the position of the large amplitude peaks. In close proximity

to defects of opposite OAM it is clear there are large peaks produced. From this we can

understand that when the hexagonal structure becomes unlocked in frequency from the

injection the phase is no longer fixed and stationary and as the phase instability evolves

this leads to an amplitude instability leading to the onset of defect mediated turbulence.

To give an idea of the size of the short lived intensity peaks the profile across a cut of

the transverse intensity is plotted in Figure(3.7). The cut across the transverse plane

is through the intensity peak towards the top of image (f) in Figure(3.6). We can see

the intensity spike is several times larger than the background turbulence and in close

proximity to an optical defect.
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Figure 3.7: A cut through the transverse intensity showing the intensity profile
through a rogue wave peak in image (e) of Figure(3.6).

3.3.2 Fields in the Argand Plane

The transition from hexagonal structure to defect mediated turbulence through phase

instability evolving to an amplitude instability can be more clearly observed by studying

the dynamics of both the phase and amplitude instabilities in the Argand plane (real

versus imaginary parts of the electric field) when the forcing intensity is below the
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bifurcation. The initial distribution of the field is given in image (a) in Figure(3.8)

and it is clear that the pattern state is a phase and amplitude bound solution. The

distribution of the field is restricted to a small region of the Argand plane showing

that the amplitude and phase can only take on restricted values. After the bifurcation

point in image (b) of Figure(3.8) however we observe that the field loses stability in

a circle around the Argand plane and the distribution of the field spreads around this

circle. This indicates the formation of a phase instability (corresponding to image (d) of

Figure(3.6) ) as the amplitude of the points remains constant but the phase of the field

loses stability and spreads around the Argand plane. The solution is no longer phase

bound. At the point where the phase distribution covers the entire circle as in image

(c) the phase instability grows into an amplitude instability, first with the formation

of defects at the troughs of the structure and then, through interaction of vortices, the

emergence of large intensity spikes. The distribution of the field in the Argand plane

in image (d) shows that the resultant turbulent field is unbound in both phase and

amplitude.

This then begs the question of why the distribution of the phase initially spreads around

the Argand plane in a counterclockwise direction and why this phase instability grows

and leads to an amplitude instability. To fully understand the mechanisms behind

this bifurcation and the generation of the turbulent state in forced models described by

Eq(3.8) we can consider dynamical solutions corresponding to unlocked oscillations and

their robustness to spatially dependent perturbations in the FCGL form of Eq(3.8). In

the absence of diffraction, which provides the spatial coupling between points on the

field, an approximate closed trajectory (limit cycle trajectory) can be found by using

period averaging methods [58] such that

E = A0 [cos (φ(t)) + i sin (φ(t))] (3.9)

where A2
0 = 3(P −1/P ). In such a consideration φ(t) is well approximated by its period

average Ωt+ π with Ω =
√
ω2 − ω2

L and ωL = EIN/A0. In the case that ω > ωL, such
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Figure 3.8: Field distributions in the Argand plane of the unstable hexagonal pattern
at t=0 (a), during phase instability (t=183) (b), in a regime of amplitude instability
(t=236) (c) and in a fully turbulent state (t=472) (d). The green circle in (d) is the
Adler limit cycle. Simulations of the FCGL equation with the same parameters as in

Figure(3.5) and EIN = 0.60.

that the parameter Ω is real, we are in a parameter space in the absence of locked

states. The trajectory is given by the phase-drift solution of the Adler equation as in

[46] given by

dtφ = ω − ωL sin (φ(t)) . (3.10)

Clearly such a solution has a dynamical phase term and is phase unbound. The green

circle in Figure(3.8) is the solution to the Adler equation given by Eq(3.10) superim-

posed onto the Argand diagram against the distribution of the field for the turbulent

regime. We can see from Figure(3.8) that the dynamics are ruled by the unlocked

dynamic state. The accuracy of the approximate solution has been numerically tested

for a wide range of forcing intensity values, |EIN |2, in the FCGL model. For compar-

ison the difference in intensity is within a percent of the true value and excursions in
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frequency are within 10 percent.

Such analysis of the limit cycle demonstrates exactly how the bifurcation from hexago-

nal structure to defect mediated turbulence occurs through the two instabilities. When

the pattern becomes unstable the system tends to the unlocked Adler limit cycle given

by the green circle shown in the Argand diagram. However with the spatial dependence

of the field given by the diffraction, the limit cycle is not stable as each of the points

in the field are not independent as in the analysis presented for the Adler solution.

The diffraction means the oscillations in the field are no longer synchronised and soon

become out of phase and become dislocated from the limit cycle. As the distribution

of the field becomes less synchronous the amplitude instability presents with formation

of defects with integer OAM as described previously.

3.3.3 Turbulence From Plane Waves and Zero Solutions

Understanding this mechanism for the generation of vortex turbulence then suggests

that we can also generate such a state from the unstable lower branch of the analytical

homogeneous plane wave solution and indeed even from a homogeneous zero solution.

As such we have studied the stability of the spatially synchronised oscillation by includ-

ing spatial coupling in the FCGL. The stability eigenvalues of the spatially synchronised

limit cycle are given by

λ± = −(P − 1)±
√

(P − 1)2 − (ω − k2)2 (3.11)

where k is the spatial wave-vector. At the critical wave-vector for pattern formation

kc =
√
ω, the stability λ+ is marginal, however perturbations due to the approximate

nature of the field induce a slow instability of the synchronous oscillation. The eigenvec-

tor associated with λ+ is along the limit cycle, again demonstrating a phase instability.

As mentioned earlier, this phase instability grows into an amplitude instability and then

into vortex-mediated turbulence as demonstrated numerically in Figure(3.9) where we
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have started from the initial condition of low amplitude noise. A homogeneous zero

state with added noise quickly evolves towards the unstable limit cycle as seen in image

(a) of Figure(3.9) where the coloured dots are the distribution of the field in the Argand

plane at different times from 1 to 4. The limit cycle dynamics first synchronises the

spatial oscillations (see the narrow red line at t = 90 shown in image (b) of Figure(3.9))

and then moves towards the vortex turbulence state via phase (Figure(3.8) image (b))

and amplitude (Figure(3.8) image (c)) instabilities. We outline that the mechanism of

spontaneous vortex creation in the FCGL and FCSH is not trivial.

In contrast with the CGL, stationary vortex solutions are not possible in driven sys-

tems like Eq(3.8) as all locked states have bound phases around that of the injection.

However, at low driving amplitudes, moving vortices and vortex-mediated turbulence

in Eq(3.8) are possible due to the Adler unlocked dynamics of the limit cycle trajectory.

It is known [59] that the adiabatic elimination of the polarisation variable introduces

an all wave-vector instability of the spatially homogeneous state below the point where

the linear stability of the lower branch of the S-shaped homogeneous state predicts

complex conjugate eigenvalues (see Figure(3.5)). This feature, in principle, may have

serious consequences in the turbulent regimes. A second important consequence of our

analysis, however, is that Eq(3.8) for Γ = 0 displays a very fast dynamics that takes

the system towards the limit cycle where large wave-vector instabilities are promptly

eliminated (see Figure(3.9)). The large wave-vector instability of the lower branch of

the homogeneous stationary states is not present in the case of FCSH when Γ = 1.

This mechanism for vortex turbulence is essential for the generation of rogue waves in

externally driven systems described by the spatio-temporal dynamics of Eq(3.8).
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Figure 3.9: Field distributions in the Argand plane for the FCGL equation with
the same parameters as Figure(3.5) and EIN = 0.70 starting from noise. (a): t = 0
(black), t = 0.40 (red), t = 0.75 (blue) and t = 1.4 (green) and (b) t = 90 (black),

t = 256 (red), t = 280 (blue) and t = 314 (green).

3.4 Characterisation of Rogue Waves and Turbulent State

3.4.1 Power Conservation

Here we characterise the behaviour and statistics of the turbulent dynamics and show

mathematically that what we observe is in fact rogue waves and the state is different

from a random superposition of plane waves which is referred to as a speckle pattern [60,

61]. The mechanism for vortex turbulence described in the previous section is essential

for the generation of rogue waves in externally driven systems described by the spatio-

temporal dynamics of Eq(3.8). These systems are outside thermodynamic equilibrium,

do not display relaxation oscillations and present a delicate balance between the energy

input and the losses (the pump, injections, nonlinearity and output mirror). During the

turbulent evolution, the total power remains almost constant at values close to those

of the laser with no injection. By considering the energy density and the energy flux of

the FCGL equation the time evolution of the power is given by

∂P
∂t

= 2
∫ [

EIN<(E) +
(
P − 1− P

3
|E|2

)
|E|2

]
dxdy (3.12)

where (x, y) is the transverse plane to direction of propagation. For the approximate

limit cycle solution the power P is conserved at the value of πω2
0A

2
0 where ω0 is the
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beam width of the input laser. With the onset of defect mediated turbulence, however,

maintaining a constant power in the presence of vortices of zero intensity implies the

simultaneous appearance of large amplitude spikes. Indeed if the vortex density is large

this allows multiple vortex collisions and interactions that allow for the formation of

many large, localised short lived spikes in the intensity of the output beam. Rare short

lived large intensity spikes is one of the main characteristics of rogue waves.

The evolution of the power is shown in image (a) of Figure(3.10). We can see that

although there are minor oscillations in the power over time, on average it maintains

an almost constant value for a variety of values of P for each of the FCGL and FCSH

models. It can also be seen that there is very good agreement between the numeri-

cal simulations and the predicted value of the power from the approximate model in

Eq(3.12) which is given by the horizontal dashed lines.
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Figure 3.10: (a) Time evolution of the power for three values of the pump P=2
(orange), P=4 (blue) and P=5 (red) for the FCGL (solid lines) and FCSH (dashed
lines) models during defect mediated turbulence. The horizontal dashed black lines
represent the respective theoretical predictions of the power from the approximate
model in Eq(3.12). (b) Zoomed in transverse intensity profile for a multiple vortex

interaction producing a large intensity peak.

The particular shape and symmetry of each individual rogue wave is determined by the

number and position of the surrounding defects which produce them such that each

individual spike is unique dependent on the various interactions and waves surrounding

it. Such a feature is unique to this particular mechanism of rogue wave formation.

Image (b) of Figure(3.10) shows how the particular number and position of defects

around an intensity peak can influence its shape. Rogue waves - in single transverse
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mode class-B lasers with injected signals - have been previously observed in [42], though

due to relaxation oscillations. Here the formation of such extreme events are produced

in the transverse plane due to 2D vortex turbulence. Without spatial coupling from

the diffraction no rogue waves can be observed by any system described by Eq(3.8) as

we showed when considering the limit cycle.

3.4.2 Long Tailed Probability Density Functions

To characterise the state of our spatio-temporal turbulence into regimes where rogue

waves are observed we use a commonly accepted mathematical definition of what clas-

sifies as a statistically rare event [38, 42, 44]. If the intensity at a point in the field

over a significant period of time exceeds a height of eight standard deviations above

the mean wave height then the wave can be considered a rare event or as described in

oceanography: a rogue wave. Hence we use the cut off

Ix,y ≥
〈
〈I〉x,y

〉
t
+ 8σ (3.13)

to define a rogue wave. This method falls within 3% of the significant wave height

method that is used in oceanography [38]. In order to determine the regions of param-

eters that give rise to turbulence in which rogue waves can be observed, the intensity

at each point of the transverse period is analysed over a significant period of time. The

length of time is chosen such that the statistics recorded are accurately representative

of the general behaviour of the turbulence for each given choice of parameter space.

Using the recorded statistics of the wave heights, probability density functions (PDFs)

are calculated that represent the relative number of recorded intensities observed in

the field. The number of observations of each intensity is normalised to unity and the

intensity axis of the probability density function is normalised by the standard devia-

tion with the mean also subtracted. This means that any PDF for any of the chosen

parameters can easily be compared independent of the time over which the statistics
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Figure 3.11: Intensity PDFs for the FCGL model for P = 2, ω = 0.3, EIN = 0.24
(purple triangles) with Gaussian fit (blue line) and P = 8, ω = 2.4, EIN = 3.40 (green
stars) and the sinc2 model: P = 8, ω = 1, EIN = 1.48 (black circles) with Weibull fit
(red dashed line). The vertical black line represents the threshold for defining waves

as an extreme event.

were recorded. Furthermore, the rogue wave cut off point is very easily identified and

is at the same point for each figure produced.

Figure(3.11) gives the intensity PDFs for different regimes of vortex turbulence. When

the pump intensity is low (shown by P=2, purple triangles in the PDF) no rogue waves

are observed and we can see that none of the distribution lies above the eight standard

deviation cut off for a 10−4 probability of observation. At such pump intensities for all

models in Eq(3.8), the PDF is accurately modelled by a Gaussian distribution of the

form

f(x) = A exp
(
−x

2

b2

)
. (3.14)

This can be attributed to the low number of defects of zero intensity, which in turn

corresponds to a small number of vortex interactions. Gaussian distributions of this

form well approximate the wave heights seen in the ocean. For the distribution shown
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in Figure(3.11) the parameters for the Gaussian fit are A = 1.3, b = 2.8 and x = I−〈I〉

where I = |E|2 is the intensity and 〈I〉 is the average intensity over all the images

included in the evaluation.

By increasing the intensity of the pump, the number of vortex interactions increase and

become frequent thus accelerating the production of rogue wave events above that of

the Gaussian distribution. By controlling the intensity of the pump, the probability

of observing rogue waves can be also be controlled. As the intensity of the pump

is increased the distribution of wave heights changes drastically and we observe long

tailed PDFs typical of non-Gaussian distributions [32]. Long tailed PDFs show a mass

generation of rogue wave events. For a pump intensity of P=8 (green stars for the

cubic model and black dots for the sinc2 model in the PDF plot), we can see that the

distribution is non-Gaussian and the long tail well past the rogue wave cut-off shows

the mass observation of short lived rogue wave intensity spikes. This distribution can

be approximated by a Weibull distribution of the form [32, 57]

f(x) = A
(x
b

)c−1
exp

(
−x
b

)c
. (3.15)

Parameters of the Weibull distribution for the fit in Figure(3.11) are A = 1.4, b =

0.42, c = 0.62 and again x = I − 〈I〉. The PDFs show that by controlling the intensity

of the pump we can control the probability of observing rare events.

3.4.3 Comparison with Speckle

It is important to note that the non-Gaussian statistics displayed in Figure(3.11) cannot

be replicated by the superpositions of random waves. Such superpositions of random

waves have been referred to as speckle [60, 61] and are formed by the interference

between many monochromatic waves of different phase and amplitudes. The resultant

transverse field is shown in Figure(3.12) and it can be seen that it does share some of
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(a) (b)

Figure 3.12: Transverse intensity (left) and phase profile (right) for a speckle pattern
created from a random superposition of 1000 plane waves of random amplitude and

phase.

the features of the defect mediated turbulence we have presented. There are areas of

near zero intensity and large amplitude spikes in areas of the transverse intensity plane.

However it is easy to show that our defect mediated turbulence is different from speckle.

Firstly, we can calculate a correlation function for each of the solutions and show

that the difference in their correlation function indicates the difference between the

underlying mechanism of each solution. A correlation function provides a measure of

the spatial dependence of the electric field across the transverse plane. If two points

separated by a given distance are highly correlated then knowing the state of the field

at one point gives a good approximation of the field at another. Conversely, two

uncorrelated points indicate that they are independent of one another and information

about one of the points has no effect or dependence on the other. Using a correlation

function of the form [62]

C(ρ) =

〈(
< [E(r, t)]− 〈< [E(t)]〉x,y

)(
< [E(r′, t)]− 〈< [E(t)]〉x,y

)〉
t〈(

< [E(r, t)]− 〈< [E(t)]〉x,y
)(
< [E(r, t)]− 〈< [E(t)]〉x,y

)〉
t

, (3.16)

where <[E(r, t)] represents the real part of the field at position, r, and time, t. The

angle brackets are calculated averages which are given by the relevant subscripts of the

brackets. For a speckle field the correlation function is well approximated by a sinc

function such that [61]
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Figure 3.13: Correlation functions as a function of distance in the transverse plane
for the defect mediated turbulent state (red solid line) and the speckle pattern given

by Eq(3.17) (black solid line).

C(ρ) =
sin(kx)
kx

(3.17)

Figure(3.13) shows the correlation for the fully defect mediated turbulent state as well

as the sinc function which represents the correlation function for a speckle pattern. It

is clear that the significant difference between the correlation functions gives a hint at

the different mechanisms of both states. Since speckle is generated by a distribution

of waves with different amplitudes and phase but of the same frequency there is an

underlying correlation length between points in the field as is typical of any interference

effect. This underlying correlation length can be seen in the periodic oscillations of the

correlation function. For defect mediated turbulence it can be seen that the correlation

function decreases rapidly as the distance between points increases indicating that

beyond a very short spatial scale there is no dependence between points. Because of

the amount of interactions between vortices on a short scale there is some level of

correlation but beyond the typical interaction distance between the vortices there is no

spatial dependence which explains the rapid drop off in correlation function.

We also note that the rogue waves in vortex turbulence demonstrated in this work



Chapter 3. Optical Rogue Waves in Vortex Turbulence 54

are different from those due to vorticity in models of inviscid fluids [33]. The CGL

and CSH have been shown to be equivalent to the flow of a compressible and viscous

fluid of density ρ = |E|2 and velocity v = ∇φ where φ is the phase of the field [63, 64].

Where forcing is considered in our case, the relation ∇×v remains close to zero close to

the location of rogue wave intensity spikes. This difference can be seen by comparing

the typical phase distribution of the speckle field with that of the defect mediated

turbulence as shown in Figure(3.12).

From this we conclude that the rogue waves generated in our system are formed from

interacting defects in the absence of vorticity rather than random superposition of waves

and the non-Gaussian PDFs generated from the defect mediated turbulence have a

different mechanism and cannot be described simply by speckle.

3.5 Finite Input Beams

We now remove the periodic boundary conditions and now consider finite sized input

beams representable of experimental set-ups and physical systems and show that the

dynamics described in the previous sections hold in the limit of finite input beams. This

is done simply by shaping the plane wave inputs with an hyperbolic tangent function

of the form

E =
E0

2
(1− tanh (a(r − b))) (3.18)

which produces a top hat input where r = x2 + y2 is the radius from the centre of the

input beam, a controls the width of the top hat and b controls the steepness of the

edges of the beam. This gives complete control and flexibility over the size and shape

of the top hat pump.

We have carried out numerical simulations with finite boundaries to show that the same

onset to defect mediate turbulence is observed and this effect is not boundary related.
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(c) (d)

(a) (b)

Figure 3.14: Transverse intensity for (a) hexagonal Turing pattern, and (b)-(c)
optical vortex-mediated turbulence with the corresponding phase for two vortices with
OAM of opposite polarity shown in (d). Simulations are for the FCGL equation with
P=6, ω = 0.77, EIN = 1.00 (a) and EIN = 0.95 in (b)-(d). The area in (c) and (d)

corresponds to that of the white square superimposed in (b).

Figure(3.14) shows the transverse field distribution at the same stages of the bifurcation

as in Section 3.3 and we can see that the same transition occurs and in the same manner

as in the periodic boundary case. The transition from pattern to turbulence occurs at

the same forcing intensity as in the periodic boundary case. Figure(3.15) gives a three

dimensional representation of an optical rogue wave in the case of a top hat pump.

Figure 3.15: Three dimensional representation of the transverse intensity profile for
a rogue wave with finite input boundaries for the same parameters as in (b)-(d) of

Figure(3.14).
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Figure 3.16: Transverse intensity structure of a diffraction ring pattern formed where
the forcing of the system is too small for defect mediated turbulence to remain stable.

Parameters are P = 6, ω = 0.77 and |EIN |2 = 0.64 for the FCGL model.

One interesting thing to note is with the top hat pump is that a lower bound on the

intensity of the forcing EIN is introduced for which the defect mediated turbulent state

is stable. The top hat boundary continually tries to propagate inside the field. When

the forcing of the system is large enough the formation, interaction and annihilation

between vortices is frequent enough to break any diffraction patterns that try to present.

When decreasing the forcing of the system however, the boundary propagates inside

and clears up the turbulence. The result is a diffraction ring pattern state as shown in

Figure(3.16).

For completeness we have analysed the stability region for defect mediated turbulence

where we would expect to see these dynamics experimentally in laser experiments.

Figure(3.17) shows the stability region as a function of the pump and forcing intensities

for the FCGL model. The shaded pink region is the parameter space where we predict

the observation of rogue waves, the upper curve is the transition from hexagonal pattern

to turbulence and the lower curve is the transition from turbulence to diffraction ring

pattern.
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Figure 3.17: Stability region for observation of rogue wave peaks defined by Eq(3.13)
for the FCGL model. The upper curve is the hexagonal structure to defect mediated
turbulent transition. The lower curve is the turbulence to target pattern transition.
No rogue wave peaks above the threshold defined in Eq(3.13) are observed below the

vertical red dashed line.

3.6 Conclusion

In conclusion, we have demonstrated a mechanism for producing rogue waves in the

transverse area of externally driven nonlinear optical devices via vortex turbulence.

Given the universality of our model, this mechanism should be observable in a large va-

riety of systems. Models of lasers with injected signal, where the invariance of the Adler

limit cycle is well known [58, 65, 66], can be easily extended to semiconductor media

and to class B lasers, thus including the largest majority of solid state lasers. Outside

optics, vortex-mediated turbulence without driving has been observed in nematic liquid

crystals [67], chemical reactions [49] and fluid dynamics [50]. In the unlocked regime

of these systems with driving, vortex turbulence can excite rogue waves and lead to

the formation of highly inhomogeneous fields with non-Gaussian statistics. The proto-

type model used to describe rogue waves is the Non-Linear Schrödinger (NLS) equation

[32, 37]. The FCGL and FCSH models studied here are active, non-conservative sys-

tems outside thermodynamic equilibrium where many of the methods developed for the

NLS cannot be applied. In the NLS equation, as well as in the CGL and CSH equations,

stationary vortex solutions are possible although mainly unstable. In the presence of

forcing, vortices can only exist in dynamical states. It is exactly in these situations that

we have demonstrated rogue waves close to regions of interaction of turbulent vortices.
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By studying the bifurcation to turbulence we have fully understood and demonstrated

how to generate such states through an amplitude instability which grows into an

amplitude instability with comparison to the Adler limit cycle. Using a well accepted

definition of extreme events we have shown the parameter regime where such states

are expected to be observed and showed using finite boundaries that this state is non

boundary dependent.

Because of universality, suitably perturbed NLS models may also display these fea-

tures. Unlike rogue waves in the longitudinal direction [37], the aspect ratios required

for transverse rogue waves induced by 2D vortex turbulence are extremely small (typ-

ical input beams have diameters less than 1mm) and the statistics require times of

the order of hundreds of µs [68]. The small aspect ratio, the full 2D character and

the quick dynamics represent the major advantages of transverse optical devices in

studying the generation and control of rogue waves with applications,by universality,

in hydrodynamics and oceanography.



Chapter 4

Propagation of Fully Structured

Light

Work based on the publication - Christopher J. Gibson, Patrick Bevington, Gian-Luca

Oppo and Alison M. Yao, “Control of polarization rotation in nonlinear propagation of

fully structured light,” Phys. Rev. A., 97, 033832, 2018.

4.1 Introduction

Vector beams or Fully Structured Light (FSL) beams, obtain their name from the vec-

tor nature and inhomogeneous spatial intensity, phase and polarisation structure that

characterises such modes of light; all of lights properties are structured spatially and

can be tailored and controlled across the transverse domain [28–30]. For a mathemati-

cal description of such types of light see Section 2.6 of Chapter 2 and references therein

which details how such beams are created and the form they take which is important

for the work presented in this chapter.

FSL beams have received increasing attention in a variety of applications like second

and third harmonic generation microscopy [69] due to the unique properties such as

59
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tighter focussing [70, 71], propagation characteristics [72] and the vector nature of their

polarisation distribution. Furthermore, it has been shown that fragmentation of OAM

beams during propagation in a self-focussing Kerr medium can be inhibited, without

altering the nonlinear confinement by using vector superpositions of OAM beams rather

than scalar beams. In such cases FSL beams can propagate significantly further than

their scalar counterparts [11]. These properties together with the ability to obtain

a desired spatial intensity profile and polarisation structure have been found useful

in a wide array of applications such as material processing, stimulated emission de-

pletion and confocal microscopy [73–76], optical trapping and manipulation [77, 78],

atomic state preparation, manipulation and detection [77, 79, 80], optical communica-

tion [11, 81] and even in classical entanglement [82–84]. Additionally, novel focussing

properties of distinct polarisation distributions lead to tighter focussing of given modes

and strong axial field components that are of use in microscopy, optical trapping [85]

and as a mechanism for linear accelerators. Thus it is of importance to understand the

mechanisms that affect the spatial distribution of both the intensity and polarisation

of the FSL beams.

Of particular interest in this chapter is the effect of propagation (linear and nonlinear)

on the evolution of the polarisation distribution and nonlinear confinement of FSL

beams. We aim to explain the mechanisms behind the rotation of the polarisation and,

by understanding and highlighting the factors that affect the beams behaviour during

propagation, we show that by selection of experimental parameters the rotation of the

polarisation can be predicted and controlled.

In Section 4.3 we begin with analysis for a linear propagation of FSL and detail the

behaviour of the polarisation structure. Linear propagation has been studied previously

for the case of low-order Poincaré beams `R = 1 and `L = 0, where the polarisation

experiences a uniform rotation in orientation of π/2 as it propagates from a beam

waist z = 0 to the far field [28]. Here, we give an analytical derivation that gives

an expression for the orientation of the polarisation at each point on the transverse

plane and its rotation during linear propagation, generalised such that the rotation of
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polarisation for all FSL beams can be calculated. The result is shown to depend purely

on the difference in Gouy phase experienced between the two eigenmodes comprising

the FSL resulting in a uniform rotation across the transverse plane where each point on

the transverse plane rotates by the same amount. We show excellent agreement with

numerical results and highlight the difference between the rotation of the individual

points in the transverse plane and the polarisation distribution as a whole. The section

is concluded with the introduction of radial modes (p > 0) into the FSL composition

and detailing the effect that the radial modes have on the polarisation rotation.

In Section 4.4 we consider the propagation of FSL in self-focussing nonlinear media.

The Kerr medium is shown to induce a cross-phase modulation between the modes

in the FSL superposition which attempts to maximise the spatial overlap between the

modes. The rotation of the orientation of the polarisation at each point in the trans-

verse field is no longer homogeneous which in turn results in a non-trivial measurement

of the rotation as the spatial overlap is not constant. We justify an averaging method

of measuring the rotation of the polarisation for a given FSL beam and compare the

behaviour of the polarisation between the linear and nonlinear propagation cases. Dif-

ferent vector compositions with the same net OAM are shown to generate different

polarisation rotations upon nonlinear propagation and this is attributed to the differ-

ent spatial profiles and the spatial overlaps between the eigenmodes in the different

superpositions. Cylindrical vector (CV) beams do not present any rotation as they

have the same magnitude of OAM and identical spatial profiles in both of the modes

in the FSL beam.

Finally in Section 4.4.4 we detail the physical parameters that can control the be-

haviour of the polarisation during propagation such as input power, temperature (or

nonlinearity) of the medium and the beam waist of the vector modes and show that

any desirable behaviour in the rotation polarisation structure can be achieved and con-

trolled. We also show that the introduction of nonlinearity not only can change the

amount of polarisation rotation for beams with a net OAM, but for CV beams with

zero net OAM, by introducing a bias between the amplitudes within the superposition.
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Any difference in amplitude between the two modes breaks the spatial symmetry and in

turn introduces rotation in polarisation during propagation, such that CV beams with

radial polarisation can be converted to spiral and azimuthal polarisation distributions.

This may be of use in advancing polarisation measurements and manipulation of atoms

[80].

4.2 Numerical Model

4.2.1 Normalised Nonlinear Schödinger Equation

As we are interested in the behaviour of the FSL beams during propagation in nonlinear

Kerr media we begin from the paraxial wave equation derived in Section 2.2 of Chapter 2

and rearrange Eq.(2.28) such that we obtain an expression for the evolution of the beam

along the direction of propagation as

∂A
∂z

=
i

2k
∇2
⊥A +

iω2

2kε0c2
P. (4.1)

We introduce the following scaled co-ordinates

η =
√

k

zR
x, (4.2)

ξ =
√

k

zR
y, (4.3)

ζ =
1
zR
z, (4.4)

where zR is the Rayleigh length, or effective diffraction length for the beam, such that

our co-ordinates are normalised and scaled by the characteristic diffraction length of

the beam. The relative derivatives with respect to these scaled co-ordinates are then
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∂2

∂η2
=

zR
k

∂2

∂x2
, (4.5)

∂2

∂ξ2
=

zR
k

∂2

∂y2
, (4.6)

∂

∂ζ
= zR

∂

∂z
, (4.7)

Substituting these scaled co-ordinates and their respective derivatives into Eq(5.2) we

can write the normalised NLSE as

∂A
∂ζ

=
i

2
∇2
⊥A +

iω2zR
2kε0c2

P. (4.8)

4.2.2 Nonlinear Polarisation and the Susceptibility Tensor

We now require an expression for the form of the nonlinear polarisation response P for

a Kerr
(
χ(3)

)
medium. Recall that the polarisation can be written as a power series in

terms of the relative susceptibilities and electric field from Eq.(2.7) as

P = ε0

[
χ(1)E + χ(2)E2 + χ(3)E3 ..] (4.9)

= ε0χ
(1)E + PNL (4.10)

where ε0 is the permittivity of free space and the orders of χ are the relative suscep-

tibilities of the medium. For a Kerr medium, due to the inversion symmetry of the

medium, the even orders of the electric susceptibility in χ(n) are zero. This means that

we only include the linear contribution to the polarisation as well as the most significant

nonlinear term χ(3) in the nonlinear polarisation, PNL. Because we are considering the

full complex vector natures of the fields the susceptibilities represented by the χ terms
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take the form of tensors relating the amplitudes of the electric fields with the polar-

isation. In the case presented here the linear susceptibility χ(1) takes on the form of

a 3x3 second order tensor and the third order nonlinear susceptibility χ(3) is a fourth

order tensor of the form 3x3x3x3 such that it can relate all the permutations of E that

contribute to the polarisation. The nonlinear polarisation term in Eq.(4.10) can then

be written as

PNL
i (ω4 = ω1 + ω2 + ω3) = ε0

∑
jkl

∑
123

χ
(3)
ijkl(ω4;ω1, ω2, ω3)Ej(ω1)Ek(ω2)El(ω3) (4.11)

which when summed over 1,2 and 3 gives

PNL
i (ω4 = ω1 + ω2 + ω3) = ε0D

(3)
∑
jkl

χ
(3)
ijkl(ω4;ω1, ω2, ω3)Ej(ω1)Ek(ω2)El(ω3), (4.12)

where D3 is known as the degeneracy factor and gives the number of distinct permuta-

tions of the applied fields [Ej ; Ek; El] and χ(3)
ijkl is the third order nonlinear susceptibility

tensor. The degeneracy factor takes the values

D(3) =


1 One distinct field

3 Two distinct fields

6 All fields are distinct.

(4.13)

In our case we are considering the nonlinear propagation of a vector superposition of two

distinct LG modes (D(3) = 3) that propagate with the same frequency along the same

axis. This requirement imposes restrictions on ω4 in that the nonlinear polarisation

response takes on the frequency of the two modes in the vector superposition requiring
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that ω4 = ω + ω − ω = ω. Including the degeneracy factor for our case and imposing

the restriction on ω4 we can write the nonlinear polarisation in the form

PNL
i (ω = ω + ω − ω) = 3ε0

∑
jkl

χ
(3)
ijkl(ω;ω, ω,−ω)Ej(ω)Ek(ω)El(−ω), (4.14)

where the field with negative frequency indicates that the conjugate of the complex

fields should be taken i.e. E(−ω) = E∗(ω). We now consider the medium to be

isotropic which means the properties of the medium are identical along each of the

x,y,z axis. Considering the tensor nature of the nonlinear susceptibility this implies

χ(3)
xxxx = χ(3)

yyyy = χ(3)
zzzz (4.15)

such that the susceptibility is the same along each of the axis. By symmetry there are

only three distinct independent non-zero components along any axis, for example the

x-axis

χ(3)
xxxx = χ(3)

xxyy + χ(3)
xyxy + χ(3)

xyyx (4.16)

The implications of Eq.(4.15) and Eq.(4.16) reduce the number of terms required to

completely define the susceptibility tensor in Eq.(4.14) and we can write it as

χ
(3)
ijkl = χ(3)

xxyy(δijδkl) + χ(3)
xyxy(δikδjl) + χ(3)

xyyx(δilδjk), (4.17)

where δab is a delta function which is equal to 1 when a = b, and zero otherwise. The

transverse Cartesian components of the nonlinear polarisation can then be written as
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PNLi = 3ε0
[
χ(3)
xxyy(|Ex|2 + |Ey|2)Ei + χ(3)

xyxy(|Ex|2 + |Ey|2)Ei

+ χ(3)
xyyx(ExEx + EyEy)E∗i

]
, (4.18)

with i = x, y. This can be more concisely written in vector form,

PNL = 3ε0
[ (
χ(3)
xxyy + χ(3)

xyxy

)
(E ·E∗)E + χ(3)

xyyx(E ·E)E∗
]
, (4.19)

with the transverse vectors defined as A = Axx+Ayy. It is important to note that the

terms on the right-hand side of Eq.(4.19) give polarisations with opposite handedness.

We now assume that each of the independent non zero components contribute equally

to the total susceptibility tensor χ(3)
xxyy = χ

(3)
xyyx = χ

(3)
xyxy = 1

3χ
(3)
xxxx as Agarwal does in

[86], such that Eq.(4.19) becomes

PNL = 3ε0χ(3)
xxxx

[
2
3

(E ·E∗)E +
1
3

(E ·E)E∗
]
, (4.20)

which can be expanded and re-arranged by taking the term (EiEi)E∗i /3 from the last

product in Eq.(4.20) and re-inserting it as |Ei|2Ei/3 to find,

PNLi = 3ε0χ(3)
xxxx

[(
|Ei|2 +

2
3
|Ej |2

)
Ei +

1
3

(EjEj)E∗i

]
, (4.21)

with i, j = x, y and i 6= j.

4.2.3 Circular Basis

As we will be using circularly polarised Laguerre-Gauss modes as the foundation of

creating the FSL modes it is convenient to write the NLSE using a circular basis. The

unit vectors for a circular basis are defined in terms of the Cartesian vectors as
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e+ = eL =
(x + iy)√

2
, (4.22)

e− = eR =
(x− iy)√

2
, (4.23)

e0 = ez = z. (4.24)

The transverse circular unit vectors, Eq(4.22) & Eq(4.23), are complex and have the

following properties:

e± · e± = 0, (4.25)

e± · e∓ = 1, (4.26)

e∗± = e∓. (4.27)

Any transverse vector field can then be decomposed in terms of its left- and right-handed

circular components,

E = ELeL + EReR. (4.28)

Using this decomposition, and the rules given in Eq(4.25) & (4.26), we can convert

the Cartesian components of the nonlinear polarisation given in Eq.(4.20). First, we

expand the two vector product terms on the right-hand side of the equation,

(E ·E∗) = (ELeL + EReR) · (E∗Le∗L + E∗Re∗R),

= (|EL|2 + |ER|2), (4.29)

(E ·E) = (ELeL + EReR) · (ELeL + EReR),

= (2ELER). (4.30)
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Next, by considering the circularly polarised components of the polarisation vector

(P = PLeL + PReR) we can succinctly define the components of Eq.(4.20) as,

PNLL,R = 2ε0χ(3)
xxxx

[
(|EL|2 + |ER|2)EL,R + (ELER)E∗R,L

]
,

= 3ε0
[
|EL,R|2 + 2|ER,L|2

]
EL,R. (4.31)

Finally we substitute the form of the nonlinear polarisation response into Eq(eq:NLSEmodel)

to obtain a full expression for the description of propagation in a χ(3) medium as

∂EL,R
∂ζ

=
i

2
∇2
⊥EL,R +

3iω2zR
2kc2

[
|EL,R|2 + 2|ER,L|2

]
EL,R.. (4.32)

It is well known that, in (2+1) dimensions, spatial solitons are unstable in homogeneous

Kerr media. Self-focussing in such models lead to a blow up in the amplitude of the

fields which is a phenomenon known as collapse where the model becomes numerically

unstable [87]. One way to increase their stability is to use a saturating nonlinearity

and consider a saturable self-focussing medium to prevent catastrophic collapse due to

the self-focussing. As such we use a model based on the same considerations but with

a saturating term as in [11]

∂EL,R
∂ζ

=
i

2
∇2
⊥EL,R + iµ

|EL,R|2 + 2 |ER,L|2

1 + σ
(
|EL,R|2 + 2 |ER,L|2

)EL,R, (4.33)

where the important parameters are the nonlinear parameter, µ, and the saturation

parameter, σ, which are given by:

µ =
2k2

0n2P0

3n0
; σ =

4P0

3Isatw2
0

, (4.34)

respectively where k0 is the free space wave number, n0 and n2 are the linear and

nonlinear refractive indices, Isat is the saturation intensity of the medium and P0 is the
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power of the incident laser beam. All other terms in Eq.(4.33) and Eq.(4.34) are as

defined previously.

4.3 Linear Propagation

4.3.1 Analytical analysis of polarisation rotation.

Recall that FSL beams are given by Eq(2.38). For linear propagation we can use this

to determine an analytical expression for the form of the FSL as a function of the

propagation distance, z. This allows calculation of the Stokes parameters at any point

on the transverse plane at any value of z. As we are particularly interested in the

rotation of the polarisation structure we can use the stokes parameters to define the

orientation of the polarisation as a function of propagation distance, z, from Eq(2.47)

such that the orientation, ψ is defined as

ψ =
1
2

tan−1

[
S2

S1

]
=

1
2

tan−1

[
= [E∗REL]
<
[
E∗REL

]] , (4.35)

where ER,L are the right and left hand circularly polarised modes in the FSL beam

respectively and take on the form of Laguerre-Gauss modes as in Eq(2.35), < and =

represent the real and imaginary parts and * is the complex conjugate. From Eq(2.38)

we can define the FSL beam and ER and EL as

E = ER + EL; ER = sin(γ)LG`R
pR

eR; EL = exp[iβ] cos(γ)LG`L
pL

eL, (4.36)
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and by using the form of the Laguerre-Gauss modes in Eq(2.35) we can calculate the

relevant term E∗REL to obtain

E∗REL = sin(γ) cos(γ)A2(r, z) exp [i(`L − `R)φ]

× exp [i(2(pR − pL) + |`R| − |`L|)η(z)] exp [iβ] , (4.37)

<[E∗REL] = sin(γ) cos(γ)A2(r, z)

× cos [(`L − `R)φ− (2(pR − pL) + |`R| − |`L|) η(z) + β] , (4.38)

=[E∗REL] = sin(γ) cos(γ)A2(r, z)

× sin [(`L − `R)φ− (2(pR − pL) + |`R| − |`L|) η(z) + β] (4.39)

where we have simplified the amplitude terms in the form of the Laguerre-Gauss modes

such that

A(r, z) =

√
2p!

π(p+ |`|)!
1

w(z)

(
r
√

2
w(z)

)|`|
L|`|p

(
2r2

w2(z)

)
exp

(
−r2

w2(z)

)
.

Finally by substituting Eq(4.38) and Eq(4.39) into Eq(4.35) we can define the orienta-

tion of the polarisation as a function of propagation z as

ψ(z) =
1
2

tan−1

[
sin [(`L − `R)φ− (2(pR − pL) + |`R| − |`L|) η(z) + β]
cos [(`L − `R)φ− (2(pR − pL) + |`R| − |`L|) η(z) + β]

]
=

1
2

[(`L − `R)φ− (2(pR − pL) + |`R| − |`L|) η(z) + β] . (4.40)

As can be seen above all amplitude terms cancel, as do exponential terms that do not

involve the OAM and radial number of the modes. We can break this result down into

two important parts; terms independent of the propagation distance z and those that

evolve with propagation. The initial orientation of the polarisation at the beam waist

(z = 0) is given by

ψ(0) =
1
2

[(`L − `R)φ− β]
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and contains all the terms independent of z. Physically this means that the initial

orientation of each polarisation ellipse in the transverse plane is purely dependent on the

difference in OAM between EL and ER as well as any initial phase difference β between

the modes in the superposition. The azimuthal angle φ gives the spatial dependence

of the polarisation structure. Since all terms in ψ(0) don’t have any dependence on z,

they are constant during propagation and do not contribute to any rotation or change

in behaviour of the polarisation structure during propagation. For a linear propagation

of a FSL beam from the beam waist to a distance z the change in orientation of the

polarisation ellipse at each point, i.e the rotation of the polarisation, at each point is

given by:

∆ψ(z) = ψ(z)− ψ(0) (4.41)

=
1
2

[(2(pR − pL) + |`R| − |`L|)η(z)] (4.42)

=
(

∆pR,L +
1
2

∆|`R,L|
)
η(z), (4.43)

where ∆pR,L = pR − pL is the difference in radial number and ∆|`R,L| = |`R| − |`L|

is the difference in the magnitude of the OAM between the two modes in the vector

superposition. The expression for the rotation of the polarisation contains all the terms

from Eq.(4.40) that evolve with propagation and interestingly gives the difference in

Gouy phase between the two modes in the FSL superposition. Hence for a linear

propagation the rotation of the polarisation is simply the change in phase difference

between the two modes which is purely dependent on the difference in radial number

and the difference in magnitude of OAM between ER and EL. This is unsurprising

since for two beams that have a different Gouy phase the result is an evolving phase

difference between the beams which in essence is the same as changing β in ψ(0) which

corresponds to a change in orientation of the polarisation ellipse. Note that both

the initial orientation of the polarisation and the net rotation during propagation are

independent of the amplitudes of the two modes and dependent purely on the difference
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in their OAM and radial number. Since η(z) is independent of the azimuthal angle and

spatial location in the transverse plane the magnitude of rotation is the same for all

points in the beam since. This analysis is for the rotation of the polarisation at each

point in the beam, the rotation of the polarisation structure as a whole is dependent on

the cylindrical symmetry of the distribution as we will show in a later section. Initially

for simplicity we only consider LG beams without radial modes such that p = 0 which

simplifies the rotation for linear propagation to

∆ψ(z) =
1
2

∆|`R,L|η(z). (4.44)

For such vector beams propagating from z = 0 to the far field, the rotation of the

polarisation will asymptote, since

η(z) = tan−1

(
z

zR

)
−−−→
z→∞

π

2
,

which means that the rotation itself asymptotes

∆ψ(z) −−−→
z→∞

π

4
∆|`R,L|,

Figure.(4.1) gives the rotation in the orientation of the polarisation for vector beams of

varying ∆|`R,L| propagating from z = −10zR through the beam waist z = 0 to z = 10zR.

The dashed lines show the respective asymptotes for each curve at π
4 |`R,L|, where the

particular value of OAM of the eigenstates in the superposition is not important, only

the difference in their magnitude. For example, a fully structured light beam composed

of `R = 3 and `L = 1 will experience the same polarisation rotation across all points

on the transverse plane as one composed of a superposition of `R = 5 and `L = −3.

This means cylindrical vector beams, which by definition have the same magnitude

of OAM in the right and left hand circularly polarised modes such that ∆|`R,L| = 0,

experience no polarisation rotation or change in distribution during linear propagation.

Since the rotation of the polarisation only depends on the difference in Gouy phase we
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Figure 4.1: Magnitude of the rotation of polarisation ellipses calculated analytically
from Eq.(4.44) from z = −10zR through the beam waist to a propagation distance of
z = 10zR for different FSL compositions of ∆|`R,L| = -3 (magenta), -2 (orange), -1
(cyan), 1 (red), 2 (blue) and 3 (green). The horizontal dashed black lines represent the
relevant asymptotes of the rotation curves and the vertical dashed black line represents

the beam waist at z=0.

can compare this graph with that of the Gouy phase for a Laguerre-Gaussian beam

in Figure.(2.6) and see that the rotation curves for a linear propagation are the same,

just scaled by the difference in magnitude of the OAM in each of the eigenstates of the

vector superposition and nearly all the rotation occurs within a few Rayleigh lengths

of the beam waist. In the nonlinear section we will focus on this region within ±3zR

where most of the rotation occurs.

4.3.2 Numerical Comparison of Polarisation Rotation.

We can numerically analyse the behaviour of FSL beams during a linear propagation,

by numerical integration of Eq.(4.33) but without the nonlinearity, µ = 0 , such that a

linear propagation is described by a simplified model of:
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∂EL,R
∂ζ

=
i

2
∇2
⊥EL,R, (4.45)

which just describes the diffraction of the beam, where all terms are the same as defined

in Eq.(4.33). Numerically we calculate the orientation of the polarisation by calculating

the Stokes parameters at each of the points in the field in the transverse plane at fixed

distances during linear propagation use the expression for ψ in Eq.(2.47). The rotation

of the polarisation, just as in the analytical calculation, is then just the change in angle

at propagation distance z from the initial orientation, which can be calculated at each

propagation step for all points in the transverse plane. We also note that we add a small

amount of noise in the initial condition of the simulation. Because of the diffraction of

the beam, for a linear propagation the intensity of the beam decreases with propagation

distance and when the magnitude of the intensity becomes comparable with the initial

noise on the beam the measurement of the Stokes parameters and hence the rotation of

the polarisation becomes subject to noise and no longer an accurate representation for

the behaviour of the polarisation. Because higher order modes have a larger radius and

their initial intensity is lower this effect is more pronounced as the OAM of the mode

increases. Furthermore for the numerical simulations periodic boundary conditions

are used and when the underlying phase of the beam propagates to the boundary it

can interfere with itself again resulting in behaviour that is not representative of the

polarisation. Again this effect is more pronounced for larger OAM modes. We choose

beams that are small with respect to the domainwidth of the simulation such that the

boundary does not have any influence on the behaviour of the beam.

Numerically this means that we can only track the rotation of the polarisation over a

finite propagation distance and this distance decreases the larger the OAM involved in

the vector beam. For the level of noise and domain size used in the simulations for

linear and nonlinear propagation in this work and for an OAM of 1, the rotation can be

tracked for approximately 15 Rayleigh ranges. However this quickly decreases to around

6 Rayleigh ranges for an OAM of 4. For this reason, the lowest composition of OAM
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modes are used in the numerical data in Figure.(4.2), i.e. `R = ∆|`R,L| and `L = 0,

such that the polarisation rotation can accurately be determined over the maximum

propagation distance.

Figure.(4.2) shows the comparison between the analytical and numerical measurements

for the polarisation rotation. Since the rotation is uniform and rigid across the trans-

verse plane for linear propagation, each of the rotation curves for all the points in the

field are identical and hence we need only pick one of the points to represent the be-

haviour of the polarisation. The numerical measurements are shown up until the point

where the measurement of rotation is no longer accurate; the magnitude of intensity

is comparable with the noise. The analytical result is shown from the beam waist up

to 10 Rayleigh lengths, z = 10zR. It can be seen there is excellent agreement between

the analytical and numerical results up to appropriate propagation distances. It is also

important to note that although for Figure.(4.2), we have shown only cases for `R > `L,

the results are symmetric about the x-axis and for `L > `R the polarisation orientation

will rotate in the opposite direction just as in Figure.(4.1).

4.3.3 Polarisation Orientation and Structure

The previous analysis of polarisation behaviour focused on the change in orientation of

the polarisation ellipse at each individual point in the transverse plane. Figure.(4.3)

shows the polarisation distributions for two FSL beams, with ∆|`R,L| = 1, initially

at the beam waist and after a linear propagation of 20 Rayleigh lengths such that

the rotation of the polarisation structure has sufficiently asymptoted and there will be

negligible rotation upon further propagation. The beam on the top row in (a) and (b) is

referred to as a lemon beam and has the vector superposition `R = 1 and `L = 0 [11] and

the bottom row in (c) and (d) is referred to as a star beam composed of `R = −1 and

`L = 0 [11]. As expected, for both vector beams, each point in the polarisation structure

has had its orientation rotated by π
4 or 45◦ since for both examples ∆|`R,L| = 1. As

expected for both beams the polarisation ellipse at each point in the transverse plane

has rotated by ∆ψ = π
4 ∆|`R,L| = π

4 or 45◦. This is an analytical calculation where
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Figure 4.2: Comparison between the analytical and numerical results for the polar-
isation rotation of selected FSL modes. The analytical results are shown in the solid
lines over a propagation distance of 10zR and the numerical results are overlayed in
the dashed lines up to a propagation distance where noise starts affecting the curve.
The FSL modes shown are composed of ∆ |`R,L| = 1 (red, cyan), 2 (green, orange)
and 3 (blue, magenta). The dashed horizontal lines represent the relevant asymptotes

for each of the modes.

we have ignored the effect of diffraction on the intensity of the beam for clarity such

that each of the images can easily be compared. We note that this does not affect the

polarisation rotation in any way.

Interestingly however, the behaviour of the polarisation structure as a whole pattern

in the transverse plane is different between the two beams. By considering the struc-

ture as a whole and we can another interesting behaviour of the polarisation during

propagation. For the lemon beam, the polarisation pattern appears to have rotated

counter-clockwise by π
2 , twice that of the rotation in orientation of each individual

point, and for the star beam, the the pattern appears to have rotated counter-clockwise
π
4 , the same as the rotation of each individual point and half that of the lemon beam.

Hence it is clear that although each point rotates by Eq.(4.44), the rotation of the

structure as a whole changes depending on the vector superposition. Comparing the

rotation of other polarisation structures reveals that it is the rotational symmetry of the
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(a) (b)

(c) (d)

Figure 4.3: Polarisation distribution for a lemon beam composed of `R = 1 and
`L = 0 at a linear propagation distance of z=0 in (a) and after a propagation distance
of z=20zR in (b) such that the rotation of the polarisation ellipses has sufficiently
asymptotes and reached its final state. The bottom row (c) and (d) shows the same for
a star beam which is a superposition of `R = −1 and `L = 0 at the same propagation
distances. Note that the diffraction of the beam has no effect on the polarisation
distribution or its rotation hence has been neglected here for simple comparison of the

images.

pattern that gives rise to the behaviour of the structure as a whole and the behaviour

of each point is given determined by the difference in magnitude of OAM between the

eigenmodes as in Eq(4.44). There is no clear rule governing the spatial symmetry of the

polarisation pattern and the rotation of its structure. In fact, for certain polarisation

distributions, the structure can appear to rotate in the opposite direction to that in

which the polarisation points are rotating.
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4.3.4 Radial Modes

For completeness we now consider FSL beams that involve vector superpositions of LG

beams that can contain radial modes where p > 0. The result of including radial modes

further decreases the initial intensity of the beam and combined with the diffraction

from linear propagation means that the distance over which the polarisation rotation

can accurately be evaluated is further decreased. Again we consider only the simplest

lowest order OAM and radial numbers. From Eq.(4.43) the radial number of the eigen-

modes has twice the effect on the rotation of polarisation that the magnitude of the

OAM. Consider a lemon beam (`R = 1 and `L = 0) whose polarisation behaviour fol-

lows the red/cyan curve in Figure.(4.2) and transverse polarisation structure is shown

in Figure.(4.3). If we increase the radial number of the right circularly polarised mode

(pR = 1) then the rotation now rotates as ∆ψ(z) = 3
2η(z), i.e expected to follow the

blue/magenta curve in Figure.(4.2), three times the magnitude of rotation as the ini-

tial lemon beam. Instead if the radial number of the left circularly polarised mode

is increased (pL=1) then the rotation of the polarisation will follow ∆ψ(z) = −1
2η(z)

which has the same magnitude of rotation as the original lemon beam but in the op-

posite direction. Figure.(4.4) shows both the analytical and numerical evaluation of

the rotation for each of the cases discussed, again in excellent agreement. Figure.(4.5)

shows the corresponding transverse profiles and polarisation states at the beam waist

and after linear propagation of 20 Rayleigh lengths for both the pR = 1 (top row) and

pL = 1 (bottom row) vector beams. The rotation of the polarisation ellipse at each of

the points can be seen to match very well with the above predictions. Because the su-

perposition with pR = 1 asymptotes to a rotation of 3π/4 and that with pL = 1 rotates

by π/4 in the opposite direction after propagation to the far field it should appear that

they have rotated to the same final polarisation state as can be seen by the transverse

polarisation profiles.



Chapter 4. Propagation of Fully Structured Light 79

0 2 4 6 8 10

−π
4

−π
8

π
8

π
4

3π
8

π
2

5π
8

3π
4

R
o
ta

ti
o
n
 o

f 
P
o
la

ri
za

ti
o
n
 (

ra
d
ia

n
s)

zR

∆pR,L=1

∆pR,L=0

∆pR,L=−1

Figure 4.4: Magnitude of rotation of the polarisation for FSL modes composed of
∆ |`R,L| = and ∆pRL

= -1 (green, orange) 0 (red, cyan) and 1 (blue, magenta). The
solid lines are calculated from Eq.(4.43) over 10 Rayleigh lengths and the overlayed
dashed lines are the numerical results. The red and cyan lines are the same as in

Figure.(4.2).

(a) (b)

(c) (d)

Figure 4.5: Polarisation distributions for a lemon beam from Figure.(4.3) but with

the addition of a radial number pR = 1 in (a)-(b) and pL = 1 in (c)-(d). Again the

polarisation states are shown at z=0 and z=20zR and diffraction has been neglected

for simple comparison of the images. Each of the points in the top row (a)-(b) have

rotated clockwise by 3π
4 and in the bottom row (c)-(d) have rotated anti-clockwise by

π
4 . The distributions as a whole appear to have rotated anti-clockwise by π

2 .
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4.4 Nonlinear Propagation

4.4.1 Cross-phase Modulation and Spatial Overlap

For nonlinear propagation of fully structured light, evaluating the rotation of the po-

larisation structure is no longer trivial. In the case of linear propagation there is no

coupling between the modes in the beam and they propagate independently such that

their spatial overlap remains constant with propagation. The rotation of the polarisa-

tion is uniform across all points in the beam as it is dependent solely on the evolution

of the phase difference between the beams which can be completely defined as a func-

tion of propagation distance by the OAM and radial number of the modes giving the

difference in Gouy phase as in Eq(4.43). Since these properties are spatially indepen-

dent in the transverse plane the difference in Gouy phase between the modes is also

uniform and grows with increasing propagation distance until it asymptotes. As all the

polarisation ellipses in the transverse plane experience the same change in orientation,

the polarisation pattern as a whole remained the same. Diffraction of the beam had no

effect on the rotation or the overlap between the beams and simply resulted in a global

scaling of the spot size of the beam upon propagation.

However, in the nonlinear case, the Kerr effect results in self-focussing and cross-phase

modulation. The amount of self-focussing depends on the individual mode and this in

turn affects the cross-phase modulation between the modes of the FSL beam. Combined

with the saturation in the mode we get a very complicated system.

The size of the modes upon nonlinear propagation depends on the balance between

diffraction and the self focussing effect of the nonlinear medium. As the nonlinear

response is intensity dependent, different OAM modes will experience different focussing

and spatial confinement. For vector superpositions where |`R| 6= |`L| the spatial overlap

between the modes will change upon propagation since the focussing effect is not the

same for each beam. Furthermore for nonlinear propagation the beams are coupled

and do not propagate independently, the intensity distribution of one affects how the

other propagates in a cross guiding effect due to cross phase modulation in the medium.



Chapter 4. Propagation of Fully Structured Light 81

The effect of the cross phase modulation terms from Eq.(4.33) tends to maximise the

spatial overlap of the intensity distribution of the two beams in the vector superposition

such that after a sufficient propagation distance the two modes have the same spatial

intensity distribution. A combination of the balancing between diffraction and self-

focussing and the cross-guiding effect between the eigenmodes in the FSL beam results

in the phase change of each of the beams becoming spatially dependent. This in turn

means the evolution of the phase difference between each of the modes in the vector

beam varies from point to point in the transverse plane and because the rotation of

the polarisation at each point is directly dependent on this relative phase difference

the rotation is no longer homogeneous for a nonlinear propagation. The change in

orientation for each polarisation ellipse now depends on the spatial overlap and intensity

distribution of the FSL beam and since the rotation at each point in the transverse plane

varies the polarisation pattern as a whole now can change upon propagation.

Figure 4.6: Transverse intensity profiles for an FSL beam composed of `R = 3
(dashed red) and `L = −1 (solid blue) at z=0 in (a) and after a nonlinear propagation
(n2 = 8) of z=1.05zR in (b), 1.40zR in (c) and 2.25zR in (d). The cyan and magenta
arrows represent chosen points in the transverse plane in which the rotation curves are

shown in Figure.(4.7)
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Figure 4.7: Rotation curves for the corresponding points chosen in Figure.(4.6) given
by the cyan and magenta lines as well as the rotation curve when tracking the peak
given by the green curve. The dashed lines represent the propagation distances of the

transverse profiles in Figure.(4.6).

Figure.(4.6) shows a cut through the transverse intensity profiles and how the spatial

overlap between the two modes in a vector superposition of lR = 3 (red) and lL = −1

(blue) evolves during propagation. We can see that the relative dimensions of of the

modes fluctuate during propagation such that the spatial overlap and hence polarisation

rotation across the transverse profile of the FSL beam changes. As the relative width of

the modes fluctuate the polarisation rotation can change direction (see the cyan line in

Figure(4.7)). The combination of self-focussing, diffraction and cross-phase modulation

for a nonlinear propagation maximises the spatial overlap of the modes, at which point

the rotation becomes uniform and asymptotes.

This is demonstrated in Figure(4.7) which shows the corresponding rotation of the

polarisation ellipse for each of the points given by the coloured arrows in Figure(4.6).

Depending on the change in relative phase difference and overlap between ER and

EL, the rotation at each particular point in the plane can slow, stop or even change

direction as can be seen by the cyan rotation curve. At the start of the propagation
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(see Figure(4.6a)), points on the outer edge of the beam (magenta) see more right-

circularly polarised light, while points closer to the centre (cyan) see more left circularly

polarised light and thus their polarisations rotate in opposite directions. When the

modes overlap exactly (see Figure(4.6b)) the modes experience the same nonlinear

phase shift and so there is no net nonlinear rotation. If the beams remain locked

like this then the polarisation rotation asymptotes. As the modes oscillate net left

or right circularly polarised light can swap resulting in polarisation rotation changing

direction (see Figure(4.6c)). Note that as the beam continues to propagate the effect

of the nonlinearity is to try to maintain the spatial overlap of the two modes. Finally

the locked beams then propagate with a constant small rotation depending on the

final overlap of the beams see (see Figure(4.6d)). The green line in Figure(4.7) shows

the behaviour of rotation when tracking the peak intensity (S0) of the beam, which

again has a different behaviour showing the non-uniform nature of the rotation of the

polarisation across the transverse plane.

4.4.2 Evaluating Rotation for Nonlinear Propagation

These factors leave a number of choices as how to best represent the rotation of the

polarisation for a given vector beam for a nonlinear propagation. Choosing a particular

point (x,y co-ordinate) in the transverse plane as we did in the case of linear propagation

is not really of use as the it is not representative of the behaviour across all the points

in the beam. As shown in Figure.(4.7) the difference in behaviour of the rotation curves

for different points can be severe hence we need a method to characterise the rotation

of each FSL beam by a single curve. We note that a single curve gives a sense of the

rotation of the FSL overall, though some applications could make use of the variation

in rotation across the beams. A better choice of measurement would be to track the

rotation of the polarisation ellipse at the peak intensity of the FSL beam as this lies

between the two extremes at the edge of the intensity profile and hence gives an idea of

the average between these two points. Tracking the rotation at the maximum intensity

of the FSL beam has a characteristic less erratic behaviour in that it does not stop
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and change direction as often as shown by the green curve in Figure.(4.7). However

whenever there is a mode of l = 0, i.e. one of the beams in the vector superposition has

a Gaussian profile rather than a doughnut, when the cross guiding of the cross phase

modulation causes overlap of the beams the position of the peak intensity can change

discontinuously from the centre of the Gaussian profile to the peak of the doughnut

mode shape. This effect is shown in greater detail in a later section, but the main point

is because the Gaussian beam changes its profile so rapidly when taking on the shape of

higher order doughnut mode, the position of the peak intensity changes discontinuously

and the jump in position of the peak causes the big jumps in the measurement of the

polarisation rotation. Because of this tracking the peak intensity for measurement of

the rotation is only effective for FSL modes where |`R,L| > 0.

Another method, and the one chosen to evaluate the rotation of polarisation for the

remainder of this chapter for nonlinear propagation involves averaging the rotation over

many points on the transverse field. We select many points across the intensity profile

of the FSL beam and calculate an average curve over the selected points. This has the

same benefit as tracking the peak intensity in that a typical or average behaviour of the

polarisation ellipse are characterised by a single curve for any given FSL beam but with

the added benefit it is less sensitive to the shape and spatial overlap of the modes in the

vector composition. Furthermore because the beams are radially symmetric we need

only select one point in the transverse plane at each given radius i.e. average over all

the points across a line spanning half the beam waist in the transverse plane as shown

in Figure.(4.8). Averaging the rotation of the points over any of the dashed coloured

dashed lines will yield the same results and characterise the average rotation for any

FSL beam with no restrictions on the OAM values. The corresponding rotation curves

for the coloured lines and the averaging method described are shown in Figure.(4.9) and

it can be seen all curves are identical over any of the chosen lines because of the radial

symmetry of the beam. For simplicity for the remainder of this chapter we will use the

averaging method for measuring the polarisation rotation for nonlinear propagation

using the points which have (x,y) with x=y which corresponds to the red dashed line

in Figure.(4.9).
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(a) z=0 (b) z=3zR

Figure 4.8: Polarisation distribution for a FSL superposition of `R = 2 and `L = −1
at z=0 and after nonlinear propagation (n2 = 8) to a distance of z = 3zR. The
overlayed dashed coloured lines represent the points over which the rotation curves

are averaged in Figure.(4.9).

4.4.3 Comparison between Linear and Nonlinear Propagation

To investigate the effect the nonlinearity has on the behaviour of the polarisation struc-

ture, Eq.(4.33) is numerically integrated. If the rescaling of the beam due to diffraction

is neglected and the model is simplified, it can be seen that the first effect of the medium

is an additional phase shift φNLR,L to the orthogonal modes which is proportional to the

nonlinear term. The rotation of the polarisation ellipses in the previous section was

shown to be purely dependent on the phase difference between ER and EL such that

for a nonlinear propagation we expect additional rotation due to the phase shift given

by φNLR,L. We can write that the additional nonlinear rotation is proportional to

∆ψNL(z)∝
(
ψNLL − ψNLR

)
(4.46)

in addition to rotation caused by the difference in Gouy phase of the two modes. From

this it can be concluded that when compared to the linear case, the magnitude of

rotation of the polarisation is expected to be greater for propagation in a nonlinear
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Figure 4.9: Corresponding averaged rotations curves. The colour of each curve
corresponds to averaging the rotation over the points represented by the solid lines in

Figure.(4.8) over a nonlinear propagation of 3 Rayleigh lengths.

medium. Figure.(4.10) gives the comparison between the linear and nonlinear cases

over a propagation distance of 3 Rayleigh lengths, z = 3zR, for the lowest order OAM

modes that give each respective |∆`R,L| curve, i.e. `R = |∆`R,L| and `L = 0. The

lowest order modes are again used to avoid numerical error from noise when the beams

have diffracted significantly. It is clear from comparison between the curves that the

rotation no longer asymptotes with propagation but instead increases almost linearly

with propagation distance. This can be attributed to the phase difference between the

two modes continuing to evolve from the inclusion of the nonlinear phase given by φNLR,L

well past the propagation distance where the Gouy phase η(n) begins to asymptote.

For a nonlinear propagation there will be a continual change in the phase difference

between the modes due to the change in spatial overlap and cross-phase modulation

such that the rotation will continue up until fragmentation of the beam hence it can be

seen by comparing the linear and nonlinear propagation that the magnitude of rotation

is much larger for the latter from a combination of these effects. An important note

here is that cylindrical vector beams of |`R| = |`L| still do not experience any rotation of

the polarisation ellipses even in the nonlinear case. Because they have the same initial

spatial profile they experience the same balance of self-focussing and diffraction such
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that they propagate in a ”locked” state where their spatial profile perfectly overlaps

for the entirety of the propagation. This means that they have the same Gouy phase

and experience same the nonlinear phase shift φNLR,L so the phase difference between the

modes is a constant with propagation with the result that there is no rotation of the

polarisation.
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Figure 4.10: Measured rotation in polarisation during nonlinear propagation from
beam waist to z = 3zR, numerically integrating Eq.(4.33) for µ = 257.5 and σ = 19.8
for vector beams composed of `R = ±|∆`R,L and `L = 0, presented in the dashed
lines. An analytical comparison for linear propagation using Eq.(4.44) is shown in the

solid lines. |∆`R,L =1 (green, orange), 2 (red, cyan) and 3 (blue, magenta).

In the linear case the rotation depends purely on the difference in the magnitude of the

OAM of the two eigenmodes such that any composition of OAM modes for any given

∆|`R,L| no matter the OAM involved in the superposition the rotation curve is identical

and homogeneous across the transverse plane. We have already shown that in the

nonlinear medium the rotation is inhomogeneous across the beam due to the changing

spatial overlap between the eigenmodes during propagation which was caused by the

inclusion of the cross-phase modulation and balancing of diffraction and self-focussing.

More importantly for the rotation, the nonlinear phase shift φNLR,L also depends on the

spatial overlap and intensity of the two modes in the FSL superposition which in turn
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are directly related to the OAM values. This means that for a given ∆|`R,L| the rotation

of polarisation is not only inhomogeneous across the transverse plane but the particular

values of the OAM in the superposition can change the magnitude and behaviour of

the rotation. A FSL beam composed of `R = 2 and `L = 0 will no longer have the

same rotation curve and behaviour as that composed of `R = 3 and `L = −1. Although

they have the same difference in Gouy phase and the linear rotation is the same, the

difference between the cross-phase modulation and self-focussing of each respective

FSL superposition means that φNLR,L and in turn the nonlinear rotation of polarisation

is sensitive to the choice of OAM values.
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`R =2, `L =0, n2 =8

`R =3, `L =−1, n2 =12

`R =3, `L =−1, n2 =8

∆|`R,L|=2, linear

Figure 4.11: Polarisation rotation for a nonlinear propagation for z = 3zR for various
FSL beams with a beam waist of 100µm and ∆|`R,L| = 2. The dashed blue line
corresponds to `R = ±2 and `L = 0 for a n2 = 8, the other dashed lines represent the
rotation for lr = ±3 and ` = ±1 at a n2 = 8 (purple) and n2 = 12 (orange). The green
solid line is the analytical result for a linear propagation for all the superpositions

∆|`R,L| = 2.

This phenomenon is demonstrated in Figure.(4.11) where the simulations for nonlinear

propagation are repeated for a number of different mode superpositions with the same

difference in magnitude of OAM where ∆|`R,L| = 2 but composed of different OAM

superpositions and the respective rotation is measured. The orange curve is the same as

in Figure.(4.10) for the lowest order `R = 2 and `L = 0 beam and by direct comparison
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with the higher order `R = 3 and `L = −1 beam shown by the dashed blue line it

can be seen there is a significant difference in the magnitude and behaviour of the

rotation. Not only is the overall magnitude of rotation smaller for the higher order

mode but the general shape of the curve with propagation distance is different. For

the lowest order FSL beam the rotation increases almost linearly with propagation

distance and this continues up until fragmentation of the beams. However for the

higher order superposition there are regions during propagation where the rotation of

the polarisation slows, stops and even changes direction and the rotation appears to

asymptote with increasing propagation distance. Note that although here we have only

shown the results for one higher order FSL beam very similar phenomena are observed

when the value of OAM is increased. In fact the larger the value of OAM used in the FSL

superposition the smaller the magnitude of rotation and the faster the rotation curve

asymptotes. Another interesting behaviour that can be seen from Figure.(4.11) is that

by increasing the value of the nonlinearity the magnitude of rotation increases and no

longer asymptotes as seen by the dashed purple curve. As we increase the nonlinearity

we recover the behaviour of the lowest order mode which can be attributed to a number

of phenomena.

The most important phenomenon responsible for the difference in behaviour between

the higher order modes (l > 0) and the FSL beams with a Gaussian beam (l = 0) is the

spatial overlap between the eigenmodes in the superposition of the vector beam and

how this spatial overlap evolves with propagation. Figure.(4.12) details the evolution of

the overlap between the modes in the FSL superposition for the corresponding rotation

curves in Figure.(4.11). For the lowest order mode represented by the dashed orange

rotation curve composed of `R = 2 and `L = 0 it is apparent that the Gaussian mode

takes on the shape of the higher order doughnut mode. However it quickly relaxes

back to its original profile and because it had a fundamentally different shape than

the doughnut modes it cannot become ’locked ’ with the spatial profile of the higher

order mode. The oscillation between taking on the doughnut profile and relaxing to

a Gaussian distribution continues until fragmentation of the beam. The result of this

behaviour is that the nonlinear phase from the cross-phase modulation between the



Chapter 4. Propagation of Fully Structured Light 90

0 ngp

(a) z=0

In
te

n
si

ty
 P

ro
fi
le

x co-ordinate 0 ngp

(b) z=1.00zR

In
te

n
si

ty
 P

ro
fi
le

x co-ordinate

0 ngp

(c) z=2.20zR

In
te

n
si

ty
 P

ro
fi
le

x co-ordinate 0 ngp

(d) z=3.60zR

In
te

n
si

ty
 P

ro
fi
le

x co-ordinate

0 ngp

(e) z=0

In
te

n
si

ty
 P

ro
fi
le

x co-ordinate 0 ngp

(f) z=0.90zR

In
te

n
si

ty
 P

ro
fi
le

x co-ordinate

0 ngp

(h) z=2.40zR

In
te

n
si

ty
 P

ro
fi
le

x co-ordinate

0 ngp

(i) z=0.90zR

In
te

n
si

ty
 P

ro
fi
le

x co-ordinate 0 ngp

(j) z=1.60zR

In
te

n
si

ty
 P

ro
fi
le

x co-ordinate

0 ngp

(k) z=2.40zR

In
te

n
si

ty
 P

ro
fi
le

x co-ordinate 0 ngp

(l) z=3.40zR

In
te

n
si

ty
 P

ro
fi
le

x co-ordinate

Figure 4.12: Cross-section of the spatial profile for selected FSL beams for a beam

waist of 100µm composed of `R = 2 and `L = 0 with n2 = 8 in (a)-(d), `R = 3

and `L = −1 with n2 = 8 in (e)-(h) and n2 = 12 in (i)-(l) at the stated propagation

distances.
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modes evolves continually which is why the rotation of the polarisation also continues

in an almost linear fashion as shown by the dashed orange curve in Figure.(4.11).

However for the higher order FSL composed of `R = 3 and `L = −1 represented by the

dashed blue line in figure Figure.(4.11) it can be seen that after nonlinear propagation

of approximately 2.4zR the two doughnut modes become ’locked ’ in their spatial profile.

Once locked the two beams share identical spatial profiles and propagate as such until

fragmentation of the beam. The cross-phase modulation no longer causes any further

change in the phase difference between the two modes and the nonlinear phase shift

in Eq.(4.46) asymptotes. In terms of the rotation of the polarisation which is directly

dependent on this phase difference it is also expected to asymptote in good agreement

with the rotation curve. As the nonlinearity is increased we can see from images (i)

to (l) in Figure.(4.12) that the same FSL superposition can now propagate for a much

larger distance without the doughnut modes becoming locked in spatial profile. This

results in the nonlinear phase and rotation of the polarisation persisting over larger

propagation distances and there the asymptotic behaviour of the rotation disappears

as shown by the purple dashed line in Figure.(4.11). As the nonlinearity is increased

we start to recover the linear behaviour of the lowest order `R = 2 and `L = 0 beam.

The main difference in behaviour between the behaviour when increasing the nonlin-

earity is the change in balance between diffraction and self-focussing. As higher order

LG modes are used in the FSL vector superposition the lower intensity of the modes

cause less self-focussing and the beam tends to diffract more. This diffraction causes the

spatial profile of each mode to spread out and tend towards a locked state as previously

described. Thus for increasing OAM within the FSL superpositions, the rotation of the

polarisation asymptotes more quickly as the beams reach a locked state due to increased

diffraction. By increasing the nonlinearity the self-focussing of the Kerr nonlinearity

spatially confines the higher order mode and by doing such the beams stay focused close

to the original waist size. For larger and larger OAM values the nonlinearity must be

increased to spatially confine the FSL beam and recover the same rotation behaviour.
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The width of the beam and balance of diffraction and self-focussing is shown in Fig-

ure.(4.13) for the `R = 3 and `L = −1 for the two nonlinearities of the corresponding

rotation curves in Figure.(4.11) and spatial overlap evolutions in Figure.(4.12).

0 1 2 3
0

ngp
x
-c

o
-o

rd
in

a
te

zR

(a) `R =3, `L =−1, n2 =8

0 1 2 3
0

ngp

x
-c

o
-o

rd
in

a
te

zR

(b) `R =3, `L =−1, n2 =12

Figure 4.13: Cross-section of the spatial intensity during propagation for the FSL
beam composed of `R = ±2 and `L = 0 at n2 = 8 in (a). The equivalent for n2 = 12

is shown in (b).
curv

4.4.4 Control of Polarisation Behaviour

In addition to understanding the mechanisms affecting the behaviour of the FSL beams

during propagation, it is also important for various applications to be able understand

how to control it through selection of various physical parameters. For a linear propaga-

tion there is a limitation as to the choices available to control the state of polarisation.

The rotation is solely dependent on the difference in magnitude of the OAM and radial

number of the eigenmodes in the FSL beam and governed through Eq.(4.43). The beam

size can be altered as to control the Rayleigh range and hence the physical distance at
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which the Gouy phase asymptotes, however for a given |∆`R,L| the shape of the curve

for the rotation of the polarisation is fixed.

For a nonlinear propagation however the phase difference between the modes depends

on the spatial overlap and intensity of the modes in the FSL composition which is

inhomogeneous across the transverse plane. This in turn means all physical parameters

affecting the self-focussing, nonlinear response, saturation and cross-phase modulation

of the two modes will affect both the spatial confinement and overlap of the beams

which in turn affects the rotation and behaviour of the polarisation. Therefore in the

case of nonlinear propagation of a vector beam, there is a rich variety of parameters

that can control the state of polarisation.

As we have shown previously, in both the linear and nonlinear case the choice of eigen-

modes and their difference in OAM which determines |∆`R,L| has the largest effect on

the behaviour of the polarisation rotation.

Figure.(4.14) gives one example that shows how the behaviour of the polarisation ro-

tation changes with the power of the input beam. The power in the previous examples

was chosen at 7.5mW (blue curve) and is the same curve as the orange dashed curve in

Figure.(4.10). It is apparent that an increase in input power results in an increase in

the nonlinear response leading to an larger magnitude in rotation of the polarisation.

The increase in power also leads to an increase of the saturation parameter such that

this effect asymptotes as the power becomes larger. Controlling the input power allows

some limited control over the shape of the behaviour of the polarisation structure.

Additionally, changing the beam waist of the FSL beam controls the Rayleigh range

- the distance over which characteristic behaviour of the polarisation state occurs.

In image (a) of Figure.(4.15) the rotation for a nonlinear propagation is shown over

z = 3zR for vector modes with beam waists of 100µm and for two examples - `r = 1, 2

and `l = 0 - in the dark blue and cyan curves respectively. The physical parameters for

these curves are with P0 = 7.5mW and n2 = 8× 10−6Wcm−2 such that the nonlinear

parameter, µ = 257.5, and saturation parameter, σ = 19.8. The results are repeated
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Figure 4.14: Polarisation rotation of `R = 1 and `L = 0 beam during nonlinear
propagation from beam waist at z = 0 to z = 3zR for FSL beams with input power of
5mW (purple), 7.5mW (blue), 10.0mW (green), 15.0mW (orange) and 50mW (red).

for a beam waist of 200µm and shown in the dashed green and magenta curves for

rescaled parameters P0 = 29.8mW and n2 = 2 × 10−6Wcm−2 such that the nonlinear

and saturation parameters are unchanged. Comparison between the beam waists shown

that with control over the input power and nonlinearity of the medium, the magnitude

of rotation for both cases can be made identical when compared over a given number

of Rayleigh lengths in propagation. Plotting the same results as a function of physical

distance rather than number of Rayleigh ranges, then by doubling the beam waist

(increasing zR by a factor 4), the magnitude of the larger beam is decreased by a factor

of 4 for a given propagation distance. It is not possible to control the behaviour of

the polarisation such that different beam widths have the same rotation over a given

physical distance since it would require changing the ratios of n2, P0 and Isat, such that

the nonlinear and saturation parameters are altered which in turn changes the shape

of the rotation curve.
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Figure 4.15: Polarisation rotation during nonlinear propagation for FSL beams with
∆|`R,L| = 1, 2 and waists of 100µm (dark blue, cyan) and 200µm (green, magenta). In
both cases µ = 257.5 and σ = 19.8 for (a) rotation against number of Rayleigh lengths

and (b) rotation versus distance in cm.

4.4.5 Biased Vector Beams

The final method for controlling the behaviour of the polarisation structure is controlling

the bias between the composition in the vector beam, i.e. changing γ in Eq.(2.38), such

that the two modes in the superposition no longer have the same amplitude. For all

results presented previously, γ was chosen to be π/4 such that the vector beams were of

equal amplitude. In the linear case is was seen that the amplitude of the modes played
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no part in the rotation of the polarisation hence the bias was unimportant in terms of

polarisation orientation (it does however matter for the ellipticity of the polarisation

even in the linear case). For a nonlinear propagation on the other hand, changing the

bias between the two modes changes the spatial overlap between eigenmodes which has

been shown to be central to the nonlinear polarisation rotation behaviour.

Cylindrical vector beams were shown in the linear section to experience no rotation

or change in their polarisation distribution upon propagation, since for CV beams

|∆`R,L| = 0. Again in the nonlinear section, due to the eigenmodes having the same

magnitude of OAM and hence the same spatial intensity profile both modes experi-

enced the same Gouy phase and nonlinear phase shift such that the polarisation again

remained unchanged upon propagation. However if the spatial intensity profile of the

beams is changed by altering the bias, γ, and the beam propagates in a nonlinear

medium, the nonlinear phase shift for each beam will no longer be equal and there

should be polarisation rotation. Such behaviour is shown in Figure.(4.16) which shows

that a rotation in the polarisation is observed for a biased CVB during nonlinear propa-

gation. In addition it can be seen that the larger the difference in relative amplitude the

larger the rotation that is observed. A further thing to note is that the rotation rate for

a biased CVB is constant with propagation distance up until the point fragmentation

of the beam occurs as shown by the straight rotation lines in Figure.(4.16). As the bias

between the modes is further increased the contribution of one of the modes becomes

negligible and approaches the scalar case and we recover the behaviour demonstrated

in [11] in which a scalar beam fragments at a much shorter propagation distance com-

pared with the FSL counterpart. Whether the larger amplitude is on the right or left

circularly polarised modes determines the direction of rotation.

Another phenomenon observed by increasing the bias is that the increased rotation

from increasing the bias asymptotes as the scalar case is approached. This is shown in

Figure.(4.17) where the rotation after a propagation distance of z = 3zR is measured for

a variety of different ratios of amplitudes as well as comparing the effect of increasing the

magnitude of OAM in the CVB. We can see that for higher-order CVBs the magnitude
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of rotation is larger, however due to the larger diffraction effect upon propagation we

require a larger nonlinearity, n2 in order to spatially confine the beam.
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Figure 4.16: Nonlinear polarisation rotation for a propagation of a cylindrical vector
beam with |`R,L| = 1| over 3zR. The parameter γ in Eq.(2.38) is chosen such that the
ratio |ER| : |EL| is 4:1 (red), 2:1 (blue), 1:1 (green), 1:2 (cyan) and 1:4 (magenta).

The beam waist for each is w0 = 100µm and at low nonlinearity n2 = 8.

An interesting result of the observed rotation in CV beams is the conversion of po-

larisation structure between radial and azimuthal through the intermediate spiral po-

larisation. This arises as the rotational symmetry of CV beams is infinite (i.e. the

polarisation distribution is cylindrically symmetric) hence the polarisation structure

does not rotate as a whole (as in Figure.(4.3)&(4.5)), but completely changes its struc-

ture as each point rotates. The transverse polarisation distribution for an amplitude

ratio of |ER| : |EL| = 4 : 1 for a CV beam of `r = 1 and `l = −1 is shown in Fig-

ure(4.18) for (a) radial polarisation at z = 0, (b) spiral polarisation at z = 1.3zR and

(c) azimuthal polarisation at z = 2.5zR.

The polarisation distribution in the transverse plane during a nonlinear propagation for

a biased CV beam of `r = 1 and `l = −1 with a bias of |ER| : |EL| = 4 : 1 for selected

propagation distances. It is seen that at beam waist z = 0 the polarisation is radial, at

z = 1.3zR the polarisation is spiral and finally at z = 2.5 the rotation is now azimuthal.
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Figure 4.17: Nonlinear polarisation rotation at 3zR as a function of biased CV beams
with |`R,L|=1,2 and 3 (red,blue and green respectively). The beam waist for each is

w0 = 100µm and at low nonlinearity n2 = 8.

Hence by selection of bias and beam width the polarisation can be controlled without

the use of polarisation optics.

(a) z=0 (b) z=1.3zR (c) z=2.5zR

Figure 4.18: Radially elliptically polarised vector beam with |`R,L| = 1 and |ER| :
|EL| = 4 : 1. Left to right: At the beam waist z = 0, after nonlinear propagation over
z = 1.3zR, z = 2.5zR. There is little change to the spatial profile of the beam during
propagation but the polarisation structure as a whole changes from radial though spiral
to azimuthal. The beam waist for each is w0 = 100µm and at low nonlinearity n2 = 8.
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4.5 Conclusions

Knowing how the spatial polarisation distribution of a beam is affected by propagation

is of importance in many applications that depend on the state of polarisation. We

have analytically calculated the polarisation rotation at each point of the transverse

plane for fully-structured light (FSL) beams during linear propagation and shown that

the observed rotation is due entirely to the difference in Gouy phase between the two

eigenmodes comprising the FSL beams. This allows the exact polarisation state at a

particular propagation distance to be controlled simply by choosing the eigenmodes

of the FSL beam and the beam size. There was very good agreement between the

analytical results and the numerical simulation although due to diffraction and noise

the rotation can only be tracked over a finite propagation distance.

Moreover, we have shown that polarisation rotation is also affected by propagation

through a self-focussing (Kerr) nonlinear medium and that this can be controlled by

changing the eigenmodes of the superposition, and physical parameters such as the

beam size, the amount of Kerr nonlinearity and the input power. Because of the

cross-guiding effect from the cross-phase modulation during a nonlinear propagation

the changing spatial overlap between the modes during propagation means that the

rotation of the polarisation can be observed over a longer propagation distance. In

addition, the ability to control both the intensity and polarisation of FSL beams may

provide a useful method for applications in micro machining and microscopy [88, 89].

Finally, we have shown that by biasing cylindrical vector (CV) beams to have elliptical

polarisation, we can vary the polarisation state from radial through spiral to azimuthal

using nonlinear propagation.



Chapter 5

Spatially Rotating Solutions and

Structured Light in a Vectorial

Kerr Cavity

5.1 Introduction

In the previous section we detailed the behaviour of the polarisation structure during

the propagation of fully structured light both in the linear and nonlinear cases. In this

chapter we introduce a cavity around the nonlinear medium, just as in Chapter 3, and

investigate the effect the cavity has on the behaviour of the light and its interaction with

the medium. In particular, we focus on the pattern formation region where a Turing

pattern presents itself on the OAM ring. We show that the generation of solitons and

one dimensional patterns on the ring results in a rotating structure of peaks due to the

phase gradient of the exp(i`φ) dependence of OAM pumps. In the scalar case we derive

an analytical expression for the rotation speed of the Turing structure and show good

numerical agreement in the two dimensional case. In the full vector case, by choice

of bias (relative intensity between modes in a FSL beam), OAM and beam waist we

show the position and angular rotation rate of the peaks from the Turing instability can

100
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be controlled. Such techniques are important in optical microscopy [90] and particle

manipulation [91, 92]

We begin in section Section 5.3, considering the Lugiato-Lefever model in one dimension

where analytical considerations are achievable. This corresponds to unwrapping the

OAM ring into one dimension and adding periodic boundary conditions. We consider

the growth of a perturbation to the stationary state of the Lugiato-Lefever in one

dimension and observe the formation of Turing patterns above the intensity threshold.

We derive an analytical description for the rate of rotation for Turing patterns on a

scalar pump with OAM and show good agreement with numerical solutions.

In Section 5.4 we consider the full two dimensional Lugiato-Lefever case in which we

analyse the rotation of Turing instabilities for optical vortex pump shapes both for

a Laguerre-Gauss pump and a scalar tophat pump with an added phase of the form

exp(i`φ). In the Laguerre-Gauss case we compare the behaviour of the Turing pat-

tern with the analytical one dimensional case and show good agreement between the

rotation rates. In the tophat case we observe the formation of multiple rings of Tur-

ing instabilities. These individual rings are independent and rotate at different rates

according to the analytical relationship we derived. Due to diffraction rings even when

the pump is below the Turing instability threshold, the peak of the ring can actually

form the Turing pattern. In addition, by controlling the steepness and width of the

tophat pump we can control whether the diffraction ring causes pattern formation in

the centre, at the edge or in the middle of the tophat pump.

Finally, in Section 5.5 we consider the full vector case in which the pump is of the

form of the fully structured light as described in the previous chapter. For a balanced

vector beam (same intensity in each mode) with equal and opposite magnitudes of

OAM we show that the rotational effects of each of the modes cancel and we observe a

stationary Turing pattern on the FSL beam. By controlling the relative bias between

the intensities of the two modes we show that we can control the rate of rotation to

obtain any rotation rate between the scalar cases and the balanced vector stationary

state. Finally, we detail how decoupled rings can be generated in which each of the
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Turing patterns can rotate independently at any rate in either direction by control of

the OAM and beam size.

5.2 Nonlinear Model

We consider a similar cavity set up to Chapter 3 but now with a third order (χ(3))

medium and do not consider any wave mixing phenomena during propagation in the

medium. A schematic diagram of a vectorial Kerr ring cavity is shown in Figure(5.1),

where we consider the pump to be of the form of a Laguerre-Gauss beam as in Eq(2.35)

or a fully structured light mode as in Eq(2.38).

Figure 5.1: Schematic diagram of a vectorial Kerr ring cavity of length L with one
partially reflecting mirror. The ring at the input represents a Laguerre-Gauss or fully

structured light pump.

We have already derived the form of the nonlinear polarisation response of the medium

in Eq(4.31) from Section 4.2 in Chapter 4 which is given by

PNLL,R = 3ε0
[
|EL,R|2 + 2|ER,L|2

]
EL,R. (5.1)

In this case we don’t, at the moment, consider saturation of the nonlinearity. Substi-

tuting this into the paraxial wave equation in Eq(5.2) we obtain a description of the

propagation of a FSL beam through the nonlinear χ(3) medium as the coupled equations
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∂EL,R
∂z

+
n0

c

∂EL,R
∂t

=
i

2k
∇2
⊥EL,R +

3iω
2c
[
|EL,R|2 + 2|ER,L|2

]
EL,R. (5.2)

By using the same cavity considerations as in Chapter 3 and making a similar mean

field derivation as in [9] we obtain [93]

∂tEL,R = −(1 + iθL,R)EL,R + i∇2EL,R + PL,R +
2i
3
(
|EL,R|2 + 2|ER,L|2

)
EL,R (5.3)

where EL,R are the left and right circularly polarised intra-cavity modes, PL,R is the

amplitude of the left and right hand circularly polarised pump modes that make up

the FSL beam, θL,R is the detuning between each of the relevant pump modes and the

nearest cavity resonant frequency and again ∇2 is the transverse Laplacian operator.

5.3 Scalar 1D case

In analysing the scalar (one mode) one dimensional case we begin from the well-known

Lugiato-Lefever equation (LLE) in two transverse dimensions [94]:

∂tE = P − (1 + iθ)E + iβ|E|2E + i∇2E (5.4)

where E is the intracavity field, P is the amplitude of the input pump, θ is the detuning

between the input pump and the closest cavity resonance, β is proportional to the Kerr

coefficient of the nonlinear material, and the term with the transverse Laplacian ∇2

describes diffraction and can be written in either Cartesian or polar coordinates. In

the following we will consider β = 2/3 because of its connection to the two orthogonal

polarisation case as detailed in the previous chapter, but all considerations apply to

generic values of β since its change corresponds to a renormalisation of E and P re-

spectively. The time scale has been normalised by τp, the mean lifetime of photons in
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the cavity given by 2L/cT for a unidirectional ring cavity and by 4L/cT for a Fabry-

Perot cavity, with L being the cavity length, T the (intensity) transmission coefficient

of the cavity mirrors and c the speed of light in vacuum. The transverse spatial scale

(x or y) has been normalised by

a =
( cτp

2K

)1/2
=
(
cλτp
4π

)1/2

=
(

L

KT

)1/2

(5.5)

where K and λ are the wave vector and wavelength of the input light, respectively. By

comparison with the full FSL model within the cavity in Eq(5.3) we can see that when

one of the left or right circularly polarised modes amplitudes is zero it simplifies to the

Lugiato-Lefever model, for the case the β = 2/3.

In order to derive some analytical results, we consider ring of fixed radius R nor-

malised via Eq(5.5). By considering the transverse Laplacian in polar coordinates

(R,φ), Eq(5.4) can be written as an LLE in one angular transverse dimension:

∂tE = P − (1 + iθ)E + iβ|E|2E +
i

R2

∂2E

∂φ2
. (5.6)

The focus of this work is the effect of pumping the ring with light carrying orbital

angular momentum (OAM) and superpositions of such modes. We therefore, in the

scalar one dimensional case, consider pumps of the form:

P = P`e
i`φ (5.7)

where P` is a complex amplitude independent of the azimuthal co-ordinate φ, and ` is

an integer corresponding to the topological charge of the optical vortex. Writing the

LLE in one angular transverse dimension corresponds to unwrapping the 2D transverse

OAM ring into one dimension and adding periodic boundaries. In this case we study

solutions of the form:

E(φ, t) = F (φ, t)ei`φ (5.8)
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that satisfy the equation:

∂F

∂t
= P` −

[
1 + i

(
θ +

`2

R2

)]
F + iβ|F |2F

− 2`
R2

∂F

∂φ
+

i

R2

∂2F

∂φ2
. (5.9)

One effect of the OAM-dependent solution Eq(5.8) is that the detuning is modified by

an amount `2/R2. We note that this phase shift is independent of the sign of OAM

(i.e. left- or right-hand phase circulation) and the overall effect is to increase the cavity

off-tuning for positive θ and to (partially) compensate the detuning in the case of

negative θ. Moreover, this OAM-dependent detuning increases when the radius of the

ring decreases.

5.3.1 Homogeneous Stationary States

For any value of `, the homogeneous stationary solutions Fs are obtained from:

P` = Fs

[
1 + i

(
θ +

`2

R2
− βIs

)]
(5.10)

where Is is the intensity of the stationary solution Is = |Fs|2 = |Es|2 given by the

implicit form

|P`|2 = Is

[
1 +

(
θ +

`2

R2
− βIs

)2
]
. (5.11)

We highlight the radial dependent detuning term that comes from the OAM associated

with the helical phase of the stationary solution Eq(5.8). Once the stationary intensity

Is is selected, the amplitude of the input field is obtained from Eq(5.11) while the phase

of either the stationary field or the pump is obtained through Eq(5.10). Note that for

` 6= 0, homogeneous stationary states of Eq(5.9) correspond to stationary states for the

field E that are not homogeneous in the phase φ.
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5.3.2 Turing instabilities on the ring for ` = 0

For ` = 0, F = E and Eq(5.9) is equivalent to Eq(5.6). Both Eq(5.4) and Eq(5.6)

are well known to display a Turing instability of the homogeneous stationary state.

For clarity reasons, in the perturbation of the stationary state of Eq(5.6) we use kφ

for angular wave vectors associated with φ of the form exp(ikφφ) and k = kφ/R for

the spatial wave vector associated with Rφ of the form exp(ikRφ ). Above the Turing

instability, both Eq(5.4) and Eq(5.6) with ` = 0 experience the linear growth of a

perturbation with wave vector k given by [94, 95] :

λ(k) = −1±
√

4∆βIs − 3β2I2
s −∆2 . (5.12)

where ∆ = θ + k2. It is clear from Eq(5.12) that if the square root is imaginary, there

are no instabilities since both eigenvalues have negative real part. For a real eigenvalue

to be positive, the quantity in the square root has to be larger than one. The instability

boundary where the square root in Eq(5.12) is exactly equal to one, provides a relation

between the detuning ∆ (which contains the wave vector k) and the stationary intensity

Is:

∆ = 2βIs ±
√
β2I2

s − 1 . (5.13)

This shows that there is an instability threshold in the stationary intensity given by

Ics = 1/β. For a given Is > Ics = 1/β the most unstable wave vector is obtained by

finding the maximum of the square root in Eq(5.12) when changing ∆:

kc =
kφ,c
R

=
√

2βIs − θ . (5.14)

Above threshold, N peaks appear along the ring separated by a distance given by, or

close to, the wavelength of the Turing structure Λc = 2π/kc. Note that kcR = kφ,c = N

and exactly N peaks fit inside a ring of radius R to satisfy the periodic boundary

conditions.
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5.3.3 Rotating solutions for m 6= 0

In order to investigate the effect of the OAM we now focus on the case where ` 6= 0. We

start by rearranging Eq(5.9) such that the first order derivatives are on the left hand

side:

∂F

∂t
+

2`
R2

∂F

∂φ
= P` −

[
1 + i

(
θ +

`2

R2

)]
F + iβ|F |2F +

i

R2

∂2F

∂φ2
. (5.15)

It is important to note that this is the generalisation of the analysis of a tilted wave

front [96] to polar coordinates on a ring.

We consider solutions to Eq(5.15) of the form F (q) that move around the ring at a

constant angular velocity ω and that depend on the variables φ and t through

q = φ− ω t . (5.16)

In this case we can write the left hand side of Eq(5.15) as

∂F

∂t
+

2`
R2

∂F

∂φ
=
∂F (q)
∂q

(
−ω +

2`
R2

)
. (5.17)

Clearly this equals zero when

ω =
2`
R2

, (5.18)

and thus there exist rotating solutions F (q) with angular velocity ω = 2`/R2 that can

be determined via

P` =
[
1 + i

(
θ +

`2

R2

)]
F − iβ|F |2F − i

R2

∂2F

∂φ2
. (5.19)

Apart from a renormalisation of the detuning, Eq(5.19) is equivalent to the stationary

solutions of Eq(5.9) and Eq(5.6) for ` = 0. This means that all the results of the ` = 0

case can be applied to the ` 6= 0 case starting from the trivial homogeneous stationary

state that we have already seen in Eq(5.10) and Eq(5.11). Since the Turing patterns

for ` = 0 are stationary states of Eq(5.9) and Eq(5.6), there exist Turing patterns that
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are rotating solutions of Eq(5.15) for ` 6= 0 satisfying Eq(5.12) and Eq(5.13) upon the

redefinition of

∆ = θ +
`2

R2
+ k2 (5.20)

while the critical wave vector is now:

kc =
kφ,c
R

=

√
2βIs − θ −

`2

R2
. (5.21)

Note that for detuning θ different from 2βIs and for `2/R2 small, e.g. for small magni-

tudes of OAM and large radii, the critical wave vectors from Eq(5.14) and Eq(5.21) are

approximately the same. We can then conclude that spatially periodic Turing patterns

for ` 6= 0 rotate along the ring with the angular velocity ω calculated in Eq(5.18). His-

torically, expressions for the angular velocity similar to Eq(5.18) have been numerically

verified for self-trapped necklace-ring beams in a self-focusing nonlinear Schrödinger

equation [97] and applied to rotating domain walls in optical parametric oscillators

[98]. Ics = 1/β remains unchanged by the inclusion of OAM and the instability thresh-

old to observe Turing patterns remains the same.

5.3.4 Rotating Turing patterns

In view of these results, we can now better investigate the interplay between input fields

with OAM due to helical phases and the resultant Turing structures on the ring. Above

threshold, Turing patterns are spatially modulated structures with a peak (trough) to

peak (trough) distance close to Λc = 2π/kc where kc is the critical wave vector. We

consider spatially modulated solutions of the ring LLE Eq(5.6) of the form

E(φ, t) = F (φ, t)ei`φ = A[Q(φ, t)] exp {iΦ[Q(φ, t)] + iψ}ei`φ (5.22)

where ψ is a constant phase and A and Φ are amplitude and phase functions that are

periodic in the variable q = φ−ωt and spatially normalised for Turing patterns of wave

vectors kc, given by:

Q(φ, t) = kcRq = kcR (φ− ωt) (5.23)
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where ω is the angular frequency. By replacing Eq(5.22) in the ring LLE Eq(5.9) gives:

− kcRω

(
∂A

∂Q
+ iA

∂Φ
∂Q

)
exp (iΦ + iψ) =

P` +
{
−
[
1 + i

(
θ +

`2

R2

)]
A+ iβA3 (5.24)

+ k2
c

[
i
∂2A

∂Q2
−A∂

2Φ
∂Q2

− 2
∂A

∂Q

∂Φ
∂Q
− iA

(
∂Φ
∂Q

)2
]

− 2`kcR
R2

(
∂A

∂Q
+ iA

∂Φ
∂Q

)}
exp (iΦ + iψ) .

This demonstrates that above threshold, Turing patterns with an amplitude and a

phase that are spatially modulated at the critical wave vector kc are solutions of Eq(5.9)

provided that they rotate at an angular velocity ω = 2`/R2.

As expected from the previous section, solution Eq(5.22) is a stationary state of Eq(5.15)

and rotates at the angular frequency ω. This is further demonstrated by the balance

of the first and last terms in Eq(5.24). Eq(5.24) results in the following constraint for

rotating Turing patterns

P` exp (−iψ) =
{[

1 + i

(
θ +

`2

R2

)]
A− iβA3 (5.25)

−k2
c

[
i
∂2A

∂Q2
−A∂

2Φ
∂Q2

− 2
∂A

∂Q

∂Φ
∂Q
− iA

(
∂Φ
∂Q

)2
]}

exp (iΦ)

To summarise, our analysis suggests the existence of Turing pattern solutions that rotate

at an angular velocity of ω = 2`/R2 and are formed by N = kcR peaks with separation

Λc = 2π/kc along a ring of radius R, where kc =
√

2βIs − θ − `2/R2. Moreover, these

solutions must satisfy Eq(5.25).

We verify this numerically by integrating Eq(5.6). Note that we consider β = 2/3

throughout because of its connection to the two orthogonal polarisation case [99] but

all considerations apply to generic values of β since its change simply corresponds to

a renormalisation of E and P . Figure(5.2) shows the resulting amplitude (red) of the

field E along the ring for Is = 2, θ = 5/3, ` = 1 and R = 6. In this case kc ≈ 1 and we

see a pattern consisting of 6 peaks, as we would expect given that kcR ≈ 6. We also
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show (in blue) that the right hand side of Eq(5.25) evaluated numerically via Eq(5.6)

is indeed equal to the value of P`, as determined by Eq(5.11).

Figure 5.2: Amplitude of the rotating Turing pattern (red line) and numerical eval-
uation of the rhs of Eq. (5.25) (blue line). Parameters are Is = 2, β = 2/3, θ = 5/3

and N = 6.

To verify that the angular velocity is given by Eq(5.18), in Figure(5.3) we plot the time

evolution of the amplitude of the field E along the ring for the same parameters of

Figure(5.2). We can write t = φ/ω = (Rφ)/(Rω) = (Rφ)(R/2`) if ω = 2`/R2. The red

lines correspond to the movement of the position of the peaks in Figure.5.2 over time.

For a stationary solution the result would be vertical red lines since the position of the

peaks would remain constant with time. However since we are pumping with a pump

with an exp(i`φ) dependence we instead observe that the peaks evolve in time. The

gradient of the red lines in Figure(5.3) therefore give the angular velocity of the peaks

which we can compare with our analytical result in Eq(5.18). From Figure(5.2) we can

see that there are six peaks (N = 6) therefore for an OAM of ` = 1 we calculate the

expected slope of the red lines in Figure(5.3) to be 3 as expected.

Finally we have confirmed the variation of the pattern wave vector due to the factor

`2/R2 in Eq(5.21) by performing simulations for large ` and small R, in this case

` = R = 4. Using Is = 1.6, β = 2/3 and θ = 2βIs − 1− `2/R2, to guarantee kc = 1, we

find that the correct pattern of four peaks is formed when starting from small noise,
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Figure 5.3: Time evolution of a rotating Turing pattern on a ring with OAM of ` = 1
from Eq(5.6). Parameters are Is = 2, β = 2/3 and θ = 5/3. Red lines correspond to

peaks shown in Figure(5.2)

as shown in Figure(5.4). However, when the corrective term `2/R2 is not included an

incorrect number of peaks is obtained.

Figure 5.4: Time evolution of a rotating Turing pattern on a ring with OAM of ` = 4
and R = 4 from Eq. (5.6). Parameters are: Is = 1.6, β = 2/3 and θ = 2βIs−1−`2/R2

to guarantee kc = 1.
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5.4 Scalar 2D case

5.4.1 Input pumps of LG mode shape

We now consider two dimensional solutions to the Lugiato-Lefever equation in Eq.(LL2D),

using a Laguerre-Gauss pump. A Laguerre-Gauss beam as the pumping mode most

closely relates to the previous one dimensional analysis as it corresponds to wrapping

the periodic boundary conditions into a ring mode. Here we compare the behaviour

using the one dimensional analysis with the numerical results using an LG pump. Fig-

ure(5.5) shows the transverse intensity profile for an LG pump of ` = 1 above the Turing

instability threshold for a small and large beam waist. We observe the formation of

a set of peaks equally separated by a distance which again is close the wavelength of

the Turing structure, hence the number of peaks can easily be controlled. In the one

dimensional case the number of peaks was controlled by the radius, R. Similarly in the

LG pump case the number of peaks can be controlled by changing the beam waist of

the mode to control the radius and circumference of maximum intensity of the ring, as

shown in Figure(5.5). As LG modes by nature contain a phase gradient the cause and

nature of the rotation of the structure is trivial as cavity solitons have been shown to

move in the presence of phase gradients.

In order to measure the rotation rate of the structure the position of a particular peak

is tracked over many images and the gradient of position against time is calculated as

in Figure(5.3) and Figure(5.4). In Figure(5.6) we show how the angular velocity of the

Turing structure changes as the beam waist of the OAM beam is altered. We show the

result for four different beam waists by the coloured dots for ` = 1 (blue), 2 (cyan) and

3 (purple). The dependence of the angular velocity as a function of the radius R is also

plotted for the analytical results in Eq(5.18) in the dashed coloured lines (red, yellow

and green for ` =1,2 and 3 respectively) and we can see excellent agreement between

the numerical results for a two dimensional LG mode and the analytical result of the

previous section.
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Figure 5.5: Final intensity of the field E from Eq. (5.4) using a Laguerre-Gauss
pump with ` = 1. Parameters are: Is = 1.45, β = 2/3 and θ = 1, ` = 1 for a small
beam waist containing 9 peaks (left panel) and a large beam waist of 15 peaks (right

panel).

5.4.2 tophat input pumps

We now consider the 2D case where the input pump has a tophat shape amplitude

multiplied by an azimuthal phase:

P =
P`
2

[1− tanh (S(r − rt))] ei`φ , (5.26)

where P` is a complex amplitude independent of φ, S and rt control the steepness of

the sides and the radius of the tophat, respectively, and ` is an integer corresponding

to the topological charge of the optical vortex, as before.

When ` = 0, diffraction due to the finite size of the pump induces concentric rings whose

amplitudes decrease from the outer ring inwards. The amplitude of the outermost ring

increases with the steepness of the sides of the pump, and this may allow its intensity

to go above the Turing instability, Ics = 1/β and the pattern to form. In this case,

the distance between concentric rings is close to the critical wavelength Λc along the

radial direction, see the solid red line in the left panel of Figure(5.7). Once the pattern

has formed on the outer ring, we observe a sequence of azimuthal instabilities on the
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Figure 5.6: Angular velocity of the rotating ring patterns for a scalar Laguerre-Gauss
beam versus 2`/R2 for ` = 1, 2 and 3. The coloured dots represent the numerical
measurement of the angular velocity and the dashed lines are the analytical prediction

from Eq(5.18).

smaller and smaller rings. A number of peaks form on each ring, separated by the

critical wavelength corresponding to the radial length of the particular diffraction ring.

The final patterns for ` = 0 are stationary (note that there is some initial transition

and movement around until they fit, for example, a hexagonal structure in a circular

pump). Patterns on the outermost diffraction ring are similar to the well-known daisy

or sunflower patterns as observed in VCSELs with an electronic pump with a steep

oxide confinement [100].

When the pump carries OAM, i.e. ` 6= 0, the phase at the centre of the pump is

undefined and hence the field at the origin has to be zero, as is typical for Laguerre-

Gauss modes [24]. This is a fundamental difference with respect to the one dimensional

case. The physical effect of this on-axis vortex is the induction of diffractive rings close

to the centre of the beam, see the dashed blue line in the left panel of Figure(5.7).

In this case the intensity of the inner ring may exceed Ics and undergo an azimuthal

Turing instability. The distance between the rings along the radial direction is again

close to the critical wavelength Λc, and once the pattern has formed on the inner ring we
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Figure 5.7: Left: Cross-section of intensity of pump (black) and fields for ` = 0
(red) and ` = 1 (dashed blue) where both displaying the radial modulation at the
critical wave vector kc. Right: The same but when tophat is not steep enough for
Turing instability in the case ` = 0. Green line is pump intensity threshold for Turing
instability. Parameters are: Is = 1.45, β = 2/3 and θ = 1. Note that although the
models and numerical solutions are calculated based on R and φ we have labelled the
position as the x co-ordinate to represent we are taking a cross-section through the

transverse plane.

observe a sequence of azimuthal instabilities on the larger and larger rings. As before,

the number of peaks is separated by the critical wavelength corresponding to the radial

length of the particular diffraction ring, although modified by the factor `2/R2.

Close to the Turing instability, the radial wave vector for ` = 1 is almost the same as

that for ` = 0 (see Figure(5.7) right panel). However, the size of the central vortex

increases with increasing OAM, `, and alters the radial wave vector in the vicinity of

the vortex. Figure(5.7) right panel is there to show that the wavelength of the ripples

is not Λc when the field is not far enough above the Turing instability. This can be

observed by comparing the difference in the distance between ripples between the red

and dashed blue lines of the right hand panel.

Figure(5.8) shows the time evolution of the 2D amplitude of the field E from Eq.

(5.4) after the first azimuthal instability of the inner diffraction ring. By adjusting

the steepness of the sides of the tophat and/or the OAM of the vortex we can control



Chapter 5. Spatially Rotating Solutions and Structured Light in a Vectorial Kerr
Cavity 116

Figure 5.8: 2D amplitude of the field E from Eq(5.4) showing initial diffraction rings
(left column) and at the first azimuthal instability (right column). Parameters are:
Is = 1.45, β = 2/3 and θ = 1, ` = 0 (top panel) and ` = 1 (middle & bottom panels).
Left hand panels show the initial diffraction rings, right hand panels show the start of
the Turing instability. In the top panels the steepness of the tophat has been chosen
such that the vortex slope is shallower than the tophat slope and the pattern starts
on the outermost ring first. The middle panels show when the vortex slope is steeper
and the pattern presents first on the inner ring. In the bottom the steepness of the
tophat has been chosen to match that of the vortex such that the pattern starts on

both inner and outer rings simultaneously.
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whether the Turing instability first occurs on the inner or the outer ring, or even on

both simultaneously. Ring by ring azimuthal instabilities can occur from the outside

to the inside, or vice versa depending on where the pattern is first formed, or may even

collide as shown in Figure(5.9). We can see that the instability occurs simultaneously on

the inner and outer rings which in turn excites the formation of the Turing instability

on neighbouring rings. After successive excitations the two propagating instabilities

collide.

Figure 5.9: Transverse in intensity of the tophat solutions for (a) initial diffraction
rings, (b) initial instability on both inner and outer rings, (c) excitation of neighbouring

rings and (d) collision of the two instabilities.

Whatever the mechanism of ring excitation (innermost or outermost), for ` 6= 0 Turing

patterns appear on the first excited ring and start to rotate before the next ring is

excited. This leads to concentric Turing pattern rings where the peaks are seen to

rotate at exactly the angular frequency given by Eq(5.18) with R equal to the radius

of the specific diffraction ring, see Figure(5.10). Each ring appears to be completely

decoupled from the rest of the structure, meaning that they behave as independent

1D structures although embedded in a 2D field and rotate at the frequency given by

Eq(5.18) with R equal to the radius of the specific diffraction ring. If the steepness

of the sides of the tophat pump is increased, diffraction effects of the finite pump size

can be enhanced on the outer rings of the field E. This phenomenon leads to well-

known daisy or sunflower patterns as observed in VCSELs with an electronic pump

with a steep oxide confinement [100]. We observe daisy-like pattern formation on the

outermost diffraction ring in our simulations with OAM different from zero. Again,

ring by ring azimuthal instabilities take place but in this case from the the outside

to the inside. The two mechanisms of ring by ring instabilities, outward and inward,
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can even collide as shown in Figure(5.9). The nature of the decoupled rings on the

tophat is shown in Figure(5.10) which shows the final amplitude of a tophat field where

the Turing structure has presented on all diffraction rings. The coloured circles show

each of the diffraction rings over which we measure the angular velocity. This angular

velocity of each of the separate rings is then plotted against their radius to show that

each of them rotate at Eq(5.18).

0 5 10 15 20 25 30

Radius

0

0.01

0.02

0.03

0.04

0.05

A
n
g
u
la

r 
V

e
lo

ci
ty

Figure 5.10: Left panel: Final amplitude of the field E from Eq. (5.4). Parameters
are: Is = 1.45, β = 2/3 and θ = 1, ` = 1 (corresponding to final result from middle
panel of Figure(5.8)). The coloured circles show each of the rings. Right panel:
Angular velocity of each of the Turing rings calculated numerically and shown via the
coloured dots. Each dot represents the rotation rate of the corresponding coloured
ring in the left panel. The dashed line represents the analytical 2`/R2 dependence

from Eq(5.18).

5.5 Full Vector Case

Finally, we now consider the full vector case where the input pump to the cavity is

a fully structured light mode composed of two Laguerre-Gauss modes of orthogonal

polarisations. Recall that the a FSL beam is given by Eq(2.38) as

E = ER + EL

= sin(γ)LG`R
pR

eR + eiβ cos(γ)LG`L
pL

eL. (5.27)
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In the previous sections the position at which the Turing structure formed was trivial

and on the radius of peak intensity of the pump mode. However now we are considering

fully structured light composed of two beams, hence when the modes in the superposi-

tion have different OAM there are two rings of maximum intensity which the pattern

can form. The position at which the Turing structure forms is non trivial and depends

upon the beam waist, biases and OAM of the given modes within the superposition.

However, using a FSL beam as the pump gives more control over the angular velocity

of the structure. Since both of the modes in the superposition contributes to both the

intensity structure and the rotation rate of the pattern the behaviour of the output of

the cavity is no longer analytical or trivial. In this section we will consider a variety of

cases for different beam waists, bias and OAM of the FSL input pump and detail the

behaviour of the Turing structure as a result of controlling these parameters.

5.5.1 Below pattern threshold

Firstly we consider cavity intensities below pattern threshold to see the effect of the

cavity upon the behaviour of the polarisation of the modes. This is slightly more

complex than in the scalar case since the addition in intensity of each of the modes

must be taken into consideration for the pattern threshold. The top row of Figure(5.11)

gives the transverse intensity and polarisation distribution for the same FSL beams as

detailed in Figure(4.3). We can see that below the Turing instability threshold that

the polarisation distribution and intensity is the same as in Figure(4.3) highlighting

that there is no change in the intensity or polarisation distribution. The bottom row

shows the transverse intensity and polarisation distribution above the Turing instability

where we can see the formation of peaks evenly separated again by the wavelength of

the Turing structure Λc. The polarisation distribution interestingly is unaffected by

the formation of the peaks.
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Figure 5.11: Transverse intensity structure and polarisation distribution at the out-
put of the cavity for a fully structure light beam below Turing threshold (top row) and
once the pattern has developed (bottom row). The left hand column is for a lemon
beam composed of `R = 1 and `L = 0 and the right hand column is for a star beam

composed of `R = 1 and `L = 0. For both beams β = π/4 and γ = 0

5.5.2 Cylindrical Vector Beams - |`R| = |`L| and γ = π
4

Above pattern threshold we observe the same regular ring structure form on the OAM

modes where the intensity overlap is greatest. Intuitively for the trivial case for a vector

beam composed of equal but opposite OAM in the right and left circularly polarised

modes and of equal amplitudes there would be no net rotation of the structure. Indeed

we find numerically that there is no rotation and the transverse structure at the output

of the cavity is stationary. Since there is perfect intensity overlap between each mode

as the OAM and amplitudes are equal the radius at which the structure forms is trivial

and occurs at the radius of peak intensity given by r = ω0

√
|`|/2. Additionally, from

the perfect overlap, the rotational contribution from each of the modes in the FSL will

cancel, resulting in a stationary Turing structure with no rotation.
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5.5.3 Biased OAM modes - `R = `L and γ 6= π
4

We now analyse the behaviour when the relative intensity between the two modes in the

FSL superposition is not equal. The bias between the two modes is controlled through

the γ term in Eq(5.27). From Eq(5.18) we have analytically calculated the angular

velocity for γ = 0 and γ = π/2 since these cases correspond to the scalar case in which

there is only one mode at the input to the cavity. We also know that for γ = π/4

(a balanced vector beam) the Turing pattern is stationary and the angular velocity is

zero. It is not clear, however, how the rotation rate is affected by the change of bias

between these points as the relative intensities of the modes is altered.
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Figure 5.12: Angular velocity of the rotating ring pattern versus the intensity bias
between the modes of a fully structured light composed of ` = ±1 (blue), ` = ±2
(green) and ` = ±3 (red). Again the coloured dots are the numerically calculated
angular velocities of the Turing structure. The beam waist is the same for all 3
compositions of FSL (the radius for the structure is given by r = w0

√
|`|/2. The

angular velocity has been normalised by that of ` = ±1 for γ = 0.

Figure(5.12) details the behaviour of the angular velocity against the bias between the

modes of the FSL superposition for an OAM of 1 (blue), 2 (green) and 3 (red). The

circular points show the data points for which the angular velocity of the Turing pattern

has been measured numerically. For clarity the rotation rate has also been normalised

by the rotation rate of the ` = 1 (γ = 0) scalar beam. As can be seen, the behaviour for

each of the different OAMs is the same and the angular velocity of the Turing structure

for the FSL beam depends purely on the difference between the intensities of the modes.
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This is due to the fact that the increase in OAM is exactly compensated for by the

increase in the radius at which the Turing structure forms. Recall that the radius of

peak intensity for a Laguerre-Gauss beam is given by rpeak = w0

√
|`|/2, which can be

substituted into Eq(5.18);

ω =
2`
R2

, (5.28)

=
2`

(w0

√
|`|/2)2

, (5.29)

= ± 4
w2

0

, (5.30)

i.e. independent of the OAM of the FSL beam.

If we instead decrease the beam waist of the higher order modes such that the peak of

the LG mode and hence Turing pattern is at the same radius independent of the OAM,

then we recover the intuitive behaviour that increasing the the OAM increases the

angular velocity of the rotation of the pattern. Figure(5.13) shows the behaviour of the

rotation rate against the bias between the modes of the FSL superposition where the

beam waist is chosen such that the Turing pattern is at the same radius. We note that

in this case, by doubling the OAM the angular velocity for the scalar case (γ = 0, π/2)

is doubled. Between the case of the scalar mode and the balanced vector beam the

change in angular velocity is non trivial and the curve for the `L,R = ±2 is not simply

two times the curve of the `L,R = ±1. The ability to control the OAM, beam waist and

bias allows full and very precise control over the angular velocity of the Turing pattern.

5.5.4 Decoupled OAM rings

In the case of a scalar tophat input we showed that individual rings of structured peaks

become decoupled and rotate at an independent angular velocity given by Eq.5.18.

In the case of fully structured light inputs, decoupled rings of independently rotating

structures can be generated. This occurs when the peaks on each of the right and left

handed circularly polarised modes are at a sufficiently different radius that there is no
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Figure 5.13: Angular velocity of the rotating ring pattern versus the intensity bias
between the modes of a fully structured light composed of ` = ±1 (blue) and ` = ±2
(green) where this time the beam waist has been chosen so that the Turing pattern
for each of the OAM values occurs at the same radius. The angular velocity has been

normalised by that of ` = ±1 for γ = 0.

interaction between each beam. When this criteria is met the cross phase modulation

between the modes is negligible and the rings rotate independently, each with velocity

according to Eq(5.18). Furthermore because each of the modes have orthogonal polar-

isation they can be tailored to rotate at various speeds and also in opposite directions.

Such a configuration has useful applications in particle control and manipulation.

Such a state can be achieved via two methods. Firstly the value of OAM in each of the

orthogonal modes can be chosen such that the magnitude of one is very much greater

than the other, i.e. `R � `L or `R � `L. Since the peak intensity of an OAM beam is

given by r = ω0

√
|`|/2 the larger OAM mode will have a peak at a much larger radius.

The left hand panel of Figure(5.14) shows the transverse intensity of a fully structured

light mode composed of `R = 5 and `L = −1 and shows the direction of rotation for

each ring. As demonstrated previously, the larger rotation rate due to increasing the

OAM is counterbalanced by the larger radius and so the structure on each ring has the

same angular velocity, although in opposite directions, hence both are labelled with

ω1. Because of the constraints of Eq.5.18 using this method to generate independently

rotating rings will result in a fixed angular velocity for a given beam waist independent

of the choice of OAM.
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Figure 5.14: Left panel: Transverse intensity of an FSL mode composed of `R = 5
and `L = −1 where the direction of the arrows shows the direction of rotation of
the structure for each of the different Turing rings. Both rings rotate with the same
angular velocity ω1. Right panel: Transverse intensity of an FSL mode composed of
`R = 2 and `L = −1 where the inner ring rotates with the same angular velocity ω1

but the outer ring now rotates at a smaller angular velocity of ω2.

However by controlling both the OAM of the modes and the beam waist simultaneously,

we can tailor the radius of maximum intensity for any choice of OAM such that we can

fix the radius at which the Turing structure will form. This means that once the radius

at which the peaks will occur is chosen, any OAM can be chosen to change the angular

velocity of the pattern. Such a case is shown in the right panel of Figure(5.14) for a

fully structured light mode of ` = 2 and ` = −1. The inner ring has the same beam

waist, radius of peak intensity and the same OAM as the inner ring of the left panel

and hence will still rotate clockwise with an angular velocity of ω1. The outer ring,

on the other hand, now has the same radius at which the Turing pattern occurs as

the corresponding ring on the left panel but since the value of OAM is now lower, will

rotate at a slower angular velocity as denoted by ω2. By changing the beam waist of

each of the modes and selecting a particular value of OAM we can generate rings of

Turing instability with any chosen number of peaks, separated by any chosen distance

and rotating at any chosen angular velocity.
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5.6 Conclusion

Optical vortices and beams carrying OAM have been used widely in particle control and

manipulation. Such states of light have an intensity gradient that can trap and move

particles on the nanoscale. Such techniques have allowed the development of optical

traps and optical tweezers. Hence it is important to be able to control and tailor the

state of the optical field that allows complete control over the manipulation of atoms

and molecules. Here we have demonstrated the behaviour of a fully structured light

beam at the output to a vectorial Kerr cavity. Above the Turing instability threshold,

a pattern forms on the ring which consists of evenly spaced intensity peaks separated

by an equal distance given by the Turing wavelength Λc.

In the scalar case, where there is a single mode at the input, when the beam carries

OAM the peaks rotate along the phase gradient. By considering the well known Lugiato-

Lefever in one dimension we have shown analytically that the angular velocity of the

Turing pattern is dependent purely on the OAM of the beam and the radius from the

centre of the beam as given by Eq(5.18). Numerical results show good agreement in

both the one dimensional case as well as with two dimensional solutions using Laguerre-

Gauss and tophat beams as the pump. With the use of a tophat pump we can generate

multiple Turing rings that rotate independently of each other at an angular velocity

dependent on their radius from the centre of the beam. By controlling the steepness

of the pump we can control where the Turing structure begins to form: outer edge of

ring, centre of ring or both simultaneously.

In the full vector case, we observed that for a cylindrical vector beam where the relative

intensity of the two modes is equal the rotational contribution from each beam cancels

and the pattern is stationary. When the relative intensity between the two beams is

changed we note that the behaviour of the angular velocity is non trivial due to the

complex nature of the cross phase modulation as the bias is altered. However, we

have shown that we can generate any angular velocity of the Turing structure between

±2`/r2 by changing the relative intensity. Finally we showed by changing the beam
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width and OAM we can recover the case of the tophat pump in which we can generate

multiple independently rotating structures in which we have complete control over the

number of peaks and their angular velocity around the OAM ring. Unlike the tophat

pump, in this case we can even have structures rotating in opposite directions.



Chapter 6

Conclusion

Lasers are vital in modern technology to the point where there is barely an optical

device that does not rely on the production of laser and laser pulses. Lasers are also

put to use in medical science in diagnostics and even in operations [101]. In more recent

times there has been a great deal of interest in controlling the structure and properties

of laser light for a variety of applications such as material processing [88], microscopy

[73] and optical trapping[78]. In this thesis we have attempted to show some of ways

in which the intensity, phase and polarisation of light can be tailored in the transverse

plane.

We have considered some of the interesting phenomena that arise when high intensity

laser light interacts with a nonlinear medium. We have analysed the interaction with

both second order χ(2) and third order χ(3) media, inside and outside of an optical

cavity. For a second order nonlinear medium in an optical cavity, an optical parametric

oscillator, we showed that by adding forcing into the system detuning can be introduced

such that there is the presence of self-forming hexagonal structures [9]. By lowering

the amplitude of the injected signal, the Turing structure becomes unstable first to a

phase instability and then an amplitude instability. The resultant state is a dynamical

solution of defect mediated turbulence [47] driven by defects of OAM ±1 in the presence

of helical waves. Interactions between defects result in the production of short lived

127
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intensity peaks characteristic of rogue waves [36]. We have numerically analysed the

state to determine that we do in fact observe rogue waves by considering a widely used

definition of an extreme event threshold [38]. It was noted that this mechanism for

the generation of defect mediated turbulence cannot be replicated by a superposition

of random waves known as speckle. Finally we showed that this phenomena holds in

the limit of finite boundary conditions and the parameter region where we predict the

observation of rogue waves was given. These results can be useful in predicting the

conditions that drive the onset of rogue waves by comparison to the hydrodynamic case

[40].

Knowing and controlling the spatial polarisation distribution of a beam is important

in applications such as optical tweezing and optical communications [81]. For a Kerr

medium we analysed how the polarisation distribution of a fully structured light beam

is affected by both linear and self-focussing nonlinear propagation. In the linear case

we showed that the observed rotation of the polarisation ellipse is entirely down to

the difference in Gouy phase between the two eigenmodes in the FSL beam. For a

nonlinear propagation we explored the effect of cross-phase modulation, which when

combined with the self-focussing and diffraction results in an evolving spatial overlap

of the eigenmodes. Selection of physical parameters such as the beam size, the amount

of Kerr nonlinearity, input power and the choice of OAM in the eigenmodes the rota-

tion of the polarisation distribution can be controlled. Being able to control both the

intensity and polarisation distribution can be of use in a variety of application where

the particular transverse distribution is of importance such as atomic state preparation

and atomic manipulation [77, 79, 80].

Finally we considered the effect an optical cavity would have on the interaction between

fully structured light and a Kerr medium. Above a Turing threshold we observe the

formation of regularly spaced intensity peaks on the intensity ring of the FSL beam.

Where there is a net orbital angular momentum the Turing structure is seen to rotate.

By considering the well known Lugiato-Lefever in one dimension we were able to analyt-

ically calculate the angular velocity of the Turing pattern for a scalar beam (one mode)
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and showed good agreement with the numerical results for both the one dimensional

and two dimensional solutions. In the FSL case where the relative amplitudes of the

eigenmodes are not equal we showed the the rotation rate of the structure is non-trivial,

however we can generate any desired rotation rate between a stationary structure and

that of the scalar case. Furthermore by controlling the OAM and beam waist we can

generate separate Turing rings that can rotate independently at any chosen angular

velocity in the same direction or counter-rotating. This level of control over optical

peaks can be of use in particle control and manipulation as well as in trapping.
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[84] S. Berg-Johansen, F. Töppel, B. Stiller, P. Banzer, M. Ornigotti, E. Giacobino,

G. Leuchs, A. Aiello, and C. Marquardt, Optica 2 (2015).

[85] Q. Zhan, Opt. Express 12, 3377 (2004).

[86] G. P. Agarwal, Nonlinear Fiber Optics, Optics and Photonics (Academic Press,

San Diego, 2006), 4th ed.

[87] J. J. Rasmussen and K. Rypdal, Phys. Scr. 33, 481 (1986).

[88] A. V. Nesterov and V. G. Niziev, J. Phys. D: Appl. Phys. 33, 1817 (2000).

[89] K. J. Mitchell, S. Turtaev, M. J. Padgett, T. Čižmár, and D. B. Phillips, Opt.
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