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ABSTRACT

Electrical power systems are currently moving towards distributed generation, using
many small generators instead of a few large ones. This can potentially produce great
improvements in efficiency, by allowing utilisation of waste heat (cogeneration).
However, it also poses new problems of control and co-ordination of large numbers
of generators, which may be connected deep within the distribution network. It is
well known that existing schemes for planning, dispatching and protection of central

generators are not directly applicable to the new technology, and dispatching

(scheduling) of small embedded generators is not currently feasible.

In this work, a novel dispatching management system which may meet this

requirement is proposed. Instead of using a single control centre, it distributes

dispatching functions throughout the network. Some functions are performed by

controllers and software agents built into the embedded generators themselves, and
others handled by dispatcher software associated with a group of generators and
loads. The dispatcher operates a small virtual market where energy can be traded
between agents representing: generators, loads, network functions (AVR etc), and
other dispatchers. This allows multiple dispatchers to be interconnected, so

potentially dealing with very large numbers of generators.

To test this concept, some prototype agents, a basic dispatcher, and means of
communication were created, in the form of programs on a desktop computer. The
“REDMan” suite of software achieved successful trading of energy in a simulated
environment. This motivated a more advanced trial where REDMan was developed
further and used for experimental dispatching of real generating equipment and

loads. Construction and assembly of the experimental apparatus, interfacing of

hardware to the computer environment, experiments and results are presented and
discussed here. The experimental system was dispatched in a satisfactory manner,

and much practical experience was gained in the issues relating to dispatching of EG.

Several possible avenues for further research were identified.
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Chapter 1: Preface

This Ph.D. started out with only a very general brief: To reduce the harmful effects
of fossil fuel combustion. At the outset, this was easily mistaken for a technological
problem, and it was tempting to believe that there was some kind of magic bullet to
be discovered which would make engines and boilers more efficient, or which would

make renewable energy sources so cheap, reliable, and tempting that it would not

even be worth bothering with oil.

The first task undertaken was a literature review, trawling books, journals, and the
Internet for background information. This gave cause for suspicion that the problem
was of a different nature. There were many examples of new technologies, great
improvements over the status quo in terms of combustion efficiency or harvesting of
renewable energies, like biodiesel, the Coates engine, cogeneration, affordable
electric drives for cars, and even the old-fashioned bicycle. The magic bullets were

all ready and waiting. Why was nobody pulling the trigger?

Of course, energy use is not a technological problem at all, but a complex socio-

political one. Reactionariness and fear of change are embedded into every society
and institution, denial is a part of everyday life, and people will probably never drive
electric cars because they don’t make a revving noise. Large amounts of money are
invested in maintenance of the status quo, short-term profit is pursued irrespective of

long-term consequences, and there 1s nothing that engineering can do about any of

this.

However, there did seem to be one or two small areas that might be susceptible to
technological advances. Distributed generation was a recent, fairly radical concept in
which large central electric power stations are replaced by large numbers of small

generators. If these are sited carefully where heat is also demanded, perhaps in each
domestic dwelling or public building, the waste heat inherent in electricity generation
need not go to waste. With further study, it became apparent that this concept was

missing one important component: a way of controlling all the small generators,
synchronising them together so that they worked in harmony, keeping all the

advantages of the old electrical grid. No record could be found in the public domain



of any work towards this objective, and so it seemed like a promising avenue for

research.

The first step was to study the automatic generation control systems used in ordinary
power networks. The tendency in these was for generation to be scheduled centrally,
and it was obvious that this would never work with distributed generation, where a
network might contain millions of units. If it was to be successful, the control system

would have to be distributed too.

There are not many precedents for control systems of this kind. A rough analogy can

be drawn with biological systems, €.g. plants and rudimentary animal life-forms.

These all showed the same tradeoff: by forfeiting a centralised control, they became
more robust, but sacrificed intelligence and functionality. According to this analogy,
it seemed probable that some elements of traditional power networks would need to
be sacrificed. But, it seemed hopeful that nothing much would be lost in the sacrifice,
that much of the intelligence thrown away from the top might be reborn from the

bottom up as an emergent property of the large, complex system made from the

interconnection of many small ones.

With this in mind, an effort was made to abstract the automatic generation
control/dispatching process to the simplest set of rules possible without actually
making it useless. These rules were implemented in computer software, as modules

which could be distributed over networked machines. The results were encouraging,
and motivated the construction of a small renewable energy generating plant on

which to test the new control system.

This pilot plant was a success, demonstrating desirable behaviour which would be
impossible with existing EG control systems. However, there are still very many
questions to be answered, and issues to be explored, before the “REDMan” system
could see real-world applications. The work documented in this thesis is really just
one drop, and it can only be hoped that future years, and the changing climates and

priorities of the world, will bring on the ocean that distributed generation needs.

Stephen Conner

Glasgow, November 2002



Chapter 2: Background

This chapter presents the findings of the initial literature review, by way of
background. It looks at how energy is used, citing statistics on global energy
production and consumption, with a view to finding out where energy is wasted, and

whether this waste is avoidable. Out of various possibilities, cogeneration of heat and
electricity is selected as a promising way of reducing energy waste, and investigated

further. Problems which prevent the wider use of cogeneration are identified and

explored in greater detail.

2.1. The use and waste of energy

As a rough estimate, the Earth’s human population currently use 11.6 terawatts
(tera=10'?) of all kinds of power in the course of their daily business [1]. Of this,
approximately 3% comes from renewable sources, and 7% from nuclear power, but
the remaining 90% is from fossil fuels. Estimates of the size of fossil reserves
suggest that natural gas might run out in approximately 20 years, oil in 50-70 years,
and coal in perhaps 200 years. From then on, nuclear and renewable energy will be
the only options. As far as nuclear energy is concerned, the risks associated with
radioactive waste, and nuclear plant accidents, are well known. The cost of providing

safety measures against these risks, combined with adverse public opinion, has
seriously hindered the nuclear industry. For example, [3] states that no new reactors

have been ordered in the United States since 1979.

So, fossil fuels are running out, and nuclear energy is unlikely to step up to take their
place. Therefore, future energy scenarios are likely to involve reducing demand, and

increasing the amount of energy drawn from renewable sources. Reduction of
demand will be considered first. An excellent way of doing this is reducing waste of

energy, so it is logical to ask the question: Where do the greatest wastes of energy
take place? Detailed studies [e.g. 1, 2] have been made of energy use patterns, and

. L
some representative figures are presented here.

" *
These figures are average power flows over a one-year period.
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Of the 11.6TW consumed as primary fuels:

5 TW (43%) is used in electricity generation, which is approximately 35% efficient,
so 1.75 TW of electricity is the result.[1]

4.2 TW (36%) 1s used for heating of buildings, domestic hot water, and industrial

processes [2]

1.9TW (16%) goes to transportation of people and goods. [2] The vast majority of
this 1s of fossil origin. Motor vehicle engines convert about 20% of the fuel energy

into mechanical work.

Of course, the question of what proportion of this energy is actually wasted is a
difficult one. In transportation, for example, not all journeys are necessary. In
heating, the insulation of buildings can always be made better. And, there are many
uses of electricity which might not be considered indispensable. Finding answers to
these questions would require a detour into politics, economics, and the social
sciences. But, from an engineering perspective, it is obvious that a lot of energy is

being wasted in electricity generation and transport. Unfortunately, this is for a

fundamental reason.

All engines which convert heat to mechanical work, whether they be petrol engines
in cars, or steam turbines in electric power stations, have a theoretical maximum
efficiency imposed by the Second Law of thermodynamics. The theory behind this is
well known, and will not be repeated in detail here. Suffice it to say that in a vapour-

cycle heat engine the theoretical limit is the Carnot efficiency:

(Eq 2.1)

In modern thermal power stations, the materials used will stand source temperatures
of around 800 K, and by rejecting heat straight to ambient, a sink temperature of
around 300 K is possible. This equates to a Carnot efficiency of 63%. Of course, as
any text on thermodynamics will tell, the Carnot efficiency can only be attained if all
heat transfers in the cycle are reversible, which means that they must take place

across zero temperature difference, and therefore be infinitely slow, and hence



uscless. In practice, irreversibility caused by heat transfer across finite temperature
differences, mechanical friction, etc. reduces the conversion efficiency to 35-40%.

For example, [5] quotes a mean efficiency of 37% for power stations in the UK.

With regard to transport, internal-combustion engines are somewhat different; their

theoretical benchmark is the air-cycle efficiency, which is a function of the

compression ratio 7.

(Eq. 2.2)

State-of-the-art engines currently have compression ratios of between 8 and 16,
which give air-cycle efficiencies of 56% and 67% (assuming y=1.4 for air)
respectively. Again, though, in real life the best IC engines are about 40% efficient
[4] when operated at their optimum speed and load. In transport applications, the

widely-varying speed and load reduce the overall efficiency even further.

The point of quoting all these statistics is to suggest that, as regards improving the
efficiency of heat engines, it may be a case of diminishing returns. If, by some feat of
materials science, the absolute source temperature in a contemporary generating
plant could be doubled without melting anything, the Carnot efficiency would only
increase by 29%, which would probably mean at most a 16% increase in the actual

efficiency. That 16% would probably be bought at an enormous cost in terms of

elaborate materials, advanced design, and reduced reliability.

Another possibility might be to keep temperatures constant, but make up the shortfall
between the Second Law efficiency and real-life efficiency, by reducing
irreversibility. There are a number of innovative technologies, such as combined-
cycle gas turbine plant, and bottoming cycles for steam plant, which are used to
boost effictency in this way. The fundamental principle is to use several real cycles
In order to approximate the ideal cycle more closely. Unfortunately, the law of
diminishing returns holds true here too. Adding one bottoming cycle might half the
shortfall in efficiency, but to achieve the full Second Law efficiency would require
an infinite number of cycles. Therefore, the degree of improvement is again limited

by economic and technical considerations.

>



The one unchallenged assumption in all of this is that the heat rejected from a heat
engine 1s wasted. This is easy to overlook, because in contemporary power-plant
design, the heat is rejected at the very lowest temperature possible for efficiency’s
sake, and this makes it of no practical use. Deliberately raising the rejection
temperature a little opens up a number of new applications for this “waste” heat, for
example space heating, domestic hot water, and industrial process steam. This may
seem like anathema because it makes the conversion to work less efficient, but really
it does not matter any more; considering the rejected heat as a useful output, the
actual efficiency of the system becomes 85-90% [4]. The old ‘efficiency’ now just
determines the heat-to-power ratio. This concept is known as cogeneration, or
combined heat and power (CHP). It promises to yield much greater gains in
efficiency than any of the improvements to conventional heat engines discussed

previously.

Cogeneration schemes like these could obviously save a great deal of energy if they

were widely used, but this is unfortunately not the case: at the moment in Britain a

mere 6 % [5] of UK electricity comes from CHP plants. The reason for this neglect is
that there is a serious problem with large-scale use of CHP. The problem is

intimately connected with the way in which electricity is generated and used.

2.2. Generation and transmission of electricity

Currently, electricity is generated in large power plants situated some distance from
the point of demand. This system of ‘centralised generation’ dates from the late 19™
century. All electrical equipment of that era used direct current of low voltage, which
could not be transmitted more than a few miles without incurring excessive losses In
the conductors, or using very thick and costly conductors. The solution was to build a
small coal-fired generating plant on every city block, which was inconvenient,
inefficient, and expensive. Soon, better ways of transmitting power were invented
to help in the exploitation of hydro-electric resources. This economical long-distance

power transmission brought in a massive expansion of electricity supplies, and

" The three-phase high-voltage AC transmission system was first used in 1891 and still exists in

essentially the same form today.



allowed generating stations to be made as large as technically possible in order to

gain economies of scale. This trend of increasing size and centralisation has persisted

until the present day.

At present, in a country such as Britain, hundreds of generating stations, mostly sized
between 100MW and 1GW, feed three-phase AC power into a ‘national grid’ of
high-voltage (275-400kV) transmission lines which interconnect generators,
switching stations, and demand centres. The grid system provides redundancy, so
that if lines or generators fail, power can be quickly re-routed from elsewhere. The
sheer scale of this system is impressive; for example, the UK’s national grid handles
approximately 327TWh of energy per year, through more than 7,000 km of

transmission lines [6].

This may seem very impressive, but just because something is successful does not
mean that it is perfect, and it 1s now acknowledged that centralised generation has
one major drawback: It makes CHP almost impossible. This is because electricity
can be transmitted easily over hundreds of miles; but there is no comparable system
for transmitting low-grade heat from the place where it is generated to the points of

demand.

This is not its only failing, though; centralised generation can also have an effect on
reliability. If generation is concentrated in a few large units, then the failure of one of
these units will have a greater impact on the network. To protect against this,
network planners use ‘spinning reserve’. A power plant (or plants) of total capacity
equal to the largest single plant in use is kept idling and ready to pick up the load
immediately. This protects against the failure of any single generating plant, but at a
cost; even though this spinning reserve does not produce any power, it still uses fuel

to make up its thermal and mechanical losses.

Centralised generation also means increased losses; although the transmission system
is very efficient, it is not perfect. For example, [6] claims 1.7% losses for the UK
National Grid transmission system. However, due to the enormous amounts of

electricity being transmitted, this represents a large loss in absolute terms, in this case

approximately 635 MW. This figure varies according to network configuration, and



does not include distribution losses, which are more difficult to measure, but are

probably of a similar magnitude or even larger.

2.3. The new idea: embedded generation

Fortunately, there is a new way of organising the electrical network. Instead of

having a few large generating stations, electricity generation can be subdivided into

smaller units spread throughout the network. This is known as distributed generation.
In the specific case where an effort is made to site generators as close as possible to
centres of demand, in such a way that buildings might almost be thought of as

generating their own power, it is termed embedded generation (EG).

This approach promises to solve many of the problems discussed previously. Firstly,
it makes CHP practical. Individual generators can be sited right at centres of heat
demand, so there is no problem with transmission. CHP benefits from smaller scale,
since the heat rejection temperature of each individual generator can then be tuned to

suit the process requirements: €.g. 50 °C for hot water, 150 °C for industrial steam.

And, if these small generators are connected with the existing electrical network,

there could be a reliability benefit due to the redundancy of multiple power sources.
This is a contentious point of view, though, which will be examined at greater length

in a later section.

Distributed generation can also help exploitation of renewable energy (RE).
Important forms of RE, such as wind and solar power, are diffuse by nature. They
can only be captured in large quantities by using a large number of distributed small

generators, covering a large area. It may be possible to embed large numbers of RE

generators in/on existing buildings and structures.

Finally, electrical transmission losses are greatly reduced, since the electricity s not
transmitted over any appreciable distance. For non-renewable sources, though, this
advantage is perhaps not as great as it seems, since some other fuel must be
transmitted instead. Transporting the fuel to the generator location uses energy too,

and this can be thought of as a transmission loss.




2.4. The technology of EG

Really, EG is just a return to Edison’s ‘powerhouse on every block’ system which
was abandoned 100 years ago. It may well become attractive again because of
improvements in small generator technology, and the efficiency improvements
promised by cogeneration. Small/medium heat engines suitable for cogeneration
have seen many advances: Pollution, reliability and noise control have been
improved, by borrowing technologies from automobile and aero-engine design.
Microprocessor control allows generators to operate automatically without
supervision. High-temperature ceramics and alloys together with computer-aided

design have increased the efficiency of smaller heat engines. Examples of these

modern heat engine technologies are: microturbines [7, 8] and IC engines [4]. These

are popular for cogeneration or backup power in the industrial and commercial

sectors. [9]

Renewable energy has seen improvements too. For instance, the cost of photovoltaic
modules has fallen steadily, as shown in fig. 2.1. Wind turbines have also become
more cost-effective, although it is harder to quantify prices in this case, because of
the variable nature of output [10]. Some renewable generators have also been
designed specifically for embedded generation, for example ducted wind turbines
which are an integral part of the building fagade [11]. However, these are currently at

the experimental stage.

At present, renewable electricity is mostly uneconomic compared to fossil fuel-
generated electricity, hence such large PV and wind installations as there are mainly
exist because of government subsidies. However, wind power is rapidly becoming
competitive, and other forms of RE are expected to play an increasing part in the

long term, as fossil fuels become more expensive.
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2.5. Connecting EG to the grid

The main problem lies in using EG alongside the existing electrical grid with its
centralised generators. While there is no fundamental reason why EG systems need
to be connected to the grid at all, there are advantages to doing so. Firstly, by
connecting multiple generators together to form a network, the reliability of the
supply might be improved due to redundancy. For the same reasons, it is also very

attractive to be able to combine the EG output with the existing grid. There are also
economic benefits: the efficiency of a generator is usually a function of 1ts power
output, and so it is usually possible to calculate an optimum power for each generator
in a network in order to achieve the best overall efficiency. In a similar manner,
networking will make CHP more efficient, by making allowance for customers’ heat
demands as well. For example, if a customer with an embedded CHP plant has a
sudden large demand for heat, he can increase the output of his CHP plant, but then

he will find himself with surplus electricity. If his plant is connected to the grid, it

should be possible to sell this electricity to another customer.

But, it is also possible that as the network is made bigger, it will become more
complex, and the scope for error will increase too. As the system gets larger, the
dynamics get harder and harder to model. It would be almost impossible to predict
the transient performance, stability, response to faults, etc. of a network with
hundreds of thousands of embedded generators. Therefore, power companies and EG
manufacturers show a reluctance to move in this direction. There seems to be a great

lack of work on understanding the issues involved.

Managing an electrical grid is rather like commodity trading, but fraught with
difficulties because, unlike other everyday commodities, electrical energy is difficult

to store in any significant amount. Even when converted to another form of energy,
the possibilities for storage are limited, and some energy is always lost in the
conversion. Therefore, in practice, the supply must be continuously adjusted to
match the demand, and it must be done quickly, because the network does not have
much of an energy reserve. The only inherent energy storage is the rotating inertia of

the generators themselves, and any mismatch between supply and demand will

therefore alter the speed of the generators, and hence the frequency of the alternating

11



current. So, the first type of management required is load frequency control (LFC)
which adjusts the mechanical power driving the generators to hold the supply
frequency constant. Alongside this is economic dispatching (ED) which aims to

share out the total demand amongst the generators in such a way that they operate at

the best overall efficiency.

These jobs are collectively known as ‘dispatching’, and this will be the main
challenge that this hypothetical EG network will face: reconciling the traditional
methods of dispatching, developed on networks with a few large generating stations,
with the new requirements of EG. There seems to be no real idea of how to

accomplish this. As a source of inspiration, though, it may be instructive to examine

the way in which dispatching is currently done.

2.6. A look at dispatching

Dispatching was originally performed by a combination of simple automatic
controls, and people in a national control room, in contact with generating stations by
telephone. Human dispatchers have since been superseded by computerised
automatic generation control, but the objectives are still the same, and can be seen as

consisting of three fundamental parts; predicting demand, coping with unexpected

demand, and trying to reach an economic optimum.

2.6.1. Predicting demand

The demand for electricity in each half-hour period of the day is forecast one day in
advance. This 1s possible because there are daily and seasonal patterns in the

demand, related to working hours, mealtimes, television programming, and seasonal

heating/lighting requirements.

This system is satisfactory at present, but it should be borne in mind that the patterns
are predictable because they are the mean of the activities of a large number of
consumers. It is possible that, as the sample group is made smaller, as in a
hypothetical scenario where dispatching is distributed, its behaviour may become

more random, and prediction accordingly more difficult.
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2.6.2. Coping with the unexpected

Prediction i1s never perfect, so there will always be some differences between
predicted and actual demand. Because of the size of a national grid system, these
tend to develop relatively slowly, and are not usually a problem. For example, if
demand begins to exceed supply, the angular momentum of the rotating machines
will make up the extra power. Therefore, thé generator speed, and hence frequency,
of the whole network will begin to decrease. As this happens, automatic control
systems will ramp up the mechanical power input to restore the frequency. Ditferent
types of power plant vary in how quickly they can respond. So, operating within
these constraints, the dispatcher has to make sure that there is always enough plant

online, with enough spare capacity, and the capability to modulate its output quickly

enough, to deal with these unforeseen demand changes.

Of course, this assumes that the system is working properly. If there is a sudden,
violent disturbance, such as a fault, transient effects come in to play, and the effect
can be much more serious. Transient analysis of networks is a whole other subject,

though, and quite beyond the scope of this thesis.

2.6.3. Economics

Almost every type of generating plant is most efficient when operating at full power.

Part-load efficiencies are often very poor. Therefore, dispatching is also concerned
with maximising ‘utilisation’. Put simply, out of all the generators in operation, as
many as possible should be operated at maximum efficiency, which normally means
fully loaded. This is in conflict with the requirement for reserve capacity, and so a
trade-off has to be reached. The exact nature of this trade-off is a complicated issue,
because it sets the benefit due to quality of supply against the cost due to operating

the reserve capacity. In the UK, with its proud tradition of a nationalised electricity

industry where profit was less of an issue than quality of service, the value of a

dependable electricity supply is probably perceived to be quite high.

2.6.4. Renewables

When renewable energy is added to the supply pool, it causes new problems. The

main problem is that the most popular forms of renewable energy (hydro, solar and
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wind power) are subject to the weather. Therefore, it is hard to predict exactly how
much will be available. This is really the same problem as coping with unexpected
demands, except in mirror-image. Wise design and siting of the renewable system
can help. At many sites in Scotland and Wales, for instance, wind and water are
relatively reliable and plentiful resources. Similarly, in areas like the south-western
US, sunshine is practically guaranteed most of the year. Also, the weather-related

behaviour of renewable sources often coincides with weather-related demand. For
example, in places like California, with sub-tropical climates, the output from solar
PV matches the demand from air-conditioning nicely. Similarly, in countries such as
Scotland, wind power increases in winter, in line with the increased heating and
lighting demand. What is more, modern weather forecasting is often reliable enough
that the output of wind/solar/hydro generating schemes can be predicted. However,
the vagaries of the weather mean that the problem can never be eliminated entirely,
and it is fairly certain that networks including large amounts of renewable generation
will need to cope with more extreme and unpredictable variations in supply, either by
using more reserve capacity, or by having some means of storing energy when there

is a surplus and releasing it when there is a shortfall [13]. Management of storage

systems like these would also fall under the remit of dispatching.

2.7. The future of dispatching

The main problem with current dispatching schemes, as described previously, is that
present algorithms are based on taking information about every generator in the
network back to a single control centre, calculating optimal setpoints for all the
generators, and then sending this information back. This is feasible in current
networks with 10-100 generating units, but in a future scenario with perhaps millions
of small embedded generators, it may well be impractical. For example, consider the

scenario where one in five UK households has replaced their domestic heating boiler
with a small grid-connected CHP unit. Instead of 100 generators, the control centre
has to deal with 5,000,000. Data flow to and from the control centre will increase by
four orders of magnitude, but the worst is yet to come. The amount of computing
power required to run the control algorithms is typically proportional to the square of

the problem size, if not some higher power. Therefore, the computing power required
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will increase by at least eight orders of magnitude. To put this in perspective, by

Moore’s Law (which states that the power of computers doubles every 18 months) it

1s around 40 years’ worth of development.

Of course, it might well be possible to manage such large amounts of data
successfully. But, objections can still be raised to the general concept of collecting all
data together to a central executive. The chief objection is that it represents a serious
reliability issue. If the control centre broke down, the whole network would be

rendered useless. So, it is a weak link in a system that should be strengthened by
redundancy. Also, because of its greatly increased complexity, the proposed control

centre might be more likely to break down than present-day systems.

Unfortunately, as may be seen in the following section, there do not seem to be any

more workable alternatives to this system at present.

2.7.1. Alternatives to classic dispatching

This section is based on a review of various EG systems currently available on the
market. The manufacturers’ published data, for example [7, 8], suggest that when

designing their systems they make one of two simplifying assumptions:

1. The generator is designed to be the sole source of power. It is governed so that it
supplies the correct amount of power to keep the terminal voltage and frequency
within limits. These °‘standalone’ generators are simply not designed for

connection to a grid; their output appears as a voltage source of low impedance,

making power flow into the network unstable and very difficult to regulate.

2. The generator is designed for network connection, but the decision of how much

power to generate at a given moment is left up to the end user, thus sidestepping

the dispatching problem completely. These ‘dumb’ generators will typically not

work unless they are connected to a large, stable electrical network.

NB: Some generators e.g. [8] can operate under either of the above modes, the

selection being made by the user.

A large-scale deployment of standalone generators would be inadvisable, to say the
least. An EG system made entirely of these, each feeding its own demand centre,

would throw away all the advantages of a grid. It would be very inflexible; 1f a
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demand centre required more power than its generator could supply, the only

solution would be to buy a bigger one. Utilisation would be very poor too; the

generators would have to be sized to supply the peak demand, and 1n most cases the

mean demand is much less.

Connecting large amounts of dumb EG to the existing network would be equally
unwise, because it would lack any form of dispatching. There would be no guarantee

that supply would equal demand.

2.8. Conclusions

By reviewing the way in which electricity generation works at present, 1t was seen

that relatively large improvements in efficiency could be made by aggressive use of

CHP. But, to make CHP work, embedded generation is essential. There 1s reason to
believe that the full benefits of EG will not be realised unless it is network-
connected, and suitably dispatched to ensure stability and good economic use.
Unfortunately, it seems that the dispatching system presently used to control large
centralised power plants will not be practical for millions of small generators, nor
will the controls fitted to present-day EG solutions. Much work has been done on the
technical and economic implications of EG, and the need for a new kind of

dispatching system has been recognised [14], but there is no evidence of anyone

having investigated ways of making such a system. The objective of this project 1s to
do just that, but before producing any new ideas, a more detailed review ot power

systems control is called for. This is presented in the next chapter.
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Chapter 3: Power systems control

The need has been identified for a dispatching system that can control large numbers
of electrical generators without being excessively complicated. In order to have a
better 1dea of the requirements inherent in such a system, it will be wise to review the
control engineering aspects of power systems, to get a good impression of the issues
involved. This section is a brief review of power systems control; the techniques
used, the 1ssues involved, and the technologies employed, with a particular bias
towards embedded generation. The reader is assumed to be familiar with some

fundamental concepts of control engineering itself, such as feedback and stability.
(Seee.g. [1])

3.1. How does control apply to power systems?

Control engineering is fundamentally concerned with applying a self-correcting or

self-regulating tendency to systems that do not naturally have such a tendency. This
concept is applied in many ways throughout the whole electrical power field.
However, in the sense of interest at present, power systems control essentially means
keeping voltage and frequency within acceptable limits for the consumer, while

operating the generating plant and transmission systems as efficiently and safely as
possible. This task can become very complicated in a large electrical network with
multiple generating stations, each with its own economic and dynamic behaviour,
connected together by a grid which has losses and constraints on possible power

flows. Multiple different control systems must work together without any negative
interactions arising. The functions performed by these control systems can be

grouped under a few very broad headings:
e Frequency control, also known as load frequency control (LFC).
e Automatic voltage regulation (AVR)

e Protection

e Economic dispatching (ED)
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LFC is the system or systems that tries to keep the frequency of the supply constant.

It does this by increasing or decreasing the real power output from generators. AVR,
as the name suggests, tries to keep the voltage constant, or at least within limits for
all consumers. This may be done by tap-changing transformers which step the
voltage up or down slightly as required, or by devices which produce or consume
reactive power. Protection ensures that no.component is overloaded to an unsafe

extent, by actuating circuit breakers in the event of a fault or overload. Lastly, ED

tries to ensure that all plant is operating as efficiently as possible.

These systems are often analysed in isolation, e.g. the protection system is studied
separately from all others. See [2] for examples. However, a little consideration of
the matter may give reason to believe that the various control systems interact. These

interactions are intentionally minimised in current power systems, but may become

more significant in EG systems. How this will happen is only beginning to be studied
(see e.g.[3]).

3.2. Load frequency control

This is the most basic form of control in power systems. The idea behind 1t was
hinted at in the previous section, and can be restated in more detail here. Supply of
electricity must always equal demand. In an alternating current system, the frequency
of the AC is an indication of how good the supply/demand match really is. If demand
is greater than supply, the generators will begin to slow down and the frequency will
fall, etc. LFC senses any deviation from the nominal value of frequency, and changes

the mechanical power input to the generators, thus changing the real power injection

to the network, in order to restore the frequency to what it should be.

3.2.1. Simple governor

The simplest form of frequency control, where rotating generators are involved, is to
equip the engine/turbine (prime mover) with a governor that adjusts the fuel supply
to hold the rotating speed constant. This is the norm for many smaller types of

generator. However, in modern large National Grid-type networks, the scheme is

rather more complex.
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3.2.2. Implementation in large networks

A large grid will have many different generating plants, of different kinds. Some are
capable of changing their power output quickly for LFC purposes, some are more
sluggish to respond, and some, for instance renewable energy plant, cannot be
controlled at all because they are determined by the amount of sun, wind, etc. present
at that time. This limitation can be dealt with as follows: All the generators are
connected together, therefore (within limits imposed by the configuration of the
network) it does not matter physically where the injection of real power needed for
frequency control comes from. In fact, the plant best suited to frequency control
duties might change on a daily or hourly basis. To make full use of this flexibility,

the modern trend is to schedule all generation on a minute-by-minute basis, via
commands sent from a grid control centre [4]. This is done by advanced computer
algorithms, which combine load-following control and economic dispatching. The
ED component calculates how the demand should be shared out amongst the

available generators, taking into account the reserves required for LFC. Large

networks are divided into areas, each containing one or more generators plus some
demand, and the ED algorithm also calculates how much power should be exchanged
between areas (tie-line power flow). The LFC algorithm combines frequency error
and tie-line power flow error in a given area to give a quantity known as the Area
Control Error (ACE). A controller algorithm is used to adjust the output of the

generator(s) in that area, in order to regulate the ACE to zero. Many different ways
of deriving the ACE, and many different control algorithms, such as ordinary P-1-D,

fuzzy logic, etc. are described in the literature. (e.g. [5, 6])

3.3. Automatic voltage regulation

The frequency of alternating current is the same everywhere in the grid, but not so

voltage, which varies from place to place. Transformers step it up and down, and the

resistances and reactances of cables and lines cause the voltage to drop, or sometimes

even to rise, depending on the current passing. The purpose of AVR is to make sure

that every consumer gets a voltage within the statutory limits at all times.
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3.3.1. Fundamentals

AVR systems are fundamentally the same as any other control system. The voltage at
a point in the network is measured, compared to a desired value, and the error signal
actuates some kind of voltage-adjusting device in such a way as to extinguish the
error. There are a few different types of voltage-adjusting device. One very widely-
used type is the tap-changing transformer. This is like an ordinary distribution
transformer, but has a high-speed switch mechanism that changes the tapping point

on one or other of the windings according to the instructions of the AVR system [7,
8].

Another way of adjusting the voltage 1s by reactive power compensation [9]. This
works because transmission lines, transformers, etc. have an inductive component.
The inductive reactance of the system is usually much larger than the resistance and
so 1s responsible for most of the voltage drop. Therefore, connecting a capacitive
load can reduce the voltage drop, eliminate it completely, or even raise the voltage
above normal. Capacitors may be permanently installed, or switchable under control
of an AVR system. Another possibility is to use a synchronous motor, since these
have the ability to generate or absorb reactive power as required. This may also
perform mechanical work, or it may be installed purely for power compensation, in
which case it is called a synchronous condenser. The synchronous generators used in

most large generating stations also have the same ability. Recently, power electronic

technology allowed the creation of the static compensator (STATCOM) which

performs the same function as the synchronous condenser, but without moving parts
[10]. Modern STATCOM/active filter systems are also capable of advanced

functions such as reducing harmonic distortion [11, 18].

Of course, reactive power compensation assumes that the network impedance 1is
mostly reactive. This may not always be the case, particularly in the distribution
network, which uses lower voltages (hence more resistive losses) and can have a

predominance of underground cables, which are not inductive but capacitive. Under

these conditions, reactive power compensation is less effective.
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3.3.2. How AVR is set up

In an 1deal world, the voltage would be regulated so closely that every consumer
received exactly the nominal voltage. This is not practical, so compromises have to
be made. The voltages in the HV transmission system are regulated by reactive
power compensation, performed by generators and sometimes synchronous
condensers or capacitors. The aim here is as much to reduce losses by improving
power factor, as it is to keep the voltage constant. Large generating stations may
have an AVR system which controls the reactive power generation according to
network voltage [12] or alternatively the generation of reactive power may be
scheduled centrally. Indeed, a combination of the two is sometimes used, where
individual generators have their own AVR and LFC setpoints, which in turn are

controlled by central scheduling.

At the lower voltages used in the distribution system, tap-changing transformers are

preferred. There are so many of these that central control is not practical, therefore
they are normally controlled by their own local AVR, which is set so that the voltage
at the far end of the feeder never drops below the minimum acceptable. The AVR
may hold a constant voltage, or it may droop to allow current sharing between
paralleled transformers, or it may even have compounding which makes the voltage
rise as the current demand increases, to compensate for drop in the feeder. Finally, in
the furthest reaches of the distribution system, the transformers have no taps at all, or

taps selected by hand in a “set and forget” style.

3.3.3. AVR considerations for EG

Most embedded generation plant presently does not participate in AVR. This is for a
few reasons. Firstly, individual embedded generators are normally too small to have
any significant effect on network voltage. Of course there are some large EG units,
and it could also be argued that a lot of small generators could have the same
aggregate effect as a large unit. However, realising this would require some sort of
management system to make all the generators work together. This has been
proposed (see 3.5 below) but never tested. Secondly, some kinds of EG plant use
induction generators and so cannot perform reactive power compensation. This may

not be a great problem, since reactive power compensation is less effective deep in

22



the distribution network anyway [21]. On the other hand, there are other EG types
(such as PV, microturbines, and variable-speed wind turbines) that incorporate a

power electronic interface (inverter). This can simultaneously be used as a static

compensator for AVR purposes [22].

3.4. Protection

Protection may be thought of as a control system too. It monitors the operation of
power system components such as lines, transformers and generators, and takes
action if the component is in a potentially dangerous state. That action is normally
the opening of a circuit breaker, which removes power completely from the
component. The goal of protection is to isolate faulty equipment as quickly as

possible, with minimal disruption to the supply of electricity, and minimal impact on

the stability (see 3.7 below) of the system.

3.4.1. Types of protection equipment

The most basic item of protection equipment is a fuse. Fuses provide simple and
reliable overcurrent protection, with a choice of response characteristics. However,

fuses are not suitable for many applications, because they require replacement by
hand before the power can be restored, amongst other reasons. Where this 1s a
problem, it is preferable to use a more complex system comprising protection relays
and circuit breakers. The protection relays are measurement devices which monitor
current, voltage, frequency, etc. When the measured value is outwith the set limits,
the protection relay sends a signal to the circuit breaker causing it to open. This
system offers greater flexibility: many different types of protection relays are
available e.g. earth leakage, phase imbalance, differential current, and several can be
wired together to operate one circuit breaker. Another very important feature is that
the breaker can be programmed to reclose by itself. Faults are often momentary in
nature, e.g. a lightning strike on overhead lines causing an arc to start. In cases like
these, opening the breaker clears the fault, and when it recloses, the system resumes
normal operation. If the fault did not clear, then the breaker will trip out again as

soon as it recloses, and after a few unsuccessful reclosing attempts, it will normally

trip out for good.
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3.4.2. Protection for EG

Embedded generation has mostly the same protection systems as normal generating
plant, but with a few additional requirements. The first issue is that EG untts of small
s1ze, using synchronous or induction generators, cannot contribute much fault current
in the case of a fault on the distribution network. Sometimes the fault current is not

much more than the full-load current, or even possibly less. Nevertheless, it could
still hinder clearance of a fault, and so the distribution network must be protected

from it. Overcurrent protection on the EG unit itself cannot do this, though, because
the fault current flowing from the EG is too small. In this scenario, the fault will trip

protection elsewhere in the system, and isolate the section containing the fault and
EG unit. The EG will then hopefully trip out on over/undervoltage or other

protection [13]. If it did not trip, however, a power island might be the result.

3.4.3. Anti-islanding protection

If a part of the electrical network becomes separated from the rest due to a fault, and
it contains embedded generation, it might continue to function independently. Power
companies believe this to be unacceptable for three reasons; firstly, it would

endanger any personnel sent to repair the fault, secondly, the island would drift out
of phase with the rest of the network and it would be impossible to reconnect it
without causing a catastrophic transient, and thirdly, the power quality in the island

could not be guaranteed. On these grounds, they claim that the only safe way of

managing islanding is to forbid it; 1slands must be made deliberately unstable so that

they trip themselves out within a few seconds.

Unfortunately, these anti-islanding methods are exactly the opposite of what is
required for good network stability. For instance, if the frequency begins to collapse,

the grid needs a big injection of real power as quickly as possible. Instead, the rate-

of-change-of-frequency (ROCOF) protection systems commonly used with EG are
likely to trip out the embedded generators, which will take more real power away and
simply aggravate the collapse. A similar objection can be levelled at the SFS/SVS
anti-islanding algorithms for power electronic inverters [14]. Heavy penetration of
EG systems with this kind of anti-islanding protection would probably have

disastrous effects on network stability. So, it seems that if EG is to achieve
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significant penetration, the current philosophy on islanding may have to change

completely.

The first objection, that islanding is unsafe, is perhaps not insurmountable. Electrical
engineers are all trained in safety, and always assume a circuit to be live unless they
have first-hand evidence to the contrary. It is probably more a matter of convenience
and expense than safety: embedded sources of power in the LV distribution system
would make fault location and repair much more difficult and time-consuming,

because there will no longer be a clearly-defined power flow from ‘generator’ to

‘load’. When the network stays live on both sides of a fault, how do you trace where
the fault 1s? Of course, the high-voltage transmission system faces this exact

challenge, and its solution is to use automatic protection relays that signal when and

where a fault has occurred.

There is a more serious side to this issue, however: if an embedded generator were to
trip out, and then restart at a later time while someone was working on the system, a
very dangerous situation could result. The protection systems currently used with EG

do not allow restarting unless a healthy voltage and frequency are already present,

and this is therefore one feature that should be kept.

The second objection is somewhat more grounded in fact, but again it need not be
insurmountable. If the power quality within an island was of a good standard, the
voltage and frequency would remain very close to that of the rest of the network.
Therefore, it might be possible to reconnect 1t at an instant when the relative phase
was correct. This phase-sensitive switching would require replacement or
modification of many breakers and reclosers in the existing system, and therefore

might not be economically desirable.

An alternative line of attack might be to ensure that islands never drift out of
synchronism at all. A very accurate timebase (to within a few nanoseconds) can be
derived from Global Positioning System (GPS) receivers. If enough generators in an

island were locked to the GPS timebase, and the generation in the rest of the network
was also locked, then there would be no problem. The price of GPS receivers 1s

currently around $150 and so this standard is accessible even to relatively small EG

units.
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The final objection, poor power quality, is probably the most complex and
demanding of all. The network may island in a vast number of ways; in theory it can
split at any point where a fuse or circuit breaker is present. There is no way of
knowing whether generation will match demand within whatever i1slands might form.
The best approach here is probably to maintain tight voltage and frequency trips on

all embedded generators. In this way, customers should either receive power of

acceptable quality, or none at all.

So, it can be argued that there is no fundamental objection to islanding. It 1s simply a
matter of difficulty and expense; to manage it properly would mean extending the
advanced protection and switching techniques used in HV transmission into any part
of the network that might island, which would entail fairly radical changes to the
distribution equipment. In the short term, of course, it may prove more economical to

make islands unstable and self-destructive as is currently done, but there seems to be

no future 1n 1t.

3.5. Impact of EG on existing control systems

Adding EG to a network at the distribution level will change the power flows in ways
that were never envisaged when the frequency control, AVR, and protection systems
were set up. Therefore, these systems might not function as intended, and so the
agencies who plan power systems tend to treat EG units as a nuisance. The problem
here is real, but fundamentally it is just because of a lack of co-ordination between
the EG units and the existing systems. If that co-ordination were present, in other
words, if EG units were dispatchable, they could probably have a positive
contribution to the existing control systems. [3] discusses this and proposes that EG
and AVR should be handled together by a “Distribution Management System”. This

seems very similar to the system proposed in this work.

3.6. Economic dispatching

3.6.1. Theory

The goal of economic dispatching (ED) is to operate all the generators in a network

together in such a way as to get the cheapest electricity overall. This may be done
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from a genuine profit motive, or alternatively the money and profit involved may be
notional, and the real goal to minimise fuel consumption and hence environmental

impact. It will be discussed here as if real money and profit were involved, but either

way, the concept is fundamentally the same.

At first sight, this seems to be a simple matter. It costs money to generate electricity,

and clectricity from different sources is interchangeable thanks to a national grid. So,

it should simply be a case of ranking generators in order of cost, and using the

cheapest sources first. Of course, in reality there are a few catches.

First, the price of electricity from a given source is not constant, but rather it depends

on the amount bought. In the short term, this is because the efficiency of a generating

plant depends on the loading. Engines, turbines, boilers, etc. work most efficiently at
a certain loading, which is determined at the design stage. Any other operating point
compromises the efficiency. Hence, more fuel (which costs money) is wasted, and
the cost of the electricity must be raised if the plant is to stay in profit. The cost
calculated on this basis is called the short-run marginal cost. Also, in the long term,
the capital cost of the plant, plus interest on loans, must be repaid out of the earnings,
and this component will also loom larger if the plant is opefated at a low capacity

factor. Including this component gives the long-run marginal cost.

Finally, some of the generated power is lost in transmission, therefore the marginal
cost also should reflect this. The amount depends on the distance between source and
demand, and the characteristics of the transmission system. In practice, this

complicates matters greatly and therefore it is tempting to ignore it.

Whether short- or long-run marginal costs are used, the effect is exactly the same.
The merit order of the plants depends on the amount of power bought from each,
which in turn depends on the merit order, etc. Therefore, achieving the economic

optimum means solving a set of simultaneous non-linear differential equations. The

exact form of these equations depends on the functions describing the marginal cost

of each plant as a function of power.
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3.6.2. Application to EG

These concepts do not translate directly to embedded generation. The first problem is

that EG could involve very large numbers of generators, potentially millions on a
national grid-sized network. Classical economic dispatching of all of these would
require solution of an enormous equation set, not to mention the logistical trouble of
gathering all the data together in one place where the equations could be solved. This

1s one of the main problems to be addressed in this thesis, and will be discussed at

length in chapter 4.

The second problem is that the marginal cost of many EG sources is hard to define.
For instance, in CHP plant, the marginal costs of heat and electricity, as well as the
amounts of each generated, are tied together. In other words, the marginal cost of

heat i1s determined by the amount of heat you buy, but also by the amount of
electricity, and vice versa. In a situation where heat and electricity were sold 1n

different markets, the mathematics for economic dispatch could become daunting.

In renewable generation, the short-run marginal cost is zero, since the fuel is free.
The long-run marginal cost may be assumed constant, which is not a problem from

the ED viewpoint, rather it simplifies matters greatly.

3.7. Stability

3.7.1. What exactly is stability?

Stability is rather loosely defined in power systems work, Basically, when all of the
control systems discussed above are set up properly and working in harmony,
stability 1s the result. If they are wrongly configured, or interact in unforeseen ways,
then the grid may become unstable. For example, if load-following control is not

working properly, there may not actually be enough reserve to meet a sudden

increase in demand. The instability that results is known as frequency collapse, a

nightmare scenario involving the whole national grid. The remedy for frequency

collapse 1s drastic; demand has to be shed until the frequency starts to recover.

To take another example, if the protection system is not properly configured, then it

is possible for a fault to trigger a chain reaction which trips out far more equipment
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than was necessary to clear/isolate the original fault. This may also be thought of as a

form of instability.

In a similar way, a fault in the transmission network can suddenly upset the flow of
real power. The resulting transient can cause synchronous generators to pull out of
synchronisation, and trip out. If a few large generators are lost in this way, the lack of

generation could initiate a frequency collapse of the entire grid. The stakes are high,

and so this is the best-known and most-studied form of instability.

3.7.2. Classical stability studies

The classical method of analysing stability (described in detail in [15]) involves a
number of simplifying assumptions. Transmission lines, transformers, etc. are

reduced to a network of shunt and series reactances. Synchronous generators are
represented as a voltage source in series with an inductive reactance. This can be
assigned one of three wvalues (called synchronous, transient, or subtransient)
depending on the expected timescale of the fault event. Resistances are often

neglected. A steady-state solution is then performed to find power flows and rotor

angles of the synchronous generators in normal operation.

The fault is then applied. Normally it i1s considered to be a three-phase balanced

fault, since this simplifies calculations and is also a worst-case scenario. Other types
of fault require a full unbalanced solution using per-phase or phase-sequence
methods. Obviously this is not a problem with modern simulation software, but it

still requires more effort in description of the model.

A fault 1s a short-circuit, and so cannot consume any real power. It is assumed that

the real power input from the prime mover remains constant while the fault is on.
Therefore, the real power cannot leave the faulted generator(s) and it (they) will

begin to accelerate compared to the others in the system.

After a relatively short time, a circuit breaker should operate to clear the fault. The
affected generators will be able to deliver real power again, but because the faulted
component 1s now out of service, the amount they can deliver may be less. Taking

this into account, the next step is to calculate whether the generators can dump the

extra momentum they picked up while the fault was on. If they can, then the system
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will settle into its new state and remain stable. If the momentum is too great, they

will keep accelerating and pull out of synchronism. The system is therefore unstable.

The margin of stability in a system depends on many things, mainly the fault clearing
time, the inertia of generators, the impedance and loading of transmission lines, the
demand, and the topology of the network and protection systems. Stability studies
are used in a predictive capacity to plan the network so that it will deliver the most
kW per unit capital cost, with acceptable stability margins. A popular definition of
acceptable stability 1s that the system will remain stable if the single largest

generating station (or transmission line) is lost.

3.7.3. Application to EG systems

This approach has been adequate for design of centralised power systems. However,
a number of the assumptions will begin to fall down in EG systems. The classical
method reduces everything to real power transfer between voltage sources (transient
internal EMFs of synchronous generators) through a network of reactances
(transmission lines). In embedded gencration, the generators are often not
synchronous, but induction machines or even power electronic inverters. Induction
generators can “pull out” in a similar way to synchronous generators, but with
inverters, the behaviour could be totally different. Also, EG units may be connected
at the distribution level, where 1t is no longer valid to view lines as simple inductive
reactances (see 3.3.1 above). For this reason (and other reasons) the assumption of
P-Q decoupling [16] commonly made in power flow analyses, can no longer be
relied on. Finally, if distributed AVR/frequency control systems (see 3.3.3) were
introduced, these would have dynamics of their own which may spoil the usual

assumptions of 1deal AVR, etc.

Of course, modern power systems CAD packages can perform much more detailed
analyses, such as full transient analysis including the effects of user-definable control
algorithms, and may well be able to manage this level of complexity. However, it
will present a barrier to intuitive understanding for design engineers. Also, the
computing power required to model a realistic network at the transient/power

electronic switching timescale, and the effort required for model definition, may be

prohibitive. This 1s only speculation, however, and computing power is increasing
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rapidly all the time. Great steps have also been made towards a theoretical/analytical

understanding of the issues described above. (See [17].)

3.7.4. How will EG affect stability?

Due to the difficulties in modelling and intuitive understanding discussed above, it is
unfortunately quite hard to say. At one extreme, if it were controlled in a totally
optimal manner, it might be as good as, or better than, centralised power systems of
today. At the other extreme, through blind projection of the technologies and policies
currently applied to EG, it could wreck the network completely. No-one really seems
to know how large numbers of EG units, each incorporating its own LFC and/or
AVR, will behave when they are connected together and to a network that also
contains other control algorithms, reactances, and rotating machines. Because the
potential risks are so high, it is understandable for power systems engineers to take a

conservative point of view: They cannot prove that EG will integrate satisfactorily,

and so cite Murphy’s Law [18] to prove that it will turn out to be disastrous.

However, this viewpoint must be weighed against considerations of redundancy,
which suggest the opposite. A detailed review of reliability theory is outwith the
scope of this work, but broadly speaking, small generators are simpler than large
ones, and so may possibly break down less often. Therefore, considering a single
1,000 MW generator, as opposed to 1,000 one-megawatt units, power from the
smaller generators should have more availability. This is especially so for demands
less than 1,000 MW, which could be met even if several small generators were
broken down. In other words, there is improved availability due to diversity, and

also possibly due to improved reliability of individual units.

3.7.5. EG might improve stability

In the “dream scenario”, where every EG unit did its share of all the control duties
such as LFC and AVR, and all were economically dispatched, power quality might

be better than at present. The number of degrees of freedom for voltage regulation

" This has been found in studies of larger-scale generators, e.g. S00MW vs. 2000MW, but there are no
data for the case of very small generators.
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would increase, so that voltage could be controlled more tightly everywhere.
Frequency control and transient stability might improve too, simply because smaller

units respond proportionately faster. In fact, power electronic inverters can break this

speed/size tradeoff altogether; no matter what the size, they are controllable with

sub-cycle precision. ([19, 20] show good examples of such systems.) And lastly,
deliberate islanding could make for more redundancy and so reduce the impact of

faults compared to today.

3.7.6. Or perhaps not

In 3.7.5 above, evidence was presented to suggest that distributed/embedded
generation could improve power systems performance if it was scheduled in a
suitable manner. That is a very large ‘if’, and so it is only fair to present the other

side of the case. There are two main problems.

The first of these is renewable energy, which will probably form a significant part of
the EG mix in future years. In 3.7.5 it was assumed that the power output of EG units
could be controlled entirely at will. This is true for such technologies as fuel cells,

storage units of all kinds, and combustion engines/turbines (whether fossil or
biomass fuelled). These all have an inherent store of energy that can be released as

necessary.

However, some RE generators, like photovoltaics and wind turbines, are not directly
dispatchable. The only possible means of control is dumping of any excess output,
also known as constraint management. But on the whole, the output is controlled by
the incident solar or wind energy, and so is liable to fluctuate more or less at random.
This could obviously have a negative effect on power quality. In practice, other EG
units that are dispatchable could be used to counteract the effect. This possibility has

already been investigated, for instance in small-scale wind-diesel installations.

The other problem, which has already been discussed here, is that the algorithms for
control of large numbers of embedded generators do not exist. The only precedents
are the automatic generation control (AGC) algorithms used in conventional
centralised networks, for example [5, 6]. Unfortunately, these are designed with the

expectation that they will run on computers in a national grid control centre,
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receiving data from the whole national grid, and controlling all the generators. It
seems likely (as argued in Section 2.7) that this approach would encounter serious
difficulties due to the sheer number of units involved in EG. Admittedly, algorithms
such as that described in [6] make steps in this direction, by splitting the problem
into several control areas, but the method still appears to require substantial

exchanges of data between areas and so does not seem directly applicable.

The ultimate goal, in these terms, could be described as the creation of an AGC
algorithm (incorporating LFC, AVR and ED functions) which is guaranteed stable
with no data other than that which it can measure directly, i.e. the voltage and current
at the generator busbars, and that irrespective of the number of instances of that
algorithm deployed in the network, and the reactances, motor inertias, etc. also in the
network. A “killer application” like this would greatly enhance prospects for large-

scale embedded generation.

This 1s a serious task, and one which may lead to economic compromises, or in fact
be impossible. It would be very desirable to obtain some kind of theoretical argument
that it is possible. One line of attack might be to find a mathematical model of a
worst-case network, comprising many instances of the algorithm under test along
with reasonable models of tie-lines and loads, reduce this to a system of linear
equations, and apply stability criteria, such as the well-known Routh criteria from
control engineering. Since many power system components are non-linear, this may
not be applicable. Another possibility migﬁt be to test the algorithm in a classical
two-area or multi-area power system model, using existing power systems modelling
methods, and perhaps developing new kinds of model boundary conditions that
mimic “a large number of similar adjoining areas” without excessive computing
requirements. However, each of these projects might well be a Ph.D. in its own right.

[17] 1s an excellent guide to the latest research in the area.

3.8. Conclusions

In this chapter, the current trends in power systems control were reviewed with
particular attention to techniques relevant to embedded generation. The impression
was that EG control was a relatively new and unexplored field, where many of the

traditional concepts did not directly apply. The evidence suggested that
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contemporary control and protection schemes used with EG units did not allow them
to realise their full potential, and might in fact interact destructively with existing
systems, causing negative effects on stability. However, there appeared to be no

fundamental reason why this should be so; on the contrary, there was some evidence
to suggest that EG systems might perform just as well as centralised ones, if each EG
unit was controlled with the kind of care and detail devoted to AGC of centralised
generators at present. Extending these AGC techniques to large numbers of
embedded generators was identified as a very promising area for further work.
Unfortunately, though, it seemed that the existing AGC algorithms might not be

directly scalable, and fundamentally new techniques would be required. In the next

chapter, the question will be explored of what those new techniques might be.
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Chapter 4: A new dispatching system proposed

In the previous chapter, the control systems currently used in power systems were
reviewed, as well as the likely problems when these systems are combined with

and/or applied to embedded generation. Now, the next step is to propose a possible

new paradigm for power systems control. The single grid control centre is replaced

by large numbers of distributed dispatchers throughout the network. Each of these

acts as a broker through which software agents buy and sell energy on behalf of
generators and consumers which they represent. This will be referred to as

distributed (or embedded) dispatching.

4.1. Distributed dispatching

The immediate question begged by this is: What physical form and location would
embedded dispatching systems take, and how would they communicate with
generation, demand, and each other? This question is probably best answered by
looking at the nature of the sub-tasks involved in dispatching. The computational and
data requirements of these three components suggest different ways of embedding

them.

4.1.1. Embedding LFC and AVR

As evidenced 1n 3.7.5, load frequency control is a task that requires quick action.
Therefore, 1t 1s wise to place it where 1t has immediate access to the frequency
measurement, and the means of actuating it, without having to go through
intermediate communications links. This will mean incorporating LFC into the grid-
connected EG/storage units themselves, probably as an algorithm running on a
microcontroller chip. The drawback to this approach is that separate EG units will

not have knowledge of each others’ control actions, and so there is always the
possibility that they may act in an uncoordinated and unstable manner. This
possibility might be eliminated by proper design of the LFC algorithm. Some kind of
multi-level scheme might also be desirable, as described in 3.3.2. Similar

considerations hold for automatic voltage regulation (AVR) functions.
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4.1.2. Embedding ED

The essence of economic dispatch is co-ordination between multiple generating untts
so that they share the load optimally. Therefore, it is meaningless to consider
embedding ED algorithms in individual generating units. ED requires some sort of
control centre that connects to multiple generators. However, this work has already
raised objections to the use of a single control centre for all generators belonging to a

orid. It seems more sensible to embed ED functionality at some intermediate level;

perhaps one control centre for every 10 to 50 EG units. Modern computing

technology would allow the control centre to be produced as a small box similar in
size and cost to a computer network router, and indeed it would probably connect to

generators with a standard network technology such as Ethernet, DSL, ISDN, etc.

[t also seems logical that this should be done on a hierarchical basis. In other words,
the combination of a control centre and its generators could be made to appear as if 1t
was a single larger embedded generator, which would connect along with other
similar units to a higher-level ED control centre, and so on, until the entire EG fleet
was reduced to a few top-level controllers. These might well be functionally similar
to large generating stations, and capable of integration with the existing AGC

systems for centralised generating plant.

4.1.3. Embedding demand prediction

There is scope for demand prediction at all levels. In tune with the embedded
dispatching philosophy, though, it seems logical to embed it in those components
that can benefit from it. Storage units are the most obvious example, although there

are many electrical loads which could benefit from being able to predict the most

economical times to operate.

4.2. Economic considerations

As was seen previously, there are advanced algorithms which attempt to operate all
the generators in a power network at the economic optimum point. It is quite possible
that existing ED algorithms could be modified so as to only optimise their local
subnet of generators, but they seem to contain much functionality that is not

applicable to the case in hand. Furthermore, those existing ED codes which could be
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found are commercial, and not available for research purposes. This makes it an

attractive proposition to develop a simple ED algorithm specifically for the case in

hand.

The first question to ask here is: What is the goal of economic dispatch? Politics

notwithstanding, it would be reasonable to say that it aims to provide the greatest

benefit to the consumer at the lowest cost to the consumer. So, it would be sensible
to put this objective at the heart of the prospective control system. Then, it could be
hoped that the balance of efficiency, stability, and power quality appropriate to the
situation (after all, it might change from place to place, and from hour to hour) will
just fall out. Of course, creating an electrical network that optimises itself to deliver

value for money sounds rather ridiculous. But really, it is just the same functionality

as current ED systems, stated from a higher level of abstraction.

[f numbers can be derived from the real-world electrical system that quantify ¢value’
and ‘money’, then there is at least a hope of using a computer to optimise value for
money. Now, money is easy to define; it is simply the unit cost of generating the
energy. But how to quantify value? Capitalism states that any given item is worth
‘what the market will bear’. From this, it would be easy to define the value of a unit

of energy as the maximum amount the user would be prepared to pay for it.

So, defining ‘value’ and ‘money’ in these ways, the problem can be stated more
formally. In a practical system, there will be many sources of energy, each with its
own cost (the ‘money’) and many demands for energy, each with its own ‘value’.

The task then becomes one of maximising the ratio of total value to total cost. Now,

this ratio 1s easy to calculate, but it 1s somewhat harder to find a simple way of
locating the maximum value. There are four main computer-based approaches to
problem-solving and decision-making. The first, applicable where the problem can
be stated as a system of mathematical equations, is to use a numerical solver. There
are formal numerical methods for optimising any system of equations, but they are
sometimes computationally intensive, and are not always very robust. The remaining
methods are applicable to decision-making tasks normally done by humans, which

are more abstract, hence not posable as a system of equations. These fall within the

realm of expert systems or artificial intelligence.
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The question 1s: which one is best for dealing with millions of tiny power sources? If
the earlier arguments 1n this work, on redundancy and emergent properties, are to be
believed, the answer would be; the one which is simplest and can operate with the
least information, especially where this is information concerning the state of
physically remote parts of the network. In other words, the simpler the algorithm is,

and the less 1t knows about its world, the less likely it is that its operation will be

upset.

On the other hand, of course, the simpler it is, the less likely it is to be any use; going
down this path, there is always the risk of blundering into a kind of electronic
reductio ad absurdum where, through disregarding vital information, a nonsensical
conclusion is arrived at. So, there must be a compromise between the two extremes:
getting a fine optimal solution at the cost of heavy computation and observing a large
number of variables, and on the other hand getting a solution which is quick and
easy, but useless. The conditions are quite different to those in ordinary power
networks; the state variables of the system are much more difficult to observe, there
is more and faster control movement available, and the concept of marginal cost may
well be meaningless in many situations. Therefore, the compromise will naturally be
different.

4.3. Three simple rules for dispatching

The compromise proposed is as follows: by making a few sweeping assumptions, the
dispatcher’s job may be reduced to a simple rule-based algorithm. This may be
thought of as the “knowledge elicitation” phase, where an experienced human
operator is interviewed, and his/her knowledge turned into a rule base. The most
basic system of economic dispatching 1s well documented in the literature (e.g. see

3.6.1) and hence there is no need to explicitly interview anyone as such. As an

absolute minimum, the system can be expressed as three rules:

4.3.1. The rules

Rule 1: Buy the cheapest electricity first.

Rule 2: Sell 1t to the consumers who are prepared to pay most for it.
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Rule 3: Continue this process until either: all the consumers are satisfied, or
the supply runs out, or the total amount of money paid to sellers of
electricity approaches the total amount earned by selling it on

(allowing for a profit margin where one is required)

4.3.2. Assumptions underlying the rules

Now that the rules are established, it is time to debate the assumptions under which
they were created. First of all, and most drastic compared to the traditional paradigm,
it was assumed that all the generators and consumers actually are dispatchable. This
is totally at odds with the status quo, in fact, as far as some power engineers are
concerned, distributed generation is synonymous with non-dispatchable. A large
proportion of this thesis is devoted to possible ways of making distributed generators
dispatchable, and making renewable energy generating technologies that are not

dispatchable behave as if they were.

Second, it was assumed that a single per-unit price is enough to describe the true cost
of electricity. This has the effect of banishing marginal cost, the implications of
which were hinted at in section 3.6.2. In the present context, the impact of this could

be minimised by making sure that the system maximises utilisation, and the

remainder of the responsibility shifted to the generator, so that it must keep 1its per-
unit price fixed and decide for itself whether it is economic to run or not. Again, this

may be a case for embedded prediction, or it may prove unsatisfactory.

Third, there i1s no prediction. No attempts are made to foresee changes in demand, as
current AGC systems do. The reasoning behind this is that more and faster control
movement makes prediction unnecessary. There is also no load scheduling
capability, 1.e. a way of reserving a block of energy in advance. Many demands

represent a commitment that must be carried through, and this simple system has no

way of knowing in advance what the total cost of such an operation will be, so 1t

cannot help to decide whether to start the operation. Load control would probably be

limited to load shedding in cases of excessive/uneconomic demand.

Fourth, it is assumed that sellers are capable of providing the amount of electricity

ordered by the dispatcher at short notice. This presupposes that the generator’s

40



response to changes in setpoint will be fast, which was substantiated earlier (in
3.7.5).

Fifth, and linked to the previous requirement: There can be no consideration of
requirements for minimising control movement. Generators will be compelled to
respond to orders for power which may change at any moment. This issue is often
encountered when working with large generating plant where rapid and frequent
changes 1n power level cause thermal stress which can lead to early failure of
components. This task could be off-loaded by having the generator manipulate
prices; 1f it needed to continue generating at a higher level than the demand
warranted, it could attempt to increase demand by lowering the selling price. This
would be a job for artificial intelligence associated with the generator. As argued
earlier, however, control movement is often not a problem with the kind of small

generators under consideration.

Lastly, there has been no consideration of frequency control (LFC) at all. This does
not signal an intention to ignore it, but rather to embed it at a lower level, in the
generator/storage system apparatus itself, for the sake of fast response. LFC may
override the requirements of economic dispatch on a temporary basis, and in the
longer term, present itself to the economic dispatch system as a virtual generator or
load which buys/sells the amount of energy needed for frequency control. This type
of organisation is similar to the “balancing market” employed in some modern

electricity trading systems.

These assumptions seem very gross, and perhaps almost untenable. But there are
compelling reasons for simplifying matters to such an extent. The system will have
to deal with supply and demand data from millions of sources, and react on the same
time-scale as changes in demand; essentially in real-time. It will also have to be
robust, since its reliability will directly impact that of the electricity supply. It was
argued 1n this work that the best way of achieving this is by distributing it like the
generators and loads it serves. An omniscient central executive which solves the
whole network for a global optimum requires data from the whole network, and is
therefore susceptible to malfunction if any data connection in the network should be

broken. Therefore the robustness of such a system is seriously in question and it is to
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be avoided. If generators and demands need more information to make their
decisions, they can get it elsewhere. With respect to these considerations, the

proposed solution is thought to be a reasonable compromise, for initial purposes at

least.

There are also issues of satisfaction and perceived fairness. These are embodied in
Rule 3, where they appear as a trade-off between supplying electricity to buyers who
will only pay low prices, which is necessary to generate customer satisfaction, and
making profit for the dispatcher, which must be done, otherwise there would be no
incentive to operate the system. This trade-off is implemented by setting a profit
margin as proposed earlier; by following the rules set out, the profit might be
expected to increase rapidly as the dispatching proceeds, reach a peak, and then fall
off again. The dispatching process would be terminated just before the profit falls
below the profit margin. The higher this is set, the more the system emphasises

making money as opposed to keeping customers happy.

With these caveats in mind, the rules of the game can be formalised, not to mention

proposing an acronym for it; Real-time Embedded Dispatch Manager, or REDMan.

4.4. REDMan proposed

The REDMan system is thought of as consisting of sources of power, demands of

power, a central dispatcher, and a communications system which allows messages to
be passed between them. Physically, it will probably consist of several computer
programs (agents for sources and demands, plus a dispatching program), running on
one or more computers or embedded controllers, interconnected by a network of

some kind. Within this framework, it may be envisaged working as follows:

4.4.1. Algorithm and communications

1. A source must advertise to the dispatcher the maximum amount of power it can
supply, and its per-unit price. The price is allowed to be zero or even negative.
The source will then be informed of the amount of power required of it, and must
then supply that amount. The amount of power required may change at any time

and may be any amount between zero and the advertised maximum. If the source
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requires to change the maximum available power or price for any reason, the

advertisement should be repeated.

. In advance of switching on, a demand must state the amount of power required to
fulfil 1t, and the maximum per-unit price which it is prepared to pay for the
fulfilment. It will then be informed as to whether or not it can be fulfilled at that
price. If so, 1t may proceed; if not, it must remain off, or resubmit at a different
price. If the amount of power required or the maximum price should change, the
submission should be repeated. As a result of this it may turn out that the demand

can no longer be fulfilled; in this case 1t must switch off, or resubmit at a

different price.

. This information will be supplied to a dispatching algorithm whose goal is to buy
energy from sources and sell it to demands in an optimal manner, or as close to
optimal as possible. The recommended algorithm for the time being is a simple
rule-based one embodying the three rules described earlier. A more advanced

algorithm may be substituted at a later date.

. The price that the demand submits to the dispatcher in (2) is the price that 1t must
pay, irrespective of how much the dispatcher paid for the electricity. This is of
course the practical implementation of that cornerstone of capitalism, “an item is
worth exactly what the market will bear”. It creates a deadlock that keeps things

fair; otherwise demands could ensure fulfilment by quoting enormous prices in

the knowledge that their bluff would almost never be called.

. The network may contain several such dispatching algorithms, each dealing only
with sources and demands local to itself. The system of algorithm and local
sources/loads may be called a ‘domain’. To interconnect different domains, two
connections will be used, so that each domain appears to the other as if it were
one source and one demand. The number and size of domains in the network will

be determined by other factors to be considered later.

Operations 1, 2 and 3 are repeated at a regular interval (the timestep). When a
source is ordered to supply power, there is an implicit commitment for the period
of one timestep. The same is also true for demands. Means of monitoring to

ensure that these commitments are fulfilled, penalties for non-enforcement, and
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means of enforcing such penalties, are not currently defined. The timestep 1s
uniform within a domain and all communications between sources, demands, and

dispatcher are carried out synchronously with the timestep.

The system described by these rules is shown in simplified form in Fig. 4.1. Only
one domain is shown here: a possible arrangement of multiple domains is shown in
Fig. 4.2. Renewable generation is included here on the premise that it can be

dispatched to an extent, e.g. constrained down. (See Section 3.7.6.)
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(Kig. 4.2: How multiple domains might be configured)
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4.4.2. Timestepping considerations

The above processes will be repeated at most once per ‘timestep’. One timestep must
be at least the amount of time it takes for the information in one domain to be

gathered, the matching algorithm to run, and the results to be redistributed. There is

not yet a firm idea of how long this will be, or whether it will be synchronous
between different domains. Perhaps there is no reason why it should be, and indeed it

may well be more robust and easier to build if it was not.

When considering the required length of timestep, it is also important to remember
that all contracts to buy/sell power in the system implicitly last for one timestep.
Therefore, 1f a source agrees to sell power, it must commit to maintaining the

required power output until the end of the current timestep. Obviously if a renewable
generator 1s to do this, it must store some energy, since it cannot guarantee that the

renewable energy flux will not fall during the commitment period. Since renewable

energy systems require storage anyway, having storage distributed along with RE

generators might be desirable. However, the longer the timestep, the larger the
storage required. As a first approximation, the timestep should be short enough so
that the maximum expected shortfall or excess of RE in the course of one timestep is

small compared to the storage available.

4.4.3. Timestepping and commitment

The above analysis assumes that each commitment is perfectly strict and immutable.
In practice it may be better to build in some freedom for manoeuvre; It may also be
undesirable to have demands constrained to units of one timestep, unless the
timesteps were made very short. Perhaps the average power delivered over a certain
number of timesteps might be the ruling factor. However, this would presuppose the
existence of another sub-level of the system, that could quickly supply or absorb the
transient mismatches between commitments and real power flows. If this sounds
familiar, it should be: this is exactly the function performed by Load Frequency
Control in conventional power systems (see 3.2), or a balancing market as used in
some trading systems. Carrying this analogy further, in a case where commitments

are not strict, the REDMan system itself corresponds to the economic dispatching
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layer of a centralised system, and like its centralised counterpart, is no longer directly

responsible for power quality. (See 4.1.1, 4.3.2.)

4.4.4, Handling concurrency

As described, the REDMan system contains multiple entities, any of which may act
simultaneously. The actions of some entities are dependent on the actions of others.
There must be some explicit means of scheduling the various actions in order to
avoid total chaos and confusion. An easy way of doing this is to link the actions to
the system timesteps. For instance, at the beginning of the timestep, a call would be
sent out to sources and demands, asking them to make their bids. Once all bids had
been received (or after a time window allowing a reasonable time for bids to arrive)
the dispatching algorithm would be run, and the results sent back out to the

sources/demands, before the end of the timestep. This is the same basic principle as a

synchronous circuit in digital electronics, and the call for bids is analogous to the

clock signal in such a circuit.

4.5. Proving the concept

Now that some theories have been advanced of how automatic distributed
dispatching might be made to work, they should be tested for validity. The first step
would be to state clearly what the goal of the project is, in terms of a hypothesis
which may be proved true or false. In this case, the hypothesis might be: “The
REDMan system outlined in this chapter will perform automatic generation control
of large numbers of distributed electrical generators, such that resources are utilised

efficiently, and users of the electrical power receive acceptable quality of service.”

The next step is to design an experiment to test this hypothesis, and it is here that
matters start to become more complicated. The obvious experiment would be to
assemble an electrical grid with a large number of embedded generators and test the
system on it, paying attention to criteria such as efficiency, voltage and frequency
fluctuations, outages, etc. Of course, this is not very practical. So, perhaps an
alternative would be to model such a network, using power system simulation

software, or a dedicated power systems simulation computer.
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However, a full-size network might contain thousands or millions of generators, and
similar numbers of embedded dispatchers, etc. The computational effort required for
solution, and labour required for model definition, might well be excessive. So, the
most immediately obvious line of attack is to show (by simulation or experiment)
that the system can control a smaller number of generators, and then to prove by
other means that if it can do this, it will equally be able to control the larger number.
This will require finding rules and proofs of the inductive type, pertaining to the
behaviour of REDMan-type systems. These rules would be similar to shortcuts

currently used in power systems simulation, as discussed in Section 3.7.2.

The REDMan system might for instance be tried on networks of different sizes, with
a view to imputing relationships between performance and size by which the
performance on a really large network could be predicted, or it might be tested on
industry-standard models like the two-area, three-area, or multi-area model, either in

standard form or modified.

Doing this requires either an experimental power system, or a simulation, which can
accommodate at least a small REDMan system. But which is best to aim for?
Simulation is very attractive, because it is a very cost-effective way of doing things,
requiring no actual generators, power lines, and the like. Unfortunately, in the
context of this project, there is a major drawback; a simulation cannot be trusted until
it is validated. Validation means checking the results of a test case against the
experimental equivalent, or against another simulator that has previously been
validated by experiment. For this project, validation will be a serious problem. The
combination of power engineering, power electronics, computer networks, and rule-
based decision making proposed here is to the author’s knowledge a new one, with
no existing simulation tool immediately capable of modelling it. So, before
simulations could be done, a new simulation tool would have to be created, and since

it would be the first of its kind, 1t would require validation by experiments. So,
whatever direction the project takes in future, there is a strong case for starting out

with an experimental system.
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4.6. Designing an experiment

The challenge here is to create the best possible experiment (i.e. the one that gives
most information towards reinforcing/disproving the hypothesis) subject to the
limitations of money, time, and technical ability. A system capable of demonstrating
dispatching obviously requires more than one source of power, and more than one
demand for power. It would also be desirable to incorporate storage systems, and

sources, that are typical of those used in embedded generation.

There will of course be constraints on the amount of money and time available for

the experiment. Any practical system which could be built will probably be relatively

small, and biased towards more mainstream, manageable technologies, such as PV

modules, inverters, wind turbines, etc. rather than multi-megawatt CHP plants and
the like. However, by careful design, it should still be possible to extract usetful

results.

4.7. Conclusions

A proposal has been advanced for a new means of power systems control, called
embedded dispatching, which may be suitable for large numbers of embedded
generators. A possible protocol for transferring the minimum of information
necessary for distributed dispatching, and a possible algorithm for performing the
dispatching, were described. These systems have been kept simple by making
assumptions about the behaviour of the network, and requiring control systems to be
incorporated in generators and loads such that those assumptions hold true.
Arguments in favour of these assumptions were presented, but it will be vital to back
them up with evidence from experiments or simulation. The next chapters set out to

do just that, starting with an implementation of the REDMan dispatcher in computer

software.
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Chapter 5: Developing the REDMan software

So far, a new system for embedded dispatching has been proposed, and arguments
made in favour of a real experimental test of it. Now, it is time to make a first

attempt towards constructing that experiment. A reasonable place to start will be with
the combination of the dispatcher and the communications network that connects it

to the sources and demands it manages. The goal here will be to implement these as

computer programs with the capability of interfacing to real-world sources and

demands.

5.1. The dispatcher

In chapter 3 a simple dispatching algorithm was proposed, consisting essentially of
just three rules; buy cheapest electricity first, sell to highest bidder, stop when
customers satisfied, demand exhausted, or operation no longer economical
(whichever occurs first) But these rules are of rather a high level of abstraction, and
in order to incorporate them in a computer program, they must be broken down into

simpler elementary operations.

Providing cheapest commodity/highest bidder functionality in support of the first two
rules is easy enough. The first step is to gather together the power and cost
information for each source into a list of (power, cost) pairs, and do likewise for each
demand. A simple sorting algorithm to place these in order of cost, cheapest first for

sources, and highest bidder first for demands, is all that 1s required.

The source list and demand list are then fed to the dispatching algorithm proper. It
takes the first demand in the list, and makes it up using power from the source list,
again starting with the first item. In the meantime it also calculates the total cost of
the energy taken from the source list and compares it to the price the demand is
prepared to pay. If the cost is greater than the price which will be paid, the
transaction is deemed uneconomical. As soon as the first transaction of this kind 1s
detected, the dispatching process is finished, because the order of sorting of the lists

ensures that all subsequent transactions must also be uneconomical.
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This simple strategy is guaranteed to at least break even. In practice it will normally
make a profit, the precise value of which is undefined. A more advanced version of
the algorithm could operate with a target profit margin specified in advance. This

would be implemented by keeping a running sum of the profit due to the fulfilment

of each demand within the dispatching process:

n

profit = i(PdJCdJ )_ Z(Ptcsi)

7=l 1=1

(Eq. 5.1)

where in a system with m demands and » sources, Pd; is the power of the jth demand,
Cd is the price it pays, P; is the power bought from the ith source, and Cs; is the price
of that power. The dispatching process would be terminated when this value dropped

below a predefined profit margin. However, the simpler version will be considered
for now. Based on the description above, a flowchart can be drawn for the
dispatching algorithm (Fig. 5.1) In this, the first step is to receive data for the
sources: the maximum dispatchable power and the per-unit cost of it, then receive
data for the demands: the price each is prepared to pay, and the amount of power 1t
requires. Then the sources are sorted in order of the per-unit price so that the
cheapest will be used first, and likewise with the demands so that the highest-earning
ones will receive priority. The next step is an allocation procedure, the dispatching
proper. Here, the amount of power required by the first demand is subtracted from
the first source in the source list, going on to subsequent sources if the first one
cannot give enough power. Meanwhile, a running tally is kept of the per-unit cost. If
it exceeds the cost associated with the demand, then that demand cannot be
accommodated. This process is repeated until all demands in the list have been

dispatched. Then, the results are presented to some sort of mechanism which will

make the real generators and loads obey them.
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(Fig 5.1: Flowchart of a simple dispatching algorithm.)
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This flowchart 1s a good enough specification to form the basis of a computer
program. There 1s just the matter of sorting numbers; for this part of the program, the
chart indicates ‘sort the numbers’, without specifying how this should be done.
Sorting of lists is a very common operation in computer data processing, and there
are many different methods in use, each best suited to different kinds of list. One of

the fastest overall is the well-known °‘Quicksort’ algorithm. However, in the

proposed experimental system, the lists are liable to be very small (about 10 entries)
and it was felt that the time taken up by sorting would be insignificant compared to

other aspects of the program, whatever algorithm was used.

5.2. Details of programming

Now that the algorithm has been specified, there is just the matter of what
programming language it should be written in. It was decided to use National
Instruments’ LabVIEW environment [1] for reasons of convenience which were
touched on earlier, and because of its good and easy-to-use support for data
acquisition and networking, which are of great use in programs for communicating
across networks and speaking to experimental hardware. A review of the LabVIEW

system can be found in Appendix G.

Really, though, the choice is a matter of convenience; almost any high-level
programming language currently in use, whether it be C++, Java, or Visual Basic,
could easily have managed the task in hand, and the reader may well prefer to take
the algorithms developed here into his or her preferred programming environment.
Therefore, programs written in this work will generally be presented in the form of
flowcharts or pseudocode. Since it would take up a great deal of space, the original
LLabVIEW source code (block diagrams) has only been printed for a few of the most
important programs. In any case, all of the source files can be downloaded from

ESRU’s website at http://www.esru.strath.ac.uk/

5.3. Writing the program

The first task is to define how the algorithm will interface with the other parts of the

system. The flowchart specified that the program should receive ‘size and cost pairs

for each source/feach demand’, send ‘powers P; to control hardware’, and
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‘accept/refuse jth demand’. In the actual program, these items of information will be

contained in data structures which are passed between the program and another

program dealing with communications. The usual way to deal with lists of this kind
i1s to represent them by arrays of a custom datatype (known as a fypedef struct in C or

a cluster in LabVIEW.,) The cluster is rather like a database record, in that it can be
configured to contain any desired combination of numbers, text, Boolean true/false
values, etc. So, the size and cost values for each source in the system can be
represented as an array of clusters, where the cluster contains a number representing

size, and a number representing cost, and the array has one element for each source

in the system.

Once the data are introduced to the program, the next step is to sort them. The
indexed and sorted arrays are then fed to the source/demand matching routine. This

operates exactly as shown in the flowchart. The outputs from this are a list of the
powers actually required from sources (termed the buy vector), and a list of true/false
values indicating whether each demand is to be accepted or refused (termed the dump
vector) These arrays are then re-sorted according to the previously-added index

number to return them to their original order.

The LabVIEW block diagram of this program is included in Appendix H, section
H.2.3.

5.4. Testing

Once the code had been written, the next step was to test it. There are two
components to the testing process. Most important is to show that the algorithm 1itselt
is correct, in that it can perform optimal (or close to optimal) dispatching of a given
set of sources and demands. Under the assumption of zero marginal cost, the ED
optimisation problem is trivial. Hence it is sufficient to verify that the program
performs in the same way as the algorithm originally specified; that is, to debug it.
The basic method of doing this is to run the program on a sample dataset and
compare the results with those given by hand calculation according to the rules from

which the algorithm was derived. This is a fairly unexciting process, but by way of a

demonstration of the program, an example run is given here.
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5.4.1. Worked example

The first task 1s to make up a list of sources. Choose 3 sources, and let their available
powers be 9200, 72, and 159 watts, and their prices 0.17, 1.2, and 3 units. Also make
up a list of demands; for instance 3 demands, with powers of 400, 9000, and 1 watts,
and prices of 10, 1 and 0.1 units. Note that these numbers are of no special

significance: they are chosen at random. Now, work through the algorithm specified

in the flowchart.

Sort sources in order of price:

Power Price

n

Sort demands in reverse order of price:

Take first demand from source list. All of this will be supplied by the first source,
and the cost will be 0.17, which is less than the 10 that the demand is prepared to

pay, so the transaction can go ahead. The new source list:
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Next demand 1s 9000W. If this was to be supplied it would use up the 8800W

remaining from the first source, the 72 of the second source, and (9000-8872)=

128W of the third. The cost would therefore be:
((8800*0.17)+(72*1.2)+(128*3))/9000 = 0.218. This is less than the 1 that the

demand will pay, so again this transaction will be allowed. The new source list:

Now for the final demand. The remaining power has a cost of 3, but the demand 1s

only prepared to pay 1. Therefore, it will not be allowed, and the dispatching

operation ends here.

Next step is to feed the same source and demand lists into the dispatching program.
Fig 5.2, following page, shows the output of the program when fed with this data
(input in fields marked 1, 2, output in fields 3, 4) and 1t can be seen to be 1dentical to
the output predicted by hand calculation. This is a simple example: in the course of

debugging, more complex test sequences were used, to verify absence of rounding

errors, proper operation when demand exceeds supply, etc.
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5.4.2. Speed test

Another matter of Interest is the speed at which the program operates, and the
computing resources used for its operation. Of course, as discussed in Chapter 4, the
eventual application will probably be some sort of embedded microcontroller,
whether built into a generator, inverter, etc. or in a stand-alone "dispatching box" of
some kind. However, for the purposes of this initial experiment, it is important to
make sure that 1t will execute in a reasonable time on an ordinary PC running
LabVIEW. By ‘reasonable time’ is meant that it should complete within the proposed
timestep of one second, and still leave a generous allocation of time for
communications routines and other components of REDMan running on the same
machine. The results also give some idea of the embedded computing resources that

might be required in future, and so are presented here.

Unfortunately, measuring the speed of the algorithm 1s not totally straightforward,
because it is not constant. Due to conditional statements within the algorithm, the
time taken to execute will depend in a complex way on the values of data items. It
will also obviously depend on the number of sources and demands, with the

following approximate relationships:
e Time taken to bubble-sort demand list: varies as (size of list)’
e Time taken to bubble-sort source list: varies as (size of list)”

e Time taken for dispatching: varies as (size of demand list * size of source list)

In other words, the total run-time of the algorithm is roughly proportional to the size
of the problem squared. One way to measure the actual speed of execution is by
timing the algorithm as it is executed repeatedly with randomly-generated source and
demand lists. In order to exercise the dispatching part of the algorithm to a
maximum, 1t 1s necessary to ensure that the demand list is always slightly smaller
than the source list, so that all demands must be dispatched and none can be dumped.

A simple program was written to perform this, and tests conducted on a 300MHz

Pentium II machine, running Windows 98 SE and LabVIEW 6i.
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5.4.3. Speed test results

Fig 5.3 shows how the execution time varied with the problem size. The best-fit to
these results is a cubic polynomial, which suggests that the problem is not O(°) as
predicted, but O(#’). This is a serious discrepancy between theory and practice, but
can perhaps be explained by the way in which data is cached in the computer’s
memory. Assuming a small cache of higher-speed memory which is not quite big
enough to hold an entire array, and the probability of accessing each array element

being equal (i.e. random accesses or sequential accesses over entire array) the mean

number of cache misses (requiring a slower access to main memory) will be
proportional to (size of array — size of cache) and hence the mean speed of
performing operations on such an array will depend on its size. Thus, it is possible
for an algorithm containing a number of operations of order n’ to show an execution
time of order »°. This argument no longer holds once the array is large compared to

the cache.

This hypothesis can be tested by re-running the speed test, but modifying the
program under test to include a fixed delay, large compared to memory access time,

with each array access. The effect of this is to make the access speed independent of

the array size, and the resulting execution times are o).

In any case, for small problems such as will be encountered in this experimental
work, the speed is quite sufficient. For a 10x10 problem, the program executes in
0.62 ms, and even for a 100x100 problem, it is still only 110 ms, which is small

compared to a 1-second timestep.

5.5. Validation

This is a less clear-cut subject. What are the criteria by which the efficiency of the
dispatching should be measured? There has been other work (such as [2, 3]), which
attempts to quantify dispatching efficiency, by metrics such as the amount of control
movement, and the network frequency stability, due to a given algorithm. However,
as argued in chapter 4, the goal was not to optimise either of these; the first is

assumed to be irrelevant due to the response speed of small generators, and the

second delegated to lower-level automatic controls. The proposed dispatcher is
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concerned only with economics, and under the simplifying assumptions made earlier,
the dispatcher’s optimising ‘problem’ is fairly trivial. It is only in a situation where at

least one source has non-zero incremental cost that there is anything worthy of

serious mathematical optimisation.

Doubtless a more advanced algorithm could be specified, but a case has already been

put forward in favour of the simplest approach possible. There are many scenarios

(renewable energy, storage devices, domestic grid electricity) where the price of the
product can correctly be assumed independent of the amount bought, because it is
too troublesome to implement price breaks. In these situations, the dispatching is
indeed trivial from a mathematical viewpoint, but the technical and organisational
issues involved, of actually measuring and directing the power flow according to the
commands of the dispatcher, are far more serious. This work is concerned as much

with these latter issues as with dispatching itself, and so it seems appropriate to
continue with investigating them. Due to the modular nature of the system, it should
be possible to drop-in a more advanced economic dispatching algorithm at a later
date. For now, though, the dispatcher 1s serv‘iceable and can be used in testing of the

communications layer.

5.6. Communications

Now that the dispatcher is operational, the next step is to get the information flowing

between it and the sources and demands. As mentioned earlier, the obvious way to
do this is over a computer network, and for the sake of availability and ease of use,
there is a strong bias towards using PC-compatible computers, an Ethernet network,

the TCP/IP protocol, and the communications libraries of LabVIEW, in this

experimental context.

5.6.1. Ethernet networking

The Ethernet network was chosen because of accessibility. It is the most popular
standard in local-area networking. Almost all modern personal computers can be
fitted with a low-cost Ethernet network interface card (NIC), and all of the personal

computer operating systems in use today have support for Ethernet hardware.

Ethernet supports a great variety of communications protocols, including the popular
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TCP/IP, as used by the Internet, and of more relevance, LabVIEW’s communication

Vlis. In other words, LabVIEW programs can easily communicate with each other

over an Ethernet network. Considering that the University buildings, like most office

buildings, all have built-in Ethernet, it becomes a very tempting choice.

Of course, it is not perfect; there are issues associated with latency and quality of

service, which may possibly not be good enough for this application. These issues

will be investigated in more detail in Section 5.7.5 below.

5.6.2. DSTP/DataSocket

LabVIEW provides a variety of functions for network communication. The most
basic of these are the TCP/IP VlIs, which as the name suggests allow the programmer

to work at the low level of raw TCP/IP data packets. This is not optimal for the

present application, though; it simply requires transmission of floating-point numbers

and logical true/false values with the minimum of fuss. To send these by raw TCP/IP

requires an intermediate stage of encoding floating-point numbers into binary code.
This is not especially difficult, but there are other higher-level means of

communication in LabVIEW which can make the job even easier; DataSocket and
the DSTP protocol.

DSTP is a part of National Instruments’ DataSocket system for network-enabled
measurement. This is a unified way of dealing with scientific-type data, which allows
it to be read from different sources in a flexible manner. For instance, a program
using DataSocket could just as easily load a time series of numbers from a disk file
on the local machine, as from a remote file via FTP, from a web site via HT'TP, or

from another program on a remote machine via DSTP. This last function is of
particular interest, because it is exactly what is required; a way to transfer numbers

between programs which may be on different machines.

DSTP works on a client-server model. The DSTP-enabled program is always the
client. To send a data item, it communicates with a separate DataSocket server
program, and places the data item onto the server. A program wishing to receive the
item connects to the server and picks it up. When an item is read from the server, it

stays unchanged on the server: in other words, once you have written an item, you
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may read it several times before writing it again, and each time it will return the same

value. A good analogy is to think of the DS server as a noticeboard, where a write

operation pins a notice onto it, and a read operation inspects the notice without

removing it from the billboard. Data items are identified in two ways:

1. A Uniform Resource Locator (URL) which works in just the same way as the
HTTP URLs (aka web addresses) familiar to any Internet surfer, except that it
begins in dstp:// instead of http://

2. An attribute, which is a text string associated with an individual data item. This is

used in situations where it is convenient to store several data items at one URL.

Attributes are optional and need not be used.

DSTP/DataSocket shows some promise for this application. The only foreseeable
problem was that it seemed to be rather a complicated system, and moving data

through it at a reasonable speed might therefore require a lot of computing power. In

order to find out more, some tests were called for.

5.6.3. Testing DSTP/DataSocket

A few small experiments were done with DSTP and the DataSocket suite to
determine its suitability for the project. Initially a rough estimate of speed was made,
by using a simple program that started a timer, wrote an item to a datasocket,
immediately read it back, and then stopped the timer. This gave the time elapsed
between starting to place an item on the DataSocket server and finishing to read it
back, i.e. the latency. This was quite variable; it was observed to reach under 1ms,

but could also occasionally be up to 20ms. The mean latency was about 0.5ms. These

figures were obtained when running the DS server on the same computer as the test
program; when communicating with a DS server on a remote machine via Ethernet,

they were somewhat higher, if more consistent; a mean of 3ms, with occasional

peaks up to 6ms.

This is the time taken to transfer one double-precision floating point number. The
REDMan application involves sending a series of values, using one DataSocket write
after the other. It is reasonable to suppose that the result could be scaled up, by

multiplying the time measured above by the number of values which are to be sent.
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Another parameter of interest was the overhead, i.e. the amount of extra data added
on top of the payload itself. By using a packet-sniffer program, the traffic between
the DataSocket server and the client program was intercepted. Each transfer of a
double-precision floating point number was observed to use one packet of
approximately 600 bytes in size. (It is hard to be more precise because the size of the
packet depends on the point in the protocol stack where it is intercepted.) Given that

an IEEE-format double float uses only 64 bits (8 bytes) this is somewhat

disappointing, although not very surprising given the amount of essential routing

information that goes into a TCP/IP packet besides the payload.

Related to this, and also of interest, is the load imposed on the computer’s CPU by
the DataSocket routines. If this was excessive, it might not leave enough CPU time
for the proper functioning of other REDMan modules. To test this, the CPU load was
measured using Microsoft Windows’ System Monitor application, while using the

previous test program to write and read fifty DataSockets per second. The result was

a load of almost 40%, on a machine with 333 MHz AMD K6-2 processor.

5.6.4. Results

Performance of the dispatching algorithm and communications system has been
measured. The dispatching algorithm runtime was found to vary roughly as the cube
of the problem size, whereas the communications runtime varied linearly as the
problem size. With the full processing power of a computer similar to the 300 and
333MHz test machines used, approximately 100 source/demand pairs could be
dispatched and communicated with in a one-second timestep. The efficiency of this
could doubtless be improved by orders of magnitude by using more advanced custom
software, but for the time being, this speed is completely adequate for the size of the
experimental system, which i1s unlikely to contain more than 10 sources and 10
demands. This means that DataSocket will be satisfactory, and so it is time to define

the data format and write the communications routines.
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5.7. REDMan comms routines

5.7.1. Data items to be transferred

The comms specification was defined in chapter 4. To recap, a power source must
state the maximum amount of power it can supply, and the per-unit price of this
power. In return, 1t will be told the amount of power actually required of it. A power
demand must state the amount of power it wants, and the price it 1s willing to pay. In
return, it will be told whether it is authorised to draw that power. In terms of data
items, then, a power source sends two numbers and receives one number. A power

demand sends two numbers, and receives on¢ logical true/false value.

Each of these items must be identified uniquely. Furthermore, when there are several

sources and demands in a network, the data streams associated with each client must
be identified. The primary means of identification in DataSocket is the URL, and so
it was a fairly obvious step to define a URL for each client. One complication in this
scheme 1is that a single DataSocket URL represents a connection that passes data in
one direction, whereas data flows both to and from a client. The solution was to

define not one but two URLs for each client, one for each direction of transfer.

The following naming scheme was adopted for the URLSs;

Dstp://<hostname>/redman/<client|server>/<load|gen>/<number>

Where <hostname> identifies the machine running the DataSocket server
application, <client|server> is ‘client’ for the connection that sends data towards the
dispatching algorithm and ‘server’ for the connection that sends it towards the
source/demand agent, <load|gen> is ‘load’ if the agent is a demand agent and ‘gen’ if

it is a source agent, and <number> is an index number uniquely identifying each

agent.

For instance, the connection between the first generator agent and the dispatching

algorithm would be specified by the following two URLs;

Dstp://localhost/redman/client/gen/0
Dstp://localhost/redman/server/gen/0

This scheme is fairly complex, and with a reasonable number of agents in use, would
generate large numbers of similar URLs. This proved to be a nuisance during early

development of the system, where a good deal of errors were made simply through
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confusing or mistyping URLs. In order to make the process less prone to error, a

program was created to build the URLs automatically, and included as a subroutine

in all REDMan components that required communications.

Within some of the connections defined by a single URL, it is necessary to transport
several data items. This was done by means of attributes as mentioned earlier. In the
case of the connection from power source to dispatcher, the maximum power was
given the attribute string “Pmax”, and the cost “Cs”. The connection in the opposite
direction only carries one data item and so needs no attribute. The connection from
power demand to dispatcher carries two items; the power required, identified by the
attribute “Pd”, and the price willing to pay, “Cd”. In the reverse direction, from

dispatcher to demand, there is only one item; a logical true/false informing the load if

it is permitted to switch on.

5.7.2. Allocating index numbers

The previous section mentioned that the various agent programs are identified by
index numbers. The important question is: how to manage these index numbers,
making sure that they are associated with the appropriate programs, that they are

really unique, and that programs can join and leave the network 1f necessary?

Ideally, the numbers would be dynamically allocated. In other words, an agent that

had just started and wished to join the network would make contact with a separate
management program to request an ID number. The next free ID would be allocated.

When the agent terminated (for example if its host appliance was switched off) 1t

would notify that the ID was no longer in use.

However, this protocol is relatively complicated, and in the first instance, where
there might only be 10 agents in total, it would be no great trouble to allocate the
numbers statically by hand. The problem of opening and closing connections can be
avoided thanks to a peculiarity of DataSocket discussed earlier; an item, once written
to the server, is not altered by being read. By arranging for agents to write a power
supply or demand amount of zero when they quit, the receiving end of the
DataSocket connection will keep returning zero every subsequent time it is read. As

far as the dispatching algorithm is concerned, a source with zero maximum power, or
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a load with zero demand, is ignored completely. This might seem like a quick fix;
computing power 1s being wasted to read connections every timestep when they
carry no useful data. A proper allocation system which obliged the agent to request a

connection would be more economical. Again, though, the speed tests showed that

there will be no shortage of computing power.

Relying on the agent to “close” the connection in this way may also reduce the
robustness of the system; for instance, if the agent crashes or is terminated before it
can write a final zero, the last value that it managed to write will persist. So, it 1s
evident that a proper handshaking/allocation‘ procedure would be very important in a
future real system. However, for initial experiments, the procedure described above

proved to be satisfactory.

5.7.3. Timing and synchronisation

So far, there has been much mention of ‘timesteps’ without any substantial
discussion of how these will be defined and enforced. Fundamentally, it is obvious
that the timestep must be long enough to allow all of the data to be transferred and all
of the calculations to be completed. It is also desirable that the timestep should not
vary, since it would complicate conversion to and from REDMan’s native energy
units of watt-timesteps. The several different phases of data transfer will also need to
be co-ordinated, so that one program will be sending when the other is expecting to
receive. These 1ssues can all be resolved by an appropriate synchronisation system,

which is generated by the central dispatcher. There are three phases of data transter:

1. The agent programs all submit their data to the dispatcher.
2. The dispatching algorithm operates on the received data.

3. The results are returned to the agent programs.

These phases are synchronised by a ‘call for bids’ signal sent from the dispatcher to

all agent programs.

5.7.4. Realisation of the system

Constructing the communications system according to these principles was merely a

case of coding, and the details will not be discussed here. The end-product was a
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toolkit of subroutines (or subVIs in the parlance of LabVIEW) to perform the tasks
of URL generation, opening connections, transferring data, and closing connections.
Synchronisation was implemented using the previously-discussed system of flags,
but was later modified to allow different programs to run at different timesteps.
Variable time-stepping such as this can be a very useful tool in maximising
computational efficiency, but it requires careful and informed choice of the
timesteps, since the choices made will have implications for dynamic behaviour and

stability. These issues will be explored in a future section.

5.7.5. Latency, quality of service, etc

Of course, the previous discussion assumes that the data passes through the network
without corruption, and arrives on time at its destination. As can be appreciated, this
is often not the case. Ordinary TCP/IP does not have guaranteed latency or quality of
service, so there is always the possibility of data arriving late, or never. If this
happens in the experimental system, the value from the previous timestep will be
substituted for the missing one. This is a very rudimentary error “correction” scheme,
but proved to be adequate since the networks used in experiments were reliable
enough and had low and repeatable latency (see 5.6.3). However, this could not
necessarily be depended on, and practical systems would require better means of
dealing with errors and excessive/variable latency. Some newer networking

protocols, like ATM and Ipv6, allow creation of streams with guaranteed latency and

QoS.

Of course, in the real world, nothing is “guaranteed”. Guaranteed latency just means
that the latency is unlikely to exceed a certain value. It does not mean that the system

is immune to physical damage or malicious software, or that data can magically be
transported faster than an undersized physical network infrastructure will allow. A
system constructed along REDMan line‘s would therefore be wvulnerable to
breakdowns in the data network, as well as breakdowns in the power network. In all

fairness it must be remembered that power companies already make considerable use

of datacomms networks in scheduling their existing generation [4]
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5.7.6. Some sample agents

To assist in testing, two simple agent programs were written. One was a test source,
which submitted a power and cost as typed in by the user. The other was a test load,

which could have its price set by the user, and which reported whether it was

switched on or dumped by the dispatcher.

5.8. OQOutcomes and conclusions

This chapter was concerned with initial development of the dispatching algorithm.
The rules for dispatching developed earlier were transferred into a computer
program, and tested. The relevance of optimal dispatching under the simplifying
assumptions made in this system was investigated, and it was found that the
optimisation problem was trivial, if not non-existent. This suggests that the economic

dispatching could be improved by removing the assumption that incremental cost is

zero, and re-designing the algorithm appropriately.

A system was also created by which different programs within REDMan could
communicate. A networking strategy suitable for experimental purposes was
developed, by using existing Ethernet, TCP/IP and DataSocket components. The
network was built and the software routines required to use it were written. Some

speed tests of the dispatcher and communications were conducted and the results

proved to be satisfactory.

Finally, the dispatcher and communications module were combined into one
program, the ‘REDMan Server’. The operation of this was tested by connecting it to
mock source and demand agents, which were very basic simulations of real-world

gencrators and loads. In this way it could be verified that there were no bugs in the

system.

At this point, the core of the system was complete. However, its ability to control
real-life generators and loads with varying power demands and prices was still

untried. Therefore, the next step was to try connecting it to some actual power

equipment, and this will be covered in the following chapter.
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Chapter 6: Building a testbed

It 1s now time to take the step of hooking the dispatching server up to a collection of
actual electrical generators, loads, and storage systems. This could be quite a difficult

process, and there are a few main problems which can be foreseen in the light of

previous discussions.

The first problem will be finding suitable generating equipment, given the constraints
imposed by the scale of the project. This could well rule out heavy machinery like

fuel cells and IC engine-powered generators, which tend to be costly, spread noxious

chemicals and fumes around, and require large amounts of care and attention.

The second problem will be setting up an interface between the generating plant (or
indeed the electrical loads) and the computer-based dispatcher. The generating plant
must be able to accept commands such as ‘change output power to 300 watts’.
Similarly, the loads should be capable of being switched off (or dumped) by the
dispatcher. A generator or load which fulfils these requirements is sometimes called
dispatchable. At the review stage it was found that dispatchable small generators and

dispatchable loads are quite rare.

The third problem is to manage grid co-operation. It is a <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>