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Abstract

The increase in new renewable energy resources is key to achieving carbon reduction

targets, however it also introduces new grid integration challenges. The best renew-

able resource in Scotland is found in remote parts of the country, and as a result

new renewable-based generation is increasingly subjected to high and variable levels

of impedance. Impedances that cause resonances are also increasingly common, given

the higher order characteristics of impedance when transformers, filters, subsea cables,

compensators and so on are present in the network. For a better understanding of

impedance related stability issues, the estimation of the grid impedance using both

Thévenin equivalent and wide-spectrum techniques is studied in this thesis and integ-

rated into the converter’s control. These estimations inform the controller of the grid

conditions, allowing for controller adaptation.

In instances where weak grid conditions are severe and the local grid impedance is

dominant, a disturbance rejection mechanism called the pre-emptive voltage decoupler

(PVD) is proposed. The PVD feeds forward the active current reference and meas-

ured voltage, and adapts the reactive current reference as a function of the impedance

estimation, to pre-emptively compensate the local voltage for changes in active power

transfer. This is justified through small signal analysis using linearised state space

models and validated in the laboratory using large inductors and a converter. The

control is also made more resilient with an instability detector, proposed to prevent

instability when significant grid disturbances occur. Through early detection of sudden

power angle changes, stability can be maintained. This is achieved by momentarily

reducing the power reference and re-establishing grid parameters. The implementation

of the proposed changes improves the steady state stability region from -0.75 – 0.55 pu

iv



to -0.85 – 0.75 pu. Further, the nonlinear transient performance is much more resilient,

and uninterrupted power flow can be maintained.

When the local grid is not dominant, and higher order grid impedances cause un-

desired resonances, a detection of the resonant frequency allows for an adaptation of

the outer loop gains, thus damping the resonances and improving stability. Such grids

are also prone to instability, but a reduction of the power reference does not improve

stability, on the contrary the reduction of the power reference shifts eigenvalues into

the right hand plane. A better preventative measure is to reduce the outer loop gains,

and once the frequency of the problematic resonances is identified, final decisions on

outer loop tuning can be taken. With this implementation, the stability of the system

is maintained and the power output can be recovered within about 1 second.
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Chapter 1. Introduction

Chapter 1

Introduction

1.1 Background

To limit the temperature rise caused by climate change to 2 ◦C as per the Paris

Agreement [1], the way energy is produced and consumed must change. For a long

time, the focus was on promoting renewable energy sources (RES) via government

incentives [2–4]. Such incentives are much less relevant now as RES have become

cost-competitive against gas and coal [5, 6]. The unprecedented growth in wind [7, 8]

and solar farms [9] the world over is transforming electricity production. On the de-

mand side, the electrification of transport and heating through electric cars and heat

pumps [10] is transforming how we consume energy. Even alternative fuel technolo-

gies, such as green hydrogen production, require electricity to power the production

process [11,12].

The key technology that is enabling this energy transition is the power converter. All

the above-mentioned changes, from RES to electrolysers and electric cars, are connected

to the grid via power converters. In wind turbines, the converter interface allows

for the variable speed operation of the turbine; maximising power capture, reducing

structural loads, and enabling grid code requirements such as fault ride through [13].

Photovoltaic (PV) panels, batteries and hydrogen fuel cells all produce DC power,

so these technologies also require an converter for grid integration. In addition, new

high voltage direct current (HVDC) transmission lines are increasingly used to connect
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offshore wind farms to the grid [14] and to inter-connect different national grids via

interconnectors [15].

While the converter is an enabling technology, it also presents new challenges. For

example, it is more prone to damage due to short term overcurrents than synchronous

machines, coming in at approximately 1.2 pu of the rated current rather than 6 pu [16].

There are also challenges at a network level, such as frequency stability [17], with grid

codes increasingly requiring RES to participate in frequency regulation [18]; and energy

balancing [19], with ongoing research into batteries [20], hydrogen [21] and ammonia [22]

storage solutions, as well as demand-side participation [23]. In this thesis, the research

problems being investigated are the integration of converters into grids of low strength

and resonant grids.

The local grid strength is determined by dividing the localised short circuit power by

the rated power of the RES, resulting in the generalised short circuit ratio (SCR) [24].

This generalisation is acceptable when the local grid impedance is dominant, allowing

for a linear representation of the grid impedance. A large offshore wind farm connected

to a remote part of the grid with a large local grid impedance will have a relatively

low short circuit ratio, otherwise described as a weak grid [25–27]. Low SCR grids are

characterised by low voltage stiffness, where fluctuations in local loads and generation

output can significantly affect the local bus voltage [28]. This results in poor voltage

stability, making the local system less tolerant to disturbances such as faults and other

grid events (such as the loss of electrical equipment) [29].

A sudden change in SCR in an already weak network is arguably a contributing

factor to the 9 August 2019 GB grid power outage. The technical report [30] describes

active and reactive power swings at the Hornsea wind farm prior to the disconnection

of 1 million customers. It describes how the local network at the Hornsea wind farm

was already weak and experiencing oscillatory behaviour when a transmission line (the

Eaton Socon – Wymondley 400 kV circuit) was disconnected due to a lightening stike.

It can be inferred that the transmission line loss further reduced Hornsea wind farm’s

local grid strength, increasing the coupling between active and reactive power. Such

conditions could easily result in growing undamped oscillations and the Hornsea wind
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farm’s protection systems to trip. Seen from this angle, the tripping of the Hornsea wind

farm highlights the importance of appropriate controller tuning, a task complicated by

the varying grid impedance [31,32].

Typically, the control action for converters in weak grids is relatively slow, with

various reasons given in [33–38]. However, this is in conflict with the growing require-

ment for primary frequency support from converter-interfaced generation [17]. Thus,

not only are converters having to operate comfortably in increasingly weak grids, they

must also be able to respond quickly to frequency events without becoming unstable.

A resonant grid is caused by the combination of inductive elements, such as over-

head lines and transformers, with capacitive elements, such as reactive power com-

pensators [39], subsea cables [40,41] and series compensation [42]. The resulting higher

order impedance may contain problematic resonances [43] that are unaccounted for by

the Thévenin equivalent impedance and, by extension, SCR. Therefore, such networks

require more detailed information about the grid impedance across a wide frequency

spectrum.

This thesis aims to improve the dynamic performance and resilience of converters

that employ vector current control (VCC) algorithms when subjected to grid impedance

variations. VCC is studied specifically because it is the most widely used control

strategy, making the proposals in this thesis relevant to industry. As for impedance

variation, it is studied because it is an under-researched area. It is difficult to tune

a converter to have both good dynamic performance and remain stable for different

degrees of grid strength. It is even more difficult if the variations in grid impedance

are significant and sudden. Similarly, an unexpected grid-induced resonance can cause

undesirable converter - grid interactions and may result in instability. These two areas

of research, weak grids and resonant grids, are addressed separately in this thesis.

However the solutions proposed to each problem are procedurally similar: allow the

controller to independently detect changes in grid conditions, determine what the new

grid conditions are, and adapt appropriately. This adaptability is advantageous as it

overcomes the paradox of prioritising dynamic response over controller robustness, or

vice versa.
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1.2 Summary of work presented in thesis

Chapter 2 introduces the concept of weak grids, resonant grids and VCC. The coupling

of active power and PCC voltage in varying grid strengths is studied in detail. Similarly,

the problems associated with resonances and the appearance of resonance as a function

of grid configuration is also studied. Both the time domain models and the linearised

models of VCC are derived, and the linear model is validated against the time domain

model. Further, a review of the literature on converter integration in weak grids as well

as resonant grids is undertaken.

As grid strength and grid resonances are a function of grid impedance, Chapter

3 reviews impedance estimation techniques from the literature. The most promising

techniques are subsequently tested in simulations and laboratory experiments. A study

is undertaken to understand why on-demand estimations using passive techniques are

not possible.

In Chapter 4, the relationship between active current and reactive current is derived,

and a novel technique that decouples the active and reactive components is proposed.

By taking into account the measured PCC voltage, estimated grid impedance and active

current reference, it is able to pre-emptively decouple the PCC voltage from changes

in active power, thus the name Pre-emptive Voltage Decoupler.

Chapter 5 seeks to improve the resilience of VCC when subjected to large grid-

induced disturbances, such as a transmission line loss. Therefore, the instability de-

tector is developed as a means of monitoring changes in local voltage angle. The

instability detector is combined with a power reference management mechanism, which

reduces the active power reference and, by extension, the power angle when instability

is detected. This allows for the system to settle and stability to be maintained. An

impedance estimator from Chapter 3 and the PVD from Chapter 4 are also included

in the proposed resilient VCC, allowing for independent optimisation of the PVD. The

local state machine control, which coordinates all the aforementioned additional com-

ponents to VCC, is presented through state machine notation and a range of simulation

and experimental time series plots covering various scenarios with regards to very weak
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grid operation and unexpected grid-induced disturbances.

In Chapter 6, a wide-spectrum impedance estimator developed in Chapter 3, as well

as the instability detector from Chapter 5, are combined with novel resonance damping

techniques. The resulting modified VCC is resilient to changing resonance frequencies

through independent detection of instability onset and preventative action, identifica-

tion of the resonant frequency, and automatic adaptation to the new resonance through

outer loop gain modification. The benefits of outer loop gain modification is determ-

ined through small signal studies and time domain simulations, and are compared to

other techniques in the literature such as the use of notch filters.

The simulation and small signal studies undertaken in this thesis employ parameters

based on a 350 MVA wind farm converter, similar to numerous existing literature

[44–47]. All hardware results are produced using a 1 kVA experimental setup in the

power electronics laboratory, with parameters justified in Section 2.4 based on the

available hardware. Both sets of parameters are presented in Appendix A.

1.3 Scientific contributions

• The identification of the mathematical constraints that prevent the estimation of

grid impedance in stationary and unperturbed grid conditions.

• A novel voltage compensation technique is proposed in the form of the Pre-

emptive Voltage Decoupler, which predicts voltage sensitivity in respect to active

power. This is a notable improvement on existing weak grid integration techniques

of VCC, which are either reactionary or of reduced bandwidth. This contribution

is validated with laboratory experiments.

• A novel instability detector is presented. During the course of the research, it

was found that the main indicator of instability is the shift in local voltage angle

over short periods of time. Therefore, by monitoring this angle, it is possible to

identify instability onset before voltage collapse occurs and triggering preventative

action. This implementation is suitable for both weak grid-induced instability and

undamped resonance instability. This contribution is validated with laboratory
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experiments.

• A local state machine controller is proposed to coordinate all the modifications

made to VCC. This ensures that the instability detector triggers the stabilising

measures appropriately, that the impedance estimation is undertaken correctly,

and that the Pre-emptive Voltage Decoupler is updated with the latest impedance

estimation. This contribution is validated with laboratory experiments.

• A novel approach to improve stability in resonant grids is proposed, where prob-

lematic resonances are identified and mitigated in real time. The instability de-

tector and local state machine controller previously described are adapted and

redeployed as part of this solution, with the instability mitigation undertaken by

re-tuning the proportional gains of the controller’s outer loop.

1.4 List of publications

• Robustness Testing of Two Impedance Estimation Techniques, proceeding from

the PEMD conference, March 2020.

• Review of Local Network Impedance Estimation Techniques, published in IEEE

Access in November 2020.

• Responsive and Resilient Vector Current Control for Variable Grids, published in

Open Journal of Power Electronics in 2023.

6



Chapter 2. Future Grid Challenges and Converter Control Review

Chapter 2

Future Grid Challenges and

Converter Control Review

The first part of this chapter provides an overview of the problems associated with

weak grids and resonant grids. Weak grids are characterised by a large and dominant

local grid impedance, which reduces the stiffness of the local voltage. As a result, the

local voltage is coupled with the active power, with the voltage collapsing as the active

power transfer increases. Resonant grids, on the other hand, experience undamped

conditions at the resonance frequencies due to the presence of resonant LC elements

into the network – for example, a transmission line with reactive power compensation.

Such resonances are only problematic when they match similarly undamped frequencies

within the converter control.

The second part of this chapter presents vector current control, complete with time

domain and frequency domain derivations and tuning strategies. Subsequently, the

existing literature covering weak grid and resonant grid integration of converters is

reviewed.
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2.1 Future grid challenges

2.1.1 Weak Grids

In Fig. 2.1, the grid is represented by Thévenin equivalent impedance, comprising of

a resistance Rn and an inductance Ln. The use of Thévenin equivalent impedance is

standard for weak grid studies [28,36,48], where a simplified RL impedance is assumed.

It is also appropriate for the studies undertaken in Chapters 4 – 5 due to the timescales

of interest. eabc, the stiff grid voltage, is an ideal voltage source. inabc is the grid

current. The local PCC voltage is uabc.

Figure 2.1: Representation of the grid.

In steady state conditions, voltages and currents can also be represented as phasors

relative to the PCC voltage angle, such that U = U∠0 and E = E∠δ. Or, equivalently

in vector form, U = U and E = E(jsin(δ) + cos(δ)) The grid impedance can also be

represented as a vector Zn, where Zn = Rn + jωLn = Rn + jXn, or as a phasor, where

Zn = Zn∠φ. ω is the fundamental frequency of the grid.

2.1.1.1 Short circuit ratio

The simplification of the grid impedance into a first order RL impedance (i.e. the

Thévenin equivalent impedance) allows for the use of the short circuit ratio (SCR) as

a means of assessing grid strength. The generalised SCR equation [24,49] is as follows

SCR = SSC
Srated

=
U2
ll

Zn

Srated
(2.1)

where SSC is the network power when a three-phase balanced short circuit occurs and

Srated is the generator rating. Given the high Xn/Rn ratios experienced in transmission

circuits, Zn is often substituted with Xn. The value of U is measured when there is
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no power transfer at the PCC, thus U ≡ E; and the subscript ll represents line-to-line

quantities. Commonly, a very weak grid has a SCR below 2 and a weak grid has a SCR

between 2 and 3 [50]. A SCR higher than 3 represents a strong grid.

Equation (2.1) helps to establish the relationship between SCR, voltage and imped-

ance at the PCC. In normal conditions, it can be assumed that steady state voltage

levels operate within specified limits of ± 5 % of nominal values, as per the UK

grid code [51]. Thus, the SCR is the Thévenin equivalent impedance are directly

linked [38,52]. Variations in grid impedance can occur daily as loads are connected and

disconnected [53]; but also more significantly, for example with the disconnection of a

transmission line [49].

The generalised SCR is appropriate when assessing a single converter connected to

a grid with a dominant local impedance, such as those undertaken in Chapters 4 – 5.

Care should be taken when the local grid hosts multiple converter based generators

and loads [54]. Some variants of the SCR, such as the weighted SCR (WSCR), the

composite SCR (CSCR), or the SCR with interaction factors (SCRIF), might be better

tools for studying specific network configurations and/or grid-wide stability at a power

systems level. While these are not employed in this thesis, they are outlined in [54].

2.1.1.2 Power angle limitations in weak grids

The relationship between active power transfer and power angle is crucial to weak grid

studies. This is because weak grids, characterised by large grid impedance, requires

much larger power angles in order to transfer active power compared to a stronger grid.

Consider the steady state apparent power equation

S = 3U
(
E − U
Zn

)∗
(2.2)

By using the vector form of U and E, and extracting the real components only, the

equation of active power as a function of grid impedance is derived.

P = 3U(EXnsin(δ) +Rn(Ecos(δ)− U))
X2
n +R2

n

(2.3)
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Given (2.1) and assuming a fixed Xn/Rn ratio of 10, Fig. 2.2 shows the relationship

between δ and P for various SCRs.

Figure 2.2: The characteristics of active power transfer across increasing grid impedances.

Strong grids, represented by the orange and yellow traces, requires very small

changes in power angle to produce a transfer of active power. In such conditions,

the generator operation is highly linear with a constant relationship between power

and angle. Weak grids with a SCR of 1, represented by the blue trace, present very

different working conditions for generators. Much larger power angles are required to

absorb or inject active power. Further, the relationship between power angle and active

power is no longer linear, i.e. the plant is nonlinear.

2.1.1.3 Coupling between active power and PCC voltage

By assuming zero reactive power transfer, the PCC voltage magnitude can be linked

to the power angle δ, and thus to active power.
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U = −ERnsin(δ)− EXncos(δ)
Xn

(2.4)

Plotted against active power, the PCC voltage magnitude for varying SCRs is

presented in Fig. 2.3.

Figure 2.3: Coupling between active power and PCC voltage without any reactive power
provision.

From Fig. 2.3, the PCC voltage remains relatively constant when the SCR is 5.

However, as the grid becomes weaker, the PCC voltage variability is much greater. This

coupling between active power and PCC voltage justifies the requirement for reactive

power provision by generators in order to support the PCC voltage.

2.1.1.4 Reactive power provision for voltage support

The analytical relationship between reactive power and power angle, for a fixed PCC

voltage, is as follows
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Q = 3ERnUsin(δ)− 3EUXncos(δ) + 3U2Xn

X2
n +R2

n

(2.5)

Using equations (2.3) and (2.5), active and reactive power can be plotted against

one another for various SCRs, as per Fig. 2.4.

Figure 2.4: Relationship between active power and reactive power.

Fig. 2.4 demonstrates the reactive power provision required to support the local

voltage at a fixed value. The reactive power requirements are especially high in very

weak grids, extending to approximately −0.6 pu of the rated power when the SCR is

1.

2.1.2 Grids with embedded resonances

Unlike weak grid studies, where Thévenin equivalent impedances are used, grids with

resonances must be represented by a wide frequency spectrum impedance, consisting

of an arrangement of inductances, resistances and capacitances, and their effect on one

another. This produces a higher order aggregated impedance with resonances. For the
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purposes of this Section, the converter impedance is not considered.

There are two types of resonances within electrical networks: resonances caused by

series configuration of the capacitor relative to the other passive elements, as per Fig.

2.5a; and resonances caused by parallel configuration of the capacitor relative to the

other passive elements, as per Fig. 2.5b. Resistive and inductive impedances typic-

ally represent power lines and transformers, whereas the capacitive elements represent

a range of phenomena and assets, such as cable shunt capacitance, series compensa-

tion, VAR compensation, PWM filters, etc. Subscript cs represents the converter side

elements, and gs represents grid side elements.

(a) (b)

Figure 2.5: Electrical system with (a) series capacitance and (b) parallel capacitance.

Series capacitances, as per Fig. 2.5a, occur when series compensation is employed

in long power lines. The use of series compensation can result subsynchronous series

resonances (SSR) [55], causing the undesirable exchange of electrical energy in the

network and, in the case of conventional power stations and some wind turbines, mech-

anical energy in the generator [42]. One commonly cited such event occurred in 1970 at

the Mohave Generating Station (a coal-fired power plant located in southern Nevada),

where torque oscillations caused by SSR resulted in catastrophic failure of the turbine

generator shafts [55]. Such undesirable exchange in energy can also happen with wind

farms comprising of Type-II [42] and Type-III [56] wind turbines as series compensa-

tion is added to power lines to cater for the growth in wind turbine generation. The

negative slip in such machines, due to the rotor angular speed being higher that the

electrical angular rotation of the stator, result in the machines’ resistance becoming

negative [57]. There is therefore a risk of undamped oscillations when directly coupled

to a grid containing SSR [58]. This scenario occurred on 22 October 2009 at the Zorillo-

Gulf wind farms, where an oscillation between the capacitor of a series compensated line
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resonated against the generators of Type-III wind turbines. Within a couple seconds,

the voltage at the wind turbines had reached 195 % of the rated voltage, causing the

failure of numerous crowbars at the wind farms [59]. According to [60], it is still unclear

if the exact cause of the resonance is due to the "induction generator effect", undesir-

able control reaction, or both. Type-IV wind turbines appear much more resilient to

SSR issues, as the decoupling of the generator from the grid reduces the possibility

for series compensation - generator interaction [60]. The literature on VSCs in SSR

conditions suggests that if well designed, the controllers should not exhibit any negative

resistance [61]. Furthermore, VSCs can be used to dampen SSCs locally [62–64].

Parallel capacitances, as per Fig. 2.5b, occurs with LC and LCL filters, subsea and

underground AC cables, overhead AC lines (due to the cable-to-ground capacitance),

and power factor correction devices such as Static VAR compensators and reactive

power compensators (i.e. shunt capacitor banks) [65, 66]. Impedances containing par-

allel capacitances are characterised by a large impedance magnitude at the resonant

frequency. The task of designing networks and wind power plants to be free problem-

atic resonances is challenging, as outlined in [43]. This is because resonant frequencies

can vary significantly as a function of the number of turbines in operation [67], grid

configuration [43], and the switching of capacitor banks [68]. Further, the frequency of

a parallel resonance can be quite low, with third harmonic resonances reported in [69].

For reference, a 500 kV underground cable is assigned a shunt capacitance value of

0.3072 µF/km in [40] and in [41], a 220 kV subsea cable has a shunt capacitance value

of 0.1283 µF/km. Reactive power compensation capacitances can be calculated as

Cshunt = Xt−puV
2/(ωSt−rating) where Xt−pu is the transformer per unit impedance

and St−rating is the transformer rating (reactive power compensation is usually stepped

down) [39].

The transfer functions for impedances containing series and parallel capacitances

as seen from the PCC are presented in equations (2.6) and (2.7) respectively.

Zn series(s) = Rncs + Lncss+ 1
Cseriess

+Rngs + Lngss (2.6)
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Zn parallel(s) = Rncs + Lncss+ Rngs + Lngss

CparallelLngss2 + CparallelRngss+ 1 (2.7)

Note, the series impedance equations is based on the equation for compensation

factor (CF), as follows [70]:

XCseries = CF (Lncs + Lngs)ω (2.8)

Cseries = 1
ωXCseries

(2.9)

Bode plots for equations (2.6) and (2.7) are presented in Fig. 2.6, where Rncs =

1.81 Ω, Lncs = 17.3 mH, Rngs = 5.432 Ω, Lngs = 57.6 mH, Cparallel = 1.86 µF and

Cseries = 87.9 µF. These parameters provide a grid side impedance that is three times

larger than the converter side impedance; the parallel capacitor produces a parallel

resonance of 290 Hz; and the series resonance provides the transmission line with a CF

of 0.5 pu. The base voltage and power parameters are presented in Appendix A.1.

(a) (b)

Figure 2.6: Typical bode plot shapes for aggregated grid impedances containing (a) a series
capacitance and (b) a parallel capacitance.

From Fig. 2.6a, the series capacitance produces a series resonance, represented

by a dip in magnitude in the bode plot. Series compensators are common causes of
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series resonances, in which case the resonance is also called a subsynchronous resonance

(SSR) due to its sub-fundamental frequency characteristics [56,64]. Given the relatively

predictable impact of series compensation on SSR, any problems can be mitigated in

advance with some careful consideration [56,71,72].

The parallel capacitance in Fig. 2.6b produces compound resonances, with a paral-

lel resonance (the peak), and the series resonance (the dip). In this case the resonances

are supersynchronous. The relationship between impedances containing parallel capa-

citances and the resulting resonances is studied in further detail in Section 2.1.2.1.

2.1.2.1 Grids with parallel capacitances

For a given capacitance, the value of converter side and grid side impedances will impact

the frequency of the resonances. This is studied in the following subsections.

2.1.2.1.1 Variation in resonances as a function of grid side impedance

Bode plots for (6.1) are presented in Fig. 2.7, where the converter side impedance is

assigned a SCR of 6 and the X/R ratio is 10 (i.e. Lncs = 57.6 mH and Rncs = 1.81Ω),

the parallel capacitor has a value of 1.76 µF because this results in a parallel resonance

in the region of the third harmonic, identified as a problem in [69]. The grid side im-

pedance is a function of the converter side impedance, such that Zngs(s) = K1Zncs(s).

K1 is a variable (with a value of 3, 6 or 12) used to illustrate the impact of the grid

side impedance on the resonance frequency.

The bode plots in Fig. 2.7 illustrate that the series resonance occurs at a higher

frequency than the parallel resonances, and that unlike the parallel resonance, the

frequency of the series resonance is independent of the grid side impedance. On the

other hand the greater the grid side impedance, the lower the frequency of the parallel

resonance. To take this example further, Fig. 2.8 plots the impedance of the grid, as

seen from the PCC. In Fig. 2.8, the axes are linear rather than logarithmic.

The reduction in parallel resonance as a result of grid side impedance increases is

concerning, as such impedance changes might cause the resonance to further approach

the fundamental frequency. Given the already low resonance issues discussed in [69],
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Figure 2.7: Bode plots of aggregated grid impedance for varying values of grid side impedance.

Figure 2.8: Linear scaling equivalence impedance plots for varying values of grid side imped-
ance.
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where third harmonic resonances are discussed due to the presence of capacitor banks

and long transmission systems, the problem of parallel resonance is likely to increase as

grids become weaker. The final observation with regards to Fig. 2.8 is that given the

linear axes scaling (linear and not logarithmic), the parallel resonances are very obvious

(large spikes), but the series resonances are not discernible. This could be resolved by

plotting the admittance (see Fig. B.1 in Appendix B).

2.1.2.1.2 Variation in resonances as a function of converter side impedance

Consider an alternative scenario, where the grid side impedance (Zngs(s)), in isolation,

is equivalent to a SCR of 6 (i.e. with the values of Zncs(s) presented in the previous

example). The relationship between converter side impedance and grid side impedance

is such that Zncs(s) = K2Zngs(s). In this example K2 ≤ 1, as it is assumed that the

grid side impedance is higher than the converter side impedance. The value for grid

capacitance is the same. This results in the bode plots of Fig. 2.9.

Figure 2.9: Bode plots of aggregated grid impedance for varying values of converter side
impedance.

From Fig. 2.9, the parallel resonance is stationary for all values of K2, but the
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series resonance shifts. Thus, the series resonance is a function of the converter side

impedance. The independence of the parallel resonance to changes in converter side

impedance is even more pronounced in Fig. 2.10, which plots the impedance as seen

from the PCC using linear axes.

Figure 2.10: Linear scaling equivalence plots for varying values of converter side impedance.

In Fig. 2.10, the grid impedance, as seen from the PCC, is exactly the same despite

the variations in converter side impedance. The equivalent admittance plot is included

in Appendix B as Fig. B.2 for completeness.

2.1.2.1.3 Resonance frequency equations

The frequency of the parallel resonance in a parallel impedance is a function of grid

side inductance and the parallel capacitance, such that

fres parallel = 1
2π
√
LngsCparallel

(2.10)

This relationship is completely independent of the converter side impedance.

The frequency of the series resonance in a parallel impedance, however, is a bit
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more complicated to calculate, as it affected by both the grid side and converter side

impedance as well as the capacitor, such that

fres series = 1
2π
√

LncsLngs
Lncs+LngsCparallel

(2.11)

The resonance frequency equations (2.10) and (2.11) match the frequency of the

resonances of the bode plots Fig. 2.7 and 2.9, as per Table 2.1 below.

Table 2.1: Plotted and calculated resonances

Figure Trace fres parallel
(from figure)

fres series
(from figure)

fres parallel
(2.10)

fres series
(2.11)

Fig. 2.7 K1 = 3 289 Hz 577 Hz 289 Hz 577 Hz
Fig. 2.7 K1 = 6 204 Hz 540 Hz 204 Hz 540 Hz
Fig. 2.7 K1 = 12 144 Hz 520 Hz 144 Hz 520 Hz
Fig. 2.9 K2 = 1 500 Hz 707 Hz 500 Hz 707 Hz
Fig. 2.9 K2 = 0.25 500 Hz 1118 Hz 500 Hz 1118 Hz
Fig. 2.9 K2 = 0.1 500 Hz 1658 Hz 500 Hz 1658 Hz

2.1.2.2 Summary and final observations

From Fig. 2.7 – 2.10, the parallel capacitance creates a parallel resonance and a series

resonance. The frequency of the parallel resonance is a function of capacitance and grid

side impedance only. This is unlike the series resonance which is affected by both the

converter side and the grid side impedances. With increasing weak grid concerns, it is

likely that problematic parallel resonances will become more common, as the frequency

of the resonance interferes with converter controllers (more on that in Chapter 6). Fur-

ther, grid impedance variability due to the connection and disconnection of loads and

lines [49, 53] make it likely that the frequency of resonances will shift. It could, there-

fore, be advantageous for converters to determine in real-time what the existing parallel

resonances are. This would allow converters to independently take mitigating action or

perhaps even communicate this problem with nearby reactive power compensators and

other network infrastructure. A study on wideband impedance estimation process is

presented in Section 3.5.2 as part of the Impedance Estimation chapter, with proposed

solutions to parallel resonances pursued in Chapter 6.
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2.2 Converter control

2.2.1 Time domain of vector current control

Vector current control (VCC) was invented in Germany in 1971 to control electrical

machines, allowing for the independent control of magnetic flux and torque [73]. This

was done by converting the three stator currents of a three-phase AC electric motor

into two orthogonal components. These techniques have since been adapted to three

phase electrical converters for independent control of active and reactive power [74].

However, as illustrated in Section 2.1.1, the active power transfer and the PCC voltage

in weak grids are highly coupled.

The overall layout of VCC is presented in Figure 2.11. The electrical system in-

cluding voltages, currents and impedances is the same as Fig. 2.1 with the addition of

the converter filter where the converter voltage is vabc and the converter current is icabc.

The filter impedance Zc comprises of resistance Rc and inductance Lc. The PWM filter

capacitor is represented by Cf .

eabc

LnRn

Cf

inabcicabc

uabcvabc

Rc Lc

Transformation  

(abc to qd)

Outer

loop
Inner

loop

Transformation

(qd to abc)

Modulation

icqd
c

uqd
c

P*U*

uc
qd

vabc
c

mabc

icqd
c

icqd
*

θ
c

θ
c

PLL

Figure 2.11: Basic outline of VCC control structure.

The three phase sinusoidal abc voltages and currents are transformed into the qd-
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frame by the DQZ transforms, using the synchronisation angle produced by the phase

locked loop (PLL). The inner current loop is responsible for controlling the current

flowing across the RL component of the converter filter, and the outer loop is responsible

for controlling active power transfer and supporting the PCC voltage magnitude.

2.2.1.1 qd reference frame

In order to simplify the control of three phase voltages and currents, it is preferable

to transform the three phase sinusoidal abc quantities, fabc, into two DC quantities,

f cqd, where the q-sequence is real and leading the imaginary d-sequence by 90◦. As

with the majority of academic literature, no neutral is assumed and the f c0 component

is ignored. This is justified by the common use of delta connections for both Type-

IV wind turbines [75] and bipole HVDC connection [76] (i.e. HVDC connected wind

farms), with the grounding in the DC-link. The superscript c specifies that the values

are in the converter frame rather than the grid frame, a distinction that is particularly

important for small signal studies. The DQZ transformation (sometimes referred to as

the Park transform) is produced by combining the Clarke transform and a rotation,

such that


f cq

f cd

f c0

 =


cos(θc) cos(θc − 2π

3 ) cos(θc + 2π
3 )

sin(θc) sin(θc − 2π
3 ) sin(θc + 2π

3 )
1
2

1
2

1
2



fa

fb

fc

 (2.12)

And inversely,


fa

fb

fc

 =


cos(θc) sin(θc) 1

cos(θc − 2π
3 ) sin(θc − 2π

3 ) 1

cos(θc + 2π
3 ) sin(θc + 2π

3 ) 1



f cq

f cd

f c0

 (2.13)

The transformation derivations are presented in Appendices C.1 – C.3.
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2.2.1.2 Phase locked loop

The PLL enables the rotation of the qd-frame by supplying the DQZ transformations

with reference angle θc, enabling the controller can work with DC quantities. Given that

ucd is the imaginary component, alignment by the PLL is achieved once ucd = u∗d = 0.

Assuming steady state equilibrium (i.e. θc = 0◦), ucq and ucd are as follows

ucq = Ucos(θc) = Ucos(0) = U (2.14)

ucd = Usin(θc) = Usin(0) = 0 (2.15)

The time domain implementation of the controller is presented in Fig. 2.12. The

error, ∆ud (where ∆ud = u∗d − ucd) is processed by PI gains, outputting the change in

frequency ∆ωc. By adding ∆ωc to the base grid frequency (2π50 rad/s), the instant-

aneous grid frequency is obtained. Integrating the instantaneous grid frequency results

in the rotating angle θc to which the transformations are aligned.

uabc

DQZ Kpll(s) 1/s θ
cθ

c

2π50

+
- +

ud
c

uq
c

Figure 2.12: PLL and the PCC voltage transformation loop.

To obtain the transfer function of the PLL, it is necessary to linearise the PLL. This

can be done by representing the input to the PLL as an angle rather than a voltage.

Substituting u∗d with Usin(θ∗) and ucd with Usin(θc), the error going into the PI gains

is ∆ud = Usin(θ∗) − Usin(θc). Assuming steady state, u∗d is very small, so θ∗ is

also very small, therefore sin(θ∗) ∼= θ∗. Similarly, the angle θc is very small, thus

sin(θc) ∼= θc. Combining these assumptions and simplifications,

∆ud ∼= U(θ∗ − θc) (2.16)

23



Chapter 2. Future Grid Challenges and Converter Control Review

Resulting in a linearised closed loop PLL system, presented in Fig. 2.13.

1/s+- Kpll(s)
θ

*(s) θ
c(s)ω

c(s)
U

Figure 2.13: Simplified PLL representation.

Where

Kpll(s) = Kp pll + Ki pll

s
= Kp plls+Ki pll

s
(2.17)

Therefore, the PLL closed loop transfer function is

Hpll CL(s) = θc(s)
θ∗(s) = Kpll(s)U

s+Kpll(s)U
= Kp pllUs+Ki pllU

s2 +Kp pllUs+Ki pllU
(2.18)

Equation (2.18) is a second order transfer function [77]. Compared to the second

order general form [78] (where ζ is the damping ratio and ωb is the bandwidth)

H(s) = 2ζωbs+ ω2
b

s2 + 2ζωbs+ ω2
b

(2.19)

It can be determined that

Kp pll = 2ζωb
U

(2.20)

Ki pll = ω2
b

U
(2.21)

2.2.1.3 Current controller

The objective of the current controller (also referred to as the inner loop) is to determine

the converter voltage vcqd required to obtain a particular current flowing through the RL

filter. Consider the RL filter presented in Fig. 2.14, note the positive current direction

from grid to converter.

Kirchoff’s Voltage Law (KVL) across the filter dictates that
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icabc

uabcvabc

VDC

Rc
Lc

Figure 2.14: The converter filter.

uqd − vqd = Rcicqd + dicqd
dt

Lc (2.22)

Taking the rotating frame into account, vqd = (vq − jvd)ejωt, uqd = (uq − jud)ejωt

and icqd = (icq − jicd)ejωt

Differentiating icqd gives:

d

dt
icqd = j(icq − jicd)ωejωt + ( d

dt
icq − j

d

dt
icd)ejωt (2.23)

Substituting (2.23) into (2.22) and separating real and imaginary components

Re(uqd − vqd) = uq − vq = icqRc + icdωLc + d

dt
icqLc (2.24)

Im(uqd − vqd) = −ud + vd = −icdRc + icqωLc −
d

dt
icdLc (2.25)

By establishing the transfer functions of the filter, the current controller can be

designed and optimised [79,80]. In the Laplace domain and solved for vqd

vq = uq − icdωLc − icq(Rc + Lcs) (2.26)

vd = ud + icqωLc − icd(Rc + Lcs) (2.27)

Mirroring these equations into the current controller,

vcq = ucq − iccdωLc − (i∗cq − iccq)
Kp ccs+Ki cc

s
(2.28)
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vcd = ucd + iccqωLc − (i∗cd − iccd)
Kp ccs+Ki cc

s
(2.29)

it is possible to tune the current controller directly as a function of the filter parameters.

Hence, relating the integral to the current controller time constant τcc, the relationship

between filter parameters and controller gains is

(Ki cc +Kp ccs)τcc ∝ (Rc + Lcs) (2.30)

Thus,

Kp cc = Lc
τcc

(2.31)

Ki cc = Rc
τcc

(2.32)

The resulting current controller, complete with the RL filter dynamics in the form

of block diagrams, can be seen in Fig. 2.15. For completeness, the current controller

should be much faster than the outer loop in order to maintain separation of dynamics

between the inner and outer control loops [81,82].

icq
*

icd
c

icq
c

+

+

+

+

Lcω

uq
c

ud
c

+

icq

icd

Kcc(s) vqvq
c

1
Rc+sLc

icd
*

Lcω

Kcc(s)

+

uq

vdvd
c

1
Rc+sLc

+

+

ud

Lcω

Lcω

Current control Filter

Figure 2.15: Control structure of current controller loop.
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2.2.1.4 Outer loop control

The outer loop control typically comprises of an active power loop, which determines

the active current reference i∗cq; and a reactive loop, which determines the reactive

current reference i∗cd. The active loop can be set to control either active power at the

PCC or DC voltage in the DC link. The reactive loop can be used to control either

reactive power at the PCC or PCC voltage magnitude. In this thesis, the outer loop is

set to P-U control because, as shown in Section 2.1.1, the provision of reactive power

to support the local voltage is absolutely necessary for stability. By tracking PCC

voltage, the reactive outer loop provides the required reactive power. The controller

block diagrams are presented in Fig. 2.16.

P* icq
*

icqd
c

uqd
c

uqd
c

P

KP(s)
+

-

U*

U

KU(s)+
-

icd
*

3/2 uq icq

uq
c 2+ud

c 2

Figure 2.16: VCC outer loops.

The tuning of the outer loop is explained in more detail in Section 2.2.2.9, the

linearised outer loop section, as small signal models are used for this purpose.

2.2.1.5 Modelling discrete system delays

While real world converters are switched / discrete systems, it is acceptable to use

continuous average voltage models to represent them. Continuous models are much

faster to run and suffer less from noise. However, for improved accuracy, the average

delay of a discrete system must be replicated. In the case of continuous time domain

models, this is done with a transport delay block.

The delay represents the lag caused by the periodic sampling, and the discrete pulse

width modulation (PWM). This results in a combined delay of 1.5 sampling periods,

included at the output of the converter [83,84] as per Fig. 2.17.
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eabc

LnRn

Cf

inabcicabc

uabcvabc

Rc Lc

Transformation  
(abc to qd)
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loop

Inner
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(qd to abc)

Converter / 
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icqd
c

uqd
c

P*U*
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qd

vabc
c

icqd
c

icqd
*

θ
c

θ
c
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Figure 2.17: VCC delays.

2.2.2 Linearisation of Power Systems and Vector Current Control

2.2.2.1 Introduction to dynamic systems

Dynamic systems, such as the power systems studied in this thesis, can be described

using a set of n ordinary differential equations (ODEs). Thus, the system is of nth

order. It is a function of r number of u inputs, and n number of states, x. ẋ is the

state derivative. The number of functions can be represented by subscript i, where

i = 1, 2, ..., n. [85] Thus,

ẋi = fi(x1, ..., xn;u1, ..., ur) (2.33)

This can be simplified by using vector notation, ẋ = f(x.u), where f = [f1, ..., fn]T ,

x = [x1, ..., xn]T , u = [u1, ..., ur]T . Output variables, y, can be obtained using func-

tions gj , where j = 1, ...,m such that y = g(x,u), where y = [y1, ..., ym]T and

g = [g1, ..., gm]T . [85]
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2.2.2.2 Linearisation of dynamic systems

These dynamic systems can be linearised around equilibrium points, satisfying f(x0).

By linearising complex power systems, stability assessment and optimisation is possible

with classical control tools. The system in equilibrium can therefore be represented as

ẋ0 = f(x0,u0) = 0. [85]

Any deviation from the equilibrium assumes that the deviations are sufficiently

small that the linear priorities are maintained, therefore the state, input and state

derivative vectors become a function of the initial conditions and a small perturbation,

∆x and ∆u: x = x0 + ∆x, and u = u0 + ∆u. [85] Thus,

ẋ = ẋ0 + ∆ẋ = f [(x0 + ∆x), (u0 + ∆u)] (2.34)

Given that ∆x and ∆u are small, it is acceptable to simply Taylor’s series expansion

to a first order system. As such, it can be shown that

∆ẋi = ∂fi
∂x1

∆x1 + ...+ ∂fi
∂xn

∆xn + ∂fi
∂u1

∆u1 + ...+ ∂fi
∂ur

∆ur (2.35)

and similarly,

∆yj = ∂gj
∂x1

∆x1 + ...+ ∂gj
∂xn

∆xn + ∂gj
∂u1

∆u1 + ...+ ∂gj
∂ur

∆ur (2.36)

2.2.2.3 Small signal studies

The equations produced by the Taylor series expansion is best described in matrix form,

the standard linearised state space representation of power systems [85–87]:

∆ẋ = A∆x + B∆u

∆y = C∆x + D∆u
(2.37)

where x is the state vector; u is the input vector; y is the output vector; A is the

state or system matrix; B is the input matrix; C is the output matrix; and D is the
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feedforward matrix. The matrices contain the partial derivatives, as per (2.38) – (2.41).

A =


∂f1
∂x1

... ∂f1
∂xn

... ... ...

∂fn
∂x1

... ∂fn
∂xn

 (2.38)

B =


∂f1
∂u1

... ∂f1
∂ur

... ... ...

∂fn
∂u1

... ∂fn
∂ur

 (2.39)

C =


∂g1
∂x1

... ∂g1
∂xn

... ... ...

∂gm
∂x1

... ∂gm
∂xn

 (2.40)

D =


∂g1
∂u1

... ∂g1
∂ur

... ... ...

∂gm
∂u1

... ∂gm
∂ur

 (2.41)

The state space equations are graphically represented in Fig. 2.18.

D

B
s
1

C

A

+ +
Δu ΔyΔxΔx

.

I

Figure 2.18: Graphical representation of the state space equations.
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2.2.2.4 Closed loop transfer matrix

The closed loop transfer matrix, Fig. 2.19, is based on [45, 88] and is used extensively

in the small signal (state space) studies of this thesis. The matrix includes all the

linearised components of the grid and controller, including the PLL, transforms, current

controller, outer loop and delays. The inputs are the active power and PCC voltage

magnitude references, and the outputs are the measured active power and PCC voltage

magnitude. This set of inputs and outputs is chosen because it includes all aspects of

this controller, including the outer loop, in the assessment of stability.

Outer

Loop

Current

Controller

ΔP*
ΔU*

Δvqd
c

Δuqd
c

Δicqd
c

Δicq
c* Δicd

c*

Figure 2.19: Closed loop transfer matrix: representation of the combined linearised plant and
controller system.

Every block in Fig. 2.19 represents an individual small signal model, as per the

format described in (2.18).

In this thesis, the closed loop transfer matrix uses [∆P ∗ ∆U∗]T as inputs and

[∆P ∆U ]T as outputs. To represent the open loop system, the inputs are changed to

[∆Perror ∆Uerror]T where [∆Perror ∆Uerror]T = [∆P ∗ ∆U∗]T − [∆P ∆U ]T .

2.2.2.5 Linearised Electrical System

The plant state space system is obtained by considering Kirchoff’s Voltage Law across

the converter filter and grid impedances, as well as Kirchoff’s Current Law at the PCC
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node [44,45].

KVL across the converter impedance

∆uqd −∆vqd = Rc∆icqd + d

dt
∆icqdLc (2.42)

Separating real and imaginary

d

dt
∆icq = ∆icq

Rc
Lc
−∆icdω + ∆uq

1
Lc
−∆vq

1
Lc

(2.43)

d

dt
∆icd = ∆icqω + ∆icd

Rc
Lc

+ ∆ud
1
Lc
−∆vd

1
Lc

(2.44)

KCL at the PCC node

∆inqd −∆icqd = d

dt
∆uqdCf (2.45)

Resulting in

d

dt
∆uq = −∆icq

1
Cf
−∆udω + ∆inq

1
Cf

(2.46)

d

dt
∆ud = −∆icd

1
Cf

+ ∆uqω + ∆ind
1
Cf

(2.47)

KVL across the grid impedance

∆vqd −∆eqd = Rn∆inqd + d∆inqd
dt

Ln (2.48)

Resulting in

d

dt
∆inq = −∆inq

Rn
Ln
−∆indω + ∆eq

1
Ln
−∆uq

1
Ln

(2.49)

d

dt
∆ind = +∆inqω −∆ind

Rn
Ln

+ ∆ed
1
Ln
−∆ud

1
Ln

(2.50)

By combining (2.44) to (2.50), the state space system is
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d

dt



∆icq
∆icd
∆uq
∆ud
∆inq
∆ind


=



−Rc
Lc

−ω 1
Lc

0 0 0

ω −Rc
Lc

0 1
Lc

0 0

− 1
Cf

0 0 −ω 1
Cf

0

0 − 1
Cf

ω 0 0 1
Cf

0 0 − 1
Ln

0 −Rn
Ln

−ω

0 0 0 − 1
Ln

ω −Rn
Ln





∆icq
∆icd
∆uq
∆ud
∆inq
∆ind



+



− 1
Lc

0 0 0

0 − 1
Lc

0 0

0 0 0 0

0 0 0 0

0 0 1
Ln

0

0 0 0 1
Ln





∆vq
∆vd
∆eq
∆ed



(2.51)



∆icq
∆icd
∆uq
∆ud
∆U

∆P


=



1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0

0 0 uq0
ULN peak

ud0
ULN peak

0 0
3
2uq0

3
2ud0

3
2 icq0

3
2 icd0 0 0





∆icq
∆icd
∆uq
∆ud
∆inq
∆ind


(2.52)

The grid frame active power and PCC voltage magnitude, included in the state

space system above, are also presented below in (2.53) and (2.54)

∆U = d

dt

√
u2
q + u2

d = uq0∆uq√
u2
q + u2

d

+ ud0∆ud√
u2
q + u2

d

= uq0∆uq
U

+ ud0∆ud
U

(2.53)

∆P = d

dt
( 3

2 icquq + 3
2 icdud ) = 3icq0∆uq

2 + 3icd0∆ud
2 + 3uq0∆icq

2
3ud0∆icd

2 (2.54)
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The converter frame power and PCC voltages can also be obtained using a separate

state space system, comprising of the same equations but with the converter frame

inputs.

2.2.2.6 Linearised Transformations

The linearised transformations capture the lag in angle between the grid qd-frame and

the controller qd-frame for a given PLL angle θc. This accounts for the rotation and

results in the following for three phase signal f

f cq
f cd

 =

cos(θc) −sin(θc)

sin(θc) cos(θc)


fq
fd

 (2.55)

And inversely,

fq
fd

 =

 cos(θc) sin(θc)

−sin(θc) cos(θc)


f cq
f cd

 (2.56)

To linearise, the above equations are differentiated

∆f cq
∆f cd

 =

cos(θ0) −sin(θ0) [−sin(θ0)fq0 − cos(θ0)fd0)]

sin(θ0) cos(θ0) [cos(θ0)fq0 − sin(θ0)fd0)]




∆fq
∆fd
∆θc

 (2.57)

And inversely,

∆fq
∆fd

 =

 cos(θ0) sin(θ0) [−sin(θ0)fq0 + cos(θ0)fd0)]

−sin(θ0) cos(θ0) [−cos(θ0)fq0 − sin(θ0)fd0)]




∆f cq
∆f cd
∆θc

 (2.58)

2.2.2.7 Linearised PLL

The purpose of the linearised PLL transfer function [44] is to reproduce the synchron-

isation angle θc which is also responsible for the transformation lag between the grid

frame and the converter frame. Given that
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∆θc = −(Kp pll + Ki pll

s
)1
s

[∆uqsin(θ0) + ∆udcos(θ0) + ∆θc{cos(θ0)uq0 − sin(θ0)ud0}]

(2.59)

As ud0 is zero, θ0 is zero, and that angle ∆θc is small such that cos(∆θc) ≈ 1, the

above equation reduces to

∆θc = −(Kp pll + Ki pll

s
)1
s

(∆ud + ∆θcuq0) (2.60)

Rearrange into open loop transfer function form

GPLL(s) = ∆θc
∆ud

= − Kp plls+Ki pll

s2 +Kp plluq0s+Ki plluq0
(2.61)

With this transfer function, the value ∆θc can be calculated and provided to all the

Park and Inverse Park transformations in the model.

2.2.2.8 Linearised Current Controller

The previously mentioned the inner current control loop equations

vcq = −(i∗cq − iccq)(Kp cc + Ki cc

s
)− ωLc + ucq (2.62)

vcd = −(i∗cd − iccd)(Kp cc + Ki cc

s
) + ωLc + ucd (2.63)

can be represented in state space, as follows:

d

dt

∆vcq
∆vcd

 =

−1 0 1 0 0 0

0 −1 0 1 0 0





∆i∗cq
∆i∗cd
∆iccq
∆iccd
∆ucq
∆ucd


(2.64)
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∆vcq
∆vcd

 =

Ki cc 0

0 Ki cc


∆vcq

∆vcd

 +

−Kp cc 0 Kp cc −ωLc 1 0

0 −Kp cc ωLc Kp cc 0 1





∆i∗cq
∆i∗cd
∆iccq
∆iccd
∆ucq
∆ucd


(2.65)

2.2.2.9 Linearised Outer Loop

As previously seen in Section 2.2.1.4, the outer loop equations are

i∗cq = (P ∗ − P )KP (s) (2.66)

i∗cd = (U∗ − U)KU (s) (2.67)

Utilising the general formulation of state space equations to represent the outer

loop

d

dt

∆i∗cq
∆i∗cd

 =

Ki p 0

0 Ki u


∆P ∗ −∆P

∆U∗ −∆U

 (2.68)

∆i∗cq
∆i∗cd

 =

1 0

0 1


∆i∗cq

∆i∗cd

 +

Kp p 0

0 Kp u


∆P ∗ −∆P

∆U∗ −∆U

 (2.69)

2.2.2.9.1 Tuning of the outer loop

While the tuning of the PLL and the current controller is determined mathematic-

ally via the assignment of a time constant, the tuning of the outer loop is much more

complicated due to the multi-input multi-output (MIMO) nature of the control loop.

Furthermore, there is an increased coupling between active power and voltage experi-

enced in weak grid networks. As a result, the tuning of the two loops must be done in
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tandem, and careful consideration is required. For VCC operating in weak grid condi-

tions, stability is usually obtained by reducing the converter bandwidth [34–36,38,89],

thus maintaining a stable local voltage (as per Fig. 2.4).

In [88], it is the power loop settling time that is used to assess the controller’s

dynamic performance, with the target settling time set to < 750 ms. For completeness,

the settling time is defined as the time required for the error to fall beneath 2 % of the

peak value of the error. Similarly, the rise time could also be used as a measure of the

controller response, where the rise time is the time taken to rise from 10 % to 90 % of

the steady state response.

The outer loop control fixed-structure tuning is undertaken by processing the lin-

earised system with a non-smooth optimization using the Clarke subdifferential of the

H-infinity objective [90]. The system is linearised at SCR of 3 and at a power point

of -1 pu. -1 pu of power is sensible for wind turbine and wind farm stability analysis

because this is the most unstable inversion power point (eigenvalues are furthest to

the right); and rectification can be disregarded as RES do not operate as rectifiers for

sustained periods. The tuning objectives is for the power loop to have a time constant

of 0.02 s and the voltage loop time a constant of 0.06 s. The resulting gains are then

verified in EMT simulations to test impact of nonlinearities.

2.2.2.10 Linearised Delays

As previously explained, the delay is of 1.5 sampling periods. The transport delay

employed in the time domain model is replaced in the small signal model with a 4th

order Padé approximation. A 4th order is used as it is more similar to the transport

delay than lower order approximations.

D(s) = s4 − 6.67e5s3 + 2e9s2 − 3.11e14s+ 2.074e18

s4 + 6.67e5s3 + 2e9s2 + 3.11e14s+ 2.074e18 (2.70)

2.2.2.11 Validation of small signal models

To validate the small signal model, it is directly compared to an equivalent time domain

model. This is presented in Fig. 2.20 where the SCR is 3 and the operating point is
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P = −1 pu. The parameters used are outlined in Appendix A, Sections A.1 and

A.1.1.1.

Figure 2.20: Validation of linearised model by comparing simulation results to time domain
model.

As illustrated in Fig. 2.20, the small signal and time domain models match very

well when subjected to the same change in power reference. Thus, the two models

are equivalent to one another and further studies using the small signal model can be

undertaken.

2.2.3 State-of-the-art of converter control in weak grids

The most common form of converter control is classical VCC (VCC without any unusual

modifications) [91]. While classical VCC has been the industry standard for many
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decades, concern over it’s poor performance in weak grids is growing as converters

continue to face weak and variable grid conditions. In the literature, proposals to

improve converter stability in weak networks can be categorised into three groups:

VCC modification, synchonisation mechanism modification, and novel control concepts.

These solutions are summarised in Table 2.2.

2.2.3.1 VCC modification

VCC modification involves adapting one or more aspects of the classical VCC structure.

Ideally, VCC modification should preserve the inherent current limiting capabilities [38]

and fast dynamic response [108] of classical VCC. In the literature, there are two

main approaches: modification of the current controller or modification of the outer

loop. In [92], the current controller is tuned in real time to the grid conditions by

using an impedance estimator, where the current controller proportional and integral

gains are re-calculated for every inductance estimation such that the undamped natural

frequency and damping ratio of the current controller remains constant. [93] uses a

different approach by introducing phase and magnitude compensation branches, making

changes to the PLL angle and the modulation reference voltage, respectively, based on

the outer loop output. The problem with this idea is that the magnitude compensation

branch bypasses the current controller, affecting the controller’s overcurrent protection

capabilities.

With regards to outer loop modifications, a number of papers propose variations

on voltage feedforward, such that the reactive current reference [94–97], and sometimes

also the active current reference [96], are amended as a result of voltage measurements.

These papers follow a similar pattern: take either the voltage magnitude, the reactive

voltage component, the voltage magnitude error or the drop in voltage across the

converter filter; process it through a coefficient, a bandpass filter, or a transfer function;

and then add it to the reactive current reference [94–97]. In essence, these proposals

provide additional voltage support by increasing the reactive current reference as a

function of voltage. However, the voltage support is reactionary, as it is dependent

on voltage measurements only. Thus, while these proposals may improve the stability
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Table 2.2: Summary of converter control proposals for weak grid integration

Ref Feature Details Comments
VCC modification

[92] Current con-
troller mod.

Online tuning via grid
inductance estimation

Fundamental change to
current controller purpose

[93] Current con-
troller bypass

Bypass of current con-
troller

Loss of current limiting fea-
tures of VCC

[94–97] Outer loop
modification

Voltage feedforward Reactionary to power and
voltage coupling

[46] Outer loop
modification

H-infinity controller Successful decoupling of
power and voltage; station-
ary grid conditions

[98] Outer loop
modification

Active power reference
feedforward

Sensitive to outer loop tun-
ing and not suited to large
impedance variation

[99] PLL and dc-
link compens-
ation

Removal of PCC
voltage impact on by
increasing impedance

Unclear benefit to transient
performance

[102] Reshaping im-
pedance

Impedance controller
and voltage feedfor-
ward

Unclear benefit to transient
performance

Synchronisation mechanism modification
[93] PLL modifica-

tion
PLL angle manipula-
tion

Slower PLL

[89,100] PLL modifica-
tion

Introduction of virtual
impedance

Increases local voltage fluc-
tuations, controller slow

[101] PLL modifica-
tion

Real-time tuning of
PLL gains

PLL bandwidth affected

[33] PLL removal Power calculation and
equation based αβ-dq
transformation

Inconsistent use of band-
pass filtering

[35] PLL modifica-
tion

Merging PLL and
power controller

Slow power response

[103] FLL Synchronisation to fre-
quency

Impact to stability unclear
from paper

Novel control concepts
[45] Power Syn-

chronisation
Controller

Swing equation based,
no PLL

Slower than VCC, poor re-
sponse to voltage sags and
impedance variation

[104] Synchroverters High fidelity imitation
of synchronous ma-
chines

Complex and doesn’t con-
sider converter limitations

[105–107]
VSM Swing equation based Similar comments to PSC
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of the converter, their ability to improve the dynamic performance of VCC is limited

because they can only provide voltage support as a response to measured changes in

voltage.

The other interesting proposals in the literature involves modification of the outer

loop. The H-infinity controller in [46] is academically very interesting given the effective

decoupling capabilities the controller.

An improvement on voltage feedforward is presented in [46], which proposes a gain-

scheduled multi-variable controller. This technique is promising because it maintains

high controller bandwidth in a very weak grid due to its highly optimised tuning. An-

other article, [98], proposes another alternative with a feedforward branch that amends

the reactive current reference based on the active power reference. Both [46, 47] show

promise because these are outer loop-based solutions that attempt to integrate some

predictive component by considering more than just voltage measurements. However,

they also have drawbacks, namely: [46] is highly optimised to (and therefore limited

to) a SCR of 1, which is impractical. The tuning is undertaken via small signal optim-

isation and the gains are gain scheduled for every operating point. An improvement

would be to provide a scientific explanation for the assignment of gains in the outer

loop cross coupling. [98] is sensitive to the tuning of the active outer loop as the power

reference is processed by both the feedforward element and the active power loop sim-

ultaneously. Also, it does not address the impact of large SCR variations and does

not take advantage of PCC voltage measurements or any other grid parameters. Thus,

there is a gap in the literature and potential for new contributions at an outer loop

level.

2.2.3.2 Synchonisation mechanism modification

The synchronisation to an artificial voltage via a virtual impedance within the PLL

is proposed in [89]. Instead of synchronising to the voltage as per the standard PLL

implementation, the current is also taken into account. Using KVL, the virtual voltage

is achieved by considering the measured PCC current as well as the virtual impedance,

hence resulting in a virtual voltage. While the bandwidth of the power loop in [89]
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does not appear to be significantly affected, the figures in the article appear to show

a reduction in voltage loop response with increased PCC voltage fluctuations. A very

similar article [100] uses a similar voltage and current based PLL, but estimates the

equivalent inductance of the grid in order to produce a virtual synchronisation voltage.

While stability is improved, the controller is shown to be very slow.

Another PLL adaptation technique is proposed in [101], where the PLL gains are

directly modified depending on the results of the grid impedance estimation. Such

intervention directly affects the PLL bandwidth. Another paper, [103], suggests syn-

chronising to the voltage frequency instead of the angle. The main motivation in this

paper is the loss of synchronisation during large fault scenarios, however it is unclear

how the converter’s stability and dynamic capabilities are affected in low and variable

SCR conditions.

From the above described articles, modifications to the PLL generally affect the

controller bandwidth. The PLL determines the synchronisation angle employed by

the entire controller, thus any reduction in PLL dynamic capabilities affects the entire

controller. While this may be effective at avoiding instability, it compromises the

controller’s responsiveness.

2.2.3.3 Novel control concepts

Many novel controllers are inspired by conventional synchronous generators and rep-

licate their grid forming capabilities. The level of fidelity to synchronous generator

mechanics varies with different grid forming implementations. For example, power

synchronous controller (PSC) [45] synchronises to the power instead of voltage assum-

ing a simplified swing equation. On the other hand, the synchoverters [104] mimics

synchronous generators to a much higher level of fidelity. In-between these extremes,

there are various implementations of virtual synchronous machines (VSMs) which are

swing equation-based [105–107]. Collectively, these can be described as grid forming

converters, mimicking voltage swing. The challenges facing grid forming control in-

cludes the loss of inherent overcurrent protection capabilities [109] and difficulty with

fault handling [110]. In addition, multiple grid-forming converters in weak networks
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may introduce other unintended stability problems, such as swing-equation induced

inter-converter interactions [111, 112]. Grid forming converters are still in early stages

of development but they are beginning to gain some industrial interest, as presented in

this paper [106] from Siemens Gamesa, which have undertaken field experiments on a

Scottish wind farm. Drawbacks from these types of controllers are outlined in [113], for

instance slower responses in normal operating conditions, reduced robustness to voltage

sags and impedance variability.

2.2.3.4 Gaps in the existing literature

The stability of classical VCC can be improved in weak grids with appropriate tuning,

but usually as a trade-off with of dynamic performance. Considering that the grid side

converter of a wind turbine controls the DC-bus voltage, a reduced bandwidth will affect

the management of the DC link voltage. However, stiff DC voltage is necessary for good

generator side stability, which in turn prevents insulation deterioration [28]. Therefore,

slow grid side converters negatively impact the lifespan of the generation asset. In

addition, wind farms are increasingly required to provide frequency response [114],

which requires a fast response from the grid side converter.

Reducing VCC bandwidth, as applied in the above mentioned literature, is an at-

tempt to resolve a symptom of weak grid integration of VCC, namely voltage instability.

Indeed, by reducing the response of the active power loop, the reactive voltage loop is

more able to stabilise PCC voltage. However, limited research seeks to determine the

root cause of VCC instability in weak grids. It is shown in [46] that targeted changes

in the control algorithm can result in both fast response and stability in very weak grid

conditions. Despite being unsuitable for real-world implementation due to its assump-

tion of stationary grid conditions, it does suggest that alternative approaches to VCC

integration in weak grids is possible. Thus, this thesis aims to fill the gap and propose

a mechanism to compensate for the increased coupling between active power and PCC

voltage in weak grids, as per Chapter 4.

This leads to the next gap in the existing literature – few papers studying the in-

tegration of VCC in weak grids consider employing an impedance estimator in order
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to optimise the controller despite the impact of grid impedance on converter stability.

Existing examples are: [92], which tunes the current controller to the grid induct-

ance; [100, 101], which tune the PLL to the grid impedance; and [101], which looks

at feedforwarding voltage past the current controller as a function of grid inductance.

Other papers mention adaptive control in passing, but do not provide detail on how

the controller performance and/or stability is improved; rather, the focus is on the

estimation technique [115–119]. Thus, further work is required to combine impedance

estimation and VCC improvements to allow for real-time optimisation to the evolving

grid conditions.

Furthermore, while few articles study modest variations in grid conditions, fewer

still consider large step changes in grid strength, for instance due to the loss of a

critical transmission line. The exception is [89,97]. This thesis proposes a suite of VCC

modifications to improve the resilience of VCC in such conditions, as per Chapter 5.

2.2.4 State-of-the-art of converter control in resonant grids

The issue of resonances within the grid is usually discussed in the context of electrical

networks and physical hardware rather than individual converters or control strategies.

For example, [69,120] discuss the analysis techniques used to identify and study reson-

ances, and [66, 121–123] study the design and selection of hardware components such

as shunt capacitances and harmonic filtering.

Most articles that do discuss resonances in grids assume Thévenin equivalent im-

pedance grids, often studying LCL and LC filter resonances in weak grids [82,124–126].

However, as the resonances are a function of filter design rather than unforeseen ca-

pacitance within the grid, it is not relevant in this case. Nonetheless, there is a small

selection of papers that do discuss how converter control can help mitigate problematic

resonances caused by the presence of capacitance within the grid. Specifically, [127]

discusses how resonances within a high voltage transmission system in China can be

reduced or eliminated thanks to a range of measures, including both hardware con-

siderations and improved control strategy of the VSC HVDC terminals. On a smaller

scale, resonances caused by the shunt capacitance of cables within a wind farm can
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be mitigated when appropriate notch filters are introduced in the current control of

individual wind turbines [67].

Given the increasing variability of grid impedances as seen from the PCC of RES,

compounded by increases in grid infrastructure that contains capacitive elements, it is

likely that resonances caused by a high order grid impedance will become increasingly

problematic. As almost all RES are converter interfaced, it is reasonable to expect

converters to participate in the damping of these resonances.

2.3 Study of VCC in weak grids

2.3.1 Steady state stability

In this section, both steady state stability and transient stability of classical VCC are

studied. Steady state stability is assessed using incremental steps in the time domain

or using linearised state space models in the frequency domain. Transient stability are

most easily studied in the time domain, where the system is subjected to large changes

in operating points or parameters.

2.3.1.1 Steady state stability

To test steady state stability, the system is made to settle at various power levels. While

the steps are themselves not steady state, they are sufficiently incremental to allow

fast settling. This them an acceptable proxy for steady state stability, as previously

demonstrated in [46, 96]. This is replicated in Fig. 2.21a and 2.21b for a strong grid

and a weak grid, respectively.

The plots presented in Fig. 2.21 illustrate how increasing the active power injected

into the network further increases oscillatory response, as the small steps in power only

introduce small transient instability. The figures also illustrate the relationship between

power angle and stability, as small steps in power in a weak grid demand much larger

steps in power angle than the equivalent strong grid model.

Using the linearised model outlined in Section 2.2.2.4 (see the closed loop transfer

matrix, Fig. 2.19, for an outline of the system), eigenvalue analysis can be undertaken.
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(a) SCR = 3. (b) SCR = 1.

Figure 2.21: Time domain analysis of the relationship between active power, voltage mag-
nitude and power angle.
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Fig. 2.22 is plotted below showing the eigenvalues of classical VCC for SCRs of 3 and

1. Inversion is plotted in black and rectification is plotted in red, and the axes are

selected to provide detail on key eigenvalues.

(a) SCR = 3. (b) SCR = 1.

Figure 2.22: Eigenvalues of the closed loop transfer matrix, the arrow indicates increases in
power from −1 pu to 0.75 pu in increments of 0.05.

In Fig. 2.22a, there are no right hand side poles, hence steady state stability is

maintained at a SCR of 3 for all operating points. In Fig. 2.22b, however, high levels

of both rectification (P ≥ 0.6 pu) and inversion (P ≤ −0.85 pu) lead to instability.

There is good matching between the small signal model in Fig. 2.22 and the time

domain model in Fig. 2.21, with instability initiating at the same power.

The small signal stability of the converter can also be tested by applying a small

step of 0.01 pu of the base values of active power and voltage magnitude references

onto the closed loop system transfer function, as per Fig. 2.23 and 2.24. In these plots,

the top left subplot illustrates the impact of a change in power reference on power; top

right subplot illustrates a change in voltage reference on power; and similarly on the

two bottom plots where the output is voltage.

This process is repeated for operating points P = −0.9, −0.85 and −0.8 pu. These

set-points a chosen because they best illustrate the variation in performance for these
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conditions and set a base case for other examples later on.

Figure 2.23: Step response of the closed loop system for SCRs of 3.

Figure 2.24: Step response of the closed loop system for SCRs of 1.

48



Chapter 2. Future Grid Challenges and Converter Control Review

With a grid SCR of 3, Fig. 2.23 shows excellent response to changes in reference.

There is also limited coupling between P ∗ and U as well as U∗ and P . However, in Fig.

2.24 where the SCR is 1, the increased outer loop coupling radically alters the results.

Setpoints P = −0.9 and −0.85 pu are unstable, and while P = −0.8 pu is stable, the

increased cross coupling is noticeable in the off-diagonal plots. The undesirable cross

coupling is apparent in the increased oscillations and settling time – and this is only

taking steady state stability into account.

2.3.1.2 Transient stability

Transient stability is the term used to describe the stability of a system across a large

variation of operating points, either because the system is subjected to large power

reference changes or because the system state changes significantly. Transient stability

studies are therefore complimentary to small signal studies, allowing for a more detailed

understanding of nonlinear converter-grid interactions.

The two types of transient events of interest in this thesis are:

• Large ramps in power reference.

• Sudden changes in SCR.

As for large ramps in power reference, consider the example set out in [46], replicated

for SCRs of 3 and 1 in Fig. 2.25.

Fig. 2.25 shows the power reference ramping from −0.2 pu to −0.9 pu in a short

period of time, followed by another ramp from −0.9 pu to 0.7 pu. The transient

stability in Fig. 2.25a is as expected – in a strong grid with a stiff voltage, tracking the

power reference is straightforward, and there is no need to prioritise voltage control.

However, as illustrated in Fig. 2.25b, it is much harder to track the power reference

when the voltage is not stiff. In this figure, two variations of the outer loop tuning

are employed, one fulfilling the objectives set out in Section 2.2.2.9.1, and the other

optimised for classical VCC steady state stability (with a slower active power loop and

a faster voltage loop), with both tuning outlined in Appendix A. In this example, the

control effort undertaken by the fast power controller undermines the stability of the
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(a) SCR = 3. (b) SCR = 1.

Figure 2.25: Ramps in active power reference.
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grid voltage, resulting in voltage collapse. However, in the alternative slower power

controller, the voltage controller just about manages to support the PCC voltage and

avoid a collapse. The coupling between the active and reactive components is very

obvious given the slowly decaying oscillations in the voltage plot in Fig. 2.27b.

Sudden changes in SCR can be emulated by triggering the contactor – presented in

the electrical system diagram, Fig. 2.26.

Figure 2.26: Electrical system subjected to sudden changes in SCR.

The triggering of the contactor is undertaken in Fig. 2.27, a time domain simulation

where the SCR changes from 3 to 1 at 0.4 s.

As previously seen, the converter has steady state stability at P = −0.75 pu for

both SCRs of 3 and 1. But, according to the simulation presented in Fig. 2.27, it is

unstable when transitioning from one stable operating point to another. This is true

for both versions of the active power loop, where the controller is tuned to have either

fast or slow power response. This presents an additional consideration when analysing

the results from linearised converter stability studies, as real life systems cannot be

expected to remain stationary.

2.3.2 Testing of existing proposals in the literature

Time domain simulations of the virtual voltage PLL and an outer loop modification

are undertaken in this section as a means of trialling and assessing some of the most

promising proposals in the literature.
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(a) Fast power loop. (b) Slow power loop.

Figure 2.27: SCR step change from 3 to 1.
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2.3.2.1 Virtual voltage PLL

To improve weak grid performance, some literature suggest modifying the PLL such

that synchonisation is done to a virtual voltage [89, 100]. This idea is tested below,

where a simple modification based on [89,100] is implemented to the PLL. The voltage

fed to the PLL ud is replaced by ud virtual, where

ud virtual = ud + inqRvirtual − indωLvirtual (2.71)

This implementation is integrated into the control as per Fig. 2.28.

-
Kpll(s) 1/s θ

c

ω

+
+

+ ω
c

ud virtual

Δω
c

-1

ud
c

ind
c

inq
c Rvirtual

ωLvirtual

Figure 2.28: Block diagram for virtual voltage PLL.

Two variations of this are tested: in the first instance the virtual impedance is a

third that of the real grid impedance, i.e. Zvirtual = 1
3Zn (Lvirtual = 1

3Ln and

Rvirtual = 1
3Rn). In the second variation, the virtual impedance is equal to the real

grid impedance, i.e. Zvirtual = Zn. Both variations are tested in simulation and

presented in Fig. 2.29, in a grid SCR of 1. Fig. 2.29a illustrates the stability during

small steps in power and Fig. 2.29b the stability during power ramps.

In Fig. 2.29a, both versions of virtual impedance become unstable at P = −1 pu.

The initial voltage response immediately after the power reference change is also the

same for both versions. However, this is where the similarities end. The smaller virtual

impedance of Zvirtual = 1
3Zn produces smoother power transitions than the larger

virtual impedance of Zvirtual = Zn, which is much more oscillatory. These oscillations

are particularly obvious in the voltage plot. This is due to the voltage controller

action being compromised by the virtual voltage PLL, and the difficulty in tracking the

reference.

In Fig. 2.29b, the larger virtual impedance is stable throughout despite its oscillat-
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(a) Small power steps. (b) Power ramps.

Figure 2.29: Using a virtual voltage PLL where Zvirtual = 1
3Zn and Zvirtual = Zn.
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ory behaviour and a significant drop in voltage magnitude in the upwards ramp. The

smaller virtual impedance, despite being less oscillatory, becomes unstable in this test

in the downwards ramp. This is due to insufficient reactive power support provided by

the virtual impedance in the PLL.

To further assess the robustness of this proposal against large transient disturbances,

Fig. 2.30 assesses the converter’s ability to maintain stability in sudden step changes

in SCR, from 3 to 1 to 3.

Figure 2.30: Step change in SCR from 3 to 1 to 3.

In this instance, both variations of virtual impedance maintain stability. However,

the voltage oscillations observed for Zvirtual = Zn are significant.

From Fig. 2.29 – 2.30, the virtual voltage PLL can appear to improve the stability

of the converter compared to the classical implementation plotted in Fig. 2.21, 2.25

and 2.27. It does this mainly by slowing down the controller, thus preventing large

disruptions from having a sudden and destabilising impact on the converter. However,

the virtual voltage PLL does not improve the provision of reactive power. Mainly,
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by changing the synchronisation frame and no longer being synchonised to the PCC

voltage, the converter behaves in an unpredictable way, slowing down the system and

even introducing an undesirable feedback when the virtual impedance is high. While

the smaller virtual impedance produces improved results in Fig. 2.29a, it is still unable

to track a power reference ramp, as per Fig. 2.29b. Thus, this technique does not

introduce any P −U decoupling and certainly does not produce reliable improvements

in stability, let alone dynamic performance.

2.3.2.2 Feedforward branch

Another interesting proposal involves modification to the outer loop, proposed by Wu

et al [98], and presented in Fig. 2.31.

P* icq
*

P

KP(s)
+

-

U*

U

KU(s)+
-

icd
*

icd
*original

P* 

Feedforward

+
icdr

Figure 2.31: Block diagram for Wu et al’s feedforward branch.

In this instance, changes in power reference directly feeds into the reactive loop and

modifies the reactive current reference, such that

i∗cd = icdr + i∗cd original (2.72)

The equation for the feedforward current icdr is as follows, amended to reflect a

different frame orientation, and complete with all associated equations. It is assumed

that the grid impedance is known by the controller. The subscript ll defines line-to-line

quantities.

icdr = Q

1.5uq
(2.73)

where
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Q = −2XnU
2
ll +
√

∆
2(X2

n +R2
n) (2.74)

∆ = (2XnU
2
ll)2 − 4(X2

n +R2
n)(U4

ll + (2P ∗Rn − E2
ll)U2

ll + P ∗2(X2
n +R2

n)) ≥ 0 (2.75)

The implementation of this feedforward branch in the outer loop results in the Fig.

2.32.

(a) Steady state stability. (b) Stability in large reference changes.

Figure 2.32: Using a feedforward branch from the power to the reactive current reference.

The feedforward branch implementation does appear to reduce the coupling of active

and reactive power. The voltage oscillations are shallower and the system stabilises

quickly. However, in Fig. 2.32a, instability is reached at the same point as it is

without any modifications. Similarly, the large power ramps in Fig. 2.32b are also

sufficiently disruptive as to cause instability. Thus, while this implementation of a

feedforward branch is promising, it does not sufficiently reduce the active and reactive
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power coupling.

2.3.2.3 Discussion on the virtual voltage PLL and the feedforward branch

testing

The use of a virtual voltage for PLL synchronisation produced mixed results, depending

on the nature of the power reference change and the size of the virtual impedance. With

the virtual voltage PLL no longer synchronised to the PCC voltage, the virtual voltage

PLL introduces a current cross coupling. This impacts all aspects of the controller,

including the active power loop, the current controller and the PLL in question. Also,

the voltage support is irregular and unpredictable, as per the large voltage swings in

Fig. 2.29b.

The feedforward branch suggested in [98], also produced mixed results. With the

outer loop tuned according to the objectives, the steady state performance was mar-

ginally improved but the ability to respond to large active power reference ramps was

unsuccessful. The philosophy of amending the outer loop will be further investigated

in Section 4.2.

2.4 Experimental set-up

In order to validate the control adaptations proposed in this thesis, a scaled experi-

mental set-up is produced. In this section, the experimental parameters are derived for

the given equipment constraints. The laboratory set-up is also described.

2.4.1 Determination of laboratory parameters

The PEDEC laboratory at the University of Strathclyde has a range of inductances

available, ranging from the small inductor of dual values 6.5 mH and 13 mH to the

large inductor of dual values 10.5 mH and 21 mH. 13 mH inductances are employed

for converter filtering at each phase to keep ripple at under 5 %. This leaves the grid

impedance, where connecting impedances in series produced 4 possible impedances per

phase: 10.5 mH, 21 mH, 31.5 mH or 42 mH. With this arrangement, very weak grid
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conditions must be achieved with a maximum inductance of 42 mH.

The other constraints in the laboratory are the DC voltage (400 V max) and the

DC current (6 A max).

The next consideration is the base power and the grid voltage. The allowable voltage

from the Cinergia voltage emulator (operating as an open loop voltage source) is far

higher than the DC power supply limits, so the DC power supply is the limiting factor.

The converter is designed to cope with 2 kVA.

The grid strength, as explained in Section 2.1.1, can be represented by a SCR. The

SCR usually employs the line-to-line voltage, as per (2.1), but to simplify the present-

ation of the following tables, the phase voltage is used instead. The main advantage

of using SCR to establish the base voltage values is that it indicates how close the

system is to the maximum power angle of 90◦ across the combined grid impedances,

or filter+grid impedance. Thus, two versions of SCR are used: the grid SCR and the

total SCR.

SCRgrid =
(
√

3Uph)2

Xn

Srated
(2.76)

SCRtotal =
(
√

3Uph)2

Xc+Xn
Srated

(2.77)

Further to SCR, the other constrained variables are

VDC > 2
√

2Uph (2.78)

IDC = Sbase
VDC

(2.79)

where

Zbase = U2
ll

Srated
(2.80)

With the base equations established, the two remaining free variables are the grid
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voltage and the base power. With the original 2 kVA rating, the following table provides

a range of weakest possible SCRs for a range of rms phase voltages.

Table 2.3: Parameters of system for Sbase = 2 kVA.

Eph VDC(min) IDC SCRgrid SCRtotal
80 V 226 V 8.8 A 0.73 0.57
100 V 283 V 7.1 A 1.13 0.89
120 V 339 V 5.9 A 1.63 1.27
140 V 396 V 5.1 A 2.23 1.73
160 V 453 V 4.4 A 2.91 2.27

The ideal grid conditions are met in the second and third rows, where the weakest

achievable SCR is less than 2. Unfortunately, the current drawn in these conditions is

too high for the DC power supply.

Therefore, this exercise is repeated for a lower Sbase of 1 kVA.

Table 2.4: Parameters of system for Sbase = 1 kVA.

Eph VDC(min) IDC SCRgrid SCRtotal
40 V 113 V 8.8 A 0.36 0.28
60 V 170 V 5.9 A 0.82 0.64
80 V 226 V 4.4 A 1.46 1.14
100 V 283 V 3.5 A 2.27 1.78
120 V 339 V 2.9 A 3.27 2.56

These values are much more practical given the existing equipment constraints.

Given that the converter is required to provide voltage support, the additional 1 kVar

allows for some redundancy. With regards to the grid voltage, 78 V is used. This results

in a grid SCR of 1.38, 2.77 and 5.53 depending on whether the grid inductance is 42 mH,

21 mH or 10.5 mH, as per the simplified schematic of the hardware presented in Fig.

2.33. The PWM filter is represented by a capacitor (Cf ). The complete parameters

are presented in Appendix A.2.

2.4.2 Complete setup

The complete setup is presented in Fig. 2.34.

The proposed controller is implemented into an Texas Instruments F28379D Con-

trolCard attached to a SiC MOSFET two-level converter downgraded to 1 kW. The
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Figure 2.33: Schematic of test rig.

Figure 2.34: Photograph of test rig.

grid voltage is produced by the Cinergia grid emulator. For safety purposes, the ex-

posed electrical wiring is all contained within a perspex box, and an external contactor

switch allows for immediate disconnection of the converter from the grid. A circuit

breaker is also included at the PCC in case of overcurrent. A 4 channel Picoscope is

used, allowing for simultaneous data collection during the experimental phase.
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Chapter 3

Local Impedance Estimation

Estimation of the Thévenin equivalent impedance is useful for understanding local grid

conditions; it infers information about the local voltage stiffness and it’s impact on act-

ive power transfer limitations. Furthermore, the identification of the grid resonances is

also studied, as resonances may impact the stability of converters and other generators.

In this chapter, a background on impedance estimation is provided for both Thévenin

equivalent and wide-band impedance. For completeness, the Thévenin equivalent im-

pedance assumes that the impedance is linear, and as such a single value for inductance

and resistance represent the impedance for all frequencies. On the other hand, the wide-

band impedance is nonlinear, i.e. resistance and reactance is frequency dependent.

This is followed by a classification of the various techniques, and a detailed descrip-

tion of each one. A comparison table is produced, allowing for side-by-side assessment

of the existing impedance estimators. The non-convergence of the impedance estim-

ation is studied for stationary grids through first principles. Subsequently, the most

suitable Thévenin equivalent impedance estimators for the purposes of this thesis (non-

harmonic injection and P/Q variation) are tested in simulation and the nonharmonic

injection estimator is further tested in the laboratory. A wide spectrum impedance

estimator, which introduces a perturbation via a step change in power, is also tested

in simulation. This estimator determines grid-induced resonances.
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3.1 Historical context for impedance estimation

Early impedance estimation literature focused on harmonic content due to power qual-

ity concerns [128,129]. A guide for network harmonic impedance assessment was writ-

ten by a CIGRE/CIRED Working Group CC02 [130]. The main motivation behind the

early literature including the CIGRE/CIRED report was to improve the understanding

of the harmonic current caused by power equipment in the network. The identifica-

tion of resonant frequencies through wide frequency spectrum impedance estimation

allowed for the design of harmonic filters and capacitor banks, reducing the resonances

and improving power quality [131]. Some of the proposed techniques utilised harmonic

excitation (frequency sweeping) with dedicated hardware [128, 132]. Others generated

an impulse by close-trip operations of a shunt capacitor bank, causing a large inrush of

current and rich spectral excitation [129,130]. Alternatively, [68,133,134] utilise thyris-

tor switches, creating a short circuit and subsequent large current pulse injection, with

the intention of monitoring in real-time the evolution of network impedance. [135,136]

exploit the resonances of LCL-filters to excite the system.

With the advancement of microcontroller computational capabilities, online imped-

ance estimators became increasingly common in the literature. Anti-islanding is a com-

mon motivation for impedance estimation literature [137–142], with the draft European

standard EN50330-1 (or equivalent German standard VDE0126) usually cited as a jus-

tification. For completeness, EN50330-1 is now cancelled, and the current standard

regarding islanding prevention is EN62116, Utility-interconnected photo-voltaic invert-

ers – Test procedure of islanding prevention measures [143]. The estimation techniques

employed in [138–140] are based on the injection of a nonharmonic current, followed

by fast Fourier transform (FFT) of the nonharmonic frequency current and voltage

response. [141, 144] collected information about the system by varying the outer loop

active power and reactive power references.

The motivations of recent literature is more relevant to this thesis, as it is interested

in offline or online controller tuning for improved stability [92, 100, 117–119, 145, 146].

This is due to the increased network impedance variability and resulting voltage sta-
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bility issues [25], consequently increasing the importance of appropriate control tun-

ing [147]. The causes of weak grids and impedance variability more broadly is already

covered in Section 2.1.1.

3.2 Literature review of local impedance estimation tech-

niques

A high level classification of the estimation techniques is presented in Fig. 3.1. Passive

methods are discussed in more detail in Section 3.2.1; active techniques in Section 3.2.2;

and quasi-passive techniques in Section 3.2.3.

Active

methods

Quasi-passive

methods

Passive

methods

Steady state Transient

Local estimation

techniques

Impulse

Response
Frequency

injection

P/Q reference

variation

Kalman

Filter

Observers

Frequency

sweeps

Converter

Injected

Hardware

Injected

Pseudo Random Binary 

Sequence Injection

Nonharmonic
excitation

Phasor 

Measurement

Units

Figure 3.1: Classification of local impedance estimation techniques and relevant section.

Estimation techniques can be subdivided into active, passive or quasi-passive tech-

niques, depending on whether the perturbation is intentionally introduced periodically,

is dependent on other sources of perturbation in the grid, or is intentionally introduced

only when pre-determined conditions are met, respectively.
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3.2.1 Passive techniques

Passive techniques utilise existing transients, caused by sufficiently large grid events,

to undertake impedance estimations. Passive techniques can be loosely categorised as

local PMU derived observers, PCC observers and Kalman Filters.

3.2.1.1 Local PMU derived observers

PMUs are used to produce synchrophasor measurements – fundamental frequency

voltage and current measurements that are time synchronised [148]. Normally, syn-

chophasors are communicated to a central computer, and this information can be used

to undertake state estimation, fault detection/location and wide area monitoring, in-

cluding protection [149–151]. While the use of synchrophasors from multiple PMUs can

be used to measure line impedance [152–154], the focus of this chapter is on the local

techniques which utilise local measurements only. A single PMU, benefiting from the

accurate time stamping of phasors, can be used to estimate the Thévenin equivalent

properties of the network. The high level procedure is summarised in Fig. 3.2, where

the adaptive technique is based on [155], the recursive least squares (RLS) solver is

derived from [31,32,156,157], and the algebraic technique is derived from [118,158].

Logging of

voltage & current

phasors complete

with timestamp

Process with one of the

discussed methods: 

adaptive (3), (4);

RLS (7); or algebraic (9)

 
Output

estima

-tion

Figure 3.2: Flow chart typical of most local PMU derived observers.

Firstly, regarding the adaptive solver [155], the PCC voltage phasor U can be de-

scribed as

U = E − ZnIn (3.1)

In this example, the notation is slightly different to the rest of the thesis. The

reference angle is that of the current, such that In = In∠0◦. Thus, U is the PCC

voltage phasor (U = U∠κ), E is the equivalent grid voltage phasor (E = E∠β), and

Zn is the grid impedance (Zn = Rn + jXn). The phasor relation of U , E and In is
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graphically represented in the Fig. 3.3 phasor diagram.

Imag

Real

E

U

E-U

Inθ

κ

Figure 3.3: Phasor diagrams for local PMU-based estimation techniques.

Given that Zn = Rn + jXn, (3.1) can be rearranged and separated into real and

imaginary components, as follows

E cos(β) = RnIn + U cos(κ) (3.2)

E sin(β) = XnIn + U sin(κ) (3.3)

In the two above equations, there are four unknowns: E, β, Rn and Xn. However,

if the network is known to be much more inductive than resistive (Xn >> Rn), then

it is acceptable to assume Rn = 0 Ω [155]. This assumption allows the decoupling of

Xn from E by rearranging (3.2)

β = cos−1
(
U cos(κ)

E

)
(3.4)

In [155], an initial E estimate is made by taking the mean value of the expected

voltage region, and updating for a new value with every consecutive timestep using (3.3)

and (3.4). Every updated value of E corresponds to a unique value ofXn. The direction

of the error for E is dependent on the variations of the load impedance (analogous to

the converter output impedance which includes both the filter and the converter) called

Zl. When Xn and Zl vary in the same direction, estimates of E reduce; otherwise E

increases.
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Alternatively to the adaptive solver is the RLS solver [31, 32, 156, 157]. The RLS

solver allows an under-determined system to generate a unique set of estimations by

allowing the use of many measurement points without making the equations over-

determined. RLS is usually undertaken using rectangular notation instead of phasor

notation. Using the same notation as Fig. 2.1, the implementation is as follows:

Y = AX̂ −Q (3.5)

Expanded in full matrix form



U1

U2
...

Uk


=



In1 1

In2 1
...

...

Ink 1


·

Ẑn
Ê

−


q1

q2
...

qk


(3.6)

Where X̂ is the estimate of X and Q is the error between X and X̂. The use of the

bar for voltages and current denote rectangular notation, where U = ureal+juimag, E =

ereal + jeimag, and In = ireal + jiimag. The RLS technique requires some manipulation

[159] which results in (3.7). This form allows a simple closed-form solution which

minimises the error.

X̂ = (ATA)−1(ATY ) (3.7)

To conclude the PMU derived observers is the algebraic solvers, described in [118,

158]. In this instance, only two measurement sets are used and solved algebraically,

resulting in the following equation. The initial measurement set has the subscript 0,

and the following measurement set has the subscript 1.

Zn = U1 − U0

Incs − In0
(3.8)

Both above mentioned papers [118, 158] proceed to enhancing the equation, com-

pensating for measurement drift caused by the deviation from fundamental frequency

experienced by the signals, as follows
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Zn = U1e
j∆θ − U0

Incsej∆θ − In0
(3.9)

Where in this context ∆θ is the shift in phase due to the deviation from fundamental

frequency.

3.2.1.2 PCC Observers

This subcategory is relevant to devices with measurement capabilities that do not utilise

GPS synchronisation. This is the case for most converters and buses with current and

voltage sensors. Observers generally follows the flow chart depicted in Fig. 3.4 of

recognising a grid event, storing the information, and mathematically extracting an

impedance estimation, normally in the frequency domain.

Observation

of current and

voltage signals

Processing

(normally FFT)

Spectral/equiv. 

impedance 

estimation

Detection

of grid event

Storing of pre- and

post-disturbance

measurements

Collating with

existing data

Figure 3.4: Flow chart typical of most observers.

Reference [160] identifies that a sufficiently large grid event has occurred when a

3% change in RMS voltage is registered. The transients caused by such an event can

provide information about the system across a wide range of frequencies. Triggered

by the transient, the estimation procedure requires the storage of voltage and current

measurements for five fundamental periods immediately before and after the event is

detected. FFT is then used to convert pre- and post-disturbance voltage and current

from the time domain to the frequency domain up to the 50th harmonic, and (3.10) is

used to estimate the impedance, where ω represents the frequency being analysed.

Zn(ω) = U(ω)pre − U(ω)post
In(ω)pre − In(ω)post

= ∆U(ω)
∆In(ω)

(3.10)

Notice that (3.10) is similar to (3.8), with the difference being that (3.8) is valid for

the fundamental frequency impedance only (the Thévenin equivalent), whereas (3.10)
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can determine the impedance at a range of frequencies, subject to the FFT implement-

ation.

With the observer implementation described in [160], good estimations require data

accumulated by 70 grid events over 15 days – the accuracy of the estimates are not

explicitly stated, but this is can be inferred from the paper’s figures. In [161], the same

authors presented the same data with the addition of the reference impedance value.

If the impedance estimator is part of a converter controller, the noise induced nat-

urally by the switching of the converter can be used as the basis of disturbances. This

is the case in [162] where the switching frequency of 10 kHz introduces voltage and

current harmonics into the system. Assuming there is no pre-existing high frequency

harmonics in the grid voltage it is demonstrated that results can be obtained within 20

ms. [92] uses a similar process and assumptions, but with more focus on the timing of

the samples relative to the space vector pulse width modulation (SV-PWM) switching.

An estimation time of 50 ms is achieved. Another paper, [163], also utilises PWM

induced noise but this time uses the Recursive Least Squares technique as a means of

mathematically extracting the impedance information. With a switching frequency of

2.8 kHz, the impedance estimation time is 1.2 s.

An alternative implementation of the observer monitors the variations in active

power. A sufficiently large disturbance within the system, such as a step change in

network impedance, will excite the system and cause the active power injection to

vary [164]. In [164], FFT is used to extract the Thévenin equivalent impedance when a

disturbance is detected using (3.10). This technique can be classified as passive because

the change in power set-point is not undertaken specifically to disturb the system.

3.2.1.3 Kalman Filter

Some researchers have recently suggested using nonlinear variations of the Kalman

Filter in order to estimate the impedance. Whilst this technique is a type of observer,

the computation and implementation is very different to the above mentioned observers

– therefore the Kalman Filter is considered separately. The Kalman Filter flow chart is

presented in Fig. 3.5 [165]. It begins with the initialization, and then continually loops
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around as long as the Kalman Filter continues to receive new system measurements.

Initilization: 

x ̂(k) & P(k) provided

Prediction:

 x̂(k+1) & P-(k+1) predicted

based on previous estimate x ̂(k),

previous error covariance P(k),

new measurements u(k)

u(k)

Correction of state estimate:

K calculated based on P-(k+1),

x ̂(k+1) recalculated based on the

previous x ̂(k+1), K & Δy(k+1),

P(k+1) recalculated based on K

and P-(k+1)

Determination of error:

ŷ(k+1) calculated from x̂(k+1),

y(k+1) obtained from measurements,

Δy(k+1) = y(k+1) - ŷ(k+1)

k+1 becomes k

y(k+1)

Figure 3.5: Flow chart typical of the extended Kalman Filters.

The Kalman Filter works in roughly three main steps:

The first is the prediction step which involves estimating the system states x̂ and

the error covariance of the states P−, as per (3.11) (3.12).

x̂(k + 1|k) = Ax̂(k) + Bu(k) (3.11)

P−(k + 1) = AP (k)AT + V MV T (3.12)

Where A is the state matrix, B is the input matrix, V is the predicted estimation

error and M is the expected white noise of the estimation process.

The second step is to use the state estimations to determine the corresponding

outputs ŷ (3.13), and determine the error by comparing the measured and estimated

output values (3.14). C is the output matrix.

ŷ(k + 1) = Cx̂(k + 1|k) (3.13)

∆y(k + 1) = y(k + 1)− ŷ(k + 1) (3.14)

The final step is to correct the state estimate. This is done by calculating the new

Kalman Gain from the prediction error covariance and the expected measurement noise
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(N) (3.15), and using the Kalman Gain to undertake a final state estimation (3.16).

The prediction covariance is also subsequently updated (3.17).

K(k + 1) = P−(k + 1)CT
(
CP−(k + 1)CT + N(k + 1)

)−1
(3.15)

x̂(k + 1|k + 1) = x̂(k + 1|k) + K(k + 1)∆y(k + 1) (3.16)

P (k + 1) = (I −K(k + 1)C)P−(k + 1) (3.17)

The “extended" Kalman Filter (EKF) is an augmentation of the Kalman Filter in-

tended for nonlinear systems. The EKF is implemented in [166,167] where a Jacobian

matrix is used instead of the state matrix to account for the nonlinearities, demonstrat-

ing good results for the assumed Thévenin equivalent system. The authors of [166] do

concede, however, that system tuning is complex, requiring EKF optimisation through

trial and error for the various grid conditions and operating points.

3.2.2 Active techniques

Active techniques, unlike passive techniques, do not rely on existing grid events. In-

stead, these techniques intentionally introduce a controlled perturbation or change in

operating point, increasing the information available about the network. Active tech-

niques can be further subcategorised into steady state and transient techniques.

3.2.2.1 Steady state

Steady state techniques require the network response to a perturbation to settle prior

to the collection of any measurement. All steady state techniques assume stationary

network conditions for the duration of the testing.
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3.2.2.1.1 Frequency sweeps

Frequency sweeps remain the most common grid characterisation technique, normally

employed for network studies at a PCC [128]. Typical implementation is presented in

Fig. 3.6.

Repeat for other 

harmonic impedance

if required

Calculate impedance

at perturbation

frequency

Process data

(FFT)

Take measurements

once steady state

conditions met

Introduce steady

state perturbation

Figure 3.6: Flow chart for frequency sweeping.

Frequency sweeps are usually undertaken by attaching specialised hardware at the

point of interest [168], injecting small steady state sinusoidal perturbations at a wide

range of frequencies, and employing Fourier analysis to calculate the network impedance

in the frequency domain, as per (3.18) where ω represents the perturbation frequency

[132, 169]. Note that the perturbation frequency must be different to the fundamental

frequency. Assuming that the network is stationary for the duration of the test, the

wide spectrum impedance analysis can provide detailed grid characterisation complete

with nonlinearities (such as resonances) at the cost of lengthy testing duration [130].

Frequency sweeping can be undertaken with specialised equipment installed temporarily

in a node of the system or via standard grid-connected power converters. [170] focuses

on line impedance estimation.

Zn(ω) = U(ω)
In(ω)

(3.18)

This type of analysis has been further developed, with [168] using inexpensive hardware

to estimate impedance from 20 Hz to 24 kHz, [171] using high resolution equipment to

estimate the the impedance from 2 to 150 kHz, and [172] undertaking frequency sweeps

of multiple frequencies simultaneously, increasing the data captured with each sweep.

Frequency sweeps are not used only in utility grids but also in contained systems, such

as on aircraft and ships [173,174].
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Wide spectrum frequency sweeps are occasionally implemented in converters as a

means of validating the laboratory results of alternative impedance estimators – such

as [175] (impulse-response) and [116] (pseudo random binary sequence injection).

3.2.2.1.2 Nonharmonic excitation

A number of publications choose to assume simplified RL impedance and only excite

a single noncharacteristic frequency. This is known as nonharmonic excitation. For

example, [137, 139, 140] inject a noncharacteristic harmonic current of 75 Hz period-

ically. The settled values of current and voltage are recorded and converted into the

frequency domain with Fourier transform analysis (or wavelet transform as per [137]).

The voltage and current values at 75 Hz are extracted and the impedance is calculated

with Zn(ωh) = Rn + jωhLn (where ωh is the nonharmonic frequency). It is assumed

that the impedance at 75 Hz and 50 Hz is the same. [138] provides a very similar

methodology, except that the period in between disturbances is 5 seconds. [115, 176]

excites at 400 and 600 Hz, except that in [115] voltage is excited instead of the current.

Interestingly, [177] excites a frequency of 10 Hz. Of the implementations discussed

in this section, only [115, 176, 177] calculated both resistance and reactance as separ-

ate parameters – all other implementations only calculated the impedance magnitude.

Nonharmonic perturbations can be injected in the qd-frame as per Fig. 3.7.

Current

controller
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Voltage
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Injection

Modulation

VDCθ

idq ref

vdq ref
vabc ref

+

Current
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Park

θ
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OPTION 2

gate

signals

idqω

Figure 3.7: Examples of current and voltage sinusoidal injection within vector control.

More recently, some researchers have explored using the Wavelet Transform (WT)

as an alternative to FFT [137, 178]. The perturbations are the same as previously

explained, with nonharmonic frequencies of 75 and 630 Hz utilised in these papers, and
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with both inductance and resistance estimated. The WT is explained in more detail at

the end of Section 3.2.2.2.1 as it is generally more appropriate to transient methods.

As an aside, the WT is not limited to impulse-response. [178] utilises the WT

combined with a steady state nonharmonic current injection.

3.2.2.1.3 P/Q reference variation

The final steady state technique is the P/Q reference variation technique. In this

technique, the active power and reactive power references are intentionally varied in

order to allow the detection of both the resistive and inductive parts of the network

Thévenin equivalent impedance [179]. With variations in outer loop references, the

P/Q reference variation technique causes a very small amount of noise and disruption

in the network [179]. This is described in Fig. 3.8.

Undertake impedance

calculation using algebraic

or RLS method

Repeat for as many

operating points

as required

Take measurements

once steady state

conditions met

Introduce P or 

Q step change

Figure 3.8: Flow chart of P/Q reference variation.

The techniques described in [100,179–181] require two sets of measurements, where

P and Q deviations can be either positive or negative. The impedance is subsequently

calculated algebraically as per (3.19) and (3.20), or similar. The Park transformation

values for PCC voltage and grid current are used, such that U = uq − jud and In =

inq − jind. Subscripts 1 and 2 represent the two sets of measurements.

Rn = (uq1 − uq2)(inq1 − inq2) + (ud1 − ud2)(ind1 − ind2)
(inq1 − inq2)2 + (ind1 − ind2)2 (3.19)

Ln = 1
ω0

(ud1 − ud2)(inq1 − inq2)− (uq1 − uq2)(ind1 − ind2)
(inq1 − inq2)2 + (ind1 − ind2)2 (3.20)

The P/Q variation technique is further expanded in [141, 182] to use a RLS solver.

The RLS solver is already described earlier in (3.5), (3.6) and (3.7) and the analysis
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techniques are the same. However, when implemented in a converter, the active and

reactive power can be controlled to ensure variability in operating points. This is

illustrated in Fig. 3.9, where three different measurement sets are used.
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controller
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θ

idq ref
vdq ref

Modulation
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signals
Outer

Loop

idq

udq

Pref

Qref

idqω

Figure 3.9: PQ variation with 3 different measurement points.

Recent publications have seen principles of the P/Q variation technique applied to

relatively new concepts. [183] has adapted the P/Q variation technique to grid forming

converter control and [184] has implemented the method to a system with no direct

voltage measurements and only active power variation.

3.2.2.2 Transient techniques

Unlike active techniques, transient techniques utilise the immediate transient response

to a perturbation in order to extract information about the network. The most common

form of transient technique is the impulse-response technique, but a number of papers

also use the pseudo random binary sequence injection technique.

Irrespective of the nature of the perturbation, the impedance calculation is as follows

– taking into account both the pre-disturbance and post-disturbance measurements

[185] [68]. Notice that this is the same equation as (3.10) – the calculation is the same,

the difference is simply in whether the disturbance is detected or intentionally injected.

Zn(ω) = ∆U(ω)
∆In(ω)

(3.21)

3.2.2.2.1 Impulse-response

The impulse-response technique involves injecting a current or voltage perturbation

pulse into the network in order to obtain a response for a wide range of frequencies [186],

with the flow chart presented in Fig. 3.10. Given the short duration of the impulse,
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the size of the frequency spectrum of interest and the possibility of high signal to noise

ratio (SNR), the impulse must be large [130,185]. This allows for full spectral excitation

in a very short period of time, making this technique particularly attractive in highly

variable networks [134]. As such, additional hardware is often used to generate the

impulse (such as the 5 pu of current injected in [68]). The use of additional hardware

also allows for the disturbance to be injected directly in the PCC of interest, making

the estimation of both the converter output impedance and grid impedance possible.

Examples of hardware for impulse generation are shunt capacitor banks [129,130,185],

the use of thyristor switches to create a short circuit [68, 187], or even switching the

DC link voltage across an L filter inductor [186]. [175] use a dedicated power converter

for increased control over the disturbance, as does [188], where the injected rectangular

impulse is designed to extract impedance information at frequencies 2 kHz to 150 kHz.

Calculate impedance

for range of 

frequencies

Process data

(FFT)

Inject impulse

Take

pre-disturbance

measurements

Take

post-disturbance

measurements

Figure 3.10: Flow chart for the impulse technique.

Not all papers using the impulse-response technique rely on additional hardware.

Some have implemented the impulse-response technique directly into a converter. Un-

like the aforementioned techniques that use dedicated impulse generating hardware,

converter based injections are limited by the rating of the converter. Motivation for

the impedance estimation vary from the identification of stability margins [189] to on-

line PLL bandwidth adaptive control [101]. Due to the wide number of varying features

described in impulse-response literature, Table 3.1 has been produced to simplify the

comparison process.

Table 3.1 identifies whether the impulse is a voltage or a current; the type of filter

used (L or LCL-filter); the type of grid that is being assessed (sometimes the grid

is assumed to be a simple inductor with no resistance, but other times it is more

complex with parallel branches and multiple resonances); the properties of the injection,

76



Chapter 3. Local Impedance Estimation

including the per unit value if it is provided or calculable; the injection width in micro

or milliseconds, the number of measurements taken, the frequency range processed by

the FFT, and a note on how the technique is validated. Note that only [175, 189–191]

are online, with complete microcontroller integration of the estimation technique.

From Table 3.1, it can be deduced that even converter-implemented impulse-response

techniques inject a significant disturbance into the network, with the majority of imple-

mentations injecting at least 0.5 pu of base current or voltage. However, this allows for

a very short measurement period and an impedance estimation covering a large range

of frequencies (almost all variations measure up to 2 kHz). In general, measurement

periods are even shorter if the impulse is larger (i.e. 1.5 pu impulse). The types of

grids varies greatly, from simple inductors to complex networks with parallel capacitors,

therefore introducing resonant behaviour and replicating certain grid behaviours.

With regards to the converter controller, there are two main implementations of

the converter induced impulse. Either it is injected as a current in the d-component of

the current reference [189], or as a voltage in the q-component of the voltage reference

during the zero crossing [190]. These are represented graphically in Fig. 3.11.
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Figure 3.11: Typical locations of converter induced impulses. pseudo random binary sequence
injection location would be similar.

As an alternative to the FFT, the impulse-response technique could utilise the

Wavelet Transform (WT) as a means of analysing measurement results, as per [193].

The difference between FFT and WT is that FFT compares a given signal to sinus-

oidal signals in order to decompose the signal into individual frequencies; whereas WT

compares a given signal to wavelets [194]. There are multiple advantages to this: the

WT is more suited to analysing a transient signal; and the WT is capable of identifying

when a specific frequency appears in a signal and when it ends [195]. This is because
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Table 3.1: Various implementations of the converter injected impulse-response technique
Ref Dist.

type
Filter Type of

grid
Injection
properties

Injection
width

Measurements Target
freq.
range

How
is it
validated?

[175]
V L Circuit 1:

L only
Circuit 2:
L
parallel
with C

Triangular 500 µs 8 transient
cycles and 8
steady state
cycles

< 1
kHz

Freq
sweeps

[192]
V L Circuit 1:

RL
Circuit 2:
RL
parallel
with RC
Circuit 3:
Multiple
resonances

Stepped
injection
with a
max-
imum
amp-
litude of
∼ 0.5 pu

∼ 80
ms

8 transient
cycles and 8
steady state
cycles

< 1
kHz

Ideal
trace
calculated

[189]
I L Circuit

with L
parallel to
CR

1.5 pu ∼ 1 ms 1 transient
cycle and 1
steady state
cycle

< 2
kHz

Freq
sweeps

[186]
I L Circuit

with
multiple
resonances

60 - 100
A (Base
values
not spe-
cified)

650 µs 8 transient
cycles and 8
steady state
cycles

< 2
kHz

Ideal
trace
calcu-
lated

[191]
I
(x2)

LCL Simple RL ∼ 0.5 pu 2
pulses:
0.5 ms
and 0.7
ms

1 transient
cycle and 1
steady state
cycle

120
Hz
- 2
kHz

Ideal
trace
calcu-
lated

[190]
V LCL Simple RL 0.1 pu 1 or 2

ms
Not specified 150

Hz -
1.65
kHz

Known
RL
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the wavelet can be both compressed and expanded to accommodate for the various

frequencies, but it can also be shifted, to undertake wavelet estimations at different

time instances. This is different to FFT as the exact location of a frequency in the time

domain cannot be determined. With regards to the application of post-disturbance

voltage and current analysis, as per [193, 196], the use of the WT has significantly re-

duced the number of periods required for pre- and post- disturbance analysis (from 8

periods to one period).

3.2.2.2.2 Pseudo random binary sequence

The pseudo random binary sequence (PRBS) injection is a pre-determined sequence of

wide-band excitation without the high total harmonic distortion (THD) of the impulse-

response technique [117, 197, 198], with the flow chart presented in Fig. 3.12. These

signals are in effect ones and zeros [199]. The length of the sequence, its magnitude and

the switching frequency determines the achievable spectral resolution [200]. Compared

to the impulse-response technique, this technique can work in much higher SNR condi-

tions with significantly lower injection amplitude [116]. The spectral energy content of

the injection can also be controlled in order to minimise interference with normal grid

control and maximise the response of the desired frequencies [201]. Similarly to the

impulse-response technique, FFT is applied to the measurements in order to estimate

the spectral impedance [202], with the main advantage of improved immunity against

the effect of nonlinear distortions.

Calculate impedance

for range of 

frequencies

Process data

(FFT)

Inject PRBS

Take

pre-disturbance

measurements

Take

post-disturbance

measurements

Figure 3.12: Flow chart for the PRBS technique.
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3.2.3 Quasi-passive techniques

Quasi-passive techniques combine an observer with an active technique. The observer is

employed to identify when the network impedance may have changed. If it is determined

that a change has occurred, the active technique is triggered. This a compromise

between maximising quality of estimation and reducing the occurrence of a disturbance

injection: by tracking changes to the grid, a pre-determined criterion can initiate the

active technique, introducing a disturbance on the system only when necessary [141,

190].

In [141], the trigger is a “quality threshold" (Γ). The quality threshold is the “voltage

error", squared, divided by the current, averaged over a sampling window (3.22). It

requires the latest grid impedance and grid voltage estimations as well as voltage and

current measurements. The window is k samples long. When the estimation values are

correct, Γ should be close to zero.

Γk = 1
2k

k+n∑
i=k−n

||Vi − In iẐn i − Êi||2

|In i|
(3.22)

Should a grid event affect the grid impedance, the estimation becomes outdated and Γ

will increase. Once Γ goes past a pre-determined threshold, it triggers the estimation

process [141].

Ref. [190] proposes a Luenberger observer in order to trigger the active technique.

The Luenberger observer is very similar to the Kalman Filter except that there is no

change in "correction" gain and a linear state matrix is employed. The active technique

is initiated when the difference between the estimated PCC voltage (Û = f(In, Ê, Ẑn) )

and the measured PCC voltage (U) exceeds a pre-determined magnitude (∆U = U −

Û).

Quasi-passive techniques, however, introduce new delays due to the time required

for the observer to detect an impedance change [141].
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3.3 Comparison table of local impedance estimation tech-

niques

Table 3.2 presents a summary of the local impedance estimation techniques found in

the literature. The column are as follows

• Target frequencies: the frequencies for which the impedance is estimated.

• Disturbance amplitude: Some techniques require large disturbances, and some

techniques don’t require any disturbance.

• Disturbance duration: The duration of the disturbance per impedance estimation

routine.

• Considered SCR networks: This column aims to identify if the various papers

for each technique cover a range of network strengths, identifying whether some

techniques are more popular for specific network strengths.

• Considered X/R ratios: This column aims to identify if various impedance to

resistance ratios are covered by the literature.

• Typical error: The estimations are sometimes compared to the name plate val-

ues, mathematical models of the experimental set-up or frequency sweep results,

indicating how accurate the estimations are. Techniques that yield an error of

< 2% are considered to have low error. Between 2% and 5%, the error is medium.

Any error larger than 5% is considered large.

• Comments: This column aims to highlight an important aspect of the technique

which is not necessarily covered by the other columns.

• Data analysis techniques: Various analysis techniques are used such as FFT, WT,

algebraic or RLS.
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Table 3.2: Comparison of Local Impedance Estimation Techniques
Technique References Target

frequen-
cies

Disturb-
ance
amp-
litude

Duration
of dis-
turbance

Are vari-
ous SCR
networks
discussed?

Are vari-
ous X/R
ratios
discussed?

Typical
error

Comments Data
analysis
tech-
nique

PMU (Adapt-
ive)

[155] ω1 —— —— Yes No, only
Xn >>
Rn

Inconclusive Only relevant
for transmission
level

Adaptive

PMU (RLS) [31, 32, 156,
157]

ω1 —— —— Yes Yes Low /
Med

Stable estim-
ations but not
fast

RLS

PMU (Algeb-
raic)

[118,158] ω1 —— —— Yes No, only
Xn/Rn = 0.2

Inconclusive Limited research
undertaken

Algebraic

Observers [92, 160–
164,203]

ω1 to
ω50

—— —— Yes Yes Dependent
on grid
conditions

Dependent on
grid event oc-
currence

FFT

Kalman Filter [166,167] ω1 only
ω1 to
ω13

—— —— Yes No, only
X/R ra-
tios of
< 1.2
tested

Low /
Variable

Very complex KF

Frequency
sweeping

[128, 130,
132, 168–
171,173,174]

As re-
quired

∼ 0.01
pu

32 ×
Tfund to
∼ 1 min
per har-
monic

Yes Yes Low Invasive and
time consuming

FFT

Nonharmonic
excitation
(FFT)

[115, 138–
140,176,177]

ω1 0.05 to
0.077
pu

0.02 to
0.04 s

Yes No, only
X/R ra-
tios of
< 0.3
tested

Low /
Med

Assumes equiv.
impedance

FFT

Nonharmonic
excitation
(WT)

[137,178] ω1 3 A
(base
unit
not spe-
cified)

0.025 s No No Low /
Med

Assumes equiv.
impedance

WT

Simultaneous
frequency
sweeping

[172] As re-
quired

∼ 0.02
pu
per freq

0.01 to 1
s

No No Low Invasive FFT

P/Q reference
variation

[100, 141,
144, 179–
184]

ω1 Set-
point
step
change
0.1% to
10%

∼ 0.1 to
1 s

No No, only
X/R ra-
tios of
< 0.75
tested

Low /
Med

Rate of estima-
tion restricted
by settling time

RLS or
Algebraic

Hardware in-
jected impulse-
response

[68, 129,
130,134,175,
185–187]

ω1 to 10
kHz

∼ 1.5 to
5 pu

500µs to
1.6 ms

Yes Yes Medium High THD FFT

Converter in-
jected impulse-
response
(FFT)

[101, 189–
192]

ω1 to 2
kHz

0.1 to
1.5 pu

500µs to
80 ms

Yes Yes Medium High THD FFT

Converter in-
jected impulse-
response
(WT)

[193,196] ω1 to 2
kHz

20 A
(base
units
not spe-
cified)

1 ms No No Inconclusive High THD but
lower processing
time

WT

Pseudo ran-
dom binary
sequence injec-
tion

[116, 117,
145, 197,
198, 200–
202,204]

ω1 to 3
kHz

0.1 to
0.2 pu

5
×Tfund
to 1 s

Yes Yes Low /
Med

Complex FFT

3.4 Estimation non-convergence

Non-convergence of the impedance estimation occurs when there are insufficient con-

straints, and an infinite set of solutions satisfy the equations. In the case of impedance
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estimation, this occurs when the converter power output and the grid conditions are

stationary, and only one set of measurements is obtained. To illustrate this, the PCC

voltage and grid current for a single steady state operating point (P = −1 pu and SCR

= 1) is used to estimate reactance and stiff grid voltage in the qd-frame (all unknown

parameters) with the aide of four equations: two derived from Kirchoff’s Voltage Law

and two derived from power transfer equations.

First, KVL across the grid impedance is as follows.

eqd − uqd = Rninqd + dinqd
dt

Ln (3.23)

By separating the complex planes

1
ω

d

dt
inq = −inq

Rn
Xn
− ind + eq

Xn
− uq
Xn

(3.24)

1
ω

d

dt
ind = +inq − ind

Rn
Xn

+ ed
Xn
− ud
Xn

(3.25)

These can be rearranged as

Xn = eqind − uqind − edinq
i2nq + i2nd

(3.26)

Rn = eqinq − uqinq + edind
i2nq + i2nd

(3.27)

Consider also the PCC power equations (3.28) and (3.29) below, which are the

vector equivalent of equations (2.3) and (2.5).

P = 3
2
uq(Rn(eq − uq)−Xned)

X2
n +R2

n

(3.28)

Q = 3
2
uq(Xn(eq − uq) +Rned)

X2
n +R2

n

(3.29)

With equations (3.26) to (3.29), there are four equations and four unknowns, Xn,

Rn, eq and ed. Usually, equal numbers of equations and unknowns results in a single

83



Chapter 3. Local Impedance Estimation

set of correct values. However, this is not the case here. Assuming a constant X/R

ratio, hence reducing the problem into a three dimensional problem, the four equations

above can be plotted, as per Fig. 3.13.

Figure 3.13: Plotting the four system equations, 3D view.

Although it is not clear from Fig. 3.13, there is a line of possible solutions that

satisfy all equations. This is clearer in Fig. 3.14 which presents a different view of the

same plot.

These figures visually explain why the iterative and algorithmic methods described

in Section 3.2 always require some form of disturbance or change in operating point in

order to allow for convergence. Consider Fig. 3.15 where equations (3.26) and (3.27)

are plotted for two different operating points (P = −1 and −0.95 pu). In this instance,

the two sets of equations at two different operating points intersect clearly and produce

a singular answer.

84



Chapter 3. Local Impedance Estimation

Figure 3.14: Plotting the four system equations, alternative view.

Figure 3.15: Plotting two sets of equations (for two different operating points).
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3.5 Testing various impedance estimation techniques

The ideal impedance estimator produces accurate and on demand results without in-

jecting any disturbances into the network. Unfortunately, this is not possible because

passive techniques are by definition disturbance free, and are therefore reliant on ex-

ternal grid events. The two most suitable estimators for the purposes of real-time

adaptable control are the nonharmonic excitation technique combined with FFT and

the P/Q variation technique combined with RLS. These techniques are chosen due to

the accuracy, as outlined in Table 3.2. They are also on demand, and unlike transient

techniques like the impulse injection, produce a small amount of noise. This is espe-

cially true for the P/Q variation technique as small variations in active and reactive

power are common in normal operation. Observers are deemed inappropriate as they

are dependent on disturbances within the system.

3.5.1 Thévenin equivalent estimation

The impedance estimation techniques that only target the Thévenin equivalent imped-

ance are simpler to integrate into controllers and produce estimation results much more

quickly than the wide spectrum alternatives. In this section, the nonharmonic injection

and the P/Q variation techniques are tested in simulation. They are subjected to the

same test, where they are integrated into a converter controller which operates at vary-

ing active power levels. This is repeated for two different SCRs. As the nonharmonic

injection technique produced better results in simulation, it is subsequently integrated

and tested in hardware.

3.5.1.1 Simulation of the nonharmonic injection technique

The nonharmonic injection technique applied to simulation models injects a perturba-

tion voltage of 60 Hz and 0.02 % of the peak phase voltage. Hence, the disturbance is

very small. The disturbance is maintained for 9 periods, and only the final three are

sampled at a sampling rate of 20 samples per period. Hence, the estimation is based on

60 samples of phase A current and phase A voltage and the total length of disturbance
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is 150 ms.

The estimator is tested as per Fig. 3.16, where the estimator is subjected to various

power levels (0,−0.4,−0.7,−0.9) and two different SCRs (1 and 3). The estimation is

extracted at the end of each power output, immediately before the change in power

reference. For convenience, the estimation update occurs at the dotted lines.

The purpose for this test is to assess the estimator’s capabilities in various condi-

tions. The error of the estimation for both resistance and reactance is within 5 %.

Figure 3.16: Testing of the online nonharmonic impedance estimator for varying power levels
and grid conditions.

3.5.1.2 Simulation of the P/Q variation technique

The P/Q variation technique is submitted to the same test as the nonharmonic injec-

tion technique. The implementation of the P/Q variation impedance estimator uses 5

different combinations of P ∗ and U∗ values. Each combination is given 0.4 s to settle,

hence the estimation process requires 2 s and produces 5 sets of measurements of ucqd
and icnqd. The power variation sequence is [0.0004 0.0008 0.0006 0.0002] pu and the
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voltage variation sequence is [0.0025 0.0037 0.0013 0.005] pu. This was determined by

trial and error across different conditions. The results are presented in Fig. 3.17. The

error of the estimation for both resistance and reactance is much more variable: in the

strong grid the error is within 20 % for reactance but over 50 % error for resistance.

In a weak grid, especially at high power outputs, the estimation is completely wrong

for both. Error occurs when steady state conditions are not completely achieved, a

problem more common in the weak grids given the increased settling time.

Figure 3.17: Testing of the online P/Q variation impedance estimator for varying power levels
and grid conditions.

3.5.1.3 Comparison between nonharmonic injection and P/Q variation tech-

niques

In terms of consistency and accuracy, the nonharmonic injection is much more consist-

ent. The problem with the P/Q variation technique is that it requires absolute steady

state values, and even small amounts of noise can disrupt the estimations.

Some amendments could be made to improve the estimations, such as increasing the
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measurement set or using a moving average filter to remove some of the noise. However,

this would significantly increase the duration of the estimation process, something that

is undesirable in a variable grid. Thus, the nonharmonic injection technique is to be

implemented into the controller going forward.

3.5.1.4 Hardware testing of the nonharmonic injection technique

The nonharmonic injection technique is tested at two SCRs for various levels of power,

as per Fig. 3.18. In this instance, the perturbation frequency is 75 Hz, and the

magnitude of the perturbation is 6 mV. Further, a moving average filter of four samples

is used to smooth the current and voltage values used for the estimation.

Figure 3.18: Output of impedance estimator for various power levels.

In Fig. 3.18, the top plot represents the various power levels at which the impedance
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estimator is tested to ensure the estimations are power agnostic. The middle plot dis-

plays the resistance estimation and the bottom plot displays the reactance estimation.

The reactance is dominant and thus the crucial parameter in the network given the high

Xn/Rn ratio (> 40). The reactance estimation error is consistently less than 10 % at

all power levels and both SCRs. The resistance is a bit less accurate, with the error

at approximately 35 % in the worst conditions. However, as a function of impedance

magnitude, the error of the resistance is acceptable. Therefore, for the purposes of this

thesis, the nonharmonic impedance estimator is determined to be reliable and able to

produce acceptable estimations irrespective of the grid stiffness and the active power.

3.5.2 Wideband frequency impedance estimation

Estimating the impedance across a wide frequency spectrum allows for a more detailed

analysis of higher order grid impedance. As explained in Section 2.1.2, this thesis is

particularly interested in the identification of problematic resonances. As resonances

can vary with changing loads [53], grid configuration [43], reactive power provision

via capacitor banks [66], and varying grid impedance [53], it is difficult to mitigate

for resonances universally. The wideband frequency impedance estimation techniques

tested in this section are based on the transient techniques presented in Section 3.2.2.2

and allow for real-time identification of problematic resonances.

Chapter 6 follows on from this section, proposing automatic controller response to

the identification of problematic resonances.

3.5.2.1 Electrical system transfer functions

Consider the grid in Fig. 3.19.

Figure 3.19: System under study with parallel resonance.
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Where Fig. 3.19 is an expansion of Fig. 2.1 which assumes Thévenin equivalent

impedance. The purpose for the contactor is to introduce a step change in resonance

frequency, given that [43,69]

fres = 1
2π
√

(Lngs1 + Lngs2)Cp
(3.30)

From (3.30), it can be inferred that the impedances on the grid side of the parallel

capacitor (Zngs1(s) and Zngs2(s)), as well as the parallel capacitor itself, are the key

parameters establishing the frequency of the resonance. The converter side impedance

of the grid (Zncs(s)) does not impact the frequency of the resonance, but rather dampens

it.

The grid impedance can be calculated as follows

Zn(s) = U(s)
In(s) = Zncs(s) + (Zngs1(s) + Zngs2(s))Zparallel(s)

Zngs1(s) + Zngs2(s) + Zparallel(s)
(3.31)

As Zncs(s) = Rncs + sLncs, Zngs1(s) = Rngs1 + sLngs1, Zngs2(s) = Rngs2 + sLngs2

and Zparallel(s) = 1/(sCp), (3.31) can be extended to the following transfer function

Zn(s) = Rncs + Lncss+ Rngs1 +Rngs2 + (Lngs1 + Lngs2)s
Cp(Rngs1 +Rngs2 + (Lngs1 + Lngs2)s) (3.32)

Also worth considering is how the capacitor of the PWM filter will interact and affect

the perceived impedance at the PCC, should the converter current be used instead of

the grid current. For completeness, Zcf (s) = 1/(sCf ). To differentiate this version of

the grid impedance from the standard definition, a dash is applied, i.e. Z ′n(s).

Z ′n(s) = U(s)
Ic(s)

= Zcf (s)Zn(s)
Zcf (s) + Zn(s) (3.33)

3.5.2.2 Implementation of the wideband impedance estimator

To test the wideband impedance estimator, two sets of parameters are used. Within

each set of parameters, the connection and disconnection of Zngs2(s) with the con-

tactor, as seen in Fig. 3.19, affects the resonance frequency. Thus, the four resulting
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resonances, and the impedance composition of each resonance, is described in Table

3.3.

Table 3.3: Grid side parameters for specific parallel resonances

fres = 155 Hz
(Zngs2 bypassed)

fres = 110 Hz
(Zngs2 included)

fres = 170 Hz
(Zngs2 bypassed)

fres = 139 Hz
(Zngs2 included)

Rncs 1.81 Ω 1.81 Ω 1.81 Ω 1.81 Ω
Lncs 57.6 mH 57.6 mH 57.6 mH 57.6 mH
Cp 18.3 mF 18.3 mF 15.2 mF 15.2 mF
Rngs1 1.81 Ω 1.81 Ω 1.81 Ω 1.81 Ω
Lngs1 57.6 mH 57.6 mH 57.6 mH 57.6 mH
Rngs2 N/A 1.78 Ω N/A 0.905 Ω
Lngs2 N/A 56.7 mH N/A 28.8 mH

Where a step change in resonance occurs from fres = 155 Hz to 110 Hz by connect-

ing Zngs2(s), and vice versa by disconnecting the impedance. It is the same case for

fres = 170 Hz and 139 Hz.

The tuning used for the outer loop is different in this Section (and in Chapter 6)

than it is from the rest of the thesis. For completeness, the outer loop tuning for

this section is included in Appendix A.1.2 – it is different from the rest of the thesis

because of instability introduced by the resonances. Two sets of tuning were used,

with the faster gains used to plot the impedance estimations where fres = 170 Hz and

139 Hz, and a slow tuning, obtained for fres = 155 Hz and 110 Hz. No control changes

are made to the PLL or the current controller.

3.5.2.3 Results

The industry standard for wide spectrum impedance estimation is the frequency sweep

technique. However, this is a lengthy process as it is repeated for every frequency of

interest. According to Table 3.2, the main alternative is the impulse-response technique,

which is highly disruptive. It is also well covered by the literature. Thus, two alternative

perturbations are studied: one stems from a grid event (i.e. as a result of a connection

or disconnection of the impedance Zngs2(s)), and the other from a step change in power

reference.

Fig. 3.20 and 3.21 below plot the values for Zn(s) and Z ′n(s), respectively, for
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a grid perturbed by a step change in impedance. The solid lines are the theoretical

impedances, and the dotted lines with crosses are the estimated impedance. The value

of the currents and voltages used for the estimation are collected immediately after the

grid event. The equivalent impedances (i.e. Zn(s) and Z ′n(s) at fres = 170 Hz) are

determined using the same voltage measurement but different current measurements,

as per (3.31) and (3.33).

Figure 3.20: Estimation of Zn(s) when subjected to grid event perturbation.

Figure 3.21: Estimation of Z ′n(s) when subjected to grid event perturbation.

Comparing Fig. 3.20 and 3.21, it can be determined that Z ′n(s) estimations are
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more consistent and accurate than Zn(s).

Similarly, Fig. 3.22 and 3.23 below plots the impedance estimation when subjected

to a power reference step change perturbation.

Figure 3.22: Estimation of Zn(s) when subjected to grid event perturbation.

Figure 3.23: Estimation of Z ′n(s) when subjected to grid event perturbation.

Again, the estimations for Z ′n(s) are better than for Zn(s). Thus, the impedance

estimation results presented in Fig. 3.20 – 3.23 present superior repeatability and

accuracy of the Z ′n(s) estimation process, where the converter current is used instead

of the grid current, irrespective of the source of the perturbation.
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The main advantage of Zn(s) over Z ′n(s) is that it produces the true location of the

grid resonance as a function of grid impedance. However, depending on the purpose of

the impedance estimation, this might not matter. If adaptation measures can be taken

with knowledge of Z ′n(s) rather than Zn(s), then this makes no difference.

It is also observed that when implemented in a converter, the accuracy of any wide-

band impedance estimation diminishes rapidly a frequencies higher than approx. 300 Hz.

This is due to the increased impact of the converter filtering at those frequencies. This

is deemed acceptable, as there is no benefit in determining resonances at frequencies

that are sufficiently dampened by filters.
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Chapter 4

Decoupling Vector Current

Control Power and Voltage Loops

in Weak Grids

As seen in Section 2.1.1, there is an undesirable coupling between active power and

PCC voltage in weak grids. The PCC voltage is affected by changes in active power

transfer, and as a result there is a risk that any change in active power reference can

cause the outer loops to oscillate against one another, especially if the power loop is

responsive. The risk increases as SCR reduces and active power flow increases. This

chapter seeks to understand the mathematical relationship of this undesirable coupling

and provide a solution that can be retrofitted into existing converter controllers.

This chapter is arranged as follows. First, the objectives are set out. Then, the

coupling between active power and PCC voltage is derived and the pre-emptive voltage

decoupler is presented. It is studied using small signal techniques, simulations and

laboratory experiments.

4.1 Objectives

The objectives for an improved VCC, capable of adapting to varying grid strengths, as

follows.
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1. The proposed controller must be based on classical VCC, preserving the functions

of the PLL, current controller and outer loops. These considerations will facil-

itate the retrofitting existing VCC-based converters while maintaining desirable

attributes such as current limiting capabilities.

2. Demonstrate small signal stability at high power outputs for variable SCR values.

3. Maintain VCC dynamic capabilities independently of SCR. This is assessed against

a power controller rise time target of < 40 ms and a settling time target of

< 400 ms.

4. Demonstrate resiliency to grid events that cause sudden SCR changes.

4.1.1 Coupling between active power and PCC voltage

Ideally, the active power controller affects the active current in a linear and predicable

way whilst having no impact on the PCC voltage, independently of SCR. Thus, by

extension, active current and reactive current should be completely decoupled. This

relationship is tested in Fig. 4.1, with Fig. 4.1a plotting active power versus active

and reactive current for SCRs of 1, 3 and 5. Further, active current is plotted against

reactive current in Fig. 4.1b. All the values are obtained from steady state operating

points.

In Fig. 4.1a, the linear relationship between active power and active current is

indeed maintained independently of SCR. However, if the controller is configured to

control voltage at the PCC, a coupling between active power and reactive current exists,

and increases in weak grids due to the increased voltage support requirements through

the provision of reactive power. This coupling within the grid is reflected in the active

current to reactive current plot of Fig. 4.1b. Decoupling active power and PCC voltage

should be at the core of improving the integration of VCC in weak grids.
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Figure 4.1: In steady state conditions: (a) Relationship between active power and current;
and (b) relationship between active and reactive current.
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4.2 Mathematical derivation of the weak grid coupling

Understanding the mathematical relationship of the coupling that exists in weak grids

is key to compensating for this coupling through controller action. Such a relationship

was attempted in [98], but that proposal came short of properly decoupling active power

and PCC voltage in practice. Thus, from first principles, consider equations (4.1) and

(4.2) that describe the relationship between active power and reactive power to the

grid impedance, voltage and current, using phasor representation (first introduced in

Chapter 2).

P = 3U(EXnsin(δ) +Rn(Ecos(δ)− U))
X2
n +R2

n

(4.1)

Q = −3ERnUsin(δ)− 3EUXncos(δ) + 3U2Xn

X2
n +R2

n

(4.2)

Given that Re(In) = inq = P/3U and that Im(In) = ind = Q/3U in instantaneous

representation, and assuming that the grid and PCC voltage magnitudes are the same

inq = UXnsin(δ) +Rn(Ucos(δ)− U)
X2
n +R2

n

(4.3)

ind = Xn(Ucos(δ)− U)−RnUsin(δ)
X2
n +R2

n

(4.4)

Rearranging (4.3) and (4.4)

U(Xnsin(δ) +Rncos(δ)) = RnU + inq(X2
n +R2

n) (4.5)

U(Xncos(δ)−Rnsin(δ)) = XnU + ind(X2
n +R2

n) (4.6)

Given trigonometric function,

Asin(x) +Bcos(x) =
√
A2 +B2 sin(x+ atan(B

A
)) (4.7)
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(4.5) and (4.6) become

U(Znsin(δ + atan(Rn
Xn

))) = RnU + inq(X2
n +R2

n) (4.8)

U(Znsin(δ + atan( Xn

−Rn
))) = XnU + ind(X2

n +R2
n) (4.9)

Given that tan(θZn) = Xn/Rn,

U(Zncos(δ − θZn) = RnU + inq(X2
n +R2

n) (4.10)

U(Znsin(δ − θZn) = XnU + ind(X2
n +R2

n) (4.11)

combining (4.10) and (4.11), solving for ind, and taking the filter capacitor current into

account with KCL (Ic = In + Icap)

icd =
−UXn ± UZn

√
1− (RnU+icq(X2

n+R2
n))2

U2Z2
n

R2
n +X2

n

+ U

Xc
(4.12)

where Xc is the PWM capacitive filter reactance.

This equation is verified in Fig. 4.2 below, by superimposing the output of the

equation (labelled "calculated" in legend) to the steady state values obtained from a

simulation (labelled "simulated" in legend). The simulated values are obtained with the

controller operating in PCC voltage control and active power mode.

As per Fig. 4.2, (4.12) produces and exact overlap. Therefore, it is possible to

predict how the reactive current in the grid is impacted by the active current.

4.2.1 Implementation

Should the active current on the left hand side of (4.12) be added to the active current

reference, the controller becomes pre-emptive. Thus, the integration of this branch in

the controller can be described as a pre-emptive voltage decoupler (PVD), where the

reactive current (and thus the PCC voltage) is decoupled from the active current (and
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Figure 4.2: Relationship between active current and reactive current, comparing the reactive
current obtained both from simulation and the equation (4.12) for (a) SCR = 5, (b) SCR = 3,
and (c) SCR = 1 (conditionally to constant PCC voltage).

thus the active power). By adapting (4.12) in such a way, the output of the equation

can be described as the feedforward current, or iff , as per (4.13).

iff =
−UXn ± UZn

√
1− (RnU+i∗cq(X2

n+R2
n))2

U2Z2
n

R2
n +X2

n

+ U

Xc
(4.13)

Equation (4.13) can be integrated into the control as per the block diagram presen-

ted in Fig. 4.3.

P* icq
*

P

KP(s)+
-

U*

U

KU(s)+
-

icd
*

PVD

branch

+

Rn
Xn

U
iff

Figure 4.3: Implementation of the proposed PVD.

With equation (4.13), the PVD can compensate the reactive current for changes in

active current, moving the burden of stabilising the PCC voltage for changes in active

power reference from the voltage loop to the PVD branch. As changes in i∗cq are mapped
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onto i∗cd, the controller can anticipate and counteract the impact of power reference

changes on the PCC voltage. The advantages of the PVD are (1) the avoidance of gain

scheduling of the outer loop PI gains, and (2) the maintenance of standard outer loop

implementation, whereby the active power loop is focused on the active power transfer,

and the PCC voltage loop is focused on supporting the PCC voltage. No changes

to the PLL or the current controller are required. The main disadvantage, however,

is the PVD’s dependency on knowledge of the grid impedance. The grid impedance

determines the the values of iff , which affects i∗cq and by extension the PCC voltage.

Thus, the effectiveness of this relationship is dependent on the implementation of a

grid impedance estimator, otherwise the PVD runs the risk of under-compensating or

over-compensating the decoupling of the PCC voltage from the active power.

4.3 Steady state stability

4.3.1 Time domain stability

In line with the testing done in Section 2.3.1.1, Fig. 4.4 plots the stability of VCC

with PVD for a SCR of 3 and 1 using time domain simulations. Fig. 4.4b shows much

improved VCC performance for weak grids compared to Fig. 2.21b – both the active

power and the voltage settle more quickly. The stability region is also increased from

all previous implementations, with stability achieved at −0.9 pu.

4.3.2 Small signal stability

To further study the steady state stability, small signal tools are used. The equivalent

linearised equation of (4.13) is achieved by determining the derivative, resulting in

(4.14).
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(a) SCR = 3. (b) SCR = 1.

Figure 4.4: Steady state performance of the proposed PVD in the time domain.
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∆iff =− (X2
n +R2

n)icq0 +RnU0

Zn

√
U2

0 −
((X2

n+R2
n)icq0+RnU0)2

Z2
n

∆i∗cq

+

Zn

(
2U0−

2Rn((X2
n+R2

n)icq0+RnU0)
Z2
n

)
2

√
U2

0
((X2

n+R2
n)icq0+RnU0)2

Z2
n

+ X2
n+R2

n
Xc

−Xn

X2
n +R2

n

∆U

(4.14)

This can be integrated into the closed loop transfer matrix as per Fig. 4.5.

Current

Controller

Δvqd
c

Δuqd
c

Δicqd
c

 PVD 

Branch

Δuqd
c

Zn

Δicq* Δicd'*

Δicd*
Δicq*

Δiff
+

^

Outer

Loop

ΔP*
ΔU*

Figure 4.5: Closed loop transfer matrix: representation of the combined linearised plant and
controller system with PVD.

The eigenvalues of the closed loop transfer matrix are presented in Fig. 4.6, present-

ing the small signal stability of the system when the PVD is in place. As before, inver-

sion is plotted in black and rectification is plotted in red, and the axes are selected to

provide detail on key eigenvalues.

From Fig. 4.6, the system stability is maintained for all active power values for a

SCR of 3 and for P ≥ −0.9 pu for a SCR of 1. Thus, compared to classical VCC (Fig.

2.22), the stability of the converter in a weak grid is significantly improved without

having to reduce the power loop gains.
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(a) SCR = 3. (b) SCR = 1.

Figure 4.6: Eigenvalues of the closed loop transfer matrix with PVD, the arrow indicates
increases in power from −1 pu to 0.75 pu in increments of 0.05.

The improved performance of VCC with PVD can also be illustrated in Fig. 4.7

and 4.8 below by assessing the small signal response to a step in 0.01 pu of the base

values of power or voltage magnitude references (∆P ∗ or ∆U∗) onto the closed loop

system outputs of ∆P or ∆U , similar to Fig. 2.23 and 2.24.

Fig. 4.7 produces the same results as Fig. 2.23 when the SCR is 3, demonstrating

that the small signal stability of the system is not affected by the PVD in stronger

grids. However, the results in Fig. 4.8 are markedly better than Fig. 2.24 with

improved stability and reduced settling time. Thus, steady state performance of the

PVD PCC is unaffected in strong grids and the stability is much improved in very weak

grids, as long as the impedance estimation is correct.

4.3.3 Parametric sensitivity

To test the sensitivity of the proposal when incorrect estimations are used, an error is

intentionally introduced to impact grid impedance estimations. Fig. 4.9 presents the

step response of the small signal model, linearised at P = −0.8 pu for a range of

estimation errors. The impedance estimation is a function of an error constant Cerror,
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Figure 4.7: Step response of the closed loop system with PVD for SCR of 3.

Figure 4.8: Step response of the closed loop system with PVD for SCR of 1.
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such that Zestim = CerrrorZn.

Figure 4.9: Step response of the linear closed loop system with PVD and a range of estimation
errors.

From this figure, it can be deduced that an under-estimation of the grid impedance

appears to have negligible ∆P ∗ → ∆U coupling. On the other hand, an over-

estimation of the grid impedance results in over-compensation and causes oscillatory

behaviour in the voltage, resulting in a longer ∆U∗ → ∆U response. Nonetheless, Fig.

4.9 does suggest sensitivity to over-estimation, with inaccuracies resulting in reduced

dynamic performance but not instability.

The next verification undertaken as part of the parametric sensitivity study is the

impact of the outer loop gains on stability. In Fig. 4.10, each outer loop gain is

multiplied by a gain of 0.8, 1.0, and 1.2. The plot is zoomed to focus on the relevant

eigenvalues, and where applicable an arrow is included to show the impact of increasing
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the relevant gain.

(a) Testing variations in power loop Kp P . (b) Testing variations in power loop Ki P .

(c) Testing variations in voltage loop Kp U . (d) Testing variations in voltage loop Ki U .

Figure 4.10: Eigenvalues of the closed loop system for various outer loop control gains.

It can be determined from Fig. 4.10 that the system small signal stability can cope
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with changes to the outer loop gains. While some eigenvalues are shifted as a result of

gain modification, none of the control gain amendments affect the critical eigenvalues

positioned at [−5.76 0], which remain almost completely stationary across all condi-

tions. Increasing the proportional gain of the power loop shifts some eigenvalues to the

left; increasing the integral gain of the power loop makes the system more oscillatory;

increasing the proportional gain of the voltage loop makes the system slightly more os-

cillatory; and increasing the integral gain of the voltage loop has no noticeable impact

on the small signal stability.

An alternative presentation of the stability is produced in Fig. 4.11 using bode

plots, representing the closed loop transfer functions for power, voltage and the cross

couplings. There are numerous interesting outcomes of these plots. For ∆P ∗ → ∆P ,

the desire is for a steady gain until the magnitude drops towards the desired cut off

frequency. This is only provided with the PVD, as the lack of a PVD produces a dip

at approximately 0.8 Hz. This means that the power is better able to respond to the

power reference with the PVD in place. For ∆U∗ → ∆P and ∆P ∗ → ∆U , the

objective is for the magnitude to remain as low as possible. Indeed, the bode plots

are lower with the PVD. And finally, for ∆U∗ → ∆U , the objective for a steady

relationship (similar to ∆P ∗ → ∆P ). This is also improved with the PVD.

The final point for Fig. 4.11 is the bandwidth, and for this the focus is on the

P ∗ → ∆P subplot. Without the PVD, the cut-off frequency (at -3 dB) is 39 Hz

compared to 46 Hz with the PVD. Thus, in addition to the improved disturbance

rejection, the PVD also provides a higher bandwidth.

4.4 Transient stability

Similarly to Chapter 2, two transient tests are undertaken: large ramps in power ref-

erence, as per Fig. 4.12a, and step changes in SCR from 3 to 1 to 3 (at 0.1 s and 0.6 s,

respectively), as per Fig. 4.12b. The impedance information is constant.

In Fig. 4.12, the PVD is successful in maintaining stability when subjected to large

power reference ramps and large grid disturbances. The voltage remains within 0.1 pu

in Fig. 4.12a, and while the PVD maintains stability during the grid events in Fig.
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Figure 4.11: Bode plot for P = −0.8 pu with and without PVD, normalised.
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(a) Stability in large reference changes. (b) Step change in SCR from 3 to 1 to 3.

Figure 4.12: Simulation results of the proposed PVD.
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4.12b, the oscillations are significant. This is in part due to the impedance estimation

being out of date, which is unavoidable given the instantaneous and unpredictable

nature of the event.

The final consideration in this section is a side-by-side comparison of employing the

PVD versus not employing the PVD, for a modest change in active power reference.

The results are presented in Fig. 4.13.

As per Fig. 4.13, the benefits of the PVD are clear; by decoupling the outer loop,

disturbances are rejected much more effectively. This results in quicker settling with

reduced oscillatory behaviour. The effectiveness of the decoupling is also apparent in

the active current plots, showing how i∗cq is a much better reflection of P ∗, and that

icq matches i∗cq very closely. More importantly, the impact of the feedforward current

on the reactive current, and thus on the PCC voltage, is also apparent. The PCC

voltage U matches the shape of i∗cq before it is combined with the feedforward current,

as per the purple trace. This proves that the PVD action of producing iff effectively

decouples the active loop from the reactive loop. With reduced oscillatory behaviour

and improved response, it is clear that the PVD is able to improve the dynamic response

of the controller to changes in power reference while also improving transient stability.

4.5 Experimental results

Using the experimental set-up described in Section 2.4, the PVD is tested experiment-

ally in this section. The parameters used are provided in Appendix A. Small signal

studies using the 1 kVA parameters are also included in the thesis, presented in Ap-

pendix D.

4.5.1 Step change in power in a weak grid with and without PVD

Fig. 4.14 compares the response of the converter to a power reference step change

(−0.4 to −0.7 pu) in a weak grid with a SCR of 1.38 for two different controller im-

plementations: with and without the PVD. The top plot displays the reference and

measured power, the second row displays the voltage magnitude, the third row displays
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Figure 4.13: Effect of PVD on system response and stability.
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the current, and the bottom row displays the feedforward branch current.

The VCC implementation that includes the PVD is stable. The power controller

action does lead to some reactive current and voltage oscillation. However, the con-

verter is able to meet the power reference and settle. However, without the PVD, the

oscillations caused by the power controller action make the converter unstable, with

the oscillations growing until instability sets in.

This test illustrates that, in a very weak grid, the performance of the converter

is greatly improved with the PVD. The PVD allows for higher power outputs to be

achieved and stability to be maintained.

Further, it is possible to extract rise time and settling time information for this step

change in power reference. 10 % of the step is reached at 0.207 s and 90 % of the step

is reached at 0.247 s, resulting in a rise time of 40 ms. Regarding settling time, a peak

value of −0.75 pu is reached at 0.308 s, and the system settles by 0.340 s, resulting in

a settling time of 32 ms. Both values are within the desired dynamic performance set

out in Section 4.1.

4.5.2 Step change in power in various SCRs for optimised and not

optimised PVD

A well tuned PVD should produce a larger feedforward current in a weak grid than in

a strong grid. This is tested and presented in Fig. 4.15 by comparing the converter

response to a step change in power (also −0.4 to −0.7 pu) for various SCRs: the low

stiffness grid and the medium stiffness grid.

The same figure also plots the same results but where the PVD tuning is fixed to

weak grid parameters.

This test illustrates the importance of good PVD tuning – the PVD is increasingly

overcompensating the feedforward current in strong grids and introducing undesirable

oscillatory behaviour in the process. However, the figure also illustrates robustness to

poor estimations as the converter does not become unstable and eventually settles.
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Figure 4.14: Step change in power for both VCC with a PVD (left side) and without (right
side).
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Figure 4.15: Step change in power for a variety of SCRs.
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4.5.3 Step change in grid impedance with and without the PVD

The next test, presented in Fig. 4.16, compares the response of the converter to a

grid event (SCR step change from 2.77 to 1.38) both with and without the PVD. For

simplicity, the impedance estimation is not currently enabled. The power reference is

−0.67 pu.

This test illustrates that despite the outdated impedance estimation, the PVD is

still capable of compensating for changes in instantaneous power that arises from the

change in impedance, and the converter eventually settles. However, with no PVD

compensation, the initial voltage oscillations are larger and grow until the converter is

unstable.
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Figure 4.16: Step change in SCR (from 2.77 to 1.38) for both VCC with a PVD (left side)
and classical VCC without the PVD (right side).
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Chapter 5

Resilience in Variable Strength

Grids

The PVD presented in Chapter 4 improves the steady state and transient stability of

VCC, rendering it capable of undertaking large changes in active power transfer in

very weak grids. Stability is also maintained during grid events, when injecting modest

amounts of active power into the grid.

This chapter takes the modifications to VCC further, proposing an instability de-

tector capable of identifying the onset of instability before voltage collapse occurs. This

can occur, for example, when the grid experiences a sudden change in SCR while in-

jecting high amounts of active power into the grid, i.e. the power angle is already high

(see Fig. 2.2). The study of such transient events is uncommon in the literature, but

given how vulnerable converters are to such events it is an important area of study. The

detection of instability onset, manifested by large changes in power angle, is undertaken

by monitoring of the average of the local PCC voltage over a 10 ms data window.

The proposed local state machine control is also presented, which combines the

PVD, instability detector, and impedance estimation in order to allow for real-time

and independent adaptation of the converter to evolving grid conditions. It is the

combination of optimisation autonomy and instability detection that results in con-

verter resilience to variable grids. In this chapter, the justifications for autonomous

decision making are presented, followed by the state machine diagrams that describe
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the implementation of the local state machine control.

5.1 Sudden changes in SCR

A major grid event, such as the loss of a transformer or transmission line, would create

a sudden change in SCR equivalent to the closing or opening of the contactor in Fig.

2.26. It was demonstrated earlier in Fig. 4.12b that a with the PVD enabled, the

converter can successfully withstand the transients caused by a step change in SCR

from 3 to 1 and back to 3 while inverting −0.7 pu of power into the network without

an impedance estimation update. The equivalent Fig. 2.25b without the PVD was

unstable when dynamically tuned. The PVD test of Fig. 4.12b is repeated below in

Fig. 5.1 at a larger power output of −0.9 pu.

Figure 5.1: A sudden SCR step change from 3 to 1, at a power output of −0.9 pu, with the
PVD enabled.
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Fig. 5.1 shows that the increase in power angle δ due to the grid event leads to in-

stability despite the PVD. With the power angle going beyond −90◦, the active power

no longer responds to the active power controller. The increased coupling between

active and PCC voltage, as explained in Section 2.1.1.3, further complicates the situ-

ation. With the PVD no longer optimised to the actual grid conditions, it is no longer

providing adequate decoupling.

5.2 Instability detector

In order to improve resilience, a mechanism is developed to identify grid events that

would lead to instability. Given the correlation between instability and the runaway of

power angle δ, as per Fig. 5.1, δ would be the ideal parameter to monitor. However,

with only local measurements are available, a substitute for δ is required – hence in-

stability is determined by monitoring changes in the local power angle instead. With

a data window of 10 ms, and a sampling frequency of 5 kHz, the proposed instability

detector effectively determines the average power angle by integrating The PLL out-

put frequency over the previous 50 frequency samples. This is presented in the block

diagram of Fig. 5.2, where ωPLL is the output frequency of the PLL, θc is the instant-

aneous angle, and θD is the same angle but delayed by 0.1 ms. The feedback loop

that follows the summation junction is a zero tracking mechanism, where K0tr is a low

bandwidth integrator gain. This feedback mechanism is designed slowly draw ∆θ back

to zero, enabling the use of a logic-based trigger mechanism.

θ
c

Δθ

+
K0tr

1

s

1

s

+

Trigger>|Δθtrigger|°

θDDelay
ωPLL

Figure 5.2: Block diagram of the instability detector.
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5.2.1 Responding to instability onset by reducing active power

Once ∆θ > |∆θtrigger|, the risk of instability is very high. As the immediate objective

is to prevent a collapse of the power angle δ, a reduction in active power reference is

triggered. This is simulated below in Fig. 5.3. Once settled at a lower power value,

the controller will attempt to recover to the original power reference without correcting

the PVD.

As seen in Fig. 5.3, the impedance event at 0.2 s no longer causes instability thanks

to the reduction in power reference. The instability detector successfully identifies

the grid event and curtails the magnitude of the power being injected into the grid,

and within 10 ms, the electrical system settles. It can be observed that the voltage

magnitude, despite the large swing, is not the cause of instability. While undesirable,

it is unavoidable in such an extreme grid event where fast controller action is required.

Further, it is observed that upon the attempted power reference recovery at ap-

proximately 0.7 s, instability sets in. This is due to the outdated impedance estimation

provided to the PVD, thus producing insufficient decoupling action. It is therefore

necessary to re-optimise the PVD before recovering the power reference.

5.2.2 Re-optimising the PVD after a grid event

To avoid instability upon power reference recovery, the impedance estimator can be

triggered during the reduced active power period, allowing for the PVD to obtain an

updated impedance estimation and re-optimise to the new grid conditions. This is

tested in Fig. 5.4 below where the impedance estimation is produced for the PVD at

0.5 s and 1.5 s given step changes in grid impedance at 0.2 s and 1.2 s.

With the newly introduced estimation process, the converter is able to make a full

recovery at 0.9 s (unlike Fig. 5.3). Further, when the SCR jumps back to 3 at 1.2 s,

the converter is able to adapt to those circumstances, too. Thus, for very weak grid

integration of the PVD, it is also necessary to introduce an instability detector and an

impedance estimator.
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Figure 5.3: A sudden SCR step change from 3 to 1, at a power output of −0.9 pu, with the
PVD enabled. No updated impedance information.
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Figure 5.4: A sudden SCR step change from 3 to 1 at 0.2 s and 1 to 3 at 1.2 s with a power
output of −0.9 pu. The PVD enabled and an impedance estimation is provided to the PVD.
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5.2.3 Relationship between active power and power angle

The events in Fig. 5.4 can be visualised differently, by assessing the relationship between

active power and power angle δ during the grid event against the backdrop of Fig. 2.2.

This is presented in Fig. 5.5, where δ versus P for both grid events: the step change

in SCR from 3 to 1 in Fig. 5.5a, and the step change in SCR from 1 to 3 in Fig. 5.5b.
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Figure 5.5: Alternative presentation of simulation, with (a) the events between 0 s and 1 s,
and (b) the events between 1 s and 2 s.

From Fig. 5.5, the disturbance of the grid event is clear in both cases, but especially

in Fig. 5.5a where the grid SCR suddenly drops to 1. Despite the active power reference

dropping, the oscillations of active power and power angle take time to settle. Fig. 5.5b

settles more quickly given the relatively small power angle of the new grid conditions,

SCR = 3.

5.2.4 Instability detector versus vector shift protection

It is important to differentiate between the instability detector from vector shift pro-

tection, as vector shift protection is considered a contributing factor to the 9 August

2019 outage due to its use by smaller generation plants that disconnected during the

grid event [30]. It is also no longer accepted as a means of islanding protection for new

power parks [205]. Vector shift protection measures the time between zero-crossings of

each phase voltage over a fundamental period, and if 5 of the 6 measurements are above
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the setting threshold, the relay is tripped [206]. On the other hand, the proposed in-

stability detector determines the average power angle over 50 frequency samples. Thus,

it is more robust to noise and detects significant grid events much more quickly.

5.3 Local state machine control

Local state machine control is required to coordinate instability monitoring, power re-

duction, impedance estimation and PVD optimisation. It is presented in state machine

notation in Fig. 5.6 and with a control schematic in Fig. 5.7.

Monitoring
instability
detector

& counter
(estimation

process trigger)

Initial State

t > ttrigger
estimation

process
triggered

periodically

Impedance
estimation 

process
complete

Controller updated

& P* restored

Δθ >|Δθtrigger|
estimation process

triggered by 
instability detector

Power 
reduction

mechanism

Allow
system to
stabilise

Reduce

P*

Collect 
measurements

and inject 
perturbations

Begin 
impedance
estimation

Filter 
measurements,
undertake FFT,

calculate
Rn and Xn

Im
pedance

 Estim
ation 

Process

Figure 5.6: State machine representation of combined system.

The local state machine control’s first task is to determine when to initiate the

estimation procedure. This can be triggered in two ways – either by the detection

of an instability or periodically with a counter. Periodic triggering of the impedance

estimation ensures that the estimation remains up to date when gradual changes in

grid impedance occur. In practice, this could be every 15 minutes or more depending

on the expected temporal variation of the local grid impedance. In this thesis, this

is set at 4 s for validation purposes. When the impedance estimator is triggered via

the counter, there is no need for the power reference to be reduced, however it is

maintained constant to ensure steady state conditions. Alternatively to the periodic
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Figure 5.7: Proposed controller schematic.
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trigger is the instability detector trigger, as presented earlier in Fig. 5.4. In such

an event, the impedance estimation can only proceed once the system has settled at

a reduced power reference. For the purposes of validation, the instability detection

angle is set at |∆θtrigger| = 20◦ as the optimal sensitivity, determined heuristically.

With regards to the power reduction mechanism which is triggered by the instability

detector, it is set to 50 % of the active power reference. This is a compromise between

ensuring stability versus minimising the impact of reduced generation on the overall

grid frequency. While 50 % may seem significant, the power angle will overshoot past

70◦ if P = −1 and the SCR is 1, thus a significant precautionary power reduction is

required. It is also important to consider the available hardware, such as a wind turbine

chopper’s ability to dissipate energy or the ability of a battery system in the DC link to

absorb excess energy. Ideally, DC links would have sufficient storage to decouple grid

events from wind turbines and also provide additional ancillary services.

5.4 Simulation of local state machine control

In order to further illustrate the functionality of the proposed control modifications,

the controller is subjected to step changes in grid impedance at various levels of active

power transfer over a simulation period of 120 s, presented in Fig. 5.8.

5.4.1 Impedance estimator procedure

Fig. 5.9 presents the process of impedance estimation. Once steady state operating

conditions are met, the estimator measures the phase A voltage and current, with

the measurement periods labelled in the figure. The short duration of the estimation

process reduces the risk of varying grid conditions that might affect the accuracy of the

estimations.

5.4.2 Triggering of the impedance estimator

Fig. 5.10 presents the triggering of the instability detector. The grid SCR changes

SCR from 3 to 1 at approx 25.2 s, and the resulting instability onset is detected by
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Figure 5.8: 120 s simulation.

129



Chapter 5. Resilience in Variable Strength Grids

Pre-disturbance
measurement

period

Estimation complete

Estimation complete

Disturbance
measurement

period

Figure 5.9: Annotated procedure for impedance estimation.
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the instability detector with the sudden rise in ∆θ. The active power reference is im-

mediately reduced by the power reduction mechanism, and once settled the impedance

estimation process begins. The subsequent impedance estimation is communicated to

the PVD and the power reference recovers without any instability despite the very weak

grid conditions.

5.4.3 Power reference freeze

Fig. 5.11 presents the freezing of the power reference during the impedance estimation,

and the subsequent recovery of the reference thereafter. The ramp in power, which

begins at 40 s, is delayed due to the periodic triggering of the impedance estimator.

Once the estimation is complete, the power reference is recovered. Subsequently, at 42 s,

a grid event triggers the instability detector. This results in a power reference reduction

and freeze for the duration of the recovery period and the impedance estimation. In

this instance the power reference freeze is of a longer duration to allow the system

to settle prior to the impedance estimation procedure. Another periodic impedance

estimation occurs 4 s later at approximately 46 s.

5.4.4 Summary of simulations

In order to improve the integration of VCC in weak grids, it is necessary to introduce

a decoupling mechanism, such as the PVD, into the controller. However, the PVD

must be tuned adequately to the grid conditions, hence an impedance estimator is

necessary. Impedance estimations are periodic, but must also occur when a change in

grid parameters is identified. If a significant grid event occurs, there is a risk of voltage

collapse. This is prevented by the instability detector, with such grid events identified

and the power angle managed by pre-emptively reducing the power reference. This

allows the system to settle, the controller to update the grid parameter information

via the impedance estimator and for the active power reference to be recovered in a

managed way.
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Figure 5.10: Annotated procedure for impedance estimation.
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Figure 5.11: Annotated procedure for impedance estimation.
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5.5 Experimental testing of local state machine control

In order to illustrate the principle functions of local state machine control in an experi-

mental setting, the local state machine controller is integrated into the microcontroller

of the converter, complete with the PVD, instability detector, power reduction mech-

anism and impedance estimator. The results, presented in Fig. 5.12, effectively repeat

the impedance step change test presented in Fig. 4.16, but at a higher power level,

thus producing a larger ∆θ triggering the instability detector.

In the experiment, the contactor is disconnected at t = 0.25 s, and the resulting

step change in impedance results in an almost immediate trigger of the power refer-

ence management control by the instability detector. Without the reduction in power

reference, the system would become unstable. In this case, stability is maintained and

the converter continues to operate. At approx 1.2 s, the impedance estimation process

is complete with the impedance estimation output presented in the bottom two sub-

plots of the figure. About one second later, the power reference is recovered, and the

converter returns to normal operation with an updated PVD.
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Figure 5.12: Step change in SCR for proposed controller with instability detector and imped-
ance estimator enabled.
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Chapter 6

Resilience in Variable Resonance

Grids

As explained in Section 2.1.2, parallel resonances are of increasing concern as the elec-

trical system continues to transition towards low carbon technologies, with an increase

in capacitive elements (i.e. subsea AC cables for wind farms or FACT devices) and

inductive elements (long overhead transmission lines). The literature also suggests

that modelling the grid as a Thévenin equivalent impedance is not sufficient for sta-

bility analysis in grids with higher order resonant characteristics. For example, [207]

undertakes frequency sweeps of various networks experiencing resonances, producing

resistance and reactance plots very similar to those in Fig. 3.20 – 3.23. The instability,

according to [207], occurs when the reactance crosses zero, i.e. when the resistance

peaks.

The main aim of this chapter, therefore, is to mitigate instability caused by unex-

pected grid-induced resonances caused by grid-embedded capacitances. This is done

by assessing the capabilities of two different control modifications at eliminating res-

onance issues, specifically outer loop tuning and notch filters. Similarly to Chapter 5,

local state machine control is then employed for real-time and independent identifica-

tion of problematic resonances through the use of wide-spectrum impedance estimation

techniques and autonomous mitigation of resonance-induced instability.
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6.1 Resonant system under study

The electrical system diagram for the resonance studies is presented below in Fig. 6.1.

Figure 6.1: Diagram of electrical system presented in the qd-frame.

The subscript p describes the parallel capacitance and voltage across the capacitor, the

subscript cs describes the converter side elements and the subscript gs describes the

grid side elements. As a reminder, the parallel capacitance results in two resonances:

a parallel resonance, characterised by a peak in impedance magnitude; and a series

resonance, characterised by a dip in impedance magnitude. The transfer function of

the aggregated impedance as seen from the PCC is as follows

Zn(s) = Rncs + Lncss+ Rngs + Lngss

CpLngss2 + CpRngss+ 1 (6.1)

The grid parameters used in this section assume a parallel resonance of 110 Hz, as

this is results in instability when the tuning outlined in Appendix A.1.2, as explained in

Section 3.5.2.2. This is achieved with Cp = 18.3 µF, Rngs = 3.58 Ω, and Lngs = 114 mH.

On the converter side, the impedance is assumed to be three times smaller than on the

grid side, resulting in Rncs = 1.81 Ω and Lncs = 57.6 mH. This combination of line

impedances and shunt capacitance produces a series resonance of 190 Hz.

6.2 Small signal model

All the state space matrices presented in Chapter 2 are applied in this section, except

for the new electrical system equations given the new impedances involved. This is

defined below in Section 6.2.1. Similar to previous small signal models, the closed loop

transfer matrix is produced by combining all the elements of the closed loop system,

making [∆P ∗ ∆U∗]T the system inputs and [∆P ∆U ]T the system outputs.
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6.2.1 Linearised electrical system with parallel resonances

Similar to Section 2.2.2.5, the electrical system state space model is obtained by using

KVL across the impedances and KCL at the nodes, resulting in

d

dt
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(6.2)

6.2.2 Validation of linearised model

By combining (6.2) with the linearised converter model of Section 2.2.2, a complete

system is produced. This is validated below in Fig. 6.2, where the strong correlation

between time domain and small signal models validates the small signal model.
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Figure 6.2: Validation of small signal model.
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6.2.3 Analysis of the closed loop transfer matrix

During the study of wideband impedance estimation techniques in Section 3.5.2, sys-

tem stability was marginal when the resonance frequency was low. At the time, this

problem was addressed by re-tuning the outer loop via trial and error. In this chapter,

small signal studies are employed to further understand the relationship between outer

loop tuning and resonances, in order to optimise the outer loop tuning. Consider the

eigenvalues for the closed loop system where P varies from −1 to 1 pu, as per Fig. 6.3.

The outer loop tuning employed is presented in Appendix A.1.2.1. Inversion is plotted

in black and rectification is plotted in red.

(a) Large view. (b) Zoomed in.

Figure 6.3: Poles of the closed loop system for P = −1:0.05:1.

Fig. 6.3 illustrates that the system is unstable at low values of inversion and all

values of rectification, whereas high values of inversion are stable (i.e. P < −0.4 pu).

This might appear quite different to Fig. 2.22a where a linear grid with a SCR of 3

is stable for all power operating points. However, under closer observation, even the

stable system presented in Fig. 2.22a experiences the gradual reduction in damping of

some eigenvalues as P increases towards 1 pu. While they do not become unstable,
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it does suggest a relationship between active power transfer and damping in linear

grids. In this case of Fig. 6.3, the instability occurs for P ≥ −0.4 pu. The injection

of large amounts of active power into the grid, however, provides increased damping

and stability is maintained. The underdamping of grid induced resonances is discussed

in [120].

6.2.4 Analysis of the resonant and equivalent bode plots

To further understand the causes of instability presented in Fig. 6.3, consider the bode

plot of Fig. 6.4, where the resonant conditions experienced at P = 0 pu are compared

to the equivalent linear system with a SCR of 1.71. Although not plotted here, the

equivalent system is stable for all power outputs.

Figure 6.4: Bode plots of open loop system Perror to P for the resonant grid and the Thévenin
equivalent grid, at P = 0 pu.

From Fig. 6.4, the impact of both the parallel and series resonances can be seen.

The parallel resonance of 110 Hz appears in the converter frame at approx. 50 - 60 Hz,

and the secondary parallel resonance, as a result of the PWM filter capacitor, appears

in the converter frame at approximately 290 Hz. Outside these resonances, the bode

plots are exactly the same.
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6.3 Resonance mitigation techniques

6.3.1 Adapting outer loop tuning

In order to investigate the impact on stability of Kp P , Ki P , Kp U and Ki U , the

eigenvalues for variations in each gain is presented in Fig. 6.5. The system is linearised

at P = 0 pu, the worst case scenario for RES. For each subplot, one of the gains

is multiplied by a constant Cgain, such that Ktest = CgainKoriginal, where Cgain =

[0.01 0.05 0.1 0.5 1 1.5 2 3 5 7]. Arrows are included in Fig. 6.5 to show increasing gain

direction.

The first observation from Fig. 6.3 is that the integral gains have almost no impact

in the overall stability of the system – the proportional gains are much more critical as

these have a much greater impact on the position of the poles. The unstable eigenvalues

for Kp P occur for Cgain ≥ 0.5, whereas for Kp U instability occurs for Cgain ≥ 1.

The frequency of the unstable eigenvalues can be extracted from MATLAB, where the

unstable eigenvalues of Kp P occur at a frequency of 45 to 55 Hz in the converter frame

(i.e. 95 to 105 Hz in the grid frame); and similarly the unstable eigenvalues of Kp U

occur at a frequency of 47 to 66 Hz in the converter frame (i.e. 97 to 116 Hz in the

grid frame). Thus, it can be determined that the cause of the instability is the parallel

resonance rather than the series resonance.

To further understand the role of the proportional gains in the system stability,

the bode plot magnitudes are presented in Fig. 6.6 and 6.7 for the power and voltage

controller, respectively. It can be observed from Fig. 6.6 that with increasing power

loop proportional gain, the left hand side plots, where the transfer function input is

the power reference, are increasingly steadily. The same can be said for Fig. 6.7,

where increases in voltage reference causes a steady increase in the bode magnitudes of

relevant (right hand side) plots. Therefore, it can be inferred from these figures is that

the proportional gains, by directly lifting the response of the appropriate responses, is

amplifying the coupling to the problematic parallel resonance.
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(a) Testing variations in power loop Kp P . (b) Testing variations in power loop Ki P .

(c) Testing variations in voltage loop Kp U . (d) Testing variations in voltage loop Ki U .

Figure 6.5: Eigenvalues of the closed loop system for various outer loop control gains.
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Figure 6.6: Bode plots for a range of Kp P .

Figure 6.7: Bode plots for a range of Kp U .
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6.3.2 Notch filter

Another possible solution to problematic resonances is the use of notch filters. In [67],

the notch is introduced to cover frequencies from 400 Hz to 800 Hz at the input of the

current controller.

The notch filter can be described with the following transfer function

Hnotch(s) = s2 + ω2
notch

s2 + 2ζωnotchs+ ω2
notch

(6.3)

where the damping factor, ζ, is linked to the quality factor Q, such that Q = 1
2ζ . A

total of 12 notch transfer functions are presented in the bode plots of Fig. 6.8, where

notch frequencies of 60, 140, 350 and 500 Hz are combined with quality factors 5, 50

and 500.

Figure 6.8: Bode plots for a range of notch filter quality factors at various notch frequencies:
60, 140, 350 and 500 Hz.

The same notch transfer functions are integrated into the closed loop transfer matrix

and the eigenvalues are plotted, as per Fig. 6.9.

From Fig. 6.9, there is only one combination of notch frequency and quality factor
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(a) ωnotch = 60 Hz. (b) ωnotch = 140 Hz.

(c) ωnotch = 350 Hz. (d) ωnotch = 500 Hz.

Figure 6.9: Eigenvalues of the closed loop system for various combinations of quality factor
and notch frequency.

146



Chapter 6. Resilience in Variable Resonance Grids

that is stable: ωnotch = 60 Hz and Q = 5. This is further evidence that it is the

parallel resonance, and not the series resonance, that causes instability. Further, unlike

[67], the application of a large notch (through a large Q) does not prevent instability

when dealing with low frequency resonances. This is due to the undesired damping of

important frequencies required for basic converter functionality.

6.3.3 Time domain comparisons

A time domain simulation is used to compare three different controller configurations

in the resonant grid scenario:

• The base case (fast controller as per Appendix A.1.2.1).

• The use of a notch frequency of 60 Hz (i.e. 110 Hz in the grid frame), using a

quality factor of 5, at the current controller iccqd input.

• A reduced outer loop controller where Kp P and Kp U in Appendix A.1.2.1 are

multiplied by a factor of 0.3 and 0.5, respectively. These values are determined

as the largest stable values by the small signal study Fig. 6.5.

The results are presented in Fig. 6.10, where a change in the grid side impedance

shifts the resonance from 155 Hz to 110 Hz at 0.1 s, followed by a ramp in power

from −0.8 pu to −0.1 pu. The initial high active power transfer is stable across all

controller variations, even when the resonance frequency changes. The fast controller,

while well damped at the initial high power output, becomes unstable as the power

reference reduces. The notch filter variation of the controller is poorly damped, as per

the oscillatory behaviour, but not unstable. The oscillations are due to phase loss in

the filtered current measurements at the current controller and eventually fade. The

best performing variation in this simulation is the reduced proportional gain controller,

producing the expected results given the small signal optimisation. The resonance is

well damped without overly affecting the responsiveness of the converter. Further,

stability is maintained throughout.

147



Chapter 6. Resilience in Variable Resonance Grids

Figure 6.10: Time domain plots comparing various control arrangements.
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6.4 Local state machine control for resonant grids

The task of the local state machine controller is to prevent the onset of instability

should a problematic resonance appear. The set of steps proposed are similar to those

expressed in Section 5.3, but adapted to suit resonant grids.

6.4.1 State machine

The local state machine control can be described using the state machine notation

presented in Fig. 6.11, based on the state machine notation from Fig. 5.6.

Monitoring
instability
detector

Initial State

Impedance
estimation 

process
complete

KpP & KpU

updated
& P* restored

Δθ >|Δθtrigger|
estimation process

triggered by 
instability detector

Power 
reduction

mechanism

Allow
system to
stabilise

Alternative
KpP & KpU

Reduce
P* to 0 pu

Introduce
step in power

to -0.5 pu
Begin 

impedance
estimation

Collect
measurements,
undertake FFT,

identify min
frequency where

Rn > 500 Ω 

Im
p
ed

an
ce

 Estim
ation Process

Outer loop
gain 

adjustment

Figure 6.11: State machine notation for the local state machine control in resonant grids.

The first step of the local state machine control is to monitor the development of

instability with the instability detector presented in Section 5.2. Should the angle ∆θ

exceed 20◦, the risk of instability is mitigated by reducing the proportional gains. To

prepare the converter for the impedance estimation process, the power reference is set

to zero. A short time later, a step in power reference to −0.5 pu is undertaken, and

the resultant perturbations allow for resonance identification, as per Section 3.5.2. The

frequency of significant resonances determines the set of gains used going forward.

The detection of problematic references is done by using the impedance magnitude,

rather than just the resistance or just the reactance. The problematic references are

those where the impedance magnitude is greater than 700 Ω.
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6.4.2 Change in resonance during high active power transfer

The change of resonance frequency at high power transfer levels does not cause in-

stability, but the ensuing changes in power reference will bring the controller into the

unstable region. The gentle onset of instability during a ramp in power is presented in

Fig. 6.12. This is based on Fig. 6.10 but with the addition of the local state machine

control. The original tuning is the fast tuning of Appendix A.1.2.1. The resonance

frequency changes at 0.18 s from 155 Hz to 110 Hz.

Figure 6.12: Testing the local state machine control: resonance change occurs at high P ∗.

In Fig. 6.12, a gentle build up in oscillations begins at approx. 0.5 s until the

instability detector is triggered at approx. 0.7 s. The proportional gains are reduced

and the power reference is dropped to zero. The system stabilises and shortly after 1.2 s
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a step in power is introduced automatically to −0.5 pu for the resonance identification

process. Within less than half a second, the frequency of the problematic resonance

is identified, the reduced tuning is maintained through the local state machine control

logic, and the active power reference is recovered. The determination of the problematic

references is presented in the bottom subplot, identified to be 95 Hz.

6.4.3 Change in resonance during low active power transfer

Another test is presented in Fig. 6.13, where the change in resonance occurs during

low levels of active power transfer at −0.2 pu.

Figure 6.13: Testing the local state machine control: resonance change occurs at low P ∗.

Despite the low power reference, the instability in Fig. 6.13 sets in slowly. This
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suggests that instability in resonant grids is not as instantaneous as it is with weak

grid instability and voltage angle runaway. The instability mitigation measure, i.e.

the change in proportional gains, is effective at reducing the oscillations. The power

reference management and the resonance identification process through the impedance

estimator allow for autonomous identification of resonances and the maintaining of the

reduced outer loop tuning.
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Chapter 7

Conclusions

In this thesis, the study of converter integration in various challenging grids, namely

weak grids and resonant grids, is undertaken. In both instances, impedance estimators

provide valuable information about grid parameters, allowing for precise and optimised

adaptation to changing grid conditions.

Multiple local impedance estimation techniques are considered, with both passive

and active techniques studied. The nonconvergance of the impedance estimation is

found for passive techniques operating in stationary grid conditions. Thus, for passive

techniques to work, voltage and current values are required for a minimum of two differ-

ent operating points. This makes it unsuitable for on-demand estimation requirements.

With regards to weak grids, stability issues arise as a result of coupling between

active power and voltage. Instead of reducing the controller bandwidth, a more targeted

solution is proposed. The PVD, a control modification, is able to reject disturbances

caused by the aformentioned coupling, enabling a controller rise time of 40 ms and

settling time of 32 ms. The PVD also improves the active power bandwidth of the

state space model, from 39 Hz to 46 Hz. To ensure continually optimal performance,

an impedance estimator is integrated into the control; and to improve resilience to

significant grid events, an instability detector proposed, which automatically reduces

the power reference when voltage collapse is imminent. This allows for re-optimisation

of the PVD and ensuing recovery of the power reference within less than 2 s.

In the final chapter, the philosophy of stability, dynamic performance and resiliency
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through the use of grid impedance estimation is applied to a different problem: resonant

grids. Instability onset occurs when undamped resonances become significant. Through

the use of root locus analysis, it is shown that the dominant trigger for instability is the

outer loop proportional gains. Therefore, when instability onset is detected, these gains

are immediately reduced. The power reference is reduced to zero, not for stabilisation,

but to prepare the wide-spectrum impedance estimator. Once the estimation process

is completed, and any resonant frequencies identified, the outer loop tuning is finalised.

The whole process is complete within 1 s.

7.1 Future work

From this thesis, future research opportunities have arisen, listed below.

• Combining weak grid and resonant grid adaptations into a single controller. This

is challenging because the optimal impedance estimator and instability mitigation

measures is different for each scenario.

• Centralising the impedance estimator and communicating local impedance in-

formation directly to individual converters without the converters having to un-

dertake the estimation independently. This would allow all converters to optimise

to local conditions without having to inject perturbations. While it is unclear how

this would work exactly, the combination of network base values and power flow

measurements might be sufficient to provide a good indication of local imped-

ances.

• With regards to wide-spectrum impedance estimation, it was found that a grid

event that changes the resonance frequency sufficiently excites voltages and cur-

rents that a wide-spectrum impedance estimation would accurately determine the

new resonant frequency. However, this requires a detection mechanism to trigger

the impedance estimator. Future work could identify an appropriate detection

mechanism, thus negating the need for an intentionally introduced perturbation.
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• Determine how the proposed PVD affects the hardware requirements for wind

turbines or wind farm converters.
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Appendix A

System and control parameters

A.1 System parameters for simulated 350 MVA system

System parameters below are reproduced from the values used in [44–47].

Parameters Value
Sbase 350 MVA
Ubase 195 kV (RMS Ph-Ph)
Xn/Rn ratio 10
Rc 0.01 pu
Xc 0.2 pu
Xf 5.88 pu

Other system parameters that were not determined by the above mentioned liter-

ature.

Parameters Value
Tsampling 200 µs
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A.1.1 350 MVA weak grid

A.1.1.1 Tuning for fast power response

The following tuning is derived to achieve the objectives outlined in 2.2.2.9.1.

Parameters Value Equation
ωb 500 Hz N/A
KPLLp 0.028 rad/(V s) (2.20)
KPLL i 62.0 rad/(V s2) (2.21)
τcc 10 ms N/A
KCC p 6.92 V/A (2.31)
KCC i 108.6 V/(As) (2.32)
KP p 3.78 10−6 A/W N/A
KP i 6.75 10−4 A/(Ws) N/A
KU p −0.007 A/V N/A
KU i −0.121 A/V s N/A

An alternative outer loop tuning is utilised in Section 2.3.1.2, optimised for weak

grid integration of classical VCC. This results in a slower power loop and a faster

voltage loop.

Parameters Value Equation
KP p 2.26 10−6 A/W N/A
KP i 1.74 10−4 A/(Ws) N/A
KU p −0.007 A/V N/A
KU i −0.604 A/V s N/A

A.1.2 350 MVA resonant grid

A.1.2.1 Tuning for dynamic response in resonant grids

Table A.1: Fast OL tuning

Parameters Value
KP p 1.13 10−5 A/W
KP i 1.69 10−4 A/(Ws)
KU p −0.014 A/V
KU i −0.24 A/(Vs)
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A.1.2.2 Tuning for stability in resonant grids

Table A.2: Slow OL tuning

Parameters Value
KP p 0.98 10−2 A/W
KP i 7.93 10−6 A/(Ws)
KU p −1.18 10−4 A/V
KU i −0.0845 A/(Vs)

158



Appendix A. System and control parameters

A.2 Tuning of converter for hardware experiments (1 kVA

system)

The tuning of the converter used in the laboratory is as follows.

Parameters Value Equation
KPLLp 24.2 rad/(V s) (2.20)
KPLL i 3.22 rad/(V s2) (2.21)
KCC p 1.12 V/A (2.31)
KCC i 40 V/(As) (2.32)
KP p 0.0048 A/W N/A
KP i 0.35 A/(Ws) N/A
KU p −0.0048 A/V N/A
KU i −2 A/V s N/A
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Appendix B

Admittance plots

Admittance plots are better suited to identifying series resonances than impedance

plots, especially when these plots are linear. These plots are included here, for com-

pleteness. Fig. B.1 is the admittance plot for scenario 1, and is equivalent to the

impedance plot Fig. 2.8. Similarly, Fig. Fig. B.2 is the admittance plot for scenario 2,

and is equivalent to Fig. 2.10.

Figure B.1: Admittance plots for varying values of grid side impedance.
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Figure B.2: Admittance plots for varying values of converter side impedance.
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Appendix C

Vector Representation and

Transformations

The objective of this Appendix is to demonstrate the equivalent representation of a

three phase system as a complex vector. Derivations drawn and adapted from [74,208].

C.1 Representation of three phase system as a vector

Consider the following balanced, three phase, instantaneous sinusoidal signals

fa(t) = f · cos(ωt+ θ0)

fb(t) = f · cos(ωt− 2π
3 + θ0)

fc(t) = f · cos(ωt+ 2π
3 + θ0)

(C.1)

where f is the amplitude, ω is the angular velocity of the signal, θ0 is the initial phase

angle (i.e. phase shift) and t is the time. Given that cos(ωt) = 1
2(e+jωt + e−jωt),
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fa(t) = f
1
2(ejωt + e−jωt)

fb(t) = f
1
2(ej(ωt−

2π
3 ) + e−j(ωt−

2π
3 ))

fc(t) = f
1
2(ej(ωt+

2π
3 ) + e−j(ωt+

2π
3 ))

(C.2)

For simplicity, the phase shift is negated and the α operator is used to represent

+120◦ rotations [208], such that ej 2π
3 = α, and e−j 2π

3 = α2. Thus,

fa(t) = f
1
2(ejωt + e−jωt)

fb(t) = f
1
2(α2ejωt + αe−jωt)

fc(t) = f
1
2(αejωt + α2e−jωt)

(C.3)

Introducing the space phaser, f(t) [74],

f(t) = 2
3 [ ej0fa(t) + ej

2π
3 fb(t) + ej

−2π
3 fc(t) ] (C.4)

Combining (C.3) into (C.4),

f(t) = 1
3f [ (ejωt + e−jωt) + α(α2ejωt + αe−jωt) + α2(αejωt + α2e−jωt) ] (C.5)

Simplifying (C.5),

f(t) = 1
3f [ (ejωt · (1 + α3 + α3) + e−jωt · (1 + α+ α2) ] (C.6)

Given that α3 = 1 and that 1 + α+ α2 = 0

f(t) = feθ0ejωt (C.7)

With the space vector f(t) reduced to a single complex value, it can be represented

using two stationary orthogonal components in the αβ-frame.
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f = fα + jfβ (C.8)

The stationary αβ-frame can be made to rotate synchronously with the three phase

signal by considering the rotation of the three phase system, where the rotation is

represented by ejωt. The convention used in this thesis assigns q as the real component

leading the imaginary component d by 90◦, such that

f = (fq − jfd)ejωt (C.9)

C.2 Clarke Transformation

The Clarke Transformation translates the three phase abc-frame to the two phase αβ-

frame. Phase α is aligned with the positive real axis of the complex plain, and phase

β is aligned with the positive imaginary axis of the complex plane, as per Fig. C.1.

a-axis

b-axis

c-axis

α-axis

β-axis

ω

f(t)

Figure C.1: Complex Plane representation of the Clarke Transformation.

The Clarke Transform transforms vector fabc in the abc-frame to vector fαβ in the

αβ-frame as per (C.10) below. The zero term included in the transformation allows

the inverse transformation to take place; as per (C.11). Unless the abc phases are

unbalanced, this term will always be zero.


fα

fβ

f0

 = 2
3


1 −1

2 −1
2

0
√

3
2 −

√
3
2

1
2

1
2

1
2



fa

fb

fc

 (C.10)
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
fa

fb

fc

 =


1 0 1

−1
2

√
3
2 1

−1
2 −

√
3
2 1



fα

fβ

f0

 (C.11)

Hence, a three-phase abc-frame is simplified into two rotating components.

C.3 DQZ Transformation

The DQZ transformation is achieved by rotating the αβ-frame, synchronising α and

β to the three phase measurements. This rotating frame was developed by Robert H.

Park in 1929 [209]. The generator notation is presented Fig. C.2 and described in

(C.12) – (C.13).

a-axis

b-axis

c-axis

d-axisq-axis

ωcomplex = 0
θd

Im

Re

Figure C.2: Vectoral representation of the DQZ Transformation in generator notation.


fd
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
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3 ) cos(θc + 2π
3 )

−sin(θc) −sin(θc − 2π
3 ) −sin(θc + 2π

3 )
1
2

1
2

1
2
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fa

fb
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 (C.12)


fa

fb

fc

 =


cos(θc) −sin(θc) 1

cos(θc − 2π
3 ) −sin(θc − 2π

3 ) 1

cos(θc + 2π
3 ) −sin(θc + 2π

3 ) 1



fd

fq

f0

 (C.13)

There are two motor notations. In this instance the internal voltage is reversed,

changing the positive direction of the internal voltage vector, as per Fig. C.3.

Motor notation 1, used in this thesis, is as follows
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Motor notation 1 Motor notation 2

Figure C.3: Vectoral representation of the DQZ Transformations in motor notation.
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As for motor notation 2,
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Appendix D

Small signal study with

experimental parameters

This Appendix undertakes the equivalent small signal studies presented in Chapter 4

but with the 1 kVA parameters. The equivalent of Fig. 2.22b (no PVD) and 4.6b (with

PVD) is presented in Fig. D.1, for a SCR of 1.38.

(a) Weak grid, no PVD. (b) Weak grid, nwith PVD.

Figure D.1: Eigenvalues of the closed loop transfer matrix, the arrow indicates increases in
power from −1 pu to 1 pu in increments of 0.05.

The small signal model can also be used to determine the rise-time and settling-
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time of the closed-loop system in a very weak grid (SCR = 1.38), using the MATLAB

stepinfo command, resulting in a rise time is 0.016 s and the settling time is 0.29 s.

This suggests that the controller is well within the target values as set in Section 4.1

for the experimental parameters.

Fig. 2.23 and 2.24, without PVD, are reproduced with experimental parameters in

Fig. D.2 and D.3. The strong grid employs a SCR of 5.53 and the weak grid a SCR of

1.39.
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Figure D.2: Closed loop step response – without the PVD in a strong grid.
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Figure D.3: Closed loop step response – without the PVD in a weak grid.

Fig. 4.7 and 4.8, with PVD, are reproduced with experimental parameters in Fig.

D.4 and D.5.

The small signal studies with the 1 kVA parameters produce similar results to
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Appendix D. Small signal study with experimental parameters
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Figure D.4: Closed loop step response – with the PVD in a strong grid.

0 0.2 0.4 0.6
-2

0

2

P
o
w

er
 [

W
]

P = -1 pu

P = -0.6 pu

P = -0.2 pu

0 0.2 0.4 0.6
-2

0

2

0 0.2 0.4 0.6

Time [s]

-2

0

2

V
o
lt

ag
e 

[V
]

0 0.2 0.4 0.6

Time [s]

-2

0

2

Figure D.5: Closed loop step response – with the PVD in a weak grid.

the equivalent studies at 350 MVA. The PVD demonstrates a similar improvement in

small signal stability and step response, thus meeting the objectives using both sets of

parameters.
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