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#### Abstract

To ensure the safe operation of many safety critical structures such as nuclear plants, aircraft and oil pipelines, non-destructive imaging is employed using piezoelectric ultrasonic transducers. These sensors typically operate at a single frequency due to the restrictions imposed on their resonant behaviour by the use of a single length scale in the design. To allow these transducers to transmit and receive more complex signals it would seem logical to use a range of length scales in the design so that a wide range of resonating frequencies will result. In this thesis we derive a mathematical model to predict the operating characteristics of an ultrasound transducer that achieves this range of length scales by adopting a fractal architecture; the fractal in this case being the Sierpinski gasket. Expressions for the electrical and mechanical fields that are contained within this structure are expressed in terms of a finite element basis. A renormalisation approach is then used to calculate the key components from the discrete matrices that arise. The propagation of an ultrasonic wave in this transducer is then analyzed and used to derive expressions for the non-dimensionalised electrical impedance and the transmission and reception sensitivities as a function of the driving frequency. Comparing these key performance measures of the fractal transducer to an equivalent standard (Euclidean) design shows that the fractal devices have a significantly higher reception sensitivity and a significantly wider bandwidth.
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## Chapter 1

## Introduction

### 1.1 Motivation and background

Ultrasonic transducers are devices that convert electrical energy into mechanical vibration and conversely can convert mechanical energy into an electrical signal [1-3]. These devices can be used to interrogate a medium by emitting a wave (electrical to mechanical energy) and then listening to the same wave after it has traversed the medium (mechanical to electrical energy). Piezoelectric ultrasonic transducers typically employ composite structures to improve their transmission and reception sensitivities [4-8]. Many biological species produce and receive ultrasound such as moths, bats, dolphins and cockroaches. The man-made transducers tend to have very regular geometry on a single length scale whereas the natural systems exhibit a wide variety of intricate geometries often with resonators over a range of length scales [9-18]. Due to this characteristic, man-made transducers are unable to operate over a wide range of frequencies and hence result in transmission and reception sensitivities with narrow bandwidths. The resolution of ultrasonic imaging is intimately linked to the bandwidth of the transducer, with wide bandwidth devices
corresponding to the best resolution. One approach to designing a new transducer is to experimentally assess its operating ability, however this is very time consuming. Each device requires materials to be sought, cut to the desired shape, bonded to other components such as matching and backing layers, and is expensive and time consuming. In addition, to determine its transmission sensitivity the device has to be immersed in a water tank, input voltages of different frequencies applied, and a hydrophone placed at some distance from the transducer to monitor the output. An assessment can also be made by connecting the transducer to an electrical circuit and measuring its electrical impedance over a range of frequencies. Given the large number of variables present in any design then the use of mathematical models to assess radically new concepts such as that proposed in this thesis is fully justified. Hence, to assess the benefits of having transducers with a wider range of length scales it would be useful to build mathematical models of them. That still leaves the question as to what particular design we should choose for this wideband transducer. One structure whose geometrical components consist of a range of length scales is a fractal [19-21]. Another motivating factor for focusing on a fractal design is that there have been a number of mathematical approaches which describe wave propagation in fractal media in other applications [22-31].

### 1.2 Literature review

### 1.2.1 Ultrasound

Ultrasound is an oscillating sound pressure wave with a frequency greater than the upper limit of the human hearing range ( $20 \mathrm{~Hz}-20 \mathrm{KHz}$ ). current ultrasound technology ranges from 20 KHz to 10 MHz which is then subdivided into three main regions: low frequency, often used for high power ultrasound ( $20-100 \mathrm{KHz}$ );
intermediate frequency, where medium power ultrasound is often used $(100 \mathrm{KHz}-1$ MHz ); and high frequency, for low power ultrasound applications (1-10 MHz) [32$34]$.

### 1.2.2 Ultrasound applications

Low frequency, high power ultrasound is used in sonar (SOund Navigation And Ranging) systems [35]. Such systems operate over a very large spatial range in a fluid and mimic the sensor configuration of echo locating bats. Such systems have recently been applied in sensor-based robotics [36]. Specific sonar applications require many space-time processing procedures and associated tradeoffs. To optimize acoustic performance, system analysis and design should reflect the dynamics of the medium, sonar and target [37-41]. The examination of welds is of particular interest to the Non-Destructive Testing (NDT) community, given their role in safety critical structures in nuclear power plants, aero engines, pipelines, etc. They are subject to cyclic loads and, as with any type of bond, constitute the weak point of the structure [42]. Ultrasonic testing is the most commonly used method in NDT and is one which greatly benefits from modelling throughout the design of the ultrasound transducer and the signal processing algorithms in an inspection process [43-45]. Ultrasound techniques are relatively cheap, simple and energy efficient, and have also been used in non-imaging applications and, for example, have become an emerging technology in food processing. Ultrasound technology used in food systems are divided as low and high intensity ultrasound applications. The changes to the physical properties of ultrasound, such as scattering, attenuation and acoustic velocity caused by food materials have also been used in food quality assurance applications [46-50]. Ultrasound has been used in wastewater sludge pretreatment $[51,52]$. Municipal wastewater sludge, particularly
waste activated sludge (WAS), is more difficult to digest than primary solids due to a rate-limiting cell lysis step. The cell wall and the membrane of prokaryotes are composed of complex organic materials, which are not readily biodegradable. The exposure of the microbial cells to ultrasound energy ruptures the cell wall and membrane and releases the intracellular organics in the bulk solution, which enhances the overall digestibility. Therapeutic ultrasound is defined as the use of ultrasound for the treatment of diseased or injured organs or bodily structures [53,54]. There were many early attempts in the past to use ultrasound for therapy for a variety of applications and these have led to clinical applications which are now used routinely. Such progress has been made possible by a number of factors including advances in transducer design, more accurate measurement and calibration of acoustic power and careful experiments to determine the precise nature of the chemical processes taking place during and following the exposure of tissue to ultrasound [55,56]. Applications of ultrasound in medicine for therapeutic purposes are now well established. Low-power ultrasound of about 1 MHz has been widely applied since the 1950s for physical therapy in conditions such as tendinitis and bursitis [57-59]. In the 1980s, high-pressure-amplitude shock waves came into use for mechanically resolving kidney stones, and lithotripsy rapidly replaced surgery as the most frequent treatment choice [60-62]. The use of ultrasonic energy for therapy continues to expand, and approved applications now include cataract removal [63-65], surgical tissue cutting and hemostasis, transdermal drug delivery $[66,67]$, bone fracture healing $[68,69]$ and prostate cancer $[70,71]$. There are of course many uses of ultrasound imaging in medicine including the screening in pregnancy and detection of abnormalities in early pregnancy [72-76]. Therapeutic ultrasound typically has well-defined benefits and risks; undesirable bioeffects can occur, including burns from thermal-based therapies and severe hemorrhage
from mechanical-based therapies (eg, lithotripsy) [55,77]. High intensity focused ultrasound (HIFU) offers a promising method for hemorrhage control [78]. An important advantage of HIFU is that it can deliver energy to deep regions of tissue or in difficult to access anatomical regions where hemorrhage is occurring, allowing cauterization at depth of parenchymal tissues [79]. Ultrasound has been used to evaluate musculoskeletal injuries in athletes [80-84]; however, ultrasound applications extend well beyond musculoskeletal conditions, many of which are pertinent to athletes. Ultrasound can potentially be used to assist athletes with monitoring their muscle glycogen stores and the diagnosis of multiple nonmusculoskeletal conditions within sports medicine [85-87]. The first ultrasound scoring system of tendon damage in Rheumatoid Arthritis (RA) has also been developed [88-90]. Currently, there are researchers focusing on using microbubbles as a transportation mechanism for localized drug delivery, specifically in the treatment of various cancers, where high power ultrasound is used to burst the microbubbles and release their contents [91-100]. In many industrial processes high power ultrasound is used to noninvasively agitate a liquid using ultrasonication [101]. Sound waves propagate into the liquid media resulting in alternating high-pressure (compression) and low-pressure (rarefaction) cycles. During rarefaction, high-intensity sonic waves create small vacuum bubbles or voids in the liquid, which then collapse violently (cavitation) during compression, creating very high local temperatures [102-104].

### 1.2.3 Fractals

For the explanation of a fractal, we will give the following as a working definition. Lets think about a ball of string which can be observed as a three-dimensional ball, at one level of enlargement, or, upon closer examination, as a one-dimensional string. The string tries to fill a three-dimensional space, but cannot complete this
action because of the gaps in the ball of string. As we expand the string, we can define a dimension (fractal dimension) to the object which captures its space-filling capacity at the level of enlargement. In our example, this is going to be a real number that decreases from three to one. Normally it is going to be non-integer that provides a description of how well the object fills the topological dimension with which it is surrounded. The idea of non-integer dimension is one feature of fractals that provides a useful categorization of the geometry. At the core of these objects is the concept of self-similarity.

### 1.2.4 Fractal applications

In certain circumstances these structures are self-similar. This means that when we zoom in to a subset of the object the resultant image is indistinguishable from the original. This idea can be described by fractal mathematics and the fractal dimension of a structure [105-111]. This quantity conveys the usual meaning of dimension but is regularly not an integer. These concepts have been successfully used in a variety of applications such as brain image analysis and fracture patterns, brain tumour segmentation and detection [112,113], digital imaging [114,115] and image compression [116-118]. The fractals that are observed in nature are known as random or statistical fractals. In these cases, self-similarity relates to an approximate measure, and it only applies over a range of length scales. However, there is a possibility to create a mathematical object identified as a deterministic fractal. The common idea behind this method is to shrink and duplicate an object. However, this process is repeated an unlimited number of times. It is interesting to realise that self-similarity can happen on all scales. These mathematical fractals are essential since they can provide valuable insight into some principles pertaining to their naturally occurring counterparts [19,23]. Computer
simulations deliver a productive way into the study of the interaction of fractal geometry and physical models to test any theoretical results. One area of intensive research is in growth models [119-121]. These simulations follow some basic rules that try to capture some particular physical mechanisms. In the deposition of particles modelling these rules dictate how the particle arrives at the surface, and the fate of the particle afterwards. This model can be advanced by permitting surface diffusion where the particle can move to a local minimum inside a certain radius from its surface impact point $[122,123]$. The heights of the columns are therefore connected, and the resultant interface is more smooth. Another model that has been extensively examined is Diffusion Limited Aggregation (DLA) [124-127]. In this model, the particles go through a random walk before they come to rest when they come into contact with a substrate. In the simplest model, the particle remains in the same position once it hits the substrate and does not undergo any surface diffusion. The initial configuration (substrate) is typically a single seed and the structure that develops is a fractal.

### 1.2.5 Fractal graphs

By viewing components in a fractal structure as vertices and then describing the connectivity between these components as edges, a fractal graph can be created. This has certain advantages which includes their amenability to describing wave propagation in these fractal structures by discretising the associated field equation. Researchers have used a Green functions approach for the study of the discrete Schrodinger equation on two families of fractal graphs [128-130]. These are used to study eigenstate localization. More generally they present a method for constructing orbits in closed form for the dynamics of certain rational, planar maps. The mappings arise from renormalisation recursion relations for the Green func-
tions. Renormalisation has certain advantages in that it can be quickly calculate the key elements of the inverse matrices for any fractal generation level. It also, allows analytic insight and allows us to consider steady state solutions (infinite fractal generation level). Its disadvantages are that it only applies to a certain class of fractals (finitely ramified), and one can only get information on the dynamics of the fractal at the boundary vertices. In some cases it is possible to solve analytically the full recursion equations using methods which one uses to solves systems of nonlinear difference equations. This permits a detailed analysis of the scaling properties of the physical processes. Artificial as they may be, regular fractal graphs are attractive for several reasons. One is that statistical or dynamical models defined on such graphs often renormalise exactly [131-135]. Thus model properties on one length scale are connected by exact recursion relations to the same properties on another length scale. The scaling laws are extracted by linearizing the recursions relationships about a fixed point.

### 1.2.6 Wave propagation in fractal domains

There is of course extensive literature regarding wave propagation in Euclidean media. Therefore, researchers are interested in the effects that fractal geometry can have on the nature of the waveforms. An extensive literature now exists which uses a range of techniques to develop a sound mathematical basis [136-138]. It can be shown that the geometrical properties of the transporting medium has a marked effect upon the propagating wave [139]. The fractal geometries can be classified as one of two types [140]. The first type is where there is a fractal boundary to a Euclidean domain [141]. This interface can act as an impenetrable boundary to some homogeneous transporting medium or as the interface between two different homogeneous phases. Another type is where the transporting medium
itself is fractal, for example, a fractal lattice or a mass fractal [142]. Researchers have investigated a nonlinear diffusion equation on certain unbounded fractal domains [26], and others have discussed reactiondiffusion wave propagation in fractal lattices of infinite generation level [23].

### 1.2.7 Fractal ultrasonic transducers

There are a few researchers who have modelled a piezoelectric ultrasound transducer with a fractal geometry and compared its operational qualities with that of a homogeneous (Euclidean) design [19-21,143]. Here the fractal that was used to simulate this self-similar transducer was the Sierpinski gasket [19-21,143]. The graph counterpart of the Sierpinski gasket was used to express the electrical and mechanical fields in terms of a finite difference methodology. A fractal medium was used as this contains a wide range of length scales and yields to a renormalisation approach. The propagation of an ultrasonic wave in this heterogeneous medium was then analyzed and used to construct expressions for the electrical impedance, and the transmission and reception sensitivities of this device as a function of the driving frequency. The resulting comparison between the fractal transducer and Euclidean transducer showed a marked increase in the reception sensitivity of the fractal device [19,20]. It is worth noting that the use of finite elements as the basis for a study of fractal ultrasound transducers has not been attempted before in the literature.

### 1.3 Outline of Thesis

The aim of this PhD thesis is to use finite elements to model fractal ultrasonic transducers and to use renormalisation to compare these transducers with tradi-
tional designs. Chapters 2, 3 and 4 constitute the original work in this thesis.

Chapter 2 constructs the first finite element model of a fractal ultrasound transducer consisting of a piezoelectric material and then uses this model to compare its operational qualities with that of a standard (Euclidean) design. The fractal that is used to simulate this self-similar transducer is the Sierpinski gasket. The piezoelectric equations are described and then embedded in this modelling framework via a finite element formulation. The resulting discrete algebraic system then yields to a renormalisation approach. This then facilitates the analytical study of the performance of these fractal devices.

Chapter 3 builds a model of a fractal ultrasound transducer consisting of a piezoelectricpolymer composite and compares this model's operational qualities with that of a standard (simple) design. The governing equations are derived from the general tensor equations. This framework enables the deployment of different parameterisations and a scenario where the displacement acts out of the plane of the graph, with the electric field operating within the plane of the graph, will be examined. We will use a finite element methodology and introduce new basis functions to express the wave fields within the graph. This Galerkin approach leads to a discrete formulation that lends itself to a renormalisation approach. The Sierpinski gasket will be used for the simulation of a self-similar transducer. Such an ultrasonic transducer would start with an equilateral triangle of piezoelectric crystal. This equilateral triangle is composed of four identical equilateral sub-triangles whose side length is half of the original. The first generation $(n=1)$ would be obtained by replacing the central sub-triangle by a polymer material. This process is then repeated for several generations with the removed sub-triangles from the smallest
triangles being filled with a polymer. As in Chapter 2 a comparison between this device and an equivalent standard composite design is undertaken.

Chapter 4 studies the complement (or dual) of the standard Sierpinski gasket. Using the complement is vital as it has a range of triangle sizes whereas the Sierpinski gasket is composed of triangles of the same size for a given fractal generation level. It therefore has a much stronger coupling to a wide range of length scales and resonators. This appears to be the first time this dual graph has been constructed and hence the first time that any form of wave propagation in this structure has been considered. The dual graph is introduced and constructed by a process which starts from the order $n=1$ design (which consists of four piezoelectric triangles). As in Chapter 2 the finite element model of a fractal ultrasound transducer consisting of a piezoelectric material is used to compare the fractal design (using the renormalisation derivation) with a conventional standard (Euclidean) design.

## Chapter 2

## A fractal ultrasonic transducer <br> based on the Sierpinski gasket

### 2.1 Introduction

This chapter constructs a model of a fractal ultrasound transducer and then uses this model to compare its operational qualities with that of a standard (Euclidean) design. The fractal that will be used in this chapter to simulate this self-similar transducer is the Sierpinski gasket [144]. Such an ultrasonic transducer would start with an equilateral triangle of piezoelectric crystal, and the next generation ( $n=1$ ) would be obtained by replacing this by three copies of itself, each of which being half the size of the original triangle. This process is then repeated for several generations (see Figure 2.1). The degree of a vertex is the number of edges incident to it, so the Sierpinski gasket graph of degree 3, $\mathrm{SG}(3)$, is the graph counterpart of the Sierpinski gasket [145] (see Figure 2.2). The graph is constructed by a process which starts from the Sierpinski gasket of order $n=1$ (which consists of three piezoelectric triangles), assigns a vertex to the centre of
each of these triangles and, by connecting these vertices together with edges, the $\mathrm{SG}(3)$ graph at generation level $n=1$ is constructed. The graph has side length $L$ units which remains constant as the generation level $n$ increases. Therefore, as $n$ increases, the length of the edge between adjacent vertices tends to zero and in this limit the graph will perfectly match the space filling properties of the original Sierpinski gasket [7]. The total number of vertices is $N=3^{n}$ and $h^{(n)}=L /\left(2^{n}-1\right)$ is the edge length of the fractal graph. The vertex degree is 3 apart from the boundary vertices (input/output vertices) which have degree 2 and $M=3\left(3^{n}-1\right) / 2$ denotes the total number of edges. These boundary vertices will be used to interact with external loads (both electrical and mechanical) and so we introduce fictitious vertices $A, B$ and $C$ to accommodate these interfacial boundary conditions (see Figures 2.4 and 2.5). Let us denote by $\Omega$ the set of points lying on the edges or vertices of $\operatorname{SG}(3)$ and denote the region's boundary by $\partial \Omega$.


Figure 2.1: The first few generations of the Sierpinski gasket.


Figure 2.2: The first few generations of the Sierpinski gasket graph SG(3).

### 2.2 Model derivation

It will be useful to develop a more general model consisting of two phases for the work in Chapter 3 as this model reduces to the single phase (piezoelectric material only) to be studied first in this chapter. The graph represents the vibrations of piezoelectric and polymer materials (here the focus will be on PZT-5H and HY1300/CY1301 hardset respectively $[2,146]$ ) that have been manufactured to form a Sierpinski gasket. The interplay between the electrical and mechanical behaviour of the graph vertices is described by the piezoelectric constitutive equations [2,3]

$$
\begin{align*}
T_{i j} & =c_{i j k l} S_{k l}-e_{k i j} E_{k}  \tag{2.2.1}\\
D_{i} & =e_{i k l} S_{k l}+\varepsilon_{i k} E_{k} \tag{2.2.2}
\end{align*}
$$

where $T_{i j}$ is the stress tensor, $c_{i j k l}$ is the stiffness tensor, $S_{k l}$ is the strain tensor, $e_{k i j}$ is the piezoelectric tensor, $E_{k}$ is the electric field vector, $D_{i}$ is the electrical displacement tensor and $\varepsilon_{i k}$ is the permittivity tensor (where the Einstein summation convention is adopted). The strain tensor is related to the displacement gradients $u_{i, j}$ by

$$
\begin{equation*}
S_{i j}=\frac{u_{i, j}+u_{j, i}}{2} \tag{2.2.3}
\end{equation*}
$$

and the electric field vector is related to the electric potential $\phi$ via

$$
E_{i}=-\phi_{, i} .
$$

The dynamics of the piezoelectric material is then governed by

$$
\begin{equation*}
\rho_{T} \ddot{u}_{i}=T_{j i, j}, \tag{2.2.4}
\end{equation*}
$$

subject to Gauss' law

$$
\begin{equation*}
D_{i, i}=0 \tag{2.2.5}
\end{equation*}
$$

where $\rho_{T}$ is the density and $u_{i}$ is the component of displacement in the direction of the $i^{\text {th }}$ basis vector. So, combining equations (2.2.4) and (2.2.1) gives

$$
\begin{equation*}
\rho_{T} \ddot{u}_{i}=c_{j i k l} S_{k l, j}-e_{k j i} E_{k, j} . \tag{2.2.6}
\end{equation*}
$$

Combining equations (2.2.5) and (2.2.2) gives

$$
\begin{equation*}
D_{i, i}=e_{i k l} S_{k l, i}+\varepsilon_{i k} E_{k, i}=0 . \tag{2.2.7}
\end{equation*}
$$

We will restrict attention to the out of plane displacement only (a horizontal shear wave) by stipulating that

$$
\begin{equation*}
\underline{u}=\left(0,0, u_{3}\left(x_{1}, x_{2}, t\right)\right) . \tag{2.2.8}
\end{equation*}
$$

This choice of parameterisation will simplify the algebra significantly and will lead to a scalar dynamical equation. It also will allow us to consider the transverse vibrations of the device which is the primary engineering interest in its application. There are of course other parameterisations that could be chosen and a suitable choice would also afford the study of the vector elastodynamical equations. So, since only $u_{3,1}$ and $u_{3,2}$ are nonzero, then equation (2.2.6) gives

$$
\begin{equation*}
\rho_{T} \ddot{u}_{3}=c_{13 k l} S_{k l, 1}+c_{23 k l} S_{k l, 2}-e_{k j 3} E_{k, j} . \tag{2.2.9}
\end{equation*}
$$

From equation (2.2.3) we get

$$
S_{i j}= \begin{cases}\frac{1}{2} u_{3,1} & i=1, j=3 \text { or } i=3, j=1 \\ \frac{1}{2} u_{3,2} & i=2, j=3 \text { or } i=3, j=2 \\ 0 & \text { otherwise }\end{cases}
$$

so that equation (2.2.9) gives

$$
\rho_{T} \ddot{u}_{3}=c_{1331} u_{3,11}+c_{1332} u_{3,21}+c_{2331} u_{3,12}+c_{2332} u_{3,22}-e_{k j 3} E_{k, j} .
$$

The piezoelectric material is polarised in the $x_{3}$ direction and so, from the properties of PZT-5H (see Appendix A.4), then

$$
\rho_{T} \ddot{u}_{3}=c_{44}^{T}\left(u_{3,11}+u_{3,22}\right)-e_{k j 3} E_{k, j}
$$

since $c_{55}^{T}=c_{44}^{T}$ and the Voigt notation has been used. Now if $\underline{E}=\left(E_{1}\left(x_{1}, x_{2}\right), E_{2}\left(x_{1}, x_{2}\right), 0\right)$ then

$$
\rho_{T} \ddot{u}_{3}=c_{44}^{T}\left(u_{3,11}+u_{3,22}\right)-e_{113} E_{1,1}-e_{123} E_{1,2}-e_{213} E_{2,1}-e_{223} E_{2,2} .
$$

That is

$$
\rho_{T} \ddot{u}_{3}=c_{44}^{T}\left(u_{3,11}+u_{3,22}\right)-e_{15} E_{1,1}-e_{14} E_{1,2}-e_{25} E_{2,1}-e_{24} E_{2,2} .
$$

Then

$$
\begin{equation*}
\rho_{T} \ddot{u}_{3}=c_{44}^{T}\left(u_{3,11}+u_{3,22}\right)-e_{24}\left(E_{1,1}+E_{2,2}\right), \tag{2.2.10}
\end{equation*}
$$

since $e_{15}=e_{24}$ and $e_{14}=e_{25}=0$. From equation (2.2.7) we get, for PZT-5H,

$$
e_{113} S_{13,1}+e_{131} S_{31,1}+e_{223} S_{23,2}+e_{232} S_{32,2}+\varepsilon_{11}^{T} E_{1,1}+\varepsilon_{22}^{T} E_{2,2}=0
$$

That is

$$
e_{15} u_{3,11}+e_{24} u_{3,22}+\varepsilon_{11}^{T} E_{1,1}+\varepsilon_{22}^{T} E_{2,2}=0
$$

Therefore

$$
e_{24}\left(u_{3,11}+u_{3,22}\right)+\varepsilon_{11}^{T}\left(E_{1,1}+E_{2,2}\right)=0
$$

since $\varepsilon_{11}^{T}=\varepsilon_{22}^{T}$ for PZT-5H. So we get

$$
E_{1,1}+E_{2,2}=-\frac{e_{24}}{\varepsilon_{11}^{T}}\left(u_{3,11}+u_{3,22}\right)
$$

Substituting this into equation (2.2.10) gives

$$
\rho_{T} \ddot{u}_{3}=c_{44}^{T}\left(u_{3,11}+u_{3,22}\right)+\frac{e_{24}^{2}}{\varepsilon_{11}^{T}}\left(u_{3,11}+u_{3,22}\right) .
$$

That is

$$
\rho_{T} \ddot{u}_{3}=\mu_{T}\left(u_{3,11}+u_{3,22}\right) .
$$

A similar analysis can be conducted for the polymer phase. The dynamical equation in each phase can be written as

$$
\ddot{u}_{3}=c^{2} \nabla^{2} u_{3}
$$

subject to continuity of displacement and force at the boundary with the mechanical loads, where $c$ is the shear wave velocity defined as

$$
c= \begin{cases}c_{T}=\sqrt{\mu_{T} / \rho_{T}}, & \text { PZT-5H }  \tag{2.2.11}\\ c_{P}=\sqrt{\mu_{P} / \rho_{P}}, & \text { polymer }\end{cases}
$$

$\nabla^{2}=\partial^{2} / \partial x_{1}^{2}+\partial^{2} / \partial x_{2}^{2}, \mu_{T}=c_{44}^{T}+e_{24}^{2} / \varepsilon_{11}^{T}$ is the piezoelectrically stiffened shear modulus in the ceramic phase, $\mu_{P}=c_{44}^{P}$ is the shear modulus of the polymer, $\rho_{T / P}$ is the density in the $T$-piezoelectric / $P$ - polymer phase, $e_{24}$ is an element of the piezoelectric tensor and $\varepsilon_{11}^{T}$ is an element of the permittivity tensor of PZT-5H. The polymer's material tensors are given in the Appendix A. 4 and the derivation $c_{P}$ follows similar lines to these for the piezoelectric material. Note that in this chapter we will study a single phase transducer (piezoelectric material only) and hence $c=c_{T}$. We impose the initial conditions $u_{3}(\underline{x}, 0)=\dot{u}_{3}(\underline{x}, 0)=0$ and the boundary conditions of continuity of displacement and force on $\partial \Omega$.

By introducing the non-dimensionalised variable $\theta=c_{T} t / h$ then (dropping the subscript on $u$ )

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial \theta^{2}}=h^{2} \nabla^{2} u \tag{2.2.12}
\end{equation*}
$$

Applying the Laplace transform $\mathscr{L}: \theta \rightarrow q$ then gives

$$
\begin{equation*}
q^{2} \bar{u}=h^{2} \nabla^{2} \bar{u} . \tag{2.2.13}
\end{equation*}
$$

We will seek a weak solution $\bar{u} \in H^{1}(\Omega)$ where on the boundary $\bar{u}=\bar{u}_{\partial \Omega} \in H^{1}(\partial \Omega)$. Now multiplying by a test function $w \in H_{B}^{1}(\Omega)$, where $H_{B}^{1}(\Omega):=\left\{w \in H^{1}(\Omega)\right.$ : $w=0$ on $\partial \Omega\}$, integrating over the region $\Omega$, and using Green's first identity $\int_{\Omega} \psi \nabla^{2} \phi d v=\oint_{\partial \Omega} \psi(\nabla \phi \cdot \underline{n}) d r-\int_{\Omega} \nabla \phi . \nabla \psi d v$, where $\underline{n}$ is the outward pointing
unit normal of surface element $d r$, gives

$$
\int_{\Omega} q^{2} \bar{u} w d \underline{x}=h^{2} \oint_{\partial \Omega} w(\nabla \bar{u} \cdot \underline{n}) d r-h^{2} \int_{\Omega} \nabla \bar{u} \cdot \nabla w d \underline{x} .
$$

Now $h^{2} \oint_{\partial \Omega} w(\nabla \bar{u} \cdot \underline{n}) d r$ is zero since $w=0$ on $\partial \Omega$ and so, we seek $\bar{u} \in H^{1}(\Omega)$ such that

$$
q^{2} \int_{\Omega} \bar{u} w d \underline{x}=-h^{2} \int_{\Omega} \nabla \bar{u} \cdot \nabla w d \underline{x}
$$

where $w \in H_{B}^{1}(\Omega)$.

### 2.3 Galerkin discretisation

Using a standard Galerkin method we replace $H^{1}(\Omega)$ and $H_{B}^{1}(\Omega)$ by the finite dimensional subspaces $S_{S}$ and $S_{B}=S_{S} \cap H_{B}^{1}(\Omega)$. Let $U_{B} \in S_{S}$ be a function that approximates $\bar{u}_{\partial \Omega}$ on $\partial \Omega$, then the discretised problem involves finding $\bar{U} \in S_{S}$ such that

$$
q^{2} \int_{\Omega} \bar{U} W d \underline{x}=-h^{2} \int_{\Omega} \nabla \bar{U} \cdot \nabla W d \underline{x}
$$

where $W$ is the test function expressed in this finite dimensional space. $\operatorname{Let}\left\{\phi_{1}, \phi_{2}, \ldots, \phi_{N}\right\}$ form a basis of $S_{B}$ and set $W=\phi_{j}$, then

$$
\begin{equation*}
q^{2} \int_{\Omega} \bar{U} \phi_{j} d \underline{x}=-h^{2} \int_{\Omega} \nabla \bar{U} \cdot \nabla \phi_{j} d \underline{x}, \quad j=1, \ldots, N . \tag{2.3.1}
\end{equation*}
$$

Furthermore, let $\phi_{I}, I=\{N+1, N+2, N+3\}$ form a basis for the boundary vertices and let

$$
\begin{equation*}
\bar{U}=\sum_{i=1}^{N} U_{i} \phi_{i}+\sum_{i \in I} U_{B_{i}} \phi_{i} . \tag{2.3.2}
\end{equation*}
$$

Hence, equation (2.3.1) becomes

$$
\begin{align*}
& \sum_{i=1}^{N}\left(\int_{\Omega}\left(q^{2} \phi_{i} \phi_{j}+h^{2} \nabla \phi_{i} \cdot \nabla \phi_{j}\right) d \underline{x}\right) U_{i}= \\
& -\sum_{i \in I}\left(\int_{\Omega}\left(q^{2} \phi_{i} \phi_{j}+h^{2} \nabla \phi_{i} . \nabla \phi_{j}\right) d \underline{x}\right) U_{B_{i}} \tag{2.3.3}
\end{align*}
$$

where $j \in\{1,2, \ldots, N\}$. That is

$$
\begin{equation*}
A_{j i} U_{i}=b_{j} \tag{2.3.4}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{j i}=q^{2} \int_{\Omega} \phi_{i} \phi_{j} d \underline{x}+h^{2} \int_{\Omega} \nabla \phi_{i} \cdot \nabla \phi_{j} d \underline{x}, \tag{2.3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{j}=-\sum_{i \in I}\left(\int_{\Omega}\left(q^{2} \phi_{i} \phi_{j}+h^{2} \nabla \phi_{i} . \nabla \phi_{j}\right) d \underline{x}\right) U_{B_{i}} . \tag{2.3.6}
\end{equation*}
$$

It is important to now explicitly record the fractal generation level $n$ and so equation (2.3.5) can be written

$$
\begin{equation*}
A_{j i}^{(n)}=q^{2} H_{j i}^{(n)}+h^{2} K_{j i}^{(n)}, \tag{2.3.7}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{j i}^{(n)}=\int_{\Omega}\left(\phi_{j} \phi_{i}\right) d \underline{x} \tag{2.3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{j i}^{(n)}=\int_{\Omega}\left(\nabla \phi_{j} . \nabla \phi_{i}\right) d \underline{x} . \tag{2.2.9}
\end{equation*}
$$

The graph basis function at vertex $\underline{x}_{j}$ is chosen to be (see Figure 2.3)


Figure 2.3: The graph basis function $\phi_{j}$ at vertex $\underline{x}_{j}=\left(x_{j}, y_{j}\right)$.

$$
\phi_{j}(x, y)= \begin{cases}a+b x+c y+d\left(x^{2}+y^{2}\right) & j \in\{1, \ldots, N\}  \tag{2.3.10}\\ a+d\left(x^{2}+y^{2}\right) & j \in I,\end{cases}
$$

where $(x, y) \in \Omega$ and $a, b, c, d \in \mathbb{R}$ are coefficients to be determined. Hence

$$
\nabla \phi_{j}(x, y)= \begin{cases}(b+2 d x, c+2 d y) & j \in\{1, \ldots, N\}  \tag{2.3.11}\\ (2 d x, 2 d y) & j \in I\end{cases}
$$

Futhermore, the $\phi_{j}$ are defined as localised basis functions such that

$$
\phi_{j}(x, y)= \begin{cases}1 & \text { if }(x, y)=\left(x_{j}, y_{j}\right)  \tag{2.3.12}\\ 0 & \text { if }(x, y)=\text { coordinates of vertices adjacent to vertex } j\end{cases}
$$

and $\phi_{j}(x, y)=0$ at all points which do not lie in the edges adjacent to vertex $j$. For each generation level of the $\mathrm{SG}(3)$ graph the coordinates of the vertices


Figure 2.4: The Sierpinski Gasket graph $\operatorname{SG}(3)$ at generation level $n=1$. Vertices 1,2 and 3 are the input/output vertices, and vertices $A$ (or 4 ), $B$ (or 5) and $C$ (or 6 ) are fictitious vertices used to accommodate the boundary conditions. The graph has 6 elements (circled numbers), with two vertices adjacent to each element.
are known (see the Appendix A. 1 for a detailed description for $n=1$ and $n=2$ ). Using equation (2.3.12) the coefficients in equation (2.3.10) can be determined (see the Appendix A. 1 for the values of these coefficients for $n=1$ and $n=2$ ). From equation (2.3.10) the equation (2.3.8) can be written as, for $e \in\{1, \ldots, M\}$,

$$
\begin{align*}
{ }^{e} H_{j i}^{(n)}= & \int_{e}\left(a_{j}+b_{j} x+c_{j} y+d_{j}\left(x^{2}+y^{2}\right)\right)\left(a_{i}+b_{i} x+c_{i} y+d_{i}\left(x^{2}+y^{2}\right)\right) d \underline{x} \\
= & \int_{e}\left(a_{j} a_{i}+\left(a_{j} b_{i}+a_{i} b_{j}\right) x+\left(a_{j} c_{i}+a_{i} c_{j}\right) y+\left(c_{j} b_{i}+c_{i} b_{j}\right) x y+b_{j} b_{i} x^{2}\right. \\
& +c_{j} c_{i} y^{2}+\left(a_{j} d_{i}+a_{i} d_{j}\right)\left(x^{2}+y^{2}\right)+\left(b_{j} d_{i}+b_{i} d_{j}\right) x\left(x^{2}+y^{2}\right) \\
& \left.+\left(c_{j} d_{i}+c_{i} d_{j}\right) y\left(x^{2}+y^{2}\right)+d_{j} d_{i}\left(x^{2}+y^{2}\right)^{2}\right) d \underline{x} . \tag{2.3.13}
\end{align*}
$$



Figure 2.5: The Sierpinski Gasket graph $\mathrm{SG}(3)$ at generation level $n=2$. Vertices $A$ (or 10), $B$ (or 11) and $C$ (or 12) are fictitious vertices used to accommodate the boundary conditions. The graph has 15 elements (circled numbers), with two vertices adjacent to each element.

For a particular element lying between vertex $i$ and vertex $j$ the isoparametric representation, given by

$$
\begin{equation*}
(x(s), y(s))=\left(\left(x_{j}-x_{i}\right) s+x_{i},\left(y_{j}-y_{i}\right) s+y_{i}\right) \tag{2.3.14}
\end{equation*}
$$

is employed (see Figure 2.6), where $s_{1}=0$ and $s_{2}=1$ and $d \underline{x}=h d s$. Substituting


Figure 2.6: An isoparametric element (edge) between vertex ( $x_{i}, y_{i}$ ) and vertex $\left(x_{j}, y_{j}\right)$.
this equation into equation (2.3.13) gives, for $e \in\{1, \ldots, M\}$,

$$
{ }^{e} H_{j i}^{(n)}=h\left\{\begin{array}{lll}
\int_{0}^{1}\left(s^{2}-1\right)^{2} d s & =\frac{8}{15} & \text { if } j=i=p \\
\int_{0}^{1}\left(s^{2}-1\right)(s-2) s d s & =\frac{11}{30} & \text { if } j, i \in\{p, q\}, j \neq i \\
\int_{0}^{1}(s-2)^{2} s^{2} d s & =\frac{8}{15} & \text { if } j=i=q \\
0 & & \text { otherwise }
\end{array}\right.
$$

where element $e$ connects vertex $p$ to vertex $q$. For the boundary elements $e \in$ $\{M+1, M+2, M+3\}$,

$$
{ }^{e} H_{j i}^{(n)}=h \begin{cases}\int_{0}^{1}\left(s^{2}-1\right)^{2} d s=\frac{8}{15} & \text { if } j=i=q \\ 0 & \text { otherwise }\end{cases}
$$

where $q$ is the corner vertex of the $\mathrm{SG}(3)$ graph connected to element $e$. Assembling the full matrix in equation (2.3.8) gives, for generation level $n=1$

$$
H_{j i}^{(1)}=h\left[\begin{array}{ccc}
\frac{8}{5} & \frac{11}{30} & \frac{11}{30}  \tag{2.3.15}\\
\frac{11}{30} & \frac{8}{5} & \frac{11}{30} \\
\frac{11}{30} & \frac{11}{30} & \frac{8}{5}
\end{array}\right]=h \hat{H}_{j i}^{(1)},
$$

and at generation level $n=2$,

$$
H_{j i}^{(2)}=h\left[\begin{array}{ccc:ccc:ccc}
\frac{8}{5} & \frac{11}{30} & \frac{11}{30} & 0 & 0 & 0 & 0 & 0 & 0  \tag{2.3.16}\\
\frac{11}{30} & \frac{8}{5} & \frac{11}{30} & \frac{11}{30} & 0 & 0 & 0 & 0 & 0 \\
\frac{11}{30} & \frac{11}{30} & \frac{8}{5} & 0 & 0 & 0 & \frac{11}{30} & 0 & 0 \\
\hdashline 0 & \frac{11}{30} & 0 & \frac{8}{5} & \frac{11}{30} & \frac{11}{30} & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{11}{30} & \frac{8}{5} & \frac{11}{30} & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{11}{30} & \frac{11}{30} & \frac{8}{5} & 0 & \frac{11}{30} & 0 \\
\hdashline 0 & 0 & \frac{11}{30} & 0 & 0 & 0 & \frac{8}{5} & \frac{11}{30} & \frac{11}{30} \\
0 & 0 & 0 & 0 & 0 & \frac{11}{30} & \frac{11}{30} & \frac{8}{5} & \frac{11}{30} \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{11}{30} & \frac{11}{30} & \frac{8}{5}
\end{array}\right] .
$$

So, from equations (2.3.15) and (2.3.16), we can write matrix $H$, for $n \geqslant 2$ as
where $\hat{H}_{j i}^{(n-1)}=H_{j i}^{(n-1)} / h$ and $V_{j i}^{(n)}=\mathbb{1}_{D^{(n)}}(j i)$ is the adjacency matrix for the subgraph of $\mathrm{SG}^{(n)}(3)$ consisting of the edges $D^{(n)}$ that connect each of the three $\mathrm{SG}^{(n-1)}(3)$ graphs (for $n=2, D^{(2)}=\{\{2,4\},\{3,7\},\{6,8\}\}$ and for $n=3$, $D^{(3)}=\{\{5,10\},\{9,19\},\{18,23\}\}$ (see Figures 2.4 and 2.5)). (where $\mathbb{1}_{\{A\}}(a)$ is
the indicator function which equals 1 if $a \in A$, and 0 otherwise). That is,

$$
H_{j i}^{(n)}=h\left(\overline{\hat{H}}_{j i}^{(n-1)}+\frac{11}{30} V_{j i}^{(n)}\right),
$$

where $\overline{\hat{H}}_{j i}^{(n-1)}$ is a block diagonal matrix consisting of three blocks of matrix $\hat{H}_{j i}^{(n-1)}$. Similarly, from equation (2.3.11) the equation (2.3.9) can be written as

$$
\begin{align*}
{ }^{e} K_{j i}^{(n)}= & \int_{e}\left(b_{j}+2 d_{j} x, c_{j}+2 d_{j} y\right) \cdot\left(b_{i}+2 d_{i} x, c_{i}+2 d_{i} y\right) d \underline{x}, \\
= & \int_{e}\left(b_{i} b_{j}+2\left(d_{j} b_{i}+d_{i} b_{j}\right) x+4 d_{i} d_{j} x^{2}+c_{i} c_{j}+2\left(d_{i} c_{j}+d_{j} c_{i}\right) y\right. \\
& \left.+4 d_{i} d_{j} y^{2}\right) d \underline{x} . \tag{2.3.17}
\end{align*}
$$

Substituting equation (2.3.14) into equation (2.3.17) gives, for $e=1, \ldots, M$

$$
{ }^{e} K_{j i}^{(n)}=\frac{4}{h}\left\{\begin{array}{lll}
\int_{0}^{1} s^{2} d s & =\frac{1}{3} & \text { if } j=i=p  \tag{2.3.18}\\
\int_{0}^{1} s(s-1) d s=\frac{-1}{6} & \text { if } j, i \in\{p, q\}, j \neq i \\
\int_{0}^{1}(s-1)^{2} d s=\frac{1}{3} & \text { if } j=i=q \\
0 & & \text { otherwise }
\end{array}\right.
$$

where element $e$ connects vertex $p$ to vertex $q$. For the boundary elements $e \in$ $\{M+1, M+2, M+3\}$ then equation (2.3.17) becomes

$$
{ }^{e} K_{j i}^{(n)}=\frac{4}{h} \begin{cases}\int_{0}^{1} s^{2} d s=\frac{1}{3} & \text { if } j=i=q  \tag{2.3.19}\\ 0 & \text { otherwise }\end{cases}
$$

where $q$ is the corner vertex of the $\operatorname{SG}(3)$ graph connected to element $e$ (for $n=1$, $q \in\{1,2,3\}$, and for $n=2, q \in\{1,5,9\})$. Note that there is only one combination of basis functions in these exterior piezoelectric elements since the left hand side of equation (2.3.3) does not involve the basis functions at boundary vertices $I$
denoted by $\phi_{I}$. Combining equations (2.3.18) and (2.3.19) to assemble the full matrix in equation (2.3.9) gives, for generation level $n=1$,

$$
K_{j i}^{(1)}=\frac{1}{h}\left[\begin{array}{ccc}
4 & \frac{-2}{3} & \frac{-2}{3}  \tag{2.3.20}\\
\frac{-2}{3} & 4 & \frac{-2}{3} \\
\frac{-2}{3} & \frac{-2}{3} & 4
\end{array}\right]=\frac{1}{h} \hat{K}_{j i}^{(1)},
$$

and at generation level $n=2$,

$$
K_{j i}^{(2)}=\frac{1}{h}\left[\begin{array}{ccc:ccc:ccc}
4 & \frac{-2}{3} & \frac{-2}{3} & 0 & 0 & 0 & 0 & 0 & 0  \tag{2.3.21}\\
\frac{-2}{3} & 4 & \frac{-2}{3} & \frac{-2}{3} & 0 & 0 & 0 & 0 & 0 \\
\hdashline \frac{-2}{3} & \frac{-2}{3} & 4 & 0 & 0 & 0 & \frac{-2}{3} & 0 & 0 \\
\hdashline 0 & \frac{-2}{3} & 0 & 4 & \frac{-2}{3} & \frac{-2}{3} & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{-2}{3} & 4 & \frac{-2}{3} & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{-2}{3} & \frac{-2}{3} & 4 & 0 & \frac{-2}{3} & 0 \\
\hdashline 0 & 0 & \frac{-2}{3} & 0 & 0 & 0 & 4 & \frac{-2}{3} & \frac{-2}{3} \\
0 & 0 & 0 & 0 & 0 & \frac{-2}{3} & \frac{-2}{3} & 4 & \frac{-2}{3} \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{-2}{3} & \frac{-2}{3} & 4
\end{array}\right] .
$$

So, from equations (2.3.20) and (2.3.21), we can write matrix $K$, for $n \geqslant 2$ as
where $\hat{K}_{j i}^{(n-1)}=h K_{j i}^{(n-1)}$. That is,

$$
K_{j i}^{(n)}=\frac{1}{h}\left(\overline{\hat{K}}_{j i}^{(n-1)}-\frac{2}{3} V_{j i}^{(n)}\right)
$$

where $\overline{\hat{K}}_{j i}^{(n-1)}$ is a block diagonal matrix consisting of three blocks of matrix $\hat{K}_{j i}^{(n-1)}$. Combining equations (2.3.20) and (2.3.15) gives equation (2.3.7) as

$$
A_{j i}^{(1)}=h\left[\begin{array}{lll}
\alpha & \beta & \beta  \tag{2.3.22}\\
\beta & \alpha & \beta \\
\beta & \beta & \alpha
\end{array}\right]=h \hat{A}_{j i}^{(1)},
$$

where $\alpha=(8 / 5) q^{2}+4$ and $\beta=(11 / 30) q^{2}-2 / 3$. Similarly, for generation level $n=2$,

$$
A_{j i}^{(2)}=h\left[\begin{array}{ccc:ccc:ccc}
\alpha & \beta & \beta & 0 & 0 & 0 & 0 & 0 & 0  \tag{2.3.23}\\
\beta & \alpha & \beta & \beta & 0 & 0 & 0 & 0 & 0 \\
\beta & \beta & \alpha & 0 & 0 & 0 & \beta & 0 & 0 \\
\hdashline 0 & \beta & 0 & \alpha & \beta & \beta & 0 & 0 & 0 \\
0 & 0 & 0 & \beta & \alpha & \beta & 0 & 0 & 0 \\
0 & 0 & 0 & \beta & \beta & \alpha & 0 & \beta & 0 \\
\hdashline 0 & 0 & \beta & 0 & 0 & 0 & \alpha & \beta & \beta \\
0 & 0 & 0 & 0 & 0 & \beta & \beta & \alpha & \beta \\
0 & 0 & 0 & 0 & 0 & 0 & \beta & \beta & \alpha
\end{array}\right] .
$$

So, from equations (2.3.22) and (2.3.23), we can write matrix $A$, for $n \geqslant 2$ as

$$
A_{j i}^{(n)}=h\left[\begin{array}{c:c:c} 
& & \\
\hat{A}_{j i}^{(n-1)} & \beta V_{j i}^{(n)} & \beta V_{j i}^{(n)} \\
\cdots \cdots \cdots V_{j i}^{(n)} & \hat{A}_{j i}^{(n-1)} & \beta V_{j i}^{(n)} \\
\hdashline \cdots \cdots \cdots \cdots \\
\hdashline \cdots-\cdots & \cdots \cdots & \\
\beta V_{j i}^{(n)} & \beta V_{j i}^{(n)} & \hat{A}_{j i}^{(n-1)} \\
& &
\end{array}\right],
$$

where $\hat{A}_{j i}^{(n-1)}=A_{j i}^{(n-1)} / h$. That is,

$$
\begin{equation*}
A_{j i}^{(n)}=h\left(\overline{\hat{A}}_{j i}^{(n-1)}+\beta V_{j i}^{(n)}\right), \tag{2.3.24}
\end{equation*}
$$

where $\overline{\hat{A}}_{j i}^{(n-1)}$ is a block diagonal matrix consisting of three blocks of matrix $\hat{A}_{j i}^{(n-1)}$. A similar treatment can be given to equation (2.3.6) to give (where $m=(N+1) / 2$ )

$$
b_{j}^{(n)}= \begin{cases}-\left(\int_{e_{M+1}}\left(q^{2} \phi_{N+1} \phi_{j}+h^{2} \nabla \phi_{N+1} \cdot \nabla \phi_{j}\right) d \underline{x}\right) U_{A}, & j=1  \tag{2.3.25}\\ -\left(\int_{e_{M+2}}\left(q^{2} \phi_{N+2} \phi_{j}+h^{2} \nabla \phi_{N+2} \cdot \nabla \phi_{j}\right) d \underline{x}\right) U_{B}, & j=m \\ -\left(\int_{e_{M+3}}\left(q^{2} \phi_{N+3} \phi_{j}+h^{2} \nabla \phi_{N+3} . \nabla \phi_{j}\right) d \underline{x}\right) U_{C}, & j=N \\ 0 & \text { otherwise },\end{cases}
$$

where $M+1, M+2$ and $M+3$ are the set of edges $M_{I}, U_{A}, U_{B}$ and $U_{C}$ are the mechanical displacements at the fictitious vertices $A, B$ and $C$ respectively. From equation (2.3.25) let us start to find $b_{1}^{(n)}$ at element $e=M+1$ (see Fig-


Figure 2.7: The boundary element for $e=M+1$
ure 2.7), which is connected between vertex $A$ at $\left(x_{A}, y_{A}\right)=(-h, 0)$ and vertex 1 at $\left(x_{1}, y_{1}\right)=(0,0)$. From equation (2.3.14) we get $(x(s), y(s))=\left(\left(x_{1}-x_{A}\right) s+\right.$ $\left.x_{A},\left(y_{1}-y_{A}\right) s+y_{A}\right)=(h(s-1), 0)$ and $d \underline{x}=h d s$, gives

$$
\begin{equation*}
b_{1}^{(n)}=-h\left(\int_{M+1}\left(q^{2} \phi_{A} \phi_{1}+h^{2} \nabla \phi_{A} \cdot \nabla \phi_{1}\right) d s\right) U_{A} . \tag{2.3.26}
\end{equation*}
$$

From equation (2.3.10) the basis functions at vertex $A$ in element $e=M+1$ is

$$
\begin{equation*}
\phi_{A}(x, y)=\frac{x^{2}+y^{2}}{h^{2}} \tag{2.3.27}
\end{equation*}
$$

and at vertex 1 is

$$
\begin{equation*}
\phi_{1}(x, y)=1-\frac{x^{2}+y^{2}}{h^{2}} . \tag{2.3.28}
\end{equation*}
$$

Substituting equation (2.3.14) into equations (2.3.27) and (2.3.28) gives

$$
\begin{equation*}
\phi_{A}(x(s), y(s))=\phi_{A}(h(s-1), 0)=(s-1)^{2} \tag{2.3.29}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{1}(x(s), y(s))=\phi_{1}(h(s-1), 0)=(2-s) s . \tag{2.3.30}
\end{equation*}
$$

From equation (2.3.11), equations (2.3.27) and (2.3.28) gives

$$
\begin{equation*}
\nabla \phi_{A}(x, y)=\left(\frac{2 x}{h^{2}}, \frac{2 y}{h^{2}}\right) \tag{2.3.31}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla \phi_{1}(x, y)=\left(\frac{-2 x}{h^{2}}, \frac{-2 y}{h^{2}}\right) . \tag{2.3.32}
\end{equation*}
$$

Substituting equation (2.3.14) into equations (2.3.31) and (2.3.32) gives

$$
\begin{equation*}
\nabla \phi_{A}(x(s), y(s))=\left(\frac{2(s-1)}{h}, 0\right) \tag{2.3.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla \phi_{1}(x(s), y(s))=\left(\frac{2(1-s)}{h}, 0\right) . \tag{2.3.34}
\end{equation*}
$$

Substituting equations (2.3.29), (2.3.30), (2.3.33) and (2.3.34) into equation (2.3.26) gives

$$
b_{1}^{(n)}=h\left(\frac{4}{3}-\frac{2}{15} q^{2}\right) U_{A} .
$$

Now from equation (2.3.25) let us consider $b_{m}^{(n)}$ at element $e=M+2$ (see Fig-


Figure 2.8: The boundary element for $e=M+2$
ure 2.8), which is connected between vertex $m$ at $\left(x_{m}, y_{m}\right)=\left(\left(2^{n}-1\right) h, 0\right)$ and vertex $B$ at $\left(x_{B}, y_{B}\right)=\left(2^{n} h, 0\right)$. From equation (2.3.14) we get $(x(s), y(s))=$ $\left(\left(x_{B}-x_{m}\right) s+x_{m},\left(y_{B}-y_{m}\right) s+y_{m}\right)=\left(\left(s+2^{n}-1\right) h, 0\right)$ and $d \underline{x}=h d s$, gives

$$
\begin{equation*}
b_{m}^{(n)}=-h\left(\int_{M+2}\left(q^{2} \phi_{B} \phi_{m}+h^{2} \nabla \phi_{B} \cdot \nabla \phi_{m}\right) d s\right) U_{B} . \tag{2.3.35}
\end{equation*}
$$

From equation (2.3.10) the basis functions at vertex $B$ in element $e=M+2$ is

$$
\begin{equation*}
\phi_{B}(x, y)=\frac{-\left(2^{n}-1\right)^{2} h^{2}+x^{2}+y^{2}}{\left(2^{n+1}-1\right) h^{2}} \tag{2.3.36}
\end{equation*}
$$

and at vertex $m$ is

$$
\begin{equation*}
\phi_{m}(x, y)=2^{n}\left(2-2^{n}\right)+\frac{2\left(2^{n}-1\right) x}{h}-\frac{x^{2}+y^{2}}{h^{2}} . \tag{2.3.37}
\end{equation*}
$$

Substituting equation (2.3.14) into equations (2.3.36) and (2.3.37) gives

$$
\begin{equation*}
\phi_{B}(x(s), y(s))=\frac{s\left(s+2^{n+1}-2\right)}{2^{n+1}-1} \tag{2.3.38}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{m}(x(s), y(s))=1-s^{2} . \tag{2.3.39}
\end{equation*}
$$

From equation (2.3.11), equations (2.3.36) and (2.3.37) gives

$$
\begin{equation*}
\nabla \phi_{B}(x, y)=\left(\frac{2 x}{\left(2^{n+1}-1\right) h^{2}}, \frac{2 y}{\left(2^{n+1}-1\right) h^{2}}\right) \tag{2.3.40}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla \phi_{m}(x, y)=\left(\frac{2\left(2^{n}-1\right)}{h}-\frac{2 x}{h^{2}}, \frac{-2 y}{h^{2}}\right) . \tag{2.3.41}
\end{equation*}
$$

Substituting equation (2.3.14) into equations (2.3.40) and (2.3.41) gives

$$
\begin{equation*}
\nabla \phi_{B}(x(s), y(s))=\left(\frac{2\left(s+2^{n}-1\right)}{\left(2^{n+1}-1\right) h}, 0\right) \tag{2.3.42}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla \phi_{m}(x(s), y(s))=\left(\frac{-2 s}{h}, 0\right) . \tag{2.3.43}
\end{equation*}
$$

Substituting equations (2.3.38), (2.3.39), (2.3.42) and (2.3.43) into equation (2.3.35) gives

$$
b_{m}^{(n)}=h\left(1+\frac{1}{3\left(2^{n+1}-1\right)}+\frac{\left(11-15 \times 2^{n}\right)}{30\left(2^{n+1}-1\right)} q^{2}\right) U_{B} .
$$

A similar calculation, for $b_{N}^{(n)}$ at element $e=M+3$ shows

$$
b_{j}^{(n)}=h \begin{cases}\eta_{j}^{(n)} U_{A}, & j=1  \tag{2.3.44}\\ \eta_{j}^{(n)} U_{B}, & j=m \\ \eta_{j}^{(n)} U_{C}, & j=N \\ 0 & \text { otherwise }\end{cases}
$$

where

$$
\eta_{j}^{(n)}= \begin{cases}\frac{4}{3}-\frac{2}{15} q^{2}, & j=1  \tag{2.3.45}\\ 1+\frac{1}{3\left(2^{n+1}-1\right)}+\frac{\left(11-15 \times 2^{n}\right)}{30\left(2^{n+1}-1\right)} q^{2}, & j=m \text { or } N\end{cases}
$$

Note that the value of $\eta_{j}^{(n)}$ where $j \in\{m, N\}$ is dependent on the generation level $n$. For generation level $n=1$,

$$
b_{j}^{(1)}=h \begin{cases}\left(\frac{4}{3}-\frac{2}{15} q^{2}\right) U_{A}, & j=1 \\ \left(\frac{10}{9}-\frac{19}{90} q^{2}\right) U_{B}, & j=2 \\ \left(\frac{10}{9}-\frac{19}{90} q^{2}\right) U_{C}, & j=3 \\ 0 & \text { otherwise }\end{cases}
$$

and for generation level $n=2$,

$$
b_{j}^{(2)}=h \begin{cases}\left(\frac{4}{3}-\frac{2}{15} q^{2}\right) U_{A}, & j=1 \\ \left(\frac{22}{21}-\frac{7}{30} q^{2}\right) U_{B}, & j=5 \\ \left(\frac{22}{21}-\frac{7}{30} q^{2}\right) U_{C}, & j=9 \\ 0 & \text { otherwise. }\end{cases}
$$

### 2.3.1 Application of the mechanical boundary conditions

Mechanical and electrical loads will be introduced to the transducer at its boundaries as displayed in Figure 2.9. In the mechanical load at the front face of the
transducer the governing equation is [3]

$$
\rho_{L} \frac{\partial^{2} u_{L}}{\partial t^{2}}=\mu_{L} \frac{\partial^{2} u_{L}}{\partial x_{L}^{2}}
$$

where $\rho_{L}$ is the density of the load material, $u_{L}$ is its displacement and $\mu_{L}$ is its shear modulus. That is

$$
\frac{\partial^{2} u_{L}}{\partial t^{2}}=\frac{\mu_{L}}{\rho_{L}} \frac{\partial^{2} u_{L}}{\partial x_{L}^{2}}
$$

and so, nondimensionalising in a similar fashion to equation (2.2.12), gives

$$
\frac{\partial^{2} u_{L}}{\partial \theta^{2}}=\left(\frac{h c_{L}}{c_{T}}\right)^{2} \frac{\partial^{2} u_{L}}{\partial x_{L}^{2}}
$$

where $c_{L}$ is the wave speed in the load $\left(c_{L}^{2}=\mu_{L} / \rho_{L}\right)$. Taking Laplace transforms as was done in equation (2.2.13) gives

$$
\frac{d^{2} \bar{u}_{L}}{d x_{L}^{2}}-\left(\frac{q c_{T}}{h c_{L}}\right)^{2} \bar{u}_{L}=0
$$

Hence, the displacement in the load is

$$
\begin{equation*}
\bar{u}_{L}\left(x_{L}\right)=A_{L} e^{\left(-q c_{T} x_{L} / h c_{L}\right)}+B_{L} e^{\left(q c_{T} x_{L} / h c_{L}\right)} \tag{2.3.46}
\end{equation*}
$$

where $A_{L}, B_{L}$ are constants ( $A_{L}$ is the amplitude of the incoming wave that is received by the transducer (in transmission mode $A_{L}$ is zero) and $B_{L}$ is the amplitude of the transmitted wave (transmission mode) or reflected wave (in reception mode)) and $x_{L}$ is the local coordinate in the mechanical load (see Figure 2.10). Similarly the displacement in the backing layer (subscript $B$ ) is given by

$$
\bar{u}_{B}\left(x_{B}\right)=A_{B} e^{\left(-q c_{T} x_{B} / h c_{B}\right)}+B_{B} e^{\left(q c_{T} x_{B} / h c_{B}\right)},
$$



Figure 2.9: Physical layout of the fractal transducer.
where $A_{B}, B_{B}$ are constants (in both transmission and reception modes $A_{B}$ is the amplitude of the wave transmitted into the backing material and $B_{B}$ is the amplitude of the incoming wave), $x_{B}$ is the local coordinate in the backing material and $c_{B}$ is the wave speed in the backing material. As the backing layer is highly attenuative it is assumed that there is only a wave travelling away from the piezoelectric layer $(\operatorname{SG}(3))$ interface $\left(x_{B}=0\right)$ in the direction of increasing $x_{B}$, and so we set $B_{B}=0$. Continuity of displacement at the transducer-mechanical


Figure 2.10: The multilayer model.
load interface and the symmetry of the $\mathrm{SG}(3)$ graph give

$$
\begin{align*}
U_{A} & =\bar{u}_{B}(0)=A_{B},  \tag{2.3.47}\\
U_{B} & =\bar{u}_{L}(0)=A_{L}+B_{L},  \tag{2.3.48}\\
U_{C} & =\bar{u}_{L}(0)=A_{L}+B_{L} . \tag{2.3.49}
\end{align*}
$$

The force $F$ on each vertex is given by $F=A_{r} T$, where $A_{r}=\xi L /\left(2^{n}-1\right)=\xi h^{(n)}$ is the cross-sectional area $\left(A_{r}\right)$ of each edge of the fractal graph. Recall that in this chapter we will be restricting attention to a transducer composed of a piezoelectric material alone (so single phase and no polymer phase).

From equation (2.2.8) only $u_{3,1}$ and $u_{3,2}$ are nonzero and so the only nonzero components of equation (2.2.1) and due to the properties of PZT-5H (see Appendix A.4) $[147,148]$, we get

$$
T_{11}=T_{12}=T_{21}=T_{22}=T_{33}=0,
$$

and

$$
T_{13}=T_{31}=c_{1313} S_{13}+c_{1331} S_{31}-e_{113} E_{1} .
$$

That is

$$
T_{5}=c_{55}^{T}\left(S_{13}+S_{31}\right)-e_{15} E_{1},
$$

and, using equation (2.2.3), since from equation (2.2.8) $u_{1,3}=0$, then

$$
T_{5}=c_{44}^{T} u_{3,1}-e_{24} E_{1},
$$

since $c_{55}^{T}=c_{44}^{T}$ and $e_{15}=e_{24}$. Similarly we get

$$
T_{23}=T_{32}=c_{3223} S_{23}+c_{3232} S_{32}-e_{232} E_{2},
$$

that is

$$
T_{4}=c_{44}^{T} u_{3,2}-e_{24} E_{2} .
$$

Similarly, from equation (2.2.2), for PZT-5H, the only nonzero components are

$$
D_{1}=e_{24} u_{3,1}+\varepsilon_{11}^{T} E_{1},
$$

and

$$
D_{2}=e_{24} u_{3,2}+\varepsilon_{11}^{T} E_{2},
$$

where $D_{3}$ is zero. Given the geometry of the graph, the positioning of the boundary vertices, and the load conditions there is a line of symmetry given by $x_{1}=x_{2}$ (see Figure 2.11). Hence, $E_{1}=E_{2}=E$ and $u_{3,1}=u_{3,2}$ then $D_{1}=D_{2}=D$ and $T_{5}=T_{4}=T$, and so

$$
D=e_{24} u_{3,1}+\varepsilon_{11}^{T} E .
$$

That is

$$
\begin{equation*}
E=-\zeta S+\frac{D}{\varepsilon_{11}^{T}} \tag{2.3.50}
\end{equation*}
$$



Figure 2.11: The line of symmetry given by $x_{1}=x_{2}$
where $\zeta=e_{24} / \varepsilon_{11}^{T}$ and $S=u_{3,1}=d \bar{u} / d x$. Also, we have

$$
T=c_{44}^{T} u_{3,1}-e_{24} E
$$

and substituting equation (2.3.50) gives

$$
T=\left(c_{44}^{T}+\frac{e_{24}^{2}}{\varepsilon_{11}^{T}}\right) u_{3,1}-\frac{e_{24}}{\varepsilon_{11}^{T}} D .
$$

That is

$$
\begin{equation*}
T=\mu_{T} S-\zeta D \tag{2.3.51}
\end{equation*}
$$

Hence, from equation (2.3.51),

$$
F=A_{r} T=A_{r} \mu_{T} S-\zeta D A_{r} .
$$

By applying an electrical charge $Q$ at one of the transducer-electrical load interfaces then Gauss' law (equation (2.2.5)) gives $D=Q / A_{r}$. Since $S=d \bar{u} / d x$, then

$$
\begin{equation*}
F=A_{r} \mu_{T} \frac{d \bar{u}}{d x}-\zeta Q \tag{2.3.52}
\end{equation*}
$$

So from the continuity of force we get $F\left(\bar{u}_{m}\right)=F_{L}\left(\bar{u}_{\partial \Omega}\right)=F_{L}\left(x_{L}=0\right)$, where $F_{L}$ is the force in the mechanical load. That is, from equation (2.3.46),

$$
\begin{equation*}
A_{r} \mu_{T} \frac{\left(U_{B}-U_{m}\right)}{h}-\zeta Q=A_{r} \mu_{L}\left(\frac{q c_{T}}{h c_{L}}\right)\left(-A_{L}+B_{L}\right) \tag{2.3.53}
\end{equation*}
$$

and so

$$
\begin{equation*}
U_{B}-U_{m}-\frac{\zeta Q}{\mu_{T}}\left(\frac{h}{A_{r}}\right)=\frac{Z_{L}}{Z_{T}} q\left(-A_{L}+B_{L}\right) \tag{2.3.54}
\end{equation*}
$$

where the mechanical impedance of the load is $Z_{L}=\mu_{L} A_{r} / c_{L}$ and of the transducer is $Z_{T}=\mu_{T} A_{r} / c_{T}$. At each generation level of the Sierpinski gasket transducer the ratio of the cross-sectional area of each edge to its length is denoted by $\xi=A_{r} / h^{(n)}$. The overall extent of the $\mathrm{SG}(3)$ is fixed and so the length of the edges will steadily decrease and, by fixing $\xi$, the cross-sectional area will also decrease as the fractal generation level increases. Hence, equation (2.3.54), and its equivalent at the front face of the transducer, can be written

$$
\begin{align*}
U_{1}-U_{A}-\frac{\zeta Q}{\mu_{T} \xi} & =\frac{Z_{B}}{Z_{T}} q\left(-A_{B}\right),  \tag{2.3.55}\\
U_{B}-U_{m}-\frac{\zeta Q}{\mu_{T} \xi} & =\frac{Z_{L}}{Z_{T}} q\left(-A_{L}+B_{L}\right) \tag{2.3.56}
\end{align*}
$$

$Z_{B}$ is the mechanical impedance of the backing material. Substituting equation (2.3.47) into equation (2.3.55) gives $U_{A}=\gamma_{1} U_{1}+\delta_{1}$ and substituting equations (2.3.48) and (2.3.49) into equation (2.3.56) gives

$$
\begin{equation*}
U_{B}=\gamma_{m} U_{m}+\delta_{m}=U_{C}=\gamma_{N} U_{N}+\delta_{N}, \tag{2.3.57}
\end{equation*}
$$

where

$$
\gamma_{j}= \begin{cases}\left(1-q \frac{Z_{B}}{Z_{T}}\right)^{-1}, & j=1  \tag{2.3.58}\\ \left(1-q \frac{Z_{L}}{Z_{T}}\right)^{-1}, & j=m \text { or } N \\ 0 & \text { otherwise }\end{cases}
$$

and

$$
\delta_{j}= \begin{cases}-\gamma_{1} \frac{\zeta Q}{\mu_{T} \xi}, & j=1  \tag{2.3.59}\\ \gamma_{m}\left(\frac{\zeta Q}{\mu_{T} \xi}-2 A_{L} q \frac{Z_{L}}{Z_{T}}\right), & j=m \text { or } N \\ 0 & \text { otherwise. }\end{cases}
$$

Hence, equation (2.3.44) becomes

$$
\begin{equation*}
b_{j}^{(n)}=h \bar{\gamma}_{j}^{(n)} U_{j}+h \bar{\delta}_{j}^{(n)} \quad j=1, m \text { or } N \tag{2.3.60}
\end{equation*}
$$

where $\bar{\gamma}_{j}^{(n)}=\eta_{j}^{(n)} \gamma_{j}$ and $\bar{\delta}_{j}^{(n)}=\eta_{j}^{(n)} \delta_{j}$. Putting equation (2.3.60) into equation (2.3.4) gives

$$
\hat{A}_{j i}^{(n)} U_{i}=\bar{\gamma}_{j}^{(n)} U_{j}+\bar{\delta}_{j}^{(n)} .
$$

Hence,

$$
\left(\hat{A}_{j i}^{(n)}-\hat{B}_{j i}^{(n)}\right) U_{i}=\bar{\delta}_{j}^{(n)}, \quad i=1, m \text { or } N
$$

where

$$
\hat{B}_{j i}^{(n)}=\left[\begin{array}{cccccccc}
\bar{\gamma}_{1} & 0 & \cdots & & & & \cdots & 0  \tag{2.3.61}\\
0 & 0 & \ddots & & & & & \vdots \\
\vdots & \ddots & \ddots & & & & & \\
& & & 0 & & 0 & & \\
& & & & \bar{\gamma}_{m} & & & \\
& & & 0 & & 0 & & \\
& & & & & \ddots & \ddots & \\
& & & & & \ddots & 0 & 0 \\
\vdots & & & & & & \\
0 & \cdots & & & & \cdots & 0 & \bar{\gamma}_{N}
\end{array}\right] .
$$

That is

$$
F_{j i}^{(n)} U_{i}=\bar{\delta}_{j}^{(n)},
$$

and so

$$
\begin{equation*}
U_{i}=G_{j i}^{(n)} \bar{\delta}_{j}^{(n)}, \tag{2.3.62}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{j i}^{(n)}=\left(F_{j i}^{(n)}\right)^{-1}=\left(\hat{A}_{j i}^{(n)}-\hat{B}_{j i}^{(n)}\right)^{-1} \tag{2.3.63}
\end{equation*}
$$

represents the Green's transfer matrix.

### 2.4 Renormalisation

From equation (2.3.62) the desired basis function weightings in equation (2.3.2) at each vertex in $\Omega$ are then given by

$$
\begin{equation*}
U_{j}^{(n)}=G_{j 1}^{(n)} \bar{\delta}_{1}^{(n)}+G_{j m}^{(n)} \bar{\delta}_{m}^{(n)}+G_{j N}^{(n)} \bar{\delta}_{N}^{(n)} . \tag{2.4.1}
\end{equation*}
$$

In particular we will be interested in $U_{1}^{(n)}, U_{m}^{(n)}$ and $U_{N}^{(n)}$ and so we only need to be able to calculate the pivotal Green's functions $G_{i j}^{(n)}, \quad i, j \in\{1, m, N\}$. If


Figure 2.12: Three Sierpinski Gasket graphs of generation level $n-1$ are connected by the edges in bold $((d r),(b e),(q z))$ to create the Sierpinski Gasket graph at generation level $n$.
we temporarily ignore matrix $\hat{B}$ in equation (2.3.63) (this matrix originates from consideration of the boundary conditions) then, due to the symmetries of the SG(3) graph (and hence in matrix $A^{(n)}$ ), we have

$$
\begin{equation*}
\hat{G}_{i i}^{(n)}=\hat{G}_{j j}^{(n)}=\hat{x}, \quad \text { say, where } \quad i, j \in\{1, m, N\} \tag{2.4.2}
\end{equation*}
$$

(i.e corner-to-same-corner), and

$$
\begin{equation*}
\hat{G}_{j k}^{(n)}=\hat{G}_{h k}^{(n)}=\hat{y}, \quad \text { say, } \quad \text { where } \quad j, k, h \in\{1, m, N\}, j \neq k \neq h \tag{2.4.3}
\end{equation*}
$$

(i.e corner-to-other-corner), where

$$
\begin{equation*}
\hat{G}^{(n)}=\left(\hat{A}^{(n)}\right)^{-1} . \tag{2.4.4}
\end{equation*}
$$

For clarity, at level $n+1$, we denote, $\hat{X}=\hat{G}_{i i}^{(n+1)}$ and $\hat{Y}=\hat{G}_{j i}^{(n+1)}$ where $j, i, \in$ $\{1, m, N\}, j \neq i$. The matrix is symmetrical and consequently, $\hat{G}_{i j}^{(n)}=\hat{G}_{j i}^{(n)}$. From
equation (2.2.12), since

$$
\begin{equation*}
\theta^{(n)}=\frac{c_{T}}{h^{(n)}} t, \tag{2.4.5}
\end{equation*}
$$

then $\mathscr{L}: \theta^{(n)} \rightarrow q^{(n)}$ where $q^{(n)}=i \hat{\omega}^{(n)}=i 2 \pi \hat{f}^{(n)}=i 2 \pi\left(c_{T} / h^{(n)}\right)^{-1} f^{(n)}, \hat{f}^{(n)}$ is the nondimensionalised natural frequency, $\hat{\omega}^{(n)}$ is the nondimensionalised angular frequency and $f^{(n)}$, and $\omega^{(n)}$ are the dimensionalised equivalents. In order to use the renormalisation approach detailed below then we set $q=q^{(n)}=q^{(n+1)}$. This simply means that the output from the renormalisation methodology (and hence the electrical impedance and transmission/reception sensitivities) at a given $q$ (fixed) is then that quantity at frequency $f^{(n)}$ at fractal generation level $n$. So when comparing outputs at different fractal generation levels one must ensure that the frequency is scaled appropriately (by $\left(c_{T} / h^{(n)}\right)^{-1}$ ) when re-dimensionalising. An iterative procedure can be developed from equation (2.3.24) which can be written as

$$
\hat{A}^{(n+1)}=\overline{\hat{A}}^{(n)}+\beta V^{(n+1)}, \quad n \geqslant 1 .
$$

where $V_{j i}^{(n)}=\mathbb{1}_{D^{(n)}}(j i), D^{(n)}=\{\{b, e\},\{d, r\},\{q, z\},\{e, b\},\{r, d\},\{z, q\}\}$ (see Figure 2.12). Since $\overline{\hat{G}}^{(n)}$ is a block-diagonal matrix and from equation (2.4.4) then

$$
\left(\hat{G}^{(n+1)}\right)^{-1}=\left(\overline{\hat{G}}^{(n)}\right)^{-1}+\beta V^{(n+1)}
$$

That is

$$
\left(\overline{\hat{G}}^{(n)}\right)^{-1}=\left(\hat{G}^{(n+1)}\right)^{-1}-\beta V^{(n+1)} .
$$

Hence, using the $N_{n \times 1} \times N_{n \times 1}$ identity matrix denoted by $I_{n+1}$,

$$
\begin{aligned}
I_{n+1} & =\overline{\hat{G}}^{(n)}\left(\left(\hat{G}^{(n+1)}\right)^{-1}-\beta V^{(n+1)}\right) \\
& =\overline{\hat{G}}^{(n)}\left(\left(\hat{G}^{(n+1)}\right)^{-1}-\beta V^{(n+1)} \hat{G}^{(n+1)}\left(\hat{G}^{(n+1)}\right)^{-1}\right) \\
& =\overline{\hat{G}}^{(n)}\left(I_{n+1}-\beta V^{(n+1)} \hat{G}^{(n+1)}\right)\left(\hat{G}^{(n+1)}\right)^{-1}
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\hat{G}^{(n+1)}=\overline{\hat{G}}^{(n)}-\beta \overline{\hat{G}}^{(n)} V^{(n+1)} \hat{G}^{(n+1)} . \tag{2.4.6}
\end{equation*}
$$

To calculate $G_{j i}^{(n)}$ the boundary conditions must be reintroduced. From equation (2.3.63),

$$
\left(G^{(n)}\right)^{-1}=\hat{A}^{(n)}-\hat{B}^{(n)} .
$$

Now, from equation (2.4.4)

$$
\left(G^{(n)}\right)^{-1}=\left(\hat{G}^{(n)}\right)^{-1}-\hat{B}^{(n)} .
$$

Hence,

$$
I_{n}=\left(\hat{G}^{(n)}\right)^{-1} G^{(n)}-\hat{B}^{(n)} G^{(n)}
$$

and so

$$
\hat{G}^{(n)}=G^{(n)}-\hat{G}^{(n)} \hat{B}^{(n)} G^{(n)} .
$$

Hence,

$$
\begin{equation*}
G^{(n)}=\hat{G}^{(n)}+\hat{G}^{(n)} \hat{B}^{(n)} G^{(n)} . \tag{2.4.7}
\end{equation*}
$$

### 2.4.1 Derivation of the pivotal recursion relationships

The $(i, j)^{t h}$ element of the matrix equation (2.4.6) can be written as,

$$
\begin{equation*}
\hat{G}_{i j}^{(n+1)}=\overline{\hat{G}}_{i j}^{(n)}-\sum_{h, k} \beta \overline{\hat{G}}_{i h}^{(n)} V_{h k}^{(n)} \hat{G}_{k j}^{(n+1)} . \tag{2.4.8}
\end{equation*}
$$

The system of linear equations in $\hat{G}_{i j}^{(n+1)}$ will create the renormalisation recursion relationships for the pivotal Green's functions. However, these recursions do not include the boundary conditions. Since the subgraphs of Figure 2.12 only connect to each other at the corners, it will transpire that the recursions in equation (2.4.8) only involve two pivotal Green's functions, namely, corner-to-same-corner and corner-to-other-corner; the so called input/output vertices. To proceed, we now need to determine $\hat{x}$ and $\hat{y}$ as defined in equations (2.4.2) and (2.4.3). Using equation (2.4.8) we get

$$
\hat{G}_{11}^{(n+1)}=\overline{\hat{G}}_{11}^{(n)}-\sum_{h, k} \beta \overline{\hat{G}}_{1 h}^{(n)} V_{h k}^{(n)} \hat{G}_{k 1}^{(n+1)},
$$

where $\overline{\hat{G}}_{i j}^{(n)}$ is a block-diagonal matrix where each block has dimensions $d \times d$ so $\overline{\hat{G}}_{i j}^{(n)}=0, \forall_{j}>d$. Also $V_{h k}^{(n)}=\mathbb{1}_{D^{(n)}}(h k)$ is the adjacency matrix for the subgraph of $\mathrm{SG}^{(n)}(3)$ consisting of the edges $D^{(n)}$ that connect each of the three $\mathrm{SG}^{(n-1)}(3)$ graphs $\left(D^{(n)}=\{\{d, r\},\{b, e\},\{q, z\},\{r, d\},\{e, b\},\{z, q\}\}\right.$ (see Figure 2.12)) and . So, we get

$$
\hat{G}_{11}^{(n+1)}=\hat{G}_{11}^{(n)}-\beta \overline{\hat{G}}_{1 d}^{(n)} V_{d r}^{(n)} \hat{G}_{r 1}^{(n+1)}-\beta \overline{\hat{G}}_{1 b}^{(n)} V_{b e}^{(n)} \hat{G}_{e 1}^{(n+1)}
$$

and

$$
\hat{G}_{11}^{(n+1)}=\hat{G}_{11}^{(n)}-\beta \hat{G}_{1 N}^{(n)} \hat{G}_{r 1}^{(n+1)}-\beta \hat{G}_{1 m}^{(n)} \hat{G}_{e 1}^{(n+1)}
$$

since, by symmetry $\overline{\hat{G}}_{1 d}^{(n)}=\hat{G}_{1 N}^{(n)}, \hat{G}_{1 N}^{(n)}=\hat{G}_{1 m}^{(n)}$ and $\hat{G}_{r 1}^{(n+1)}=\hat{G}_{e 1}^{(n+1)}$. That is

$$
\begin{equation*}
\hat{X}=\hat{x}-2 \beta \hat{y} \hat{G}_{e 1}^{(n+1)}, \tag{2.4.9}
\end{equation*}
$$

since, $\hat{G}_{11}^{(n)}=\hat{x}$ (corner-to-same-corner), $\hat{G}_{1 N}^{(n)}=\hat{G}_{1 m}^{(n)}=\hat{y}$ (corner-to-other-corner); and so at generation level $n+1, \hat{G}_{11}^{(n+1)}=\hat{X}$ (see equation (2.4.4)). Similarly,

$$
\begin{aligned}
\hat{G}_{e 1}^{(n+1)} & =\overline{\hat{G}}_{e 1}^{(n)}-\sum_{h, k} \beta \overline{\hat{G}}_{e h}^{(n)} V_{h k}^{(n)} \hat{G}_{k 1}^{(n+1)} \\
& =-\beta \overline{\hat{G}}_{e e}^{(n)} V_{e b}^{(n)} \hat{G}_{b 1}^{(n+1)}-\beta \overline{\hat{G}}_{e q}^{(n)} V_{q z}^{(n)} \hat{G}_{z 1}^{(n+1)} \\
& =-\beta \hat{G}_{11}^{(n)} \hat{G}_{b 1}^{(n+1)}-\beta \hat{G}_{1 N}^{(n)} \hat{G}_{z 1}^{(n+1)} .
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\hat{G}_{e 1}^{(n+1)}=-\beta \hat{x} \hat{G}_{b 1}^{(n+1)}-\beta \hat{y} \hat{G}_{z 1}^{(n+1)} . \tag{2.4.10}
\end{equation*}
$$

Also

$$
\begin{aligned}
\hat{G}_{b 1}^{(n+1)} & =\overline{\hat{G}}_{b 1}^{(n)}-\sum_{h, k} \beta \overline{\hat{G}}_{b h}^{(n)} V_{h k}^{(n)} \hat{G}_{k 1}^{(n+1)} \\
& =\hat{G}_{m 1}^{(n)}-\beta \hat{\bar{G}}_{b b}^{(n)} V_{b e}^{(n)} \hat{G}_{e 1}^{(n+1)}-\beta \overline{\hat{G}}_{b d}^{(n)} V_{d r}^{(n)} \hat{G}_{r 1}^{(n+1)} \\
& =\hat{y}-\beta \hat{G}_{m m}^{(n)} \hat{G}_{e 1}^{(n+1)}-\beta \hat{G}_{m N}^{(n)} \hat{G}_{e 1}^{(n+1)} .
\end{aligned}
$$

Hence

$$
\begin{equation*}
\hat{G}_{b 1}^{(n+1)}=\hat{y}-\beta \hat{G}_{e 1}^{(n+1)}(\hat{x}+\hat{y}), \tag{2.4.11}
\end{equation*}
$$

since $\hat{G}_{r 1}^{(n+1)}=\hat{G}_{e 1}^{(n+1)}$. Finally,

$$
\begin{aligned}
\hat{G}_{z 1}^{(n+1)} & =\overline{\hat{G}}_{z 1}^{(n)}-\sum_{h, k} \beta \overline{\hat{G}}_{z h}^{(n)} V_{h k}^{(n)} \hat{G}_{k 1}^{(n+1)} \\
& =-\beta \overline{\hat{G}}_{z r}^{(n)} V_{r d}^{(n)} \hat{G}_{d 1}^{(n+1)}-\beta \overline{\hat{G}}_{z z}^{(n)} V_{z q}^{(n)} \hat{G}_{q 1}^{(n+1)} \\
& =-\beta \hat{G}_{m 1}^{(n)} \hat{G}_{b 1}^{(n+1)}-\beta \hat{G}_{m m}^{(n)} \hat{G}_{z 1}^{(n+1)} .
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\hat{G}_{z 1}^{(n+1)}=-\beta \hat{y} \hat{G}_{b 1}^{(n+1)}-\beta \hat{x} \hat{G}_{z 1}^{(n+1)}, \tag{2.4.12}
\end{equation*}
$$

since $\hat{G}_{d 1}^{(n+1)}=\hat{G}_{b 1}^{(n+1)}$ and $\hat{G}_{q 1}^{(n+1)}=\hat{G}_{z 1}^{(n+1)}$. Equations (2.4.9) to (2.4.12) provide four equations in the four unknows $\hat{X}, \hat{G}_{e 1}^{(n+1)}, \hat{G}_{b 1}^{(n+1)}$ and $\hat{G}_{z 1}^{(n+1)}$ which can be written in matrix form as

$$
\left[\begin{array}{cccc}
1 & 2 \beta \hat{y} & 0 & 0  \tag{2.4.13}\\
0 & 1 & \beta \hat{x} & \beta \hat{y} \\
0 & \beta(\hat{x}+\hat{y}) & 1 & 0 \\
0 & \beta \hat{x} & \beta \hat{y} & 1
\end{array}\right]\left[\begin{array}{c}
\hat{X} \\
\hat{G}_{e 1}^{(n+1)} \\
\hat{G}_{b 1}^{(n+1)} \\
\hat{G}_{z 1}^{(n+1)}
\end{array}\right]=\left[\begin{array}{l}
\hat{x} \\
0 \\
\hat{y} \\
0
\end{array}\right] .
$$

So, solving this by the augmented matrix approach and back-substitution we get,

$$
\begin{align*}
& \hat{X}=\hat{x}+\frac{2 \beta^{2} \hat{y}^{2}\left(\hat{x}+\beta \hat{x}^{2}-\beta \hat{y}^{2}\right)}{(1+\beta \hat{x}+\beta \hat{y})\left(1-\beta^{2} \hat{x}^{2}-\beta \hat{y}+\beta^{2} \hat{y}^{2}\right)},  \tag{2.4.14}\\
& \hat{G}_{e 1}^{(n+1)}=\frac{-\beta \hat{y}\left(\hat{x}+\beta \hat{x}^{2}-\beta \hat{y}^{2}\right)}{(1+\beta \hat{x}+\beta \hat{y})\left(1-\beta^{2} \hat{x}^{2}-\beta \hat{y}+\beta^{2} \hat{y}^{2}\right)}, \\
& \hat{G}_{b 1}^{(n+1)}=\frac{\hat{y}(1+\beta \hat{x})}{(1+\beta \hat{x}+\beta \hat{y})\left(1-\beta^{2} \hat{x}^{2}-\beta \hat{y}+\beta^{2} \hat{y}^{2}\right)}, \tag{2.4.15}
\end{align*}
$$

and

$$
\begin{equation*}
\hat{G}_{z 1}^{(n+1)}=\frac{-\beta \hat{y}^{2}}{(1+\beta \hat{x}+\beta \hat{y})\left(1-\beta^{2} \hat{x}^{2}-\beta \hat{y}+\beta^{2} \hat{y}^{2}\right)} . \tag{2.4.16}
\end{equation*}
$$

Now, for $\hat{Y}=\hat{G}_{m 1}^{(n+1)}$, equation (2.4.8) gives

$$
\begin{aligned}
\hat{G}_{m 1}^{(n+1)} & =\overline{\hat{G}}_{m 1}^{(n)}-\sum_{h, k} \beta \overline{\hat{G}}_{m h}^{(n)} V_{h k}^{(n)} \hat{G}_{k 1}^{(n+1)} \\
& =-\beta \overline{\hat{G}}_{m e}^{(n)} V_{e b}^{(n)} \hat{G}_{b 1}^{(n+1)}-\beta \overline{\hat{G}}_{m q}^{(n)} V_{q z}^{(n)} \hat{G}_{z 1}^{(n+1)} \\
& =-\beta \hat{G}_{m 1}^{(n)} \hat{G}_{b 1}^{(n+1)}-\beta \hat{G}_{m N}^{(n)} \hat{G}_{z 1}^{(n+1)} .
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\hat{Y}=-\beta \hat{y}\left(\hat{G}_{b 1}^{(n+1)}+\hat{G}_{z 1}^{(n+1)}\right) . \tag{2.4.17}
\end{equation*}
$$

Putting equations (2.4.15) and (2.4.16) into equation (2.4.17) gives

$$
\begin{equation*}
\hat{Y}=\frac{-\beta \hat{y}^{2}(1+\beta \hat{x}-\beta \hat{y})}{(1+\beta \hat{x}+\beta \hat{y})\left(1-\beta^{2} \hat{x}^{2}-\beta \hat{y}+\beta^{2} \hat{y}^{2}\right)} \tag{2.4.18}
\end{equation*}
$$

The boundary conditions can now be considered by rewriting the $(i, j)^{t h}$ element of the matrix equation (2.4.7) as,

$$
G_{i j}^{(n)}=\hat{G}_{i j}^{(n)}+\sum_{h, k} \hat{G}_{i h}^{(n)} \hat{B}_{h k}^{(n)} G_{k j}^{(n)}
$$

and so we have,

$$
\begin{aligned}
G_{11}^{(n)} & =\hat{G}_{11}^{(n)}+\sum_{h, k} \hat{G}_{i h}^{(n)} \hat{B}_{h k}^{(n)} G_{k 1}^{(n)} \\
& =\hat{G}_{11}^{(n)}+\hat{G}_{11}^{(n)} \hat{B}_{11}^{(n)} G_{11}^{(n)}+\hat{G}_{1 m}^{(n)} \hat{B}_{m m}^{(n)} G_{m 1}^{(n)}+\hat{G}_{1 N}^{(n)} \hat{B}_{N N}^{(n)} G_{N 1}^{(n)} .
\end{aligned}
$$

Therefore

$$
\begin{equation*}
x=\hat{x}+\hat{x} \bar{\gamma}_{1} x+2 \hat{y} \bar{\gamma}_{m} y \tag{2.4.19}
\end{equation*}
$$

since $\hat{B}_{11}^{(n)}=\bar{\gamma}_{1}, \hat{B}_{m m}^{(n)}=\hat{B}_{N N}^{(n)}=\bar{\gamma}_{m}$ from equation (2.3.61). Similarly,

$$
\begin{aligned}
G_{1 m}^{(n)} & =\hat{G}_{1 m}^{(n)}+\sum_{h, k} \hat{G}_{m h}^{(n)} \hat{B}_{h k}^{(n)} G_{k 1}^{(n)} \\
& =\hat{G}_{m 1}^{(n)}+\hat{G}_{m 1}^{(n)} \hat{B}_{11}^{(n)} G_{11}^{(n)}+\hat{G}_{m m}^{(n)} \hat{B}_{m m}^{(n)} G_{m 1}^{(n)}+\hat{G}_{m N}^{(n)} \hat{B}_{N N}^{(n)} G_{N 1}^{(n)} .
\end{aligned}
$$

Hence

$$
\begin{equation*}
y=\hat{y}+\hat{y} \bar{\gamma}_{1} x+\hat{x} \bar{\gamma}_{m} y+\hat{y} \bar{\gamma}_{m} y . \tag{2.4.20}
\end{equation*}
$$

Letting $G_{m m}^{(n)}=z$ and $G_{m N}^{(n)}=r$ then,

$$
\begin{aligned}
G_{m m}^{(n)} & =\hat{G}_{m m}^{(n)}+\sum_{h, k} \hat{G}_{m h}^{(n)} \hat{B}_{h k}^{(n)} G_{k m}^{(n)} \\
& =\hat{G}_{m m}^{(n)}+\hat{G}_{m 1}^{(n)} \hat{B}_{11}^{(n)} G_{1 m}^{(n)}+\hat{G}_{m m}^{(n)} \hat{B}_{m m}^{(n)} G_{m m}^{(n)}+\hat{G}_{m N}^{(n)} \hat{B}_{N N}^{(n)} G_{N m}^{(n)} .
\end{aligned}
$$

Therefore

$$
\begin{equation*}
z=\hat{x}+\hat{y} \bar{\gamma}_{1} y+\hat{x} \bar{\gamma}_{m} z+\hat{y} \bar{\gamma}_{m} r . \tag{2.4.21}
\end{equation*}
$$

Finally,

$$
\begin{aligned}
G_{m N}^{(n)} & =\hat{G}_{m N}^{(n)}+\sum_{h, k} \hat{G}_{m h}^{(n)} \hat{B}_{h k}^{(n)} G_{k N}^{(n)} \\
& =\hat{G}_{m N}^{(n)}+\hat{G}_{m 1}^{(n)} \hat{B}_{11}^{(n)} G_{1 N}^{(n)}+\hat{G}_{m m}^{(n)} \hat{B}_{m m}^{(n)} G_{m N}^{(n)}+\hat{G}_{m N}^{(n)} \hat{B}_{N N}^{(n)} G_{N N}^{(n)} .
\end{aligned}
$$

Hence

$$
\begin{equation*}
r=\hat{y}+\hat{y} \bar{\gamma}_{1} y+\hat{x} \bar{\gamma}_{m} r+\hat{y} \bar{\gamma}_{m} z . \tag{2.4.22}
\end{equation*}
$$

The four equations $(2.4 .19),(2.4 .20),(2.4 .21)$ and (2.4.22) can be solved to express $x, y, r, z$ in terms of $\hat{x}, \hat{y}, \bar{\gamma}_{1}, \bar{\gamma}_{m}$. Solving equations (2.4.19),(2.4.20) for $x$ and $y$ gives

$$
\begin{equation*}
x=\frac{\hat{x}+2 \hat{y} \bar{\gamma}_{m} y}{1-\hat{x} \bar{\gamma}_{1}} . \tag{2.4.23}
\end{equation*}
$$

Substituting equation (2.4.23) into equation (2.4.20) gives

$$
y=\hat{y}+\hat{y} \bar{\gamma}_{1}\left(\frac{\hat{x}+2 \hat{y} \bar{\gamma}_{m} y}{1-\hat{x} \bar{\gamma}_{1}}\right)+\hat{x} \bar{\gamma}_{m} y+\hat{y} \bar{\gamma}_{m} y .
$$

Therefore

$$
\begin{equation*}
y=\frac{\hat{y}}{\left(1-\hat{x} \bar{\gamma}_{1}\right)\left(1-\bar{\gamma}_{m}(\hat{x}+\hat{y})\right)-2 \hat{y}^{2} \bar{\gamma}_{1} \bar{\gamma}_{m}} . \tag{2.4.24}
\end{equation*}
$$

Rearranging equation (2.4.21) we get

$$
z\left(1-\hat{x} \bar{\gamma}_{m}\right)=\hat{x}+\hat{y} \bar{\gamma}_{1} y+\hat{y} \bar{\gamma}_{m} r .
$$

That is

$$
\begin{equation*}
z=\frac{\hat{x}+\hat{y} \bar{\gamma}_{1} y+\hat{y} \bar{\gamma}_{m} r}{1-\hat{x} \bar{\gamma}_{m}} . \tag{2.4.25}
\end{equation*}
$$

Substituting this equation into (2.4.22) gives

$$
r\left(1-\hat{x} \bar{\gamma}_{m}\right)=\hat{y}+\hat{y} \bar{\gamma}_{1} y+\hat{y} \bar{\gamma}_{m}\left(\frac{\hat{x}+\hat{y} \bar{\gamma}_{1} y+\hat{y} \bar{\gamma}_{m} r}{1-\hat{x} \bar{\gamma}_{m}}\right)
$$

which can be written as

$$
r=\frac{\hat{y}\left(1+\bar{\gamma}_{1} y\right)}{1-\hat{x} \bar{\gamma}_{m}}+\frac{\hat{y} \bar{\gamma}_{m}\left(\hat{x}+\hat{y}\left(\bar{\gamma}_{1} y+\bar{\gamma}_{m} r\right)\right)}{\left(1-\hat{x} \bar{\gamma}_{m}\right)^{2}} .
$$

Therefore

$$
\begin{equation*}
r=\frac{\hat{y}\left(1+\bar{\gamma}_{1} y\left(1+\bar{\gamma}_{m}(\hat{y}-\hat{x})\right)\right)}{\left(\hat{x} \bar{\gamma}_{m}-1+\hat{y} \bar{\gamma}_{m}\right)\left(\hat{x} \bar{\gamma}_{m}-1-\hat{y} \bar{\gamma}_{m}\right)} . \tag{2.4.26}
\end{equation*}
$$

### 2.5 Electrical impedance and transmission sensitivity

In transmission mode there is no force incident on the front face of the transducer and so in equation (2.3.59) $A_{L}=0$. Consider one edge in the graph connecting vertex 1 to vertex $N$, and apply a charge $Q$ at vertex $N$. The voltage $V$ is defined as follows

$$
V=\int_{0}^{L} E d x
$$

and using equation (2.3.50)

$$
\begin{aligned}
V & =\int_{0}^{L}\left(-\zeta S+\frac{D}{\varepsilon_{11}^{T}}\right) d x \\
& =\int_{0}^{L}\left(-\zeta \frac{d \bar{u}}{d x}+\frac{D}{\varepsilon_{11}^{T}}\right) d x
\end{aligned}
$$

Now integrating and using $D=Q / A_{r}$ as used in equation (2.3.52) gives

$$
\begin{align*}
V & =-\zeta\left(U_{N}-U_{1}\right)+\frac{Q L}{A_{r} \varepsilon_{11}^{T}} \\
& =-\zeta\left(U_{N}-U_{1}\right)+\frac{Q}{C_{0}} \tag{2.5.1}
\end{align*}
$$

where the transducer capacitance is given by $C_{0}=A_{r} \varepsilon_{11}^{T} / L$. Since the charge $Q=\int I_{T} d t=\sqrt{\left(\rho_{T} / \mu_{T}\right)} h \int I_{T} d \theta$ where $I_{T}$ is the current and $\theta=c_{T} t / h$ then, by taking Laplace transforms, gives

$$
Q=\sqrt{\frac{\rho_{T}}{\mu_{T}}} h \frac{I_{T}}{q} .
$$

That is

$$
\begin{equation*}
I_{T}=\frac{q Q \mu_{T} \xi}{Z_{T}} \tag{2.5.2}
\end{equation*}
$$

where $Z_{T}=\sqrt{\mu_{T} \rho_{T}} A_{r}$. The electrical impedance of the device, denoted by $Z_{E}$, is given by

$$
\begin{equation*}
Z_{E}=\frac{V}{I_{T}}, \tag{2.5.3}
\end{equation*}
$$

substituting equations (2.5.1) and (2.5.2) into equation (2.5.3) gives

$$
\begin{equation*}
Z_{E}=\frac{Z_{T}}{C_{0} q \mu_{T} \xi}\left(1-\frac{\zeta C_{0}\left(U_{N}-U_{1}\right)}{Q}\right) . \tag{2.5.4}
\end{equation*}
$$

Now using equation (2.4.1)

$$
\begin{aligned}
U_{1}^{(n)} & =G_{11}^{(n)} \bar{\delta}_{1}^{(n)}+G_{1 m}^{(n)} \bar{\delta}_{m}^{(n)}+G_{1 N}^{(n)} \bar{\delta}_{N}^{(n)} \\
& =G_{11}^{(n)} \bar{\delta}_{1}^{(n)}+\bar{\delta}_{m}^{(n)}\left(G_{1 m}^{(n)}+G_{1 N}^{(n)}\right) \\
& =G_{11}^{(n)} \bar{\delta}_{1}^{(n)}+2 G_{1 m}^{(n)} \bar{\delta}_{m}^{(n)}
\end{aligned}
$$

since $G_{1 m}^{(n)}=G_{1 N}^{(n)}$ and $\bar{\delta}_{N}^{(n)}=\bar{\delta}_{m}^{(n)}$. This can be calculated since $G_{11}^{(n)}=x$ is given by equations (2.4.14) and (2.4.23) and $G_{1 m}^{(n)}=y$ is given by equations (2.4.18) and (2.4.24). From equation (2.3.59) and the definition of $\bar{\delta}_{j}^{(n)}$ in equation (2.3.60) gives

$$
\begin{equation*}
U_{1}^{(n)}=-\frac{\zeta Q}{\mu_{T} \xi}\left(\eta_{1}^{(n)} \gamma_{1} G_{11}^{(n)}-2 \eta_{m}^{(n)} \gamma_{m} G_{1 m}^{(n)}\right) . \tag{2.5.5}
\end{equation*}
$$

Note that in equation (2.3.59) $\delta_{m}=\gamma_{m} \zeta Q /\left(\mu_{T} \xi\right)$ since $A_{L}=0$. Similarly,

$$
\begin{aligned}
U_{N}^{(n)} & =G_{N 1}^{(n)} \bar{\delta}_{1}^{(n)}+G_{N m}^{(n)} \bar{\delta}_{m}^{(n)}+G_{N N}^{(n)} \bar{\delta}_{N}^{(n)} \\
& =G_{N 1}^{(n)} \bar{\delta}_{1}^{(n)}+\bar{\delta}_{m}^{(n)}\left(G_{N m}^{(n)}+G_{N N}^{(n)}\right) .
\end{aligned}
$$

Therefore

$$
\begin{equation*}
U_{N}^{(n)}=-\frac{\zeta Q}{\mu_{T} \xi}\left(\eta_{1}^{(n)} \gamma_{1} G_{N 1}^{(n)}-\eta_{m}^{(n)} \gamma_{m}\left(G_{N m}^{(n)}+G_{N N}^{(n)}\right)\right) \tag{2.5.6}
\end{equation*}
$$

Substituting equations (2.5.5) and (2.5.6) into equation (2.5.4) gives
$Z_{E}=\frac{Z_{T}}{C_{0} q \mu_{T} \xi}\left(1+\frac{\zeta^{2} C_{0}}{\mu_{T} \xi}\left(\gamma_{1} \eta_{1}^{(n)}\left(G_{N 1}^{(n)}-G_{11}^{(n)}\right)+\gamma_{m} \eta_{m}^{(n)}\left(-G_{N m}^{(n)}-G_{N N}^{(n)}+2 G_{1 m}^{(n)}\right)\right)\right)$,
and so

$$
Z_{E}=\frac{Z_{T}}{C_{0} q \mu_{T} \xi}\left(1+\frac{\zeta^{2} C_{0}}{\mu_{T} \xi}\left(\sigma_{1}+\sigma_{2}\right)\right)
$$

where

$$
\sigma_{1}=\gamma_{1} \eta_{1}^{(n)}\left(G_{N 1}^{(n)}-G_{11}^{(n)}\right) \text { and } \sigma_{2}=\gamma_{m} \eta_{m}^{(n)}\left(-G_{N m}^{(n)}-G_{N N}^{(n)}+2 G_{1 m}^{(n)}\right)
$$

and $G_{N 1}^{(n)}=G_{N m}^{(n)}=G_{1 m}^{(n)}=y$ is given by equations (2.4.18) and (2.4.24) and $G_{11}^{(n)}=G_{N N}^{(n)}=x$ is given by equations (2.4.14) and (2.4.23). Hence, the nondimensionalised electrical impedance $\left(\hat{Z}_{E}\right)$ is given by

$$
\begin{equation*}
\hat{Z}_{E}(f ; n)=\frac{Z_{E}}{Z_{0}}=\frac{Z_{T}}{C_{0} q \mu_{T} \xi Z_{0}}\left(1+\frac{\zeta^{2} C_{0}}{\mu_{T} \xi}\left(\sigma_{1}+\sigma_{2}\right)\right) \tag{2.5.7}
\end{equation*}
$$

where $Z_{0}$ is the series electrical impedance load in the connecting circuitry. This can be compared with the non-dimensionalised form for the electrical impedance of the standard (Euclidean) transducer $\left(\overline{\hat{Z}}_{E}\right)[6,8,149]$

$$
\begin{equation*}
\overline{\hat{Z}}_{E}(f)=\frac{1}{q C_{0} Z_{0}}\left(1-\frac{\zeta^{2} C_{0}}{2 q Z_{T}}\left(K_{F} T_{F}+K_{B} T_{B}\right)\right) \tag{2.5.8}
\end{equation*}
$$

where $T_{F}=2 Z_{T} /\left(Z_{T}+Z_{L}\right), T_{B}=2 Z_{T} /\left(Z_{T}+Z_{B}\right)$ are non-dimensional transmission coefficients, $K_{F}$ and $K_{B}$ are also non-dimensional and are given by

$$
K_{F}=\frac{\left(1-e^{-q \tau}\right)\left(1-R_{B} e^{-q \tau}\right)}{\left(1-R_{F} R_{B} e^{-2 q \tau}\right)}
$$

and

$$
K_{B}=\frac{\left(1-e^{-q \tau}\right)\left(1-R_{F} e^{-q \tau}\right)}{\left(1-R_{F} R_{B} e^{-2 q \tau}\right)}
$$

where $R_{F}=\left(Z_{T}-Z_{L}\right) /\left(Z_{T}+Z_{L}\right), R_{B}=\left(Z_{T}-Z_{B}\right) /\left(Z_{T}+Z_{B}\right)$ are non-dimensionalised reflection coefficients and $\tau=L / c_{T}$ is the wave transit time across the device. In order to calculate the transmission sensitivity, consider the circuit shown in Figure 2.9. The current across the transducer $I_{T}$ is given by [8]

$$
\begin{equation*}
I_{T}=\frac{a V}{Z_{E}+b} \tag{2.5.9}
\end{equation*}
$$

where $a=Z_{P} /\left(Z_{0}+Z_{P}\right), b=Z_{0} Z_{P} /\left(Z_{0}+Z_{P}\right)$ and $Z_{P}$ is parallel electrical impedance load. Continuity of force at the front face given by equation (2.3.53) and continuity of displacement given by equation (2.3.49) (with $A_{L}=0$ ) gives

$$
\begin{equation*}
F_{F}=F_{L}\left(x_{L}=0\right)=A_{r} \mu_{L}\left(\frac{q c_{T}}{h c_{L}}\right) U_{C} . \tag{2.5.10}
\end{equation*}
$$

Substituting equation (2.3.57) into equation (2.5.10) gives

$$
F_{F}=A_{r} \mu_{L}\left(\frac{q c_{T}}{h c_{L}}\right)\left(\gamma_{m} U_{m}+\delta_{m}\right) .
$$

From equations (2.3.58) and (2.3.59) with $A_{L}=0$ then

$$
F_{F}=A_{r} \mu_{L}\left(\frac{q c_{T}}{h c_{L}}\right)\left(\gamma_{m} U_{m}+\gamma_{m} \frac{\zeta Q}{\mu_{T} \xi}\right) .
$$

Therefore

$$
\begin{equation*}
F_{F}=\frac{\xi \mu_{L} q c_{T}}{c_{L}} \gamma_{m}\left(U_{m}+\frac{\zeta Q}{\mu_{T} \xi}\right), \tag{2.5.11}
\end{equation*}
$$

since $\xi=A_{r} / h$. To obtain $U_{m}$ we make use of equation (2.4.1) to obtain

$$
U_{m}^{(n)}=-\frac{\zeta Q}{\mu_{T} \zeta}\left(\eta_{1}^{(n)} \gamma_{1} G_{m 1}^{(n)}-\eta_{m}^{(n)} \gamma_{m}\left(G_{m m}^{(n)}+G_{m N}^{(n)}\right)\right)
$$

Therefore equation (2.5.11) becomes

$$
\begin{equation*}
F_{F}=\frac{\mu_{L} q c_{T}}{c_{L}}\left(\frac{\zeta Q}{\mu_{T}}\right) \gamma_{m}\left(-\eta_{1}^{(n)} \gamma_{1} G_{m 1}^{(n)}+\eta_{m}^{(n)} \gamma_{m}\left(G_{m m}^{(n)}+G_{m N}^{(n)}\right)+1\right) \tag{2.5.12}
\end{equation*}
$$

Substituting equation (2.5.9) into equation (2.5.2) gives

$$
\begin{equation*}
Q=\frac{a V Z_{T}}{\left(Z_{E}+b\right) q \mu_{T} \xi}, \tag{2.5.13}
\end{equation*}
$$

then substituting this into equation (2.5.12) gives

$$
\frac{F_{F}}{V}=\frac{Z_{L} \zeta a}{\left(Z_{E}+b\right) \mu_{T} \xi} \gamma_{m}\left(-\eta_{1}^{(n)} \gamma_{1} G_{m 1}^{(n)}+\eta_{m}^{(n)} \gamma_{m}\left(G_{m m}^{(n)}+G_{m N}^{(n)}\right)+1\right)
$$

since $Z_{L}=\mu_{L} A_{r} / c_{L}$, and so

$$
\frac{F_{F}}{V}=\frac{Z_{L} \zeta a}{\left(Z_{E}+b\right) \mu_{T} \xi} K^{(n)}
$$

where

$$
K^{(n)}=\gamma_{m}\left(-\eta_{1}^{(n)} \gamma_{1} G_{m 1}^{(n)}+\eta_{m}^{(n)} \gamma_{m}\left(G_{m m}^{(n)}+G_{m N}^{(n)}\right)+1\right)
$$

The non-dimensionalised transmission sensitivity $\left(\psi_{F}\right)$ is then given by

$$
\begin{equation*}
\psi_{F}(f ; n)=\frac{F_{F}}{V}\left(\frac{1}{\zeta C_{0}}\right)=\frac{a Z_{L}}{\left(Z_{E}+b\right) \mu_{T} \xi C_{0}} K^{(n)} . \tag{2.5.14}
\end{equation*}
$$

This expression can be compared to the equivalent transmission sensitivity $\left(\psi_{E}\right)$ in the standard (Euclidean) design $[6,8,149]$

$$
\begin{equation*}
\psi_{E}(f)=\frac{F_{E}}{V}\left(\frac{1}{\zeta C_{0}}\right)=-\frac{a A_{T} \hat{\lambda} K_{F}}{2 C_{0}}\left(1-\frac{\zeta^{2} \hat{\lambda}\left(K_{F} T_{F}+K_{B} T_{B}\right)}{2 q Z_{T}}\right)^{-1} \tag{2.5.15}
\end{equation*}
$$

where $F_{E}$ the force produced at the front face of the standard transducer, $\hat{\lambda}=$ $C_{0} /\left(1+q C_{0} b\right)$ and $A_{T}=2 Z_{L} /\left(Z_{L}+Z_{T}\right)$ are dimensionless constants.

### 2.6 Reception sensitivity

In reception mode $A_{L}$ is now non zero because the front face will be subject to a force (given by the incoming signal). From equations (2.3.59) and (2.3.62)

$$
U_{1}^{(n)}=-\frac{\zeta Q}{\mu_{T} \xi} \eta_{1}^{(n)} \gamma_{1} G_{11}^{(n)}+\left(\frac{\zeta Q}{\mu_{T} \xi}-2 A_{L} q \frac{Z_{L}}{Z_{T}}\right) 2 \eta_{m}^{(n)} \gamma_{m} G_{1 m}^{(n)}
$$

and

$$
U_{N}^{(n)}=-\frac{\zeta Q}{\mu_{T} \zeta} \eta_{1}^{(n)} \gamma_{1} G_{N 1}^{(n)}+\left(\frac{\zeta Q}{\mu_{T} \zeta}-2 A_{L} q \frac{Z_{L}}{Z_{T}}\right) \eta_{m}^{(n)} \gamma_{m}\left(G_{N m}^{(n)}+G_{N N}^{(n)}\right) .
$$

Putting these into equation (2.5.1) gives

$$
\begin{aligned}
V_{F}= & \frac{\zeta^{2} Q}{\mu_{T} \zeta} \eta_{1}^{(n)} \gamma_{1}\left(G_{N 1}^{(n)}-G_{11}^{(n)}\right)+\left(\frac{\zeta^{2} Q}{\mu_{T} \xi}-2 \zeta A_{L} q \frac{Z_{L}}{Z_{T}}\right) \eta_{m}^{(n)} \gamma_{m} \\
& \left(2 G_{1 m}^{(n)}-G_{N m}^{(n)}-G_{N N}^{(n)}\right)+\frac{Q}{C_{0}} .
\end{aligned}
$$

Then

$$
V_{F}=\frac{\zeta^{2} Q}{\mu_{T} \xi} \sigma_{1}+\frac{\zeta^{2} Q}{\mu_{T} \xi} \sigma_{2}-2 \zeta A_{L} q \frac{Z_{L}}{Z_{T}} \sigma_{2}+\frac{Q}{C_{0}}
$$

and so

$$
\begin{equation*}
V_{F}=Q\left(\frac{\zeta^{2}}{\mu_{T} \xi}\left(\sigma_{1}+\sigma_{2}\right)+\frac{1}{C_{0}}\right)-2 \zeta A_{L} q \frac{Z_{L}}{Z_{T}} \sigma_{2} . \tag{2.6.1}
\end{equation*}
$$

From equation (2.3.52) the force in the load $(\zeta=0)$ is given by

$$
\begin{equation*}
F=A_{r} \mu_{L} \frac{d \bar{u}_{L}}{d x_{L}} . \tag{2.6.2}
\end{equation*}
$$

From equation (2.3.46)

$$
\frac{d \bar{u}_{L}}{d x_{L}}=\left(\frac{q c_{T}}{h c_{L}}\right)\left(B_{L} e^{\left(q c_{T} x_{L} / h c_{L}\right)}-A_{L} e^{\left(-q c_{T} x_{L} / h c_{L}\right)}\right),
$$

and so, at $x_{L}=0$,

$$
\frac{d \bar{u}_{L}}{d x_{L}}=\left(\frac{q c_{T}}{h c_{L}}\right)\left(-A_{L}\right)
$$

since in receiving mode $B_{L}=0$. Substituting this into equation (2.6.2) we get

$$
F=\frac{\xi q c_{T} Z_{L}}{A_{r}}\left(-A_{L}\right) .
$$

Then

$$
A_{L}=\frac{-F A_{r}}{\xi q c_{T} Z_{L}}
$$

Substituting this and equation (2.5.13) into equation (2.6.1) becomes

$$
V_{F}=\frac{a V_{F} Z_{T}}{\left(Z_{E}+b\right) q \mu_{T} \xi}\left(\frac{\zeta^{2}}{\mu_{T} \xi}\left(\sigma_{1}+\sigma_{2}\right)+\frac{1}{C_{0}}\right)+\frac{2 F \zeta \sigma_{2}}{\xi \mu_{T}},
$$

since $\mu_{T}=Z_{T} c_{T} / A_{r}$, and so

$$
V_{F}\left(1-\frac{a Z_{T}}{\left(Z_{E}+b\right) q \mu_{T} \xi}\left(\frac{\zeta^{2}}{\mu_{T} \xi}\left(\sigma_{1}+\sigma_{2}\right)+\frac{1}{C_{0}}\right)\right)=\frac{2 F \zeta \sigma_{2}}{\xi \mu_{T}},
$$

and hence

$$
\frac{V_{F}}{F}=\frac{2 \zeta \sigma_{2}}{\xi \mu_{T}}\left(1-\frac{a Z_{T} \zeta^{2}\left(\sigma_{1}+\sigma_{2}\right)}{\left(Z_{E}+b\right) q \mu_{T}^{2} \xi^{2}}-\frac{a Z_{T}}{\left(Z_{E}+b\right) q \mu_{T} \xi C_{0}}\right)^{-1}
$$

The non-dimensionalised reception sensitivity $\left(\phi_{F}\right)$ is then

$$
\begin{align*}
\phi_{F}(f ; n) & =\frac{V_{F}}{F}\left(e_{24} L\right) \\
& =\frac{2 \zeta e_{24} L \sigma_{2}}{\xi \mu_{T}}\left(1-\frac{a Z_{T} \zeta^{2}\left(\sigma_{1}+\sigma_{2}\right)}{\left(Z_{E}+b\right) q \mu_{T}^{2} \xi^{2}}-\frac{a Z_{T}}{\left(Z_{E}+b\right) q \mu_{T} \xi C_{0}}\right)^{-1} \tag{2.6.3}
\end{align*}
$$

This expression can be compared to the equivalent reception sensitivity ( $\phi_{E}$ ) in the standard (Euclidean) design [6,8,149]

$$
\begin{equation*}
\phi_{E}(f)=\frac{V_{E}}{F}\left(e_{24} L\right)=\frac{-\zeta T_{F} K_{F} \hat{\lambda}_{*} e_{24} L}{q Z_{T}}\left(1-\frac{\zeta^{2} \hat{\lambda}_{*}\left(K_{F} T_{F}+K_{B} T_{B}\right)}{2 q^{2} Z_{T} Z_{E}}\right)^{-1} \tag{2.6.4}
\end{equation*}
$$

where $V_{E}$ the voltage produced by the standard transducer and $\hat{\lambda}_{*}=q C_{0} b /(1+$ $\left.q C_{0} b\right)$. Having derived expressions for the main operating characteristics of this new device it is necessary to compare these with those of a standard device to assess any practical benefits arising from this novel design.

### 2.7 Steady state solutions

The fractal case arises when we allow the generation level $n$ to tend to infinity and we assume that the recursion relationships converge to a steady state (we denote these steady state solutions by a $*$ superscript). Note we will examine the convergence of these recursion relationships later when we consider the pre-fractal SG(3) transducer (finite generation levels).

Case A: $\hat{y}^{*}=0$
If $\hat{y}^{*}=0$ then equation (2.4.9) is automatically satisfied (since $\hat{X}=\hat{x}=\hat{x}^{*}$ ) and from equations (2.4.10) and (2.4.11) we get

$$
\begin{equation*}
\hat{G}_{e 1}^{*}=-\beta \hat{x}^{*} \hat{G}_{b 1}^{*} \tag{2.7.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{G}_{b 1}^{*}=-\beta \hat{x}^{*} \hat{G}_{e 1}^{*} . \tag{2.7.2}
\end{equation*}
$$

Substituting equation (2.7.1) into equation (2.7.2) gives

$$
\hat{G}_{b 1}^{*}\left(1-\beta^{2} \hat{x}^{* 2}\right)=0 .
$$

Therefore $\hat{G}_{b 1}^{*}=0$ or $\hat{x}^{*}= \pm 1 / \beta$. In the former case then $\hat{G}_{e 1}^{*}=0$ and in the latter case $\hat{G}_{b 1}^{*}=\mp \hat{G}_{e 1}^{*}$. From equation (2.4.12) we get

$$
\hat{G}_{z 1}^{*}\left(1+\beta \hat{x}^{*}\right)=0 .
$$

Therefore $\hat{G}_{z 1}^{*}=0$ or $\hat{x}^{*}=-1 / \beta$. Now bringing in the boundary conditions equation (2.4.25) gives

$$
z=\frac{\hat{x}^{*}}{1-\hat{x}^{*} \bar{\gamma}_{m}}
$$

where $\hat{x}^{*} \neq 1 / \bar{\gamma}_{m}$. From equation (2.4.23) we get

$$
x=\frac{\hat{x}^{*}}{1-\hat{x}^{*} \bar{\gamma}_{1}}
$$

where $\hat{x}^{*} \neq 1 / \bar{\gamma}_{1}$. From equation (2.4.20) we get

$$
y=\hat{x}^{*} \bar{\gamma}_{m} y
$$

That is

$$
y=0
$$

since $\hat{x}^{*} \neq 1 / \bar{\gamma}_{m}$. From equation (2.4.22) we get

$$
w=\hat{x}^{*} \bar{\gamma}_{m} w .
$$

That is

$$
w=0
$$

since $\hat{x}^{*} \neq 1 / \bar{\gamma}_{m}$. In the case where $\hat{G}_{b 1}^{*}=\hat{G}_{e 1}^{*}=\hat{G}_{z 1}^{*}=0$ we denote the solution as $x^{*}=\chi, \chi \in \mathbb{C}$ and in the case where $\hat{x}^{*}= \pm 1 / \beta$ we denote the solutions as $\hat{G}_{b 1}^{*}=\mp \lambda, \hat{G}_{e 1}^{*}=\mp \lambda$ and $\hat{G}_{z 1}^{*}=\theta$ (or 0 when $\hat{x}^{*}=1 / \beta$ ) where $\lambda, \theta \in \mathbb{C}$. The full set of solutions are summarised in the table below.

| Case | $\hat{x}^{*}$ | $\hat{y}^{*}$ | $\hat{G}_{b 1}^{*}$ | $\hat{G}_{e 1}^{*}$ | $\hat{G}_{z 1}^{*}$ | $x$ | $y$ | $w$ | $z$ | note |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A1 | $\frac{-1}{\beta}$ | 0 | $\lambda$ | $-\lambda$ | $\theta$ | $\frac{-1}{\beta+\bar{\gamma}_{1}}$ | 0 | 0 | $\frac{-1}{\beta+\bar{\gamma}_{m}}$ | $\beta \neq \bar{\gamma}_{1}, \beta \neq \bar{\gamma}_{m}$ |
| A2 | $\frac{1}{\beta}$ | 0 | $-\lambda$ | $\lambda$ | 0 | $\frac{1}{\beta-\bar{\gamma}_{1}}$ | 0 | 0 | $\frac{1}{\beta-\bar{\gamma}_{m}}$ | $\beta \neq \bar{\gamma}_{1}, \beta \neq \bar{\gamma}_{m}$ |
| A3 | $\chi$ | 0 | 0 | 0 | 0 | $\frac{\chi}{1-\chi \bar{\gamma}_{1}}$ | 0 | 0 | $\frac{\chi}{1-\chi \bar{\gamma}_{m}}$ | $\bar{\gamma}_{1} \neq \frac{1}{\chi}, \bar{\gamma}_{m} \neq \frac{1}{\chi}, \chi \neq \pm \frac{1}{\beta}$ |

Case B: $\hat{y}^{*} \neq 0$
If $\hat{y}^{*} \neq 0$ then from equation (2.4.9) we get

$$
-2 \beta \hat{y}^{*} \hat{G}_{e 1}^{*}=0
$$

since $\hat{X}=\hat{x}=\hat{x}^{*}$ and $\hat{Y}=\hat{y}=\hat{y}^{*}$. That is

$$
\hat{G}_{e 1}^{*}=0
$$

since $\beta \neq 0, \hat{y}^{*} \neq 0$. Substituting this into equations (2.4.10) and (2.4.11) we get

$$
\begin{equation*}
\hat{x}^{*} \hat{G}_{b 1}^{*}+\hat{y}^{*} \hat{G}_{z 1}^{*}=0 \tag{2.7.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{G}_{b 1}^{*}=\hat{y}^{*} . \tag{2.7.4}
\end{equation*}
$$

Substituting equation (2.7.4) into equation (2.7.3) gives

$$
\begin{equation*}
\hat{G}_{z 1}^{*}=-\hat{x}^{*} \tag{2.7.5}
\end{equation*}
$$

Substituting equations (2.7.4) and (2.7.5) into equation (2.4.12) gives

$$
\begin{equation*}
\hat{x}^{*}+\beta \hat{x}^{* 2}-\beta \hat{y}^{* 2}=0 . \tag{2.7.6}
\end{equation*}
$$

Note that $\hat{x}^{*} \neq 0$ since this would imply that $\hat{y}^{*}$ was zero. Also substituting equations (2.7.4) and (2.7.5) into equation (2.4.17) gives

$$
\hat{y}^{*}=-\beta \hat{y}^{*}\left(\hat{y}^{*}-\hat{x}^{*}\right) .
$$

That is

$$
\begin{equation*}
\hat{y}^{*}=\hat{x}^{*}-\frac{1}{\beta} . \tag{2.7.7}
\end{equation*}
$$

Putting this into equation (2.7.6) gives

$$
\begin{equation*}
\hat{x}^{*}=\frac{1}{3 \beta} . \tag{2.7.8}
\end{equation*}
$$

Putting this into equation (2.7.7) gives

$$
\begin{equation*}
\hat{y}^{*}=\frac{-2}{3 \beta} . \tag{2.7.9}
\end{equation*}
$$

Now putting equations (2.7.8) and (2.7.9) into the boundary conditions equation (2.4.24) gives

$$
\begin{equation*}
y=\frac{-2 \beta}{3 \beta^{2}-3 \bar{\gamma}_{1} \bar{\gamma}_{m}+\beta\left(-\bar{\gamma}_{1}+\bar{\gamma}_{m}\right)} . \tag{2.7.10}
\end{equation*}
$$

Putting equations (2.7.8), (2.7.9) and (2.7.10) into equations (2.4.23) and (2.4.26) gives

$$
x=\frac{\beta+3 \bar{\gamma}_{m}}{3 \beta^{2}-\beta \bar{\gamma}_{1}+\beta \bar{\gamma}_{m}-3 \bar{\gamma}_{1} \bar{\gamma}_{m}}
$$

and

$$
\begin{equation*}
w=\frac{-2 \beta\left(\beta-\bar{\gamma}_{1}\right)}{\left(\beta-\bar{\gamma}_{m}\right)\left(3 \beta^{2}-3 \bar{\gamma}_{1} \bar{\gamma}_{m}+\beta\left(-\bar{\gamma}_{1}-\bar{\gamma}_{m}\right)\right)} . \tag{2.7.11}
\end{equation*}
$$

Substituting equations (2.7.8), (2.7.9), (2.7.10) and (2.7.11) into equation (2.4.25) gives

$$
z=\frac{\beta^{2}-3 \bar{\gamma}_{1} \bar{\gamma}_{m}+\beta\left(\bar{\gamma}_{1}+\bar{\gamma}_{m}\right)}{\left(\beta-\bar{\gamma}_{m}\right)\left(3 \beta^{2}-3 \bar{\gamma}_{1} \bar{\gamma}_{m}+\beta\left(-\bar{\gamma}_{1}+\bar{\gamma}_{m}\right)\right)} .
$$

Note that from equation (2.4.5), $h^{(n)} \rightarrow 0$ and $q^{(n)} \rightarrow 0$ as $n \rightarrow \infty$, and so from equation (2.5.7) the non-dimensionalised electrical impedance tends to infinity $\left(\left(\hat{Z}_{E}(f ; n)\right) \rightarrow \infty\right)$, from equation (2.5.14) the non-dimensionalised transmission sensitivity tends to zero $\left(\psi_{F}(f ; n) \rightarrow 0\right)$, and from equation (2.3.58) $\gamma_{j} \rightarrow 1$ and
from equation (2.3.60) $\bar{\gamma}_{j} \rightarrow \eta_{j}^{*}$. From equation (2.3.45) we get

$$
\eta_{j}^{*}= \begin{cases}\frac{4}{3}, & j=1 \\ 1, & j=m \text { or } N\end{cases}
$$

From equation (2.6.3) the non-dimensionalised reception sensitivity is

$$
\phi_{F}^{*}(f ; n)=\frac{2 \zeta e_{24} L \sigma_{2}^{*}}{\xi \mu_{T}}\left(1-\frac{a Z_{T}\left(\mu_{T} \xi+C_{0} \zeta^{2}\left(\sigma_{1}^{*}+\sigma_{2}^{*}\right)\right)}{\mu_{T} Z_{T} \xi+C_{0} b q \xi^{2} \mu_{T}^{2}+C_{0} \zeta^{2} Z_{T}\left(\sigma_{1}^{*}+\sigma_{2}^{*}\right)}\right)^{-1},
$$

and, since $q^{(n)} \rightarrow 0$, then

$$
\phi_{F}^{*}(f ; n)=\frac{2 \zeta e_{24} L \sigma_{2}^{*}}{\xi \mu_{T}(1-a)},
$$

where

$$
\sigma_{2}^{*}= \begin{cases}\frac{1}{1+\beta}, & \text { in case A1 } \\ \frac{1}{1-\beta}, & \text { in case A2 } \\ \frac{\chi}{\chi-1}, & \text { in case A3 } \\ \frac{-3(33+4)}{9 \beta^{2}+\beta-12} & \text { in case B. }\end{cases}
$$

### 2.8 Results

From a practical perspective, these fractal transducers will only be able to be manufactured at low generation levels. The formulation presented above will allow us to compare the fractal design with a conventional (Euclidean) design in terms of the key operating characteristics of the transmission and reception sensitivity spectra [150]. Within each, the presence of higher amplitudes, multiple resonances, and improved bandwidth (the range of frequencies over which the performance exceeds a certain decibel level) are the key performance indicators of interest in this section. The model (equations (2.2.1), (2.2.2), (2.2.4) and (2.2.5)) has been imple-
mented in Mathematica [150]. We have started from fractal generation level $n=1$ and formed its matrix (equation (2.3.22)). Since this has a very low dimension we simply invert it to produce the initial conditions for the renormalisation equations. These are then iterated to the desired fractal generation level (equations (2.4.2), (2.4.3), (2.4.14) and (2.4.18)) and then put into the electrical impedance, transmission and reception sensitivities (equations (2.5.7), (2.5.14) and (2.6.3)).

### 2.8.1 Electrical impedance and transmission/reception sensitivities

In Figure 2.13 the overall trend of the curve is that of a capacitor $\left(1 /\left(C_{0} f\right)\right.$ profile where $C_{0}$ is the transducer capacitance and $f$ is the frequency) with prominent resonances. The important features of this plot, that the design engineer is interested in, are the location and magnitude of the first minimum $\left(f_{r}\right)$ and the first maximum $\left(f_{a}\right)$ turning points. The first minimum is where the mechanical resonance (or series resonance) occurs and, as this provides the least resistance to the electrical energy being supplied, is the frequency at which the device should be used in transmission mode; this device will produce its maximum force on the mechanical load at this frequency. The absolute value of the electrical impedance at this frequency $\left(\hat{Z}_{E}\left(f_{r}\right)\right)$ is also important since, the lower $\left(\hat{Z}_{E}\left(f_{r}\right)\right)$ is, the higher will be the peak transmission sensitivity of the device $\left(\psi\left(f_{r}\right)\right)$. The first maximum (known as the anti-resonance or parallel resonance frequency) is where the electrical impedance of the device peaks and is therefore the optimal frequency to operate the device in reception mode. From the parameter values for PZT5-H then the piezoelectrically stiffened velocity $\left(c_{T}\right)$ in equation (2.2.11) is approximately $2370 \mathrm{~m} / \mathrm{s}$ and, with an overall device length of $L=1 \mathrm{~mm}$, then the corresponding frequency is approximately $f_{a}=c_{T} /(2 L)=1.2 \mathrm{MHz}$. This agrees reasonably well
with the reception sensitivity maximum for the homogenised estimate for $f_{a}$ (the full line in Figure 2.13). Let us start by examining the performance of the first generation graph ( $n=1$ ).


Figure 2.13: Non-dimensionalised electrical impedance (equation (2.5.7)) versus frequency for the $\operatorname{SG}(3)$ graph transducer $\left(\hat{Z}_{E}\right)$ at fractal generation level $n=$ 1 (dashed line). The non-dimensionalised electrical impedance of the standard (Euclidean) transducer $\left(\overline{\hat{Z}}_{E}\right)$ (equation (2.5.8)) is plotted for comparison (full line). Parameter values are given in Appendix A.5.

Figure 2.13 shows that for the standard (Euclidean) design (full line), the mechanical resonance is $f_{r}=0.9 \mathrm{MHz}$ and the electrical resonance is $f_{a}=1.2 \mathrm{MHz}$. The electrical impedance of the fractal graph has its first resonance at around 0.5 MHz (at a lower frequency than the Euclidean case) and any higher frequency resonances are absent at this stage.


Figure 2.14: Non-dimensionalised transmission sensitivity (equation (2.5.14)) versus frequency for the $\operatorname{SG}(3)$ graph transducer $\left(\psi_{F}\right)$ at fractal generation level $n=1$ (dashed line). The non-dimensionalised transmission sensitivity of the standard (Euclidean) transducer $\left(\psi_{E}\right)$ (equation (2.5.15)) is plotted for comparison (full line). Parameter values are given in Appendix A.5.

As discussed above, the frequency of the first minimum $\left(f_{r}\right)$ in the electrical impedance, corresponds precisely to the first maximum in the transmission sensitivity as shown in Figure 2.14 where the first maximum appears at 0.9 MHz . The transmission sensitivity at generation level $n=1$ has a maximum amplitude (gain) that is higher than the Euclidean case (standard design) at its lower operating frequency ( 26 dB at 0.3 MHz compared to 24 dB at 0.9 MHz for the Euclidean case). Although the bandwidth around this peak sensitivity is smaller than that of the Euclidean case. It can been seen, unusually, that the fractal device has a very flat response from 2 MHz upwards at a sensitivity level of 19 dB albeit at a much reduced decibel level from the main peak.


Figure 2.15: Non-dimensionalised reception sensitivity (equation (2.6.3)) versus frequency for the $\operatorname{SG}(3)$ graph transducer $\left(\phi_{F}\right)$ at fractal generation level $n=$ 1 (dashed line). The non-dimensionalised reception sensitivity of the standard (Euclidean) transducer $\left(\phi_{E}\right)$ (equation (2.6.4)) is plotted for comparison (full line). Parameter values are given in Appendix A.5.

Also, the frequency of the first maximum $\left(f_{a}\right)$ of the electrical impedance, corresponds precisely to the first maximum in the reception sensitivity as shown in Figure 2.15, where the first maximum appears at 1.2 MHz . With regard to the reception sensitivity the fractal design at generation level $n=1$ does show some encouraging results with a much higher peak amplitude than that of the Euclidean case and at a lower operating frequency (at 0.6 MHz its sensitivity is 36 dB whereas the peak sensitivity of the standard device is 12 dB at 1.2 MHz ).


Figure 2.16: Non-dimensionalised electrical impedance (equation (2.5.7)) versus frequency for the $\operatorname{SG}(3)$ graph transducer $\left(\hat{Z}_{E}\right)$ at fractal generation level $n=$ 2 (dashed line). The non-dimensionalised electrical impedance of the standard (Euclidean) transducer $\left(\hat{Z}_{E}\right)$ (equation (2.5.8)) is plotted for comparison (full line). Parameter values are given in Appendix A.5.

The electrical impedance profile of the fractal design at generation level $n=2$ and the standard design follow a similar profile with more resonances being present in the fractal case due to the presence of a range of length scales in the new design. Indeed, for all the results that we will show, the resonant modes occur at higher frequencies as the generation level increases (that is, as the length scale of the graph edges decreases).


Figure 2.17: Non-dimensionalised transmission sensitivity (equation (2.5.14)) versus frequency for the $\operatorname{SG}(3)$ graph transducer $\left(\psi_{F}\right)$ at fractal generation level $n=2$ (dashed line). The non-dimensionalised transmission sensitivity of the standard (Euclidean) transducer $\left(\psi_{E}\right)$ (equation (2.5.15)) is plotted for comparison (full line). Parameter values are given in Appendix A.5.

In terms of the transmission sensitivity at generation level $n=2$, the maximum amplitude is somewhat higher in the fractal design than the Euclidean case ( 32 dB at 2.4 MHz compared to 27 dB at 3.5 MHz for the Euclidean case). Once again the bandwidth around this peak sensitivity is smaller than that of the Euclidean case.


Figure 2.18: Non-dimensionalised reception sensitivity (equation (2.6.3)) versus frequency for the $\operatorname{SG}(3)$ graph transducer $\left(\phi_{F}\right)$ at fractal generation level $n=$ 2 (dashed line). The non-dimensionalised reception sensitivity of the standard (Euclidean) transducer $\left(\phi_{E}\right)$ (equation (2.6.4)) is plotted for comparison (full line). Parameter values are given in Appendix A.5.

The reception sensitivity at generation level $n=2$ has again a much higher peak amplitude than that of the Euclidean case at its lower operating frequency (at 1 MHz its sensitivity is 34 dB whereas the peak sensitivity of the standard (Euclidean) device is 15 dB at 1.2 MHz ).


Figure 2.19: Non-dimensionalised electrical impedance (equation (2.5.7)) versus frequency for the $\mathrm{SG}(3)$ graph transducer $\left(\hat{Z}_{E}\right)$ at fractal generation level $n=$ 3 (dashed line). The non-dimensionalised electrical impedance of the standard (Euclidean) transducer $\left(\overline{\hat{Z}}_{E}\right)$ (equation (2.5.8)) is plotted for comparison (full line). Parameter values are given in Appendix A.5.

As the generation level increases a greater range of length scales exist within the fractal design and so an increasing number of resonant modes emerge. For the fractal design the electrical impedance profile has many resonance frequencies at generation level $n=3\left(f_{r}^{(3)}=2.2 \mathrm{MHz}\right.$ and $\left.f_{a}^{(3)}=2.3 \mathrm{MHz}\right)$ and this suggests that it is a complex interaction between the edge lengths in the graph associated with the various generation levels that are causing these resonances; so the internal geometry is dictating the device behaviour as anticipated.


Figure 2.20: Non-dimensionalised transmission sensitivity (equation (2.5.14)) versus frequency for the $\operatorname{SG}(3)$ graph transducer $\left(\psi_{F}\right)$ at fractal generation level $n=3$ (dashed line). The non-dimensionalised transmission sensitivity of the standard (Euclidean) transducer $\left(\psi_{E}\right)$ (equation (2.5.15)) is plotted for comparison (full line). Parameter values are given in Appendix A.5.

As before the transmission sensitivity maximum amplitude at fractal generation level $n=3$ is higher than the Euclidean case ( 43 dB at 2.3 MHz compared to 28 dB at 3.5 MHz for the Euclidean case). However, this peak in the transmission sensitivity results in a reduced bandwidth; if we take the noise floor to be 3 dB below the peak gain of the standard transducer (that is 25 dB ) then the operational bandwidth of the standard transducer is 0.25 MHz whereas the fractal transducer only has an operational bandwidth of around 0.07 MHz .


Figure 2.21: Non-dimensionalised reception sensitivity (equation (2.6.3)) versus frequency for the $\operatorname{SG}(3)$ graph transducer $\left(\phi_{F}\right)$ at fractal generation level $n=$ 3 (dashed line). The non-dimensionalised reception sensitivity of the standard (Euclidean) transducer $\left(\phi_{E}\right)$ (equation (2.6.4)) is plotted for comparison (full line). Parameter values are given in Appendix A.5.

The reception sensitivity at fractal generation level $n=3$ is now more closely matched to the standard design in terms of peak amplitude (at 2.3 MHz its sensitivity is 25 dB and the peak sensitivity of the standard (Euclidean) device is 15 dB at 1.2 MHz$)$. Again, if we take the noise floor to be around 3 dB lower than the peak gain of the standard design (so a 12 dB level) then the operational bandwidth of the fractal design is 0.11 MHz compared to 0.19 MHz from the standard design.

### 2.8.2 Convergence

The norm of the difference between the energy in the power spectrum at successive generation levels, integrated with respect to frequency, is calculated for the
transmission/reception sensitivities, as follows

$$
\begin{equation*}
\sum_{i=1}^{m}\left|\psi_{F}\left(f_{i} ; n\right)-\psi_{F}\left(f_{i} ; n+1\right)\right|=\psi_{F}^{*}(n) \tag{2.8.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i=1}^{m}\left|\phi_{F}\left(f_{i} ; n\right)-\phi_{F}\left(f_{i} ; n+1\right)\right|=\phi_{F}^{*}(n) . \tag{2.8.2}
\end{equation*}
$$

where $\psi_{F}^{*}(n)$ and $\phi_{F}^{*}(n)$ record the convergence of the transmission and reception sensitivities respectively as the fractal generation level increases. Figures 2.22 and 2.23 shows the dependence of these norms on the generation level.


Figure 2.22: Non-dimensionalised transmission sensitivity $\left(\psi_{F}^{*}(n)\right.$ ) (equation (2.8.1)) converges as the fractal generation level increases. This sensitivity converges by generation level $n=10$ over this frequency range where $f_{i} \in[0.1,10] \mathrm{MHz}$.


Figure 2.23: Non-dimensionalised reception sensitivity ( $\left.\phi_{F}^{*}(n)\right)$ (equation (2.8.2)) versus successive generation levels. This sensitivity converges by generation level $n=16$ over this frequency range where $f_{i} \in[0.1,10] \mathrm{MHz}$.

### 2.9 Conclusions

A model of a piezoelectric ultrasound transducer with a fractal geometry has been constructed and its operational qualities compared with that of a standard (Euclidean) design. The fractal that was used to simulate this self-similar transducer was the Sierpinski gasket [144]. The graph counterpart of the Sierpinski gasket SG(3) [145] was used to express the electrical and mechanical fields in terms of a finite element methodology [7]. As this was the first time that a finite element analysis has been performed on this structure then some new basis functions were derived. The fractal design has multiple length scales (the standard design typically has a single length scale) and, since these are resonating devices, this resulted in a rich set of resonating frequencies. Indeed the broadband resonators found in
nature and in musical instruments rely on this principle. The finite element formulation resulted in a matrix equation whose solution yielded to a renormalisation approach. This is turn led to a small set of recursion relationships for the pivotal Green's functions that drive the calculation of the transmission/reception sensitivities of the device. The focus was on low generation levels of the fractal as these are most likely to adhere to manufacturing constraints. The results showed that the fractal transducer resonates at many more frequencies than the standard (Euclidean) transducer. Importantly, the fractal transducer gave rise to a significantly higher amplitude transmission and reception sensitivity than the standard (Euclidean) design. The convergence of the fractal device's performance as the fractal generation level increases was also considered. It was seen that, in both transmission and reception modes, the outputs converge by generation levels $n=10$ and $n=16$ respectively. These encouraging results suggest that it will be worthwhile studying other fractal transducer designs.

## Chapter 3

## A fractal ultrasonic transducer based on the Sierpinski gasket with both piezoelectric and polymer phases

### 3.1 Introduction

This chapter builds a model of a composite fractal ultrasound transducer and compare this model's operational qualities with that of a standard (simple) design. We will use a finite element methodology and introduce new basis functions to express the wave fields within the graph. This Galerkin approach leads to a discrete formulation that lends itself to a renormalisation approach. The Sierpinski gasket will be used for the simulation of a self-similar transducer in this chapter $[9,10,144,145]$. Such an ultrasonic transducer would start with an equilateral triangle of piezoelectric crystal. This equilateral triangle is composed of four
identical equilateral sub-triangles whose side length is half of the original. The first generation ( $n=1$ ) would be obtained by replacing the central sub-triangle by a polymer material. This process is then repeated for several generations with the removed sub-triangles from the smallest triangles being filled with a polymer (see Figure 3.1). The associated graph is constructed by a process which starts from the order $n=1$ design (which consists of three piezoelectric triangles and one polymer triangle), assigns a vertex to the centre of each of these triangles and, by connecting these vertices together with edges, the $\mathrm{SG}(3,4)$ graph at generation level $n=1$ is constructed (see Figure 3.2). The polymer triangle has a vertex denoted by a non-filled circle which was degree 3 whereas each piezoelectric triangle has a vertex denoted by a filled circle and has degree 4 . The graph has side length $L$ units which remains constant as the generation level $n$ increases. Therefore, as $n$ increases, the length of the edge between adjacent vertices tends to zero and in this limit the graph will perfectly match the space filling properties of the original Sierpinski gasket [7]. The total number of vertices is $3^{n}+3^{n-1}=N^{(n)}+1$ where $N^{(1)}=3$ and $N^{(2)}=11$ (see Figures 3.3 and 3.4) and $h^{(n)}=L /\left(2^{n}-1\right)$ is the edge length between any two adjacent piezoelectric vertices. The piezoelectric vertex degree is 4 (apart from the boundary vertices (input/output vertices) which have degree 3) and $M=\left(5 \times 3^{n}-3\right) / 2$ denotes the total number of edges. These boundary vertices will be used to interact with external loads (both electrical and mechanical) and so we introduce fictitious vertices $A, B$ and $C$ to accommodate these interfacial boundary conditions (see Figures 3.3 and 3.4). Denote by $\Omega$ the set of points lying on the edges or vertices of $\operatorname{SG}(3,4)$ and denote the region's boundary by $\partial \Omega$. Note that the edges joining the piezoelectric vertices to the polymer vertices are composed of a piezoelectric section (shown by the full line in Figure 3.3 along the edge joining vertex 1 to 4 ) and a polymer section (shown by
the dashed line along this same edge). In what follows we will retain the freedom to vary the fraction of piezoelectric material in this edge from $\nu=1$ (piezoelectric material only) to $\nu=0$ (polymer material only).

$n=0$
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Figure 3.1: The first few generations of the Sierpinski gasket. The black triangles are a piezoelectric material and the smallest white triangles are a polymer material.


Figure 3.2: The first few generations of the Sierpinski gasket graph $\operatorname{SG}(3,4)$.

By introducing the non-dimensionalised variable $\theta=c t / h$ then (temporarily dropping the subscript on $u$ and the superscript on $h$ )

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial \theta^{2}}=\frac{h^{2}}{c_{T}^{2}} c^{2} \nabla^{2} u . \tag{3.1.1}
\end{equation*}
$$

Applying the Laplace transform $\mathscr{L}: \theta \rightarrow q$ then gives

$$
\begin{equation*}
q^{2} \bar{u}=\frac{h^{2}}{c_{T}^{2}} c^{2} \nabla^{2} \bar{u} . \tag{3.1.2}
\end{equation*}
$$

We will seek a weak solution $\bar{u} \in H^{1}(\Omega)$ where on the boundary $\bar{u}=\bar{u}_{\partial \Omega} \in H^{1}(\partial \Omega)$. Now multiplying by a test function $w \in H_{B}^{1}(\Omega)$, where $H_{B}^{1}(\Omega):=\left\{w \in H^{1}(\Omega)\right.$ : $w=0$ on $\partial \Omega\}$, integrating over the region $\Omega$, and using Green's first identity $\int_{\Omega} \psi \nabla^{2} \phi d v=\oint_{\partial \Omega} \psi(\nabla \phi \cdot \underline{n}) d r-\int_{\Omega} \nabla \phi . \nabla \psi d v$, where $\underline{n}$ is the outward pointing unit normal of surface element $d r$, gives

$$
\int_{\Omega} q^{2} \bar{u} w d \underline{x}=\frac{h^{2}}{c_{T}^{2}} c^{2} \oint_{\partial \Omega} w(\nabla \bar{u} \cdot \underline{n}) d r-\frac{h^{2}}{c_{T}^{2}} c^{2} \int_{\Omega} \nabla \bar{u} \cdot \nabla w d \underline{x} .
$$

Now $h^{2} \oint_{\partial \Omega} w(\nabla \bar{u} \cdot \underline{n}) d r$ is zero since $w=0$ on $\partial \Omega$ and so, we seek $\bar{u} \in H^{1}(\Omega)$ such that

$$
q^{2} \int_{\Omega} \bar{u} w d \underline{x}=-\frac{h^{2}}{c_{T}^{2}} c^{2} \int_{\Omega} \nabla \bar{u} . \nabla w d \underline{x}
$$

where $w \in H_{B}^{1}(\Omega)$.

### 3.2 Galerkin discretisation

Using a standard Galerkin method we replace $H^{1}(\Omega)$ and $H_{B}^{1}(\Omega)$ by the finite dimensional subspaces $S_{S}$ and $S_{B}=S_{S} \cap H_{B}^{1}(\Omega)$. Let $U_{B} \in S_{S}$ be a function that approximates $\bar{u}_{\partial \Omega}$ on $\partial \Omega$, then the discretised problem involves finding $\bar{U} \in S_{S}$ such that

$$
q^{2} \int_{\Omega} \bar{U} W d \underline{x}=-\frac{h^{2}}{c_{T}^{2}} c^{2} \int_{\Omega} \nabla \bar{U} \cdot \nabla W d \underline{x},
$$

where $W$ is the test function expressed in this finite dimensional space. Let $\left\{\phi_{1}, \phi_{2}, \ldots, \phi_{N}, \phi_{N+1}\right\}$ form a basis of $S_{B}$ and set $W=\phi_{j}$, then

$$
\begin{equation*}
q^{2} \int_{\Omega} \bar{U} \phi_{j} d \underline{x}=-\frac{h^{2}}{c_{T}^{2}} c^{2} \int_{\Omega} \nabla \bar{U} \cdot \nabla \phi_{j} d \underline{x}, \quad j=1, \ldots, N+1 . \tag{3.2.1}
\end{equation*}
$$

Furthermore, let $\psi_{I}, I=\{N+2, N+3, N+4\}$ form a basis for the boundary vertices and let

$$
\begin{equation*}
\bar{U}=\sum_{i=1}^{N+1} U_{i} \phi_{i}+\sum_{i \in I} U_{B_{i}} \psi_{i} . \tag{3.2.2}
\end{equation*}
$$

Hence, equation (3.2.1) becomes

$$
\begin{align*}
& \sum_{i=1}^{N+1}\left(q^{2} \int_{\Omega} \phi_{i} \phi_{j} d \underline{x}+\frac{h^{2}}{c_{T}^{2}} c^{2} \int_{\Omega} \nabla \phi_{i} . \nabla \phi_{j} d \underline{x}\right) U_{i}= \\
& -\sum_{i \in I}\left(q^{2} \int_{\Omega} \psi_{i} \phi_{j} d \underline{x}+\frac{h^{2}}{c_{T}^{2}} c^{2} \int_{\Omega} \nabla \psi_{i} . \nabla \phi_{j} d \underline{x}\right) U_{B_{i}} \tag{3.2.3}
\end{align*}
$$

where $j \in\{1,2, \ldots, N, N+1\}$. That is

$$
\begin{equation*}
A_{j i} U_{i}=b_{j} \tag{3.2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{j i}=q^{2} \int_{\Omega} \phi_{i} \phi_{j} d \underline{x}+\frac{h^{2}}{c_{T}^{2}} c^{2} \int_{\Omega} \nabla \phi_{i} . \nabla \phi_{j} d \underline{x}, \tag{3.2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{j}=-\sum_{i \in I}\left(q^{2} \int_{\Omega} \psi_{i} \phi_{j} d \underline{x}+\frac{h^{2}}{c_{T}^{2}} c^{2} \int_{\Omega} \nabla \psi_{i} . \nabla \phi_{j} d \underline{x}\right) U_{B_{i}} . \tag{3.2.6}
\end{equation*}
$$

It is important to now explicitly record the fractal generation level $n$ and so equation (3.2.5) can be written

$$
\begin{equation*}
A_{j i}^{(n)}=q^{2} H_{j i}^{(n)}+\frac{\left(h^{(n)}\right)^{2}}{c_{T}^{2}} K_{j i}^{(n)}, \tag{3.2.7}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{j i}^{(n)}=\int_{\Omega}\left(\phi_{j} \phi_{i}\right) d \underline{x}, \tag{3.2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{j i}^{(n)}=c^{2} \int_{\Omega}\left(\nabla \phi_{j} . \nabla \phi_{i}\right) d \underline{x} . \tag{3.2.9}
\end{equation*}
$$



Figure 3.3: The modified Sierpinski Gasket graph $\operatorname{SG}(3,4)$ at generation level $n=1$. Vertices 1,2 and 3 are the input/output piezoelectric vertices, vertex 4 is a polymer vertex, and vertices $A$ (or 5 ), $B$ (or 6 ) and $C$ (or 7 ) are fictitious vertices used to accommodate the boundary conditions. The graph has 9 elements (circled numbers), with two vertices adjacent to each element.

### 3.2.1 Transformations of the fundamental basis functions

In this section we will consider transformations of some fundamental basis functions $\hat{\phi}_{J}, \hat{\phi}_{K}$ and $\hat{\psi}_{I}$ (see Figures 3.5, 3.6 and 3.7) to get basis functions $\phi_{J}, \phi_{K}$ and $\psi_{I}$ at each vertex in the graph. These basis functions will be based on a fundamental basis function for the interior piezoelectric vertices $(J)$, one for the interior polymer vertices $(K)$ and one for the exterior piezoelectric vertices $(I)$.


Figure 3.4: The modified Sierpinski Gasket graph $\operatorname{SG}(3,4)$ at generation level $n=2$. Vertices $A$ (or 13 ), $B$ (or 14 ) and $C$ (or 15 ) are fictitious vertices used to accommodate the boundary conditions. The graph has 24 elements (circled numbers), with two vertices adjacent to each element.

We choose the design of the fundamental basis functions $\hat{\phi}_{J}$ as shown in Figure 3.5 with vertices $(\sqrt{3} h / 2, h / 2),(\sqrt{3} h / 2,-h / 2),(h / \sqrt{3}, 0)$ and $(-\sqrt{3} h / 2, h / 2)$. The $\hat{\phi}_{J}$ basis function is defined such that (we ease the notation by setting $x_{1}=x$, and $\left.x_{2}=y\right)$

$$
\hat{\phi}_{j}(x, y)= \begin{cases}1 & \text { if }(x, y)=\left(x_{j}, y_{j}\right)  \tag{3.2.10}\\ 0 & \text { if }(x, y)=\text { coordinates of vertices adjacent to vertex } j\end{cases}
$$

The basis functions have a compact support and are identically zero outside the edges that are incident upon the particular vertex.


Figure 3.5: Plan view of $\hat{\phi}_{J}$, the fundamental basis function for the piezoelectric vertices; it is symmetric with respect to the $x^{\prime}$ axis.


Figure 3.6: Plan view of $\hat{\phi}_{K}$, the fundamental basis function for the polymer vertices.


Figure 3.7: Plan view of $\hat{\phi}_{I}$, the fundamental basis function.

For the fundamental basis functions $\hat{\phi}_{J}$ (see Figure 3.5) we have five vertices and so the functional form has five unknowns. Setting

$$
\begin{equation*}
\hat{\phi}_{J}(x, y)=a+b x+c y+d x^{2}+e y^{2}, \tag{3.2.11}
\end{equation*}
$$

then, by applying equation (3.2.10), we get

$$
\begin{align*}
\hat{\phi}_{J}(0,0) & =a=1,  \tag{3.2.12}\\
\hat{\phi}_{J}\left(\frac{h}{\sqrt{3}}, 0\right) & =1+\frac{h}{\sqrt{3}} b+\frac{h^{2}}{3} d=0,  \tag{3.2.13}\\
\hat{\phi}_{J}\left(\frac{\sqrt{3} h}{2}, \frac{h}{2}\right) & =1+\frac{\sqrt{3}}{2} h b+\frac{h}{2} c+\frac{3}{4} h^{2} d+\frac{h^{2}}{4} e=0,  \tag{3.2.14}\\
\hat{\phi}_{J}\left(\frac{\sqrt{3} h}{2}, \frac{-h}{2}\right) & =1+\frac{\sqrt{3}}{2} h b-\frac{h}{2} c+\frac{3}{4} h^{2} d+\frac{h^{2}}{4} e=0 \tag{3.2.15}
\end{align*}
$$

and

$$
\begin{equation*}
\hat{\phi}_{J}\left(\frac{-\sqrt{3} h}{2}, \frac{h}{2}\right)=1-\frac{\sqrt{3}}{2} h b+\frac{h}{2} c+\frac{3}{4} h^{2} d+\frac{h^{2}}{4} e=0 . \tag{3.2.16}
\end{equation*}
$$

Equations (3.2.13) to (3.2.16) provide four equations in the four unknowns $b, c, d$ and $e$, which give $b=0, c=0, d=-3 / h^{2}$ and $e=5 / h^{2}$ and substituting these into equation (3.2.11) gives

$$
\begin{equation*}
\hat{\phi}_{J}(x, y)=1-\frac{3}{h^{2}} x^{2}+\frac{5}{h^{2}} y^{2} . \tag{3.2.17}
\end{equation*}
$$

Similarly, for the fundamental basis function $\hat{\phi}_{K}$ (see Figure 3.6), we have four vertices, so we need to form an equation with four unknowns, so consider

$$
\begin{equation*}
\hat{\phi}_{K}(x, y)=a+b x+c y+d\left(x^{2}+y^{2}\right) . \tag{3.2.18}
\end{equation*}
$$

By applying equation (3.2.10), then we get

$$
\begin{align*}
\hat{\phi}_{K}(0,0) & =a=0,  \tag{3.2.19}\\
\hat{\phi}_{K}(h, 0) & =h b+h^{2} d=0,  \tag{3.2.20}\\
\hat{\phi}_{K}\left(\frac{h}{2}, \frac{\sqrt{3} h}{2}\right) & =\frac{h}{2} b+\frac{\sqrt{3} h}{2} c+h^{2} d=0 \tag{3.2.21}
\end{align*}
$$

and

$$
\begin{equation*}
\hat{\phi}_{K}\left(\frac{h}{2}, \frac{h}{2 \sqrt{3}}\right)=\frac{h}{2} b+\frac{h}{2 \sqrt{3}} c+\frac{h^{2}}{3} d=1 . \tag{3.2.22}
\end{equation*}
$$

Equations (3.2.20) to (3.2.22) provide three equations in the three unknowns $b, c$ and $d$, which gives $b=3 / h, c=\sqrt{3} / h$ and $d=-3 / h^{2}$, and substituting these into equations (3.2.18) gives

$$
\begin{equation*}
\hat{\phi}_{K}(x, y)=\frac{3}{h} x+\frac{\sqrt{3}}{h} y-\frac{3}{h^{2}}\left(x^{2}+y^{2}\right) . \tag{3.2.23}
\end{equation*}
$$

Similarly, for the fundamental basis functions $\hat{\psi}_{I}$ (see Figure 3.7), we have two
vertices, so consider

$$
\begin{equation*}
\hat{\psi}_{I}(x, y)=a+d\left(x^{2}+y^{2}\right) . \tag{3.2.24}
\end{equation*}
$$

By applying equation (3.2.10), we get

$$
\hat{\psi}_{I}(0,0)=a=1
$$

and

$$
\hat{\psi}_{I}(h, 0)=1+h^{2} d=0 .
$$

This equation gives $d=-1 / h^{2}$, and substituting this into equation (3.2.24) gives

$$
\begin{equation*}
\hat{\psi}_{I}(x, y)=1-\frac{1}{h^{2}}\left(x^{2}+y^{2}\right) . \tag{3.2.25}
\end{equation*}
$$

Having established the fundamental (canonical) basis functions for each type of vertex in the graph we now need to calculate the specific basis functions for each vertex. In order to do this each fundamental basis function is mapped onto the specific vertex by a series of transformations such as a translation, a rotation, or a reflection in the $x$ or $y$ axis. This has to be performed for each vertex in the graph and below we illustrate the process by detailing the transformations for a small subset of these vertices. The form of the basis function centred on vertex 1 at fractal generation level $n=1$ is obtained by relating it to the canonical basis function $\hat{\phi}_{J}$ shown in Figure 3.5 as given by equation (3.2.17) (with respect to the $\left(x^{\prime}, y^{\prime}\right)$ coordinate frame shown in red in Figure 3.8).


Figure 3.8: The plan view of the basis function $\phi_{1}$, before transformation. The coordinate axis $x^{\prime}$ lies along the edge $J D$ in Figure 3.5.

The one step in transforming $\phi_{1}$ to the canonical basis function $\hat{\phi}_{J}$ is via a rotation of $-\pi / 6$ (clockwise) (see Figure 3.9). The anticlockwise rotation by an amount $\theta$ is obtained by multiplying the basis vectors by the matrix

$$
R_{\theta}=\left(\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right)
$$



Figure 3.9: The plan view of $\phi_{1}$, after the rotation (final transformation).

So, for example, at fractal generation level $n=1$,

$$
\begin{align*}
\phi_{1} & =R_{-\frac{\pi}{6}} \hat{\phi}_{J}(x, y) \\
& =\hat{\phi}_{J}\left(x \cos \left(-\frac{\pi}{6}\right)-y \sin \left(-\frac{\pi}{6}\right), x \sin \left(-\frac{\pi}{6}\right)+y \cos \left(-\frac{\pi}{6}\right)\right) \\
& =\hat{\phi}_{J}\left(\frac{\sqrt{3}}{2} x+\frac{1}{2} y,-\frac{1}{2} x+\frac{\sqrt{3}}{2} y\right) \\
& =1-\frac{3}{h^{2}}\left(\frac{\sqrt{3}}{2} x+\frac{1}{2} y\right)^{2}+\frac{5}{h^{2}}\left(-\frac{1}{2} x+\frac{\sqrt{3}}{2} y\right)^{2} \\
& =1-\frac{1}{h^{2}} x^{2}+\frac{3}{h^{2}} y^{2}-\frac{4 \sqrt{3}}{h^{2}} x y . \tag{3.2.26}
\end{align*}
$$



Figure 3.10: The plan view of the basis function $\phi_{2}$, before transformation.

In Figure 3.10 the plan view of the basis function centred on vertex 2 at fractal generation level $n=1$ is shown. To transform this plan view of $\phi_{2}$ to the plan view of $\hat{\phi}_{J}$ then we simply need to transform the $(x, y)$ axis in Figure 3.10 to the $\left(x^{\prime}, y^{\prime}\right)$ axis in Figure 3.5. So the first step is via a translation of $x_{2}=(h, 0)$ to $x_{2}^{\prime}=(0,0)$ (see Figure 3.11). In general, the translation of the basis vectors to the point $\left(x_{j}, y_{j}\right)$ is given by the transformation

$$
R_{T}\left(\underline{x}_{j}\right)=\binom{x-x_{j}}{y-y_{j}} .
$$



Figure 3.11: The plan view of $\phi_{2}$, after the first transformation.

The second step in transforming $\phi_{2}$ to $\hat{\phi}_{J}$ is via a reflection in the ( $y$ axis) (see Figure 3.12). Reflection in the $y$ axis can be obtained by multiplying the basis vectors by the matrix

$$
R_{R}=\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right)
$$



Figure 3.12: The plan view of $\phi_{2}$, after the second transformation.

Then from this plan view of $\phi_{2}$, the third (final) step in transforming $\phi_{2}$ to $\hat{\phi}_{J}$ is via a rotation of $-\pi / 6$ (clockwise) (see Figure 3.13).


Figure 3.13: The plan view of $\phi_{2}$, after the third (final) transformation.

So, for example, at fractal generation level $n=1$,

$$
\begin{align*}
\phi_{2} & =R_{\frac{-\pi}{6}} \circ R_{R} \circ R_{T}\left(\underline{x}_{2}\right) \hat{\phi}_{J}(x, y) \\
& =R_{\frac{-\pi}{6}} \circ R_{R} \hat{\phi}_{J}(x-h, y) \\
& =R_{\frac{-\pi}{6}} \hat{\phi}_{J}(-(x-h), y) \\
& =\hat{\phi}_{J}\left(-(x-h) \cos \left(-\frac{\pi}{6}\right)-y \sin \left(-\frac{\pi}{6}\right),-(x-h) \sin \left(-\frac{\pi}{6}\right)+y \cos \left(-\frac{\pi}{6}\right)\right) \\
& =\hat{\phi}_{J}\left(-(x-h) \frac{\sqrt{3}}{2}+\frac{1}{2} y, \frac{1}{2}(x-h)+\frac{\sqrt{3}}{2} y\right) \\
& =1-\frac{3}{h^{2}}\left(-(x-h) \frac{\sqrt{3}}{2}+\frac{1}{2} y\right)^{2}+\frac{5}{h^{2}}\left(\frac{1}{2}(x-h)+\frac{\sqrt{3}}{2} y\right)^{2} \\
& =\frac{2}{h} x-\frac{4 \sqrt{3}}{h} y-\frac{1}{h^{2}} x^{2}+\frac{3}{h^{2}} y^{2}+\frac{4 \sqrt{3}}{h^{2}} x y . \tag{3.2.27}
\end{align*}
$$



Figure 3.14: The plan view the basis function $\phi_{3}$, before transformation.

To transform $\phi_{3}$ (see Figure 3.14) to the canonical basis function $\hat{\phi}_{J}$ (see Figure 3.5) we need a translation of $x_{3}=(h / 2, \sqrt{3} h / 2)$ (see Figure 3.15).


Figure 3.15: The plan view of $\phi_{3}$, after the first step of transformation.

The second (final) step in transforming $\phi_{3}$ to $\hat{\phi}_{J}$ is via a rotation of $\pi / 2$ (anticlockwise) (see Figure 3.16).


Figure 3.16: The plan view of $\phi_{3}$, after the second step of transformation.

So,

$$
\begin{align*}
\phi_{3} & =R_{\frac{\pi}{2}} \circ R_{T}\left(\underline{x}_{3}\right) \hat{\phi}_{J}(x, y) \\
& =R_{\frac{\pi}{2}} \hat{\phi}_{J}\left(x-\frac{h}{2}, y-\frac{\sqrt{3} h}{2}\right) \\
& =\hat{\phi}_{J}\left(-y+\frac{\sqrt{3} h}{2}, x-\frac{h}{2}\right) \\
& =1-\frac{3}{h^{2}}\left(-y+\frac{\sqrt{3} h}{2}\right)^{2}+\frac{5}{h^{2}}\left(x-\frac{h}{2}\right)^{2} \\
& =-\frac{5}{h} x+\frac{3 \sqrt{3}}{h} y+\frac{5}{h^{2}} x^{2}-\frac{3}{h^{2}} y^{2} . \tag{3.2.28}
\end{align*}
$$

To transform the basis function $\psi_{5}$ (see Figure 3.17) to the canonical basis function $\hat{\psi}_{I}$ shown in Figure 3.7 as given by equation (3.2.25). So the one step is via a translation of $x_{5}=(-h, 0)$ to $x_{5}^{\prime}=(0,0)$ (see Figure 3.18) .


Figure 3.17: The plan view of the basis function $\psi_{5}$, before transformation.


Figure 3.18: The plan view of $\psi_{5}$, after the translation (final transformation).

So, for example, at fractal generation level $n=1$,

$$
\begin{align*}
\psi_{5} & =R_{T}\left(\underline{x}_{5}\right) \hat{\psi}_{I}(x, y) \\
& =\hat{\psi}_{I}(x+h, y) \\
& =1-\frac{1}{h^{2}}\left((x+h)^{2}+y^{2}\right) \\
& =-\frac{2}{h} x-\frac{1}{h^{2}} x^{2}-\frac{1}{h^{2}} y^{2} . \tag{3.2.29}
\end{align*}
$$



Figure 3.19: The plan view of the basis function $\psi_{6}$, before transformation.

To transform the basis function $\psi_{6}$ (see Figure 3.19) to the canonical basis function $\hat{\psi}_{I}$ (see Figure 3.7), the first step is a translation of $x_{6}=(2 h, 0)$ (see Figure 3.20).


Figure 3.20: The plan view of $\psi_{6}$, after the first step of transformation.

The second (final) step in transforming $\psi_{6}$ to the canonical basis function $\hat{\psi}_{I}$ is via a rotation of $\pi$ (see Figure 3.21).


Figure 3.21: The plan view of $\psi_{6}$, after the second (final) step of transformation.

So,

$$
\begin{align*}
\psi_{6} & =R_{\pi} \circ R_{T}\left(\underline{x}_{6}\right) \hat{\psi}_{I}(x, y) \\
& =R_{\pi} \hat{\psi}_{I}(x-2 h, y) \\
& =\hat{\psi}_{I}(-x+2 h,-y) \\
& =-3+\frac{4}{h} x-\frac{1}{h^{2}} x^{2}-\frac{1}{h^{2}} y^{2} . \tag{3.2.30}
\end{align*}
$$



Figure 3.22: The plan view of the basis function $\psi_{7}$, before transformation.

To transform $\psi_{7}$ (see Figure 3.22) to the canonical basis function $\hat{\psi}_{I}$ (see Figure 3.7), the first step is a translation of $x_{7}=(h, \sqrt{3} h)$ (see Figure 3.23).


Figure 3.23: The plan view of $\psi_{7}$, after the first step of transformation.

The second (final) step in transforming $\psi_{7}$ to $\hat{\psi}_{I}$ is via a rotation of $2 \pi / 3$ (anticlockwise) (see Figure 3.24).


Figure 3.24: The plan view of $\psi_{7}$, after the second (final) step of transformation.

So,

$$
\begin{align*}
\psi_{7} & =R_{\frac{2 \pi}{3}} \circ R_{T}\left(\underline{x}_{7}\right) \hat{\psi}_{I}(x, y) \\
& =R_{\frac{2 \pi}{3}} \hat{\psi}_{I}(x-h, y-\sqrt{3} h) \\
& =\hat{\psi}_{I}\left(-\frac{1}{2}(x-h)-\frac{\sqrt{3}}{2}(y-\sqrt{3} h), \frac{\sqrt{3}}{2}(x-h)-\frac{1}{2}(y-\sqrt{3} h)\right) \\
& =-3+\frac{2}{h} x+\frac{2 \sqrt{3}}{h} y-\frac{1}{h^{2}} x^{2}-\frac{1}{h^{2}} y^{2} . \tag{3.2.31}
\end{align*}
$$

|  | Related steps from $\phi_{j}$ and $\psi_{j}$ to their respective canonical basis function |  |  |
| :---: | :---: | :---: | :---: |
| j | $(1)$ Translation $\left(R_{T}\right)$ | $(2)$ Reflection $\left(R_{R}\right)$ | (3) Rotation $\left(R_{\theta}\right)$ |
|  | - | - | $-\pi / 6$ |
| 2 | $(h, 0)$ | $y$ axis | $-\pi / 6$ |
| 3 | $\left(\frac{h}{2}, \frac{\sqrt{3} h}{2}\right)$ | - | $\pi / 2$ |
| 4 | - | - | - |
| 5 | $(-h, 0)$ | - | - |
| 6 | $(2 h, 0)$ | - | $\pi$ |
| 7 | $(h, \sqrt{3} h)$ | - | $2 \pi / 3$ |

Table 3.1: The related steps of the transformation from $\phi_{j}, j=1, \ldots, 4$ and $\psi_{j}$, $j=5,6,7$ to their respective canonical basis function in fractal generation level $n=1$.

A summary of the transformations required for each basis function at fractal generation level $n=1$ is given in Table 3.1. A table summarising the coefficients that subsequently arise for each basis function is given in Appendix A.2.


Figure 3.25: The plan view of the basis function $\phi_{7}$, before transformation.

The above process can then be repeated for fractal generation level $n=2$. Recall that at each generation level the overall length of the graph remains fixed ( $L$ ) and the edge length $h$ decreases. As such the canonical basis function given by equation (3.2.17) can still be applied here since it will be automatically scaled as its coefficients depend on $h$. For example, to transform $\phi_{7}$ (see Figure 3.25) to $\hat{\phi}_{J}$ (see Figure 3.5), the first step is a translation of $x_{7}=(5 h / 2, \sqrt{3} h / 2)$ (see Figure 3.26).


Figure 3.26: The plan view of $\phi_{7}$, after the first transformation.

The second step in transforming $\phi_{7}$ to $\hat{\phi}_{J}$ is via a reflection in the $y$ axis (see Figure 3.27).


Figure 3.27: The plan view of $\phi_{7}$, after the second transformation.

Then from this plan view of $\phi_{7}$, the third (final) step in transforming $\phi_{7}$ to $\hat{\phi}_{J}$ is via a rotation of $\pi / 2$ (anticlockwise) (see Figure 3.28).


Figure 3.28: The plan view of $\phi_{7}$, after the third (final) transformation.

So,

$$
\begin{align*}
\phi_{7} & =R_{\frac{\pi}{2}} \circ R_{R} \circ R_{T}\left(\underline{x}_{7}\right) \hat{\phi}_{J}(x, y) \\
& =R_{\frac{\pi}{2}} \circ R_{R} \hat{\phi}_{J}\left(x-\frac{5 h}{2}, y-\frac{\sqrt{3} h}{2}\right) \\
& =R_{\frac{\pi}{2}} \hat{\phi}_{J}\left(-x+\frac{5 h}{2}, y-\frac{\sqrt{3} h}{2}\right) \\
& =\hat{\phi}_{J}\left(-y+\frac{\sqrt{3} h}{2},-x+\frac{5 h}{2}\right) \\
& =30-\frac{25}{h} x+\frac{3 \sqrt{3}}{h} y+\frac{5}{h^{2}} x^{2}-\frac{3}{h^{2}} y^{2} . \tag{3.2.32}
\end{align*}
$$



Figure 3.29: The plan view of the basis function $\phi_{9}$, before transformation.

To transform $\phi_{9}$ (see Figure 3.29) to $\hat{\phi}_{J}$ (see Figure 3.5) the first step is a translation of $x_{9}=(h, \sqrt{3} h)$ (see Figure 3.30).


Figure 3.30: The plan view of $\phi_{9}$, after the first transformation.

The second related step is a reflection in the ( $y$ axis) (see Figure 3.31).


Figure 3.31: The plan view of $\phi_{9}$, after the second transformation.

Then from this plan view of $\phi_{9}$, the third (final) step is a rotation of $-5 \pi / 6$ (clockwise) (see Figure 3.32).


Figure 3.32: The plan view of $\phi_{9}$, after the third (final) transformation.

Hence,

$$
\begin{align*}
\phi_{9} & =R_{\frac{-5 \pi}{6}} \circ R_{R} \circ R_{T}\left(\underline{x}_{9}\right) \hat{\phi}_{J}(x, y) \\
& =R_{\frac{-5 \pi}{6}} \circ R_{R} \hat{\phi}_{J}(x-h, y-\sqrt{3} h) \\
& =R_{-\frac{5 \pi}{6}} \hat{\phi}_{J}(-x+h, y-\sqrt{3} h) \\
& =\hat{\phi}_{J}\left(\frac{\sqrt{3}}{2} x-\frac{\sqrt{3} h}{2}+\frac{1}{2} y-\frac{\sqrt{3} h}{2}, \frac{1}{2} x-\frac{h}{2}-\frac{\sqrt{3}}{2} y+\frac{3 h}{2}\right) \\
& =1-\frac{3}{h^{2}}\left(\frac{\sqrt{3}}{2} x+\frac{1}{2} y-\sqrt{3} h\right)^{2}+\frac{5}{h^{2}}\left(\frac{1}{2} x-\frac{\sqrt{3}}{2} y+h\right)^{2} \\
& =-3+\frac{14}{h} x-\frac{2 \sqrt{3}}{h} y-\frac{1}{h^{2}} x^{2}+\frac{3}{h^{2}} y^{2}-\frac{4 \sqrt{3}}{h^{2}} x y . \tag{3.2.33}
\end{align*}
$$



Figure 3.33: The plan view of the basis function $\phi_{10}$, before transformation.

To transform $\phi_{10}$ (see Figure 3.33) to $\hat{\phi}_{J}$ (see Figure 3.5) the first step is a translation of $x_{10}=(2 h, \sqrt{3} h)$ (see Figure 3.34).


Figure 3.34: The plan view of $\phi_{10}$, after the first transformation.

The second (final) step is a rotation of $-5 \pi / 6$ (clockwise) (see Figure 3.35).


Figure 3.35: The plan view of $\phi_{10}$, after the second (final) transformation.

So,

$$
\begin{align*}
\phi_{10} & =R_{\frac{-5 \pi}{6}} \circ R_{T}\left(\underline{x}_{10}\right) \hat{\phi}_{J}(x, y) \\
& =R_{\frac{-5 \pi}{6}} \hat{\phi}_{J}(x-2 h, y-\sqrt{3} h) \\
& =\hat{\phi}_{J}\left(-\frac{\sqrt{3}}{2} x+\sqrt{3} h+\frac{y}{2}-\frac{\sqrt{3} h}{2},-\frac{1}{2} x+h-\frac{\sqrt{3}}{2} y+\frac{3 h}{2}\right) \\
& =1-\frac{3}{h^{2}}\left(-\frac{\sqrt{3}}{2} x+\frac{1}{2} y+\frac{\sqrt{3} h}{2}\right)^{2}+\frac{5}{h^{2}}\left(-\frac{1}{2} x-\frac{\sqrt{3}}{2} y+\frac{5 h}{2}\right)^{2} \\
& =30-\frac{8}{h} x-\frac{14 \sqrt{3}}{h} y-\frac{1}{h^{2}} x^{2}+\frac{3}{h^{2}} y^{2}+\frac{4 \sqrt{3}}{h^{2}} x y . \tag{3.2.34}
\end{align*}
$$

|  | Related steps from $\phi_{j}$ and $\psi_{j}$ to their respective canonical basis function |  |  |
| :---: | :---: | :---: | :---: |
| j | $(1)$ Translation $\left(R_{T}\right)$ | $(2)$ Reflection $\left(R_{R}\right)$ | $(3)$ Rotation $\left(R_{\theta}\right)$ |
| 1 | - | - | $-\pi / 6$ |
| 2 | $\lambda(h, 0)$ | $y$ axis | $-\pi / 6$ |
| 3 | $\lambda\left(\frac{h}{2}, \frac{\sqrt{3} h}{2}\right)$ | - | $\pi / 2$ |
| 4 | - | - | - |
| 5 | $\lambda(2 h, 0)$ | - | $-\pi / 6$ |
| 6 | $\lambda(3 h, 0)$ | $y$ axis | $-\pi / 6$ |
| 7 | $\lambda\left(\frac{5 h}{2}, \frac{\sqrt{3} h}{2}\right)$ | $y$ axis | $\pi / 2$ |
| 8 | $\lambda\left(\frac{h}{2}, \frac{h}{2 \sqrt{3}}\right)$ | - | - |
| 9 | $\lambda(h, \sqrt{3} h)$ | $y$ axis | $-5 \pi / 6$ |
| 10 | $\lambda(2 h, \sqrt{3} h)$ | - | $-5 \pi / 6$ |
| 11 | $\lambda\left(\frac{3 h}{2}, \frac{3 \sqrt{3} h}{2 h}\right)$ | - | $\pi / 2$ |
| 12 | $\lambda\left(\frac{3 h}{2}, \frac{7 h}{2 \sqrt{3}}\right)$ | - | - |
| 13 | $\lambda(-h, 0)$ | - | - |
| 14 | $\lambda(4 h, 0)$ | - | $\pi$ |
| 15 | $\lambda(2 h, 2 \sqrt{3} h)$ | - | $2 \pi / 3$ |

Table 3.2: The related steps of the transformation from $\phi_{j}, j=1, \ldots, 12$ and $\psi_{j}$, $j=13,14,15$ to their respective canonical basis function in fractal generation level $n=2$, where $\lambda=1 / 3$.

A table showing all the transformations required to create the basis functions, for fractal generation level $n=2$, is shown in Table 3.2. Another table showing the coefficients that arise from this process for each basis function is given in Appendix A.2. To aid in the visualisation of these basis functions an example is provided in the graph below, which shows the graph basis functions $\phi_{j}$ where $j=1,2$ and 3 , which are the interior PZT-5H vertices at fractal generation level $n=1$ (see Figure 3.3). The graph basis functions $\phi_{1}$ at vertex $(0,0)$ (as shown in green in Figure 3.36) is connected to vertex 2 through element 1, vertex $A$ through element 7, vertex 3 through element 3 and vertex 4 through element 4 . The graph basis functions $\phi_{2}$ at vertex $(h, 0)$ (as shown in blue in Figure 3.36) is connected to vertex 1 through element 1, vertex $B$ through element 8, vertex 3 through element 2 and vertex 4 through element 5 . The graph basis functions $\phi_{3}$
at vertex $(h / 2, \sqrt{3} h / 2)$ (as shown in blue in Figure 3.36) is connected to vertex 1 through element 3, vertex 2 through element 2, vertex $C$ through element 9, and vertex 4 through element 6 .


Figure 3.36: The basis functions $\phi_{j}$ where $j=1,2$ and 3 at fractal generation level $n=1$.

The graph below shows the graph basis functions $\phi_{4}$ which is the interior polymer vertex at fractal generation level $n=1$ (see Figure 3.3). The graph basis functions $\phi_{4}$ at vertex $(h / 2, h / 2 \sqrt{3})$ (as shown at Figure 3.37) is connected to vertex 1 through element 4 , vertex 2 through element 5 and vertex 3 through element 6 .


Figure 3.37: The basis function $\phi_{4}$ at fractal generation level $n=1$.

The graph below shows the graph basis functions $\psi_{j}$ where $j=5,6$ and 7 which are the exterior vertices at fractal generation level $n=1$ (see Figure 3.3). The graph basis functions $\psi_{5}$ at vertex $(-h, 0)$ (as shown in red in Figure 3.38) is connected to vertex 1 through element 7 . The graph basis functions $\psi_{6}$ at vertex $(2 h, 0)$ (as shown in blue in Figure 3.38) is connected to vertex 2 through element 8. The graph basis functions $\psi_{7}$ at vertex $(h, \sqrt{3} h)$ (as shown in green in Figure 3.38) is connected to vertex 3 through element 9 .


Figure 3.38: The basis functions $\psi_{j}$ where $j=5,6$ and 7 at fractal generation level $n=1$.

The graph below shows the graph basis functions $\phi_{j}$ where $j=1,2$ and 3 which are some of the interior PZT-5H vertices at fractal generation level $n=2$ (see Figure 3.4). The graph basis functions $\phi_{1}$ at vertex $(0,0)$ (as shown in green in Figure 3.39) is connected to vertex 2 through element 1, vertex $A$ (that is, vertex 13) through element 22, vertex 3 through element 3 , and vertex 4 through element 4. The graph basis functions $\phi_{2}$ at vertex $(h, 0)$ (as shown in blue in Figure 3.39) is connected to vertex 1 through element 1 , vertex 5 through element 7 , vertex 3 through element 2, and vertex 4 through element 5 . The graph basis functions $\phi_{3}$ at vertex $(h / 2, \sqrt{3} h / 2)$ (as shown in blue in Figure 3.39) is connected to vertex 1 through element 3 , vertex 2 through element 2 , vertex 9 through element 14, and vertex 4 through element 6 .


Figure 3.39: The basis functions $\phi_{j}$ where $j=1,2$ and 3 at fractal generation level $n=2$.

The graph below shows the graph basis functions $\phi_{j}$ where $j=5,6$ and 7 which are some of the interior PZT-5H vertices at fractal generation level $n=2$ (see Figure 3.4). The graph basis functions $\phi_{5}$ at vertex $(2 h, 0)$ (as shown in green in Figure 3.40) is connected to vertex 2 through element 7, vertex 6 through element 8, vertex 7 through element 10, and vertex 8 through element 11. The graph basis functions $\phi_{6}$ at vertex $(3 h, 0)$ (as shown in blue in Figure 3.40) is connected to vertex 5 through element 8, vertex $B$ (that is, vertex 14) through element 23, vertex 7 through element 9 , and vertex 8 through element 12. The graph basis functions $\phi_{7}$ at vertex $(5 h / 2, \sqrt{3} h / 2)$ (as shown in blue in Figure 3.40) is connected to vertex 5 through element 10, vertex 6 through element 9, vertex 10 through element 15, and vertex 8 through element 13.


Figure 3.40: The basis functions $\phi_{j}$ where $j=5,6$ and 7 at fractal generation level $n=2$.

The graph below shows the graph basis functions $\phi_{j}$ where $j=9,10$ and 11 which are some of the interior PZT-5H vertices at fractal generation level $n=2$ (see Figure 3.4). The graph basis functions $\phi_{9}$ at vertex $(h, \sqrt{3} h)$ (as shown in green in Figure 3.41) is connected to vertex 3 through element 14, vertex 10 through element 16, vertex 11 through element 18, and vertex 12 through element 19. The graph basis functions $\phi_{10}$ at vertex $(2 h, \sqrt{3} h)$ (as shown in blue in Figure 3.41) is connected to vertex 7 through element 15, vertex 9 through element 16, vertex 11 through element 17 , and vertex 12 through element 20 . The graph basis functions $\phi_{11}$ at vertex ( $3 h / 2,3 \sqrt{3} h / 2$ ) (as shown in blue in Figure 3.40) is connected to vertex 9 through element 18, vertex 10 through element 17, vertex $C$ (that is, vertex 15) through element 24, and vertex 12 through element 21.


Figure 3.41: The basis functions $\phi_{j}$ where $j=9,10$ and 11 at fractal generation level $n=2$.

The graph below shows the graph basis functions $\phi_{j}$ where $j=4,8$ and 12 which are the interior polymer vertices at fractal generation level $n=2$ (see Figure 3.4). The graph basis functions $\phi_{4}$ at vertex $(h / 2, h / 2 \sqrt{3})$ (as shown in green in Figure 3.42) is connected to vertex 1 through element 4, vertex 2 through element 5 and vertex 3 through element 6 . The graph basis functions $\phi_{8}$ at vertex $(5 h / 2, h / 2 \sqrt{3})$ (as shown in blue in Figure 3.42) is connected to vertex 5 through element 11, vertex 6 through element 12 and vertex 7 through element 13. The graph basis functions $\phi_{12}$ at vertex $(3 h / 2,7 h / 2 \sqrt{3})$ (as shown in red in Figure 3.42) is connected to vertex 9 through element 19, vertex 10 through element 20 and vertex 11 through element 21.


Figure 3.42: The basis functions $\phi_{j}$ where $j=4,8$ and 12 at fractal generation level $n=2$.

The graph below shows the graph basis functions $\psi_{j}$ where $j=13,14$ and 15 which are the exterior vertices at fractal generation level $n=2$ (see Figure 3.4). The graph basis functions $\psi_{13}$ at vertex $(-h, 0)$ (as shown in green in Figure 3.43) is connected to vertex 1 through element 22 . The graph basis functions $\psi_{14}$ at vertex $(4 h, 0)$ (as shown in blue in Figure 3.43) is connected to vertex 6 through element 23. The graph basis functions $\psi_{15}$ at vertex $(2 h, 2 \sqrt{3} h)$ (as shown in red in Figure 3.43) is connected to vertex 11 through element 24.


Figure 3.43: The basis functions $\psi_{j}$ where $j=13,14$ and 15 at fractal generation level $n=2$.

The fundamental (canonical) basis function $\hat{\phi}_{J}$ (see equation (3.2.11)) has five unknowns because we have four adjacent vertices and hence five conditions on this function and this leads to equation (3.2.17). Similarly, $\hat{\phi}_{K}$ has four unknowns and four conditions (as these vertices are degree 3) and $\hat{\psi}_{I}$ has two unknowns and two conditions (as there are degree 1). However, after we use the above transformations, the graph basis function appear more complicated, for example some now have terms in $x, y$ and $x y$ non-zero coefficients. Hence the graph basis functions are given by

$$
\phi_{j}(x, y)= \begin{cases}a_{j}+b_{j} x+c_{j} y+d_{j} x^{2}+f_{j} y^{2}+g_{j} x y & j \in J  \tag{3.2.35}\\ a_{j}+b_{j} x+c_{j} y+d_{j}\left(x^{2}+y^{2}\right) & j \in K\end{cases}
$$

and

$$
\begin{equation*}
\psi_{j}(x, y)=a_{j}+b_{j} x+c_{j} y+d_{j}\left(x^{2}+y^{2}\right) \quad j \in I \tag{3.2.36}
\end{equation*}
$$

where $(x, y) \in \Omega$ and $a, b, c, d, f$ and $g \in \mathbb{R}$ are coefficients to be determined by transforming equations (3.2.17), (3.2.23) and (3.2.25) (see Appendix A.2) and $J=\{1,2,3\}$ at $n=1, J=\{1,2,3,5,6,7,9,10,11\}$ at $n=2$ which are the interior
piezoelectric vertices, $K=\{4\}$ at $n=1$ and $K=\{4,8,12\}$ at $n=2$ which are the polymer vertices and $I=\{5,6,7\}$ at $n=1, I=\{13,14,15\}$ at $n=2$ which are the exterior piezoelectric vertices. Hence

$$
\nabla \phi_{j}(x, y)= \begin{cases}\left(b_{j}+2 d_{j} x+g_{j} y, c_{j}+2 f_{j} y+g_{j} x\right) & j \in J  \tag{3.2.37}\\ \left(b_{j}+2 d_{j} x, c_{j}+2 d_{j} y\right) & j \in K\end{cases}
$$

and

$$
\begin{equation*}
\nabla \psi_{j}(x, y)=\left(b_{j}+2 d_{j} x, c_{j}+2 e_{j} y\right) \quad j \in I . \tag{3.2.38}
\end{equation*}
$$

For each element (edge) $e$ where $e \in M_{J}$ (which is the set of elements in the interior that are piezoelectric), for ${ }^{e} H_{j i}^{(n)}$ where $j, i \in\{1,2, \ldots, N, N+1\}$ we can write equation (3.2.8) (using equation (3.2.35)) as

$$
\begin{align*}
{ }^{M_{J}} H_{j i}^{(n)}= & \int_{e}\left(\left(a_{j}+b_{j} x+c_{j} y+d_{j} x^{2}+f_{j} y^{2}+g_{j} x y\right)\right. \\
& \left..\left(a_{i}+b_{i} x+c_{i} y+d_{i} x^{2}+f_{i} y^{2}+g_{i} x y\right)\right) d \underline{x} \\
= & \int_{e}\left(a_{j} a_{i}+\left(a_{j} b_{i}+a_{i} b_{j}\right) x+\left(a_{j} c_{i}+a_{i} c_{j}\right) y+\left(a_{j} d_{i}+a_{i} d_{j}+b_{j} b_{i}\right) x^{2}\right. \\
& +\left(a_{j} f_{i}+a_{i} f_{j}+c_{j} c_{i}\right) y^{2}+\left(a_{j} g_{i}+a_{i} g_{j}+b_{j} c_{i}+b_{i} c_{j}\right) x y+\left(b_{j} d_{i}+\right. \\
& \left.b_{i} d_{j}\right) x^{3}+\left(c_{j} f_{i}+c_{i} f_{j}\right) y^{3}+\left(b_{j} f_{i}+b_{i} f_{j}+c_{j} g_{i}+c_{i} g_{j}\right) x y^{2}+\left(b_{j} g_{i}+\right. \\
& \left.b_{i} g_{j}+c_{j} d_{i}+c_{i} d_{j}\right) x^{2} y+\left(f_{j} g_{i}+f_{i} g_{j}\right) x y^{3}+\left(d_{j} g_{i}+d_{i} g_{j}\right) x^{3} y+\left(d_{j} f_{i}\right. \\
& \left.\left.+d_{i} f_{j}+g_{j} g_{i}\right) x^{2} y^{2}+d_{j} d_{i} x^{4}+f_{j} f_{j} y^{4}\right) d \underline{x} . \tag{3.2.39}
\end{align*}
$$

Similarly, for each element (edge) $e$ where $e \in M_{K}$ (which is the set of elements in
the interior that are a polymer - piezoelectric mix), then

$$
\begin{aligned}
{ }^{M_{K}} H_{j i}^{(n)}= & \int_{e}\left(( a _ { j } + b _ { j } x + c _ { j } y + d _ { j } x ^ { 2 } + f _ { j } y ^ { 2 } + g _ { j } x y ) \cdot \left(a_{i}+b_{i} x+c_{i} y+\right.\right. \\
& \left.\left.d_{i}\left(x^{2}+y^{2}\right)\right)\right) d \underline{x} \\
= & \int_{e}\left(a_{j} a_{i}+\left(a_{j} b_{i}+a_{i} b_{j}\right) x+\left(a_{j} c_{i}+a_{i} c_{j}\right) y+\left(b_{i} b_{j}+a_{j} d_{i}+a_{i} d_{j}\right) x^{2}\right. \\
& +\left(c_{i} c_{j}+a_{j} d_{i}+a_{i} f_{j}\right) y^{2}+\left(b_{i} c_{j}+b_{j} c_{i}+a_{i} g_{j}\right) x y+\left(b_{j} d_{i}+b_{i} d_{j}\right) x^{3}+ \\
& \left(c_{j} d_{i}+c_{i} f_{j}\right) y^{3}+\left(b_{j} d_{i}+b_{i} f_{j}+c_{i} g_{j}\right) x y^{2}+\left(c_{j} d_{i}+c_{i} d_{j}+b_{i} g_{j}\right) x^{2} y+ \\
& \left.d_{i} g_{j} x y^{3}+d_{i} g_{j} x^{3} y+\left(d_{i} d_{j}+d_{i} f_{j}\right) x^{2} y^{2}+d_{i} d_{j} x^{4}+d_{i} f_{j} y^{4}\right) d \underline{x} .(3.2 .40)
\end{aligned}
$$

For the boundary elements $e \in M_{I}$ (which is the set of elements that connect to the exterior) note that ${ }^{M_{I}} H_{i i}^{(n)}={ }^{M_{J}} H_{i i}^{(n)}$ where $i \in J$ (corner vertices). For


Figure 3.44: An isoparametric element (edge) between piezoelectric vertices $p\left(x_{p}, y_{p}\right)$ and $q\left(x_{q}, y_{q}\right)$.


Figure 3.45: An isoparametric element (edge) between piezoelectric vertex $p\left(x_{p}, y_{p}\right)$ and polymer vertex $q\left(x_{q}, y_{q}\right)$. The fraction of piezoelectric material in this edge is given by $\nu$.
a piezoelectric element lying between vertex $p$ and vertex $q$ the isoparametric representation, given by

$$
\begin{equation*}
(x(s), y(s))=\left(\left(x_{j}-x_{i}\right) s+x_{i},\left(y_{j}-y_{i}\right) s+y_{i}\right) \tag{3.2.41}
\end{equation*}
$$

is employed, where $s=0$ and $s=1$ and $d \underline{x}=h d s$ (see Figure 3.44). For the elements that join a piezoelectric vertex to a polymer vertex a similar representation is used but here $d \underline{x}=h / \sqrt{3} d s$ and the region between $s=0$ and $s=\nu$ is piezoelectric and that between $s=\nu$ and $s=1$ is polymer (see Figure 3.45). Substituting this into equations (3.2.39) and (3.2.40) gives

$$
H_{j i}^{(n)}= \begin{cases}h \int_{0}^{1} \phi_{j} \phi_{i} d s & \text { if } e \in M_{J}  \tag{3.2.42}\\ \frac{h}{\sqrt{3}} \int_{0}^{1} \phi_{j} \phi_{i} d s & \text { if } e \in M_{K} \\ h \int_{0}^{1} \phi_{j} \phi_{i} d s & \text { if } e \in M_{I}\end{cases}
$$

Let us start with an interior piezoelectric element $\left(e \in M_{J}\right)$, say $e=1 \in M_{J}$ which is connected between vertex 1 at $\left(x_{i}, y_{i}\right)=(0,0)$ and vertex 2 at $\left(x_{j}, y_{j}\right)=$ $(h, 0)$. From equation (3.2.41) we get $(x(s), y(s))=(h s, 0)$ and then from equations (3.2.35) and (3.2.42) we get

$$
\begin{aligned}
{ }^{e=1} H_{11}^{(1)} & =h \int_{0}^{1} \phi_{1}(h s, 0) \phi_{1}(h s, 0) d s \\
& =h \int_{0}^{1}\left(1-s^{2}\right)^{2} d s \\
& =\frac{h}{30}(16) .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
{ }^{e=1} H_{12}^{(1)} & =h \int_{0}^{1} \phi_{1}(h s, 0) \phi_{2}(h s, 0) d s \\
& =h \int_{0}^{1}\left(1-s^{2}\right)\left(2 s-s^{2}\right) d s \\
& =h \int_{0}^{1}\left(1-s^{2}\right)(2-s) s d s \\
& =\frac{h}{30}(11),
\end{aligned}
$$

where we note that ${ }^{e=1} H_{21}^{(1)}={ }^{e=1} H_{12}^{(1)}$. Also

$$
\begin{aligned}
{ }^{e=1} H_{22}^{(1)} & =h \int_{0}^{1} \phi_{2}(h s, 0) \phi_{2}(h s, 0) d s \\
& =h \int_{0}^{1}\left(2 s-s^{2}\right)^{2} d s \\
& =h \int_{0}^{1}(2-s)^{2} s^{2} d s \\
& =\frac{h}{30}(16) .
\end{aligned}
$$

So for each interior piezoelectric element $\left(e \in M_{J}\right)$,

$$
{ }^{M_{J}} H_{j i}^{(n)}=\frac{h}{30} \begin{cases}16 & \text { if } j=i  \tag{3.2.43}\\ 11 & \text { if } j \neq i \\ 0 & \text { otherwise }\end{cases}
$$

For a piezoelectric - polymer element $\left(e \in M_{K}\right)$, let us take the example $e=$ $5 \in M_{K}$ which is connected between vertex 2 at $\left(x_{i}, y_{j}\right)=(h, 0)$ and vertex 4 at $\left(x_{j}, y_{j}\right)=(h / 2, h /(2 \sqrt{3}))$. From equation (3.2.41) we get $(x(s), y(s))=(-h / 2 s+$ $h, h /(2 \sqrt{3}) s)$ and then from equations (3.2.35) and (3.2.42) we get

$$
\begin{aligned}
{ }^{e=5} H_{22}^{(1)} & =\frac{h}{\sqrt{3}} \int_{0}^{1} \phi_{2}\left(\frac{-h}{2} s+h, \frac{h}{2 \sqrt{3}} s\right) \phi_{2}\left(\frac{-h}{2} s+h, \frac{h}{2 \sqrt{3}} s\right) d s \\
& =\frac{h}{\sqrt{3}} \int_{0}^{1}\left(1-s^{2}\right)^{2} d s \\
& =\frac{h}{30 \sqrt{3}}(16) .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
{ }^{e=5} H_{24}^{(1)} & =\frac{h}{\sqrt{3}} \int_{0}^{1} \phi_{2}\left(\frac{-h}{2} s+h, \frac{h}{2 \sqrt{3}} s\right) \phi_{4}\left(\frac{-h}{2} s+h, \frac{h}{2 \sqrt{3}} s\right) d s \\
& =\frac{h}{\sqrt{3}} \int_{0}^{1}\left(1-s^{2}\right)(2-s) s d s \\
& =\frac{h}{30 \sqrt{3}}(11)
\end{aligned}
$$

where we note that ${ }^{e=5} H_{42}^{(1)}={ }^{e=5} H_{24}^{(1)}$. Also

$$
\begin{aligned}
{ }^{e=5} H_{44}^{(1)} & =\frac{h}{\sqrt{3}} \int_{0}^{1} \phi_{4}\left(\frac{-h}{2} s+h, \frac{h}{2 \sqrt{3}} s\right) \phi_{4}\left(\frac{-h}{2} s+h, \frac{h}{2 \sqrt{3}} s\right) d s \\
& =\frac{h}{\sqrt{3}} \int_{0}^{1}(2-s)^{2} s^{2} d s \\
& =\frac{h}{30 \sqrt{3}}(16) .
\end{aligned}
$$

So, for each piezoelectric - polymer element $\left(e \in M_{K}\right)$,

$$
{ }^{M_{K}} H_{j i}^{(n)}=\frac{h}{30 \sqrt{3}} \begin{cases}16 & \text { if } j=i  \tag{3.2.44}\\ 11 & \text { if } j \neq i \\ 0 & \text { otherwise }\end{cases}
$$

Note that from equation (3.2.7) since ${ }^{M_{K}} H_{j i}^{(n)}=h / \sqrt{3}\left(\int_{0}^{\nu} \phi_{j} \phi_{i} d x+\int_{\nu}^{1} \phi_{j} \phi_{i} d x\right)=$ $h / \sqrt{3} \int_{0}^{1} \phi_{j} \phi_{i} d x$, then $\nu$ does not explicitly appear. On the edges in $M_{K}$ there will be a jump in the material properties and hence a jump in the observed dynamics in each section of the edge. However, as our basis functions are only defined at vertices at the extremities of these edges then, as a modelling assumption, this phenomenon is simply averaged out (so it is just the volume fraction of polymer that is modelled rather than the spatial location of a jump in material properties). Hence we have used quadratic polynomials as our basis functions. It would be
possible to put two elements with a vertex at the interface between the piezoelectric and the polymer material on these edges to capture this jump. We will see later that for $c^{2} K_{j i}^{(n)}$ for $e \in M_{K}$, we need to apply equation (2.2.11) where ${ }^{M_{K}} c^{2} K_{j i}^{(n)}=$ $h / \sqrt{3}\left(c_{T}^{2} \int_{0}^{\nu} \nabla \phi_{j} . \nabla \phi_{i} d s+c_{P}^{2} \int_{\nu}^{1} \nabla \phi_{j} . \nabla \phi_{i} d s\right)$ and so $\nu$ does appear explicitly in that case. For exterior piezoelectric elements $\left(e \in M_{I}=\{M+1, M+2, M+3\}\right)$, let us take the example for one element that is $e=7 \in M_{I}$ which is connected between vertex 1 at $\left(x_{i}, y_{j}\right)=(0,0)$ and vertex 5 at $\left(x_{j}, y_{j}\right)=(-h, 0)$ and apply equation (3.2.41) to get $(x(s), y(s))=(h s, 0)$. Then from equations (3.2.35) and (3.2.42) we get

$$
\begin{aligned}
{ }^{e=7} H_{11}^{(1)} & =h \int_{0}^{1} \phi_{1}(h s, 0) \phi_{1}(h s, 0) d s \\
& =h \int_{0}^{1}\left(1-s^{2}\right)^{2} d s \\
& =\frac{h}{30}(16) .
\end{aligned}
$$

Similarly, for each exterior piezoelectric element $\left(e \in M_{I}\right)$,

$$
{ }^{M_{I}} H_{j i}^{(n)}=\frac{h}{30} \begin{cases}16 & \text { if } j=i=q  \tag{3.2.45}\\ 0 & \text { otherwise }\end{cases}
$$

where $q$ is the corner vertex of the $\operatorname{SG}(3,4)$ graph connected to element $e$ (for $n=1, q \in\{1,2,3\}$, and for $n=2, q \in\{1,6,11\})$. The left hand side of equation (3.2.3) does not involve the basis functions $\left(\psi_{I}\right)$ which are located at boundary vertices $I$. As such the integrals are zero unless $\phi_{i}=\phi_{j}$ where $i, j \in\{1, m, N\}$.

Assembling the full matrix in equation (3.2.8) gives, for generation level $n=1$

$$
H_{j i}^{(1)}=h\left[\begin{array}{llll}
\frac{8}{45}(9+\sqrt{3}) & \frac{11}{30} & \frac{11}{30} & \frac{11}{30 \sqrt{3}}  \tag{3.2.46}\\
\frac{11}{30} & \frac{8}{45}(9+\sqrt{3}) & \frac{11}{30} & \frac{11}{30 \sqrt{3}} \\
\frac{11}{30} & \frac{11}{30} & \frac{8}{45}(9+\sqrt{3}) & \frac{11}{30 \sqrt{3}} \\
\frac{11}{30 \sqrt{3}} & \frac{11}{30 \sqrt{3}} & \frac{11}{30 \sqrt{3}} & \frac{48}{30 \sqrt{3}}
\end{array}\right]=h \hat{H}_{j i}^{(1)}
$$

and at generation level $n=2$,

$$
H_{j i}^{(2)}=h\left[\begin{array}{cc:cccc:cccc} 
& & & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{3.2.47}\\
0
\end{array}\right]
$$

So, from equations (3.2.46) and (3.2.47), we can write matrix $H$, for $n \geqslant 2$ as
where $\hat{H}_{j i}^{(n-1)}=H_{j i}^{(n-1)} / h$ and $V_{j i}^{(n)}=\mathbb{1}_{D^{(n)}}(j i)$ is the adjacency matrix for the subgraph of $\mathrm{SG}^{(n)}(3)$ consisting of the edges $D^{(n)}$ that connect each of the three $\mathrm{SG}^{(n-1)}(3)$ graphs (for $n=2, D^{(2)}=\{\{2,5\},\{3,9\},\{7,10\}\}$ (see Figure 3.4), and for $\left.n=3, D^{(3)}=\{\{6,13\},\{11,25\},\{23,30\}\}\right)$. (where $\mathbb{1}_{\{A\}}(a)$ is the indicator function which equals 1 if $a \in A$, and 0 otherwise). That is,

$$
\begin{equation*}
H_{j i}^{(n)}=h\left(\overline{\hat{H}}_{j i}^{(n-1)}+\frac{11}{30} V_{j i}^{(n)}\right), \tag{3.2.48}
\end{equation*}
$$

where $\overline{\hat{H}}_{j i}^{(n-1)}$ is a block diagonal matrix consisting of three blocks of matrix $\hat{H}_{j i}^{(n-1)}$. Similarly for ${ }^{e} K_{j i}^{(n)}$ we can write equation (3.2.9) (using equation (3.2.37)) as

$$
\begin{aligned}
M_{J} K_{j i}^{(n)}= & c^{2} \int_{e}\left(\left(b_{j}+2 d_{j} x+g_{j} y, c_{j}+2 f_{j} y+g_{j} x\right) \cdot\left(b_{i}+2 d_{i} x+g_{i} y, c_{i}+2 f_{i} y+g_{i} x\right)\right) d \underline{x} \\
= & c^{2} \int_{e}\left(b_{j} b_{i}+2\left(b_{j} d_{i}+b_{i} d_{j}\right) x+\left(b_{j} g_{i}+b_{i} g_{j}\right) y+4 d_{j} d_{i} x^{2}+g_{j} g_{i} y^{2}\right. \\
& +2\left(d_{j} g_{i}+d_{i} g_{j}\right) x y+c_{j} c_{i}+\left(c_{j} g_{i}+c_{i} g_{j}\right) x+2\left(c_{j} f_{i}+c_{i} f_{j}\right) y+g_{j} g_{i} x^{2} \\
& \left.+4 f_{j} f_{i} y^{2}+2\left(f_{j} g_{i}+f_{i} g_{j}\right) x y\right) d \underline{x} .
\end{aligned}
$$

For each element (edge) $e$ where $e \in M_{K}$ or $e \in M_{I}$

$$
\begin{aligned}
{ }^{M_{K}} K_{j i}^{(n)}={ }^{M_{I}} K_{j i}^{(n)}= & c^{2} \int_{e}\left(b_{j}+2 d_{j} x, c_{j}+2 d_{j} y\right) \cdot\left(b_{i}+2 d_{i} x, c_{i}+2 d_{i} y\right) d \underline{x} \\
= & c^{2} \int_{e}\left(b_{i} b_{j}+2\left(d_{j} b_{i}+d_{i} b_{j}\right) x+4 d_{i} d_{j} x^{2}+c_{i} c_{j}+2\left(d_{i} c_{j}+d_{j} c_{i}\right) y\right. \\
& \left.+4 d_{i} d_{j} y^{2}\right) d \underline{x} .
\end{aligned}
$$

By using the definition of $c$ in equation (2.2.11) and using equation (3.2.41) then we can write equation (3.2.9) as

$$
K_{j i}^{(n)}= \begin{cases}h c_{T}^{2} \int_{0}^{1} \nabla \phi_{j} \cdot \nabla \phi_{i} d s & \text { if } e \in M_{J}  \tag{3.2.49}\\ \frac{h}{\sqrt{3}}\left(c_{T}^{2} \int_{0}^{\nu} \nabla \phi_{j} \cdot \nabla \phi_{i} d s+c_{P}^{2} \int_{\nu}^{1} \nabla \phi_{j} . \nabla \phi_{i} d s\right) & \text { if } e \in M_{K} \\ h c_{T}^{2} \int_{0}^{1} \nabla \phi_{j} \cdot \nabla \phi_{i} d s & \text { if } e \in M_{I}\end{cases}
$$

where $\nu$ is a parameter indicating the volume fraction of piezoelectric material in edge $e \in M_{K}$. For $e \in M_{J}$, from equations (3.2.37) and (3.2.49) we get

$$
M_{J} K_{j i}^{(n)}=h c_{T}^{2} \begin{cases}\frac{52}{h^{2}} \int_{0}^{1} s^{2} d s & \text { if } j=i=p \\ \frac{-44}{h^{2}} \int_{0}^{1} s(s-1) d s & \text { if } j, i \in\{p, q\}, j \neq i \\ \frac{52}{h^{2}} \int_{0}^{1}(s-1)^{2} d s & \text { if } j=i=q \\ 0 & \text { otherwise. }\end{cases}
$$

That is

$$
{ }^{M_{J}} K_{j i}^{(n)}=\frac{2}{3 h} c_{T}^{2} \begin{cases}26 & \text { if } j=i=p \\ 11 & \text { if } j, i \in\{p, q\}, j \neq i \\ 26 & \text { if } j=i=q \\ 0 & \text { otherwise }\end{cases}
$$

Similarly for $e \in M_{K}$,

$$
{ }^{M_{K}} K_{j i}^{(n)}=\frac{h}{\sqrt{3}} \begin{cases}\frac{12}{h^{2}}\left(c_{T}^{2} \int_{0}^{\nu} s^{2} d s+c_{P}^{2} \int_{\nu}^{1} s^{2} d s\right) & \text { if } j=i=p \\ \frac{12}{h^{2}}\left(c_{T}^{2} \int_{0}^{\nu} s(s-1) d s+c_{P}^{2} \int_{\nu}^{1} s(s-1) d s\right) & \text { if } j, i \in\{p, q\}, j \neq i \\ \frac{12}{h^{2}}\left(c_{T}^{2} \int_{0}^{\nu}(s-1)^{2} d s+c_{P}^{2} \int_{\nu}^{1}(s-1)^{2} d s\right) & \text { if } j=i=q \\ 0 & \text { otherwise. }\end{cases}
$$

That is
${ }^{M_{K}} K_{j i}^{(n)}=\frac{2}{3 h} c_{T}^{2} \begin{cases}2 \sqrt{3}\left(\nu^{3}+\frac{c_{P}^{2}}{c_{T}^{2}}\left(1-\nu^{3}\right)\right) & \text { if } j=i=p \\ \sqrt{3}\left(\nu^{2}(2 \nu-3)-\frac{c_{p}^{2}}{c_{T}^{2}}(\nu-1)^{2}(1+2 \nu)\right) & \text { if } j, i \in\{p, q\}, j \neq i \\ 2 \sqrt{3}\left(\nu\left(\nu^{2}-3 \nu+3\right)-\frac{c_{p}^{2}}{c_{T}^{2}}(\nu-1)^{3}\right) & \text { if } j=i=q \\ 0 & \text { otherwise. }\end{cases}$

Similarly for $e \in M_{I}$,

$$
M_{I} K_{j i}^{(n)}=h c_{T}^{2} \begin{cases}\frac{52}{h^{2}} \int_{0}^{1} s^{2} d s & \text { if } j=i=q \\ 0 & \text { otherwise }\end{cases}
$$

That is

$$
{ }^{M_{I}} K_{j i}^{(n)}=\frac{2}{3 h} c_{T}^{2} \begin{cases}26 & \text { if } j=i=q \\ 0 & \text { otherwise } .\end{cases}
$$

Assembling the full matrix in equation (3.2.9) gives, for generation level $n=1$

$$
K_{j i}^{(1)}=\frac{c_{T}^{2}}{h}\left[\begin{array}{cccc}
D & \frac{22}{3} & \frac{22}{3} & R  \tag{3.2.50}\\
\frac{22}{3} & D & \frac{22}{3} & R \\
\frac{22}{3} & \frac{22}{3} & D & R \\
R & R & R & E
\end{array}\right]=\frac{c_{T}^{2}}{h} \hat{K}_{j i}^{(1)},
$$

where $D=52+4 / \sqrt{3}\left(\nu^{3}+c_{P}^{2} / c_{T}^{2}\left(1-\nu^{3}\right)\right), R=2 / \sqrt{3}\left(\nu^{2}(2 \nu-3)-c_{P}^{2} / c_{T}^{2}(\nu-1)^{2}(1+2 \nu)\right)$ and $E=4 \sqrt{3}\left(\nu\left(\nu^{2}-3 \nu+3\right)-c_{P}^{2} / c_{T}^{2}(\nu-1)^{3}\right)$. For generation level $n=2$

So, from equations (3.2.50) and (3.2.51), we can write matrix $K$, for $n \geqslant 2$ as
where $\hat{K}_{j i}^{(n-1)}=h K_{j i}^{(n-1)} / c_{T}^{2}$. That is,

$$
\begin{equation*}
K_{j i}^{(n)}=\frac{1}{h}\left(\overline{\hat{K}}_{j i}^{(n-1)}+\frac{22}{3} V_{j i}^{(n)}\right), \tag{3.2.52}
\end{equation*}
$$

where $\overline{\hat{K}}_{j i}^{(n-1)}$ is a block diagonal matrix consisting of three blocks of matrix $\hat{K}_{j i}^{(n-1)}$. Combining equations (3.2.46) and (3.2.50) gives equation (3.2.7) as

$$
A_{j i}^{(1)}=h\left[\begin{array}{cccc}
\alpha & \beta & \beta & \mathcal{P}  \tag{3.2.53}\\
\beta & \alpha & \beta & \mathcal{P} \\
\beta & \beta & \alpha & \mathcal{P} \\
\mathcal{P} & \mathcal{P} & \mathcal{P} & \vartheta
\end{array}\right]=h \hat{A}_{j i}^{(1)},
$$

where $\alpha=\left(q^{2} / 30\right)(48+(16 / \sqrt{3}))+52+(4 / \sqrt{3})\left(\nu^{3}+c_{P}^{2} / c_{T}^{2}\left(1-\nu^{3}\right)\right), \beta=11 q^{2} / 30+$ $22 / 3, \mathcal{P}=11 q^{2} / 30 \sqrt{3}+(2 / \sqrt{3})\left(\nu^{2}(2 \nu-3)-c_{P}^{2} / c_{T}^{2}(\nu-1)^{2}(1+2 \nu)\right)$ and $\vartheta=$ $48 q^{2} / 30 \sqrt{3}+(4 \sqrt{3})\left(\nu\left(\nu^{2}-3 \nu+3\right)-c_{P}^{2} / c_{T}^{2}(\nu-1)^{3}\right)$. Similarly, for generation
level $n=2$,

$$
A_{j i}^{(2)}=h\left[\begin{array}{cc:cccc:cccc} 
& & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{3.2.54}\\
& & \hat{A}_{j i}^{(1)} & \beta & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 \\
& & & 0 & 0 & 0 & 0 & \beta & 0 & 0 \\
0
\end{array}\right]
$$

So, from equations (3.2.53) and (3.2.54), we can write matrix $A$, for $n \geqslant 2$ as

$$
A_{j i}^{(n)}=h\left[\begin{array}{c:c:c} 
& & \\
\hat{A}_{j i}^{(n-1)} & \beta V_{j i}^{(n)} & \beta V_{j i}^{(n)} \\
\cdots \cdots \cdots V_{j i}^{(n)} & \hat{A}_{j i}^{(n-1)} & \beta V_{j i}^{(n)} \\
\hdashline \cdots \cdots \cdots \cdots & \cdots \cdots \cdots & \\
\hdashline \cdots \cdots \cdots \cdots \\
\beta V_{j i}^{(n)} & \beta V_{j i}^{(n)} & \hat{A}_{j i}^{(n-1)} \\
& &
\end{array}\right],
$$

where $\hat{A}_{j i}^{(n-1)}=A_{j i}^{(n-1)} / h$. That is,

$$
\begin{equation*}
A_{j i}^{(n)}=h\left(\overline{\hat{A}}_{j i}^{(n-1)}+\beta V_{j i}^{(n)}\right), \tag{3.2.55}
\end{equation*}
$$

where $\overline{\hat{A}}_{j i}^{(n-1)}$ is a block diagonal matrix consisting of three blocks of matrix $\hat{A}_{j i}^{(n-1)}$. A similar treatment, can be given to equation (3.2.6) by using the definition of $c$ that appears in equation (2.2.11) to give (where $m=(N+1) / 2$ )

$$
b_{j}^{(n)}= \begin{cases}-\left(\int_{e_{M+1}}\left(q^{2} \psi_{N+2} \phi_{j}+h^{2} \nabla \psi_{N+2} \cdot \nabla \phi_{j}\right) d \underline{x}\right) U_{A}, & j=1  \tag{3.2.56}\\ -\left(\int_{e_{M+2}}\left(q^{2} \psi_{N+3} \phi_{j}+h^{2} \nabla \psi_{N+3} \cdot \nabla \phi_{j}\right) d \underline{x}\right) U_{B}, & j=m \\ -\left(\int_{e_{M+3}}\left(q^{2} \psi_{N+4} \phi_{j}+h^{2} \nabla \psi_{N+4} \cdot \nabla \phi_{j}\right) d \underline{x}\right) U_{C}, & j=N \\ 0 & \text { otherwise },\end{cases}
$$

where $M+1, M+2$ and $M+3$ are the set of edges $M_{I}, U_{A}, U_{B}$ and $U_{C}$ are the mechanical displacements at the fictitious vertices $A, B$ and $C$ respectively. Now consider equation (3.2.56) to find $b_{m}^{(n)}$ at element $e=M+2$ (see Fig-


Figure 3.46: The boundary element for $e=M+2$
ure 3.46), which is connected between vertex $m$ at $\left(x_{m}, y_{m}\right)=\left(\left(2^{n}-1\right) h, 0\right)$ and vertex $B$ at $\left(x_{B}, y_{B}\right)=\left(2^{n} h, 0\right)$. From equation (3.2.41) we get $(x(s), y(s))=$
$\left(\left(x_{B}-x_{m}\right) s+x_{m},\left(y_{B}-y_{m}\right) s+y_{m}\right)=\left(\left(s+2^{n}-1\right) h, 0\right)$ and $d \underline{x}=h d s$, gives

$$
\begin{equation*}
b_{m}^{(n)}=-h\left(\int_{M+2}\left(q^{2} \psi_{B} \phi_{m}+h^{2} \nabla \psi_{B} \cdot \nabla \phi_{m}\right) d s\right) U_{B} . \tag{3.2.57}
\end{equation*}
$$

From equation (3.2.36) the basis functions at vertex $B$ in element $e=M+2$ is

$$
\begin{equation*}
\psi_{B}(x, y)=1-\frac{\left(x-2^{n} h\right)^{2}+y^{2}}{h^{2}} \tag{3.2.58}
\end{equation*}
$$

and from equation (3.2.35) the basis functions at vertex $m$ is

$$
\begin{equation*}
\phi_{m}(x, y)=\frac{\left(2^{n+1}-2^{2 n}\right) h^{2}-x^{2}+4 \sqrt{3} x y+3 y^{2}+\left(2^{n+1}-2\right) h(x-2 \sqrt{3} y)}{h^{2}} . \tag{3.2.59}
\end{equation*}
$$

Substituting equation (3.2.41) into equations (3.2.58) and (3.2.59) gives

$$
\begin{equation*}
\psi_{B}(x(s), y(s))=(2-s) s \tag{3.2.60}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{m}(x(s), y(s))=1-s^{2} . \tag{3.2.61}
\end{equation*}
$$

From equations (3.2.37) and (3.2.38), equations (3.2.58) and (3.2.59) gives

$$
\begin{equation*}
\nabla \psi_{B}(x, y)=\left(\frac{2\left(2^{n} h-x\right)}{h^{2}}, \frac{-2 y}{h^{2}}\right) \tag{3.2.62}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla \phi_{m}(x, y)=\left(\frac{\left(2^{n+1}-2\right) h-2 x+4 \sqrt{3} y}{h^{2}}, \frac{4 \sqrt{3}\left(1-2^{n}\right) h+4 \sqrt{3} x+6 y}{h^{2}}\right) \tag{3.2.63}
\end{equation*}
$$

Substituting equation (3.2.41) into equations (3.2.62) and (3.2.63) gives

$$
\begin{equation*}
\nabla \psi_{B}(x(s), y(s))=\left(\frac{2-2 s}{h}, 0\right) \tag{3.2.64}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla \phi_{m}(x(s), y(s))=\left(\frac{-2 s}{h}, \frac{4 \sqrt{3} s}{h}\right) \tag{3.2.65}
\end{equation*}
$$

Substituting equations (3.2.60), (3.2.61), (3.2.64) and (3.2.65) into equation (3.2.57) gives

$$
b_{m}^{(n)}=h\left(\frac{2}{3}-\frac{11}{30} q^{2}\right) U_{B} .
$$

A similar calculation, for $b_{1}^{(n)}$ at element $e=M+1$ and $b_{N}^{(n)}$ at element $e=M+3$ shows

$$
b_{j}^{(n)}=h \eta \begin{cases}U_{A}, & j=1  \tag{3.2.66}\\ U_{B}, & j=m \\ U_{C}, & j=N \\ 0 & \text { otherwise }\end{cases}
$$

where

$$
\begin{equation*}
\eta=\frac{2}{3}-\frac{11}{30} q^{2} \tag{3.2.67}
\end{equation*}
$$

For generation level $n=1$,

$$
b_{j}^{(1)}=h\left(\frac{2}{3}-\frac{11}{30} q^{2}\right) \begin{cases}U_{A}, & j=1 \\ U_{B}, & j=2 \\ U_{C}, & j=3 \\ 0 & \text { otherwise }\end{cases}
$$

and for generation level $n=2$,

$$
b_{j}^{(2)}=h\left(\frac{2}{3}-\frac{11}{30} q^{2}\right) \begin{cases}U_{A}, & j=1 \\ U_{B}, & j=6 \\ U_{C}, & j=11 \\ 0 & \text { otherwise. }\end{cases}
$$

### 3.3 A Homogenised model of the transducer

In this section we introduce a homogenised model of this composite transducer [8,151-153] that will be compared with the renormalisation approach being developed here; this comparison being made at a low number of fractal generation levels (these are the most interesting cases as these are potentially manufacturable). The


Figure 3.47: Illustration of a standard 1-3 composite transducer where the ceramic is black and the polymer is white. It clearly shows the regularity in the structure and the reliance on a single length scale.
homogenised model described below can be thought of as the operating characteristics that one would obtain from a conventional (i.e. non-fractal) 1-3 composite transducer as illustrated in Figure 3.47. The constitutive relations for the individual phases have a compact form, within the ceramic $(E)$ phase, and within the polymer $(P)$ phase [147,148]. From equation (2.2.1), and due to the properties of

PZT-5H (see Appendix A.4), we get

$$
T_{11}=T_{12}=T_{21}=T_{22}=T_{33}=0
$$

and

$$
T_{13}=T_{31}=c_{1313} S_{13}+c_{1331} S_{31}-e_{113} E_{1} .
$$

That is

$$
T_{5}=c_{55}\left(S_{13}+S_{31}\right)-e_{15} E_{1},
$$

and, using equation (2.2.3), since from equation (2.2.8) $u_{1,3}=0$, then

$$
\begin{equation*}
T_{5}=c_{44} u_{3,1}-e_{24} E_{1}, \tag{3.3.1}
\end{equation*}
$$

since $c_{55}=c_{44}$ and $e_{15}=e_{24}$. Similarly we get

$$
T_{23}=T_{32}=c_{3223} S_{23}+c_{3232} S_{32}-e_{232} E_{2},
$$

that is

$$
\begin{equation*}
T_{4}=c_{44} u_{3,2}-e_{24} E_{2} . \tag{3.3.2}
\end{equation*}
$$

So we rewrite equations (3.3.1) and (3.3.2), for the piezoelectric phase as

$$
T_{5}^{T}=c_{44}^{T} u_{3,1}^{T}-e_{24} E_{1}^{T}
$$

and

$$
\begin{equation*}
T_{4}^{T}=c_{44}^{T} u_{3,2}^{T}-e_{24} E_{2}^{T} . \tag{3.3.3}
\end{equation*}
$$

Similarly, for polymer phase we get

$$
T_{5}^{P}=c_{44}^{P} u_{3,1}^{P},
$$

and

$$
\begin{equation*}
T_{4}^{P}=c_{44}^{P} u_{3,2}^{P}, \tag{3.3.4}
\end{equation*}
$$

since there is no piezoelectric effect in the polymer phase. From equation (2.2.2) we get for the piezoelectric phase

$$
\begin{equation*}
D_{1}^{T}=e_{24} u_{3,1}^{T}+\varepsilon_{11}^{T} E_{1}^{T} \tag{3.3.5}
\end{equation*}
$$

and

$$
D_{2}^{T}=e_{24}^{T} u_{3,2}^{T}+\varepsilon_{11}^{T} E_{2}^{T},
$$

and for the polymer phase we get

$$
\begin{equation*}
D_{1}^{P}=\varepsilon_{11}^{P} E_{1}^{P}, \tag{3.3.6}
\end{equation*}
$$

and

$$
D_{2}^{P}=\varepsilon_{11}^{P} E_{2}^{P},
$$

where $D_{3}^{T}, D_{3}^{P}$ are zero and $\varepsilon_{11}^{P}$ is an element of the permittivity tensor of polymer. We assume uniform fields in each phase that any movement (strain) in the polymer phase is compensated by a strain in the piezoelectric phase, and so we can write

$$
\begin{equation*}
\bar{u}_{3,1}=v u_{3,1}^{T}+\bar{v} u_{3,1}^{P}, \tag{3.3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{u}_{3,2}=v u_{3,2}^{T}+\bar{v} u_{3,2}^{P}, \tag{3.3.8}
\end{equation*}
$$

where $v$ is the volume fraction of the piezoelectric phase where this is calculated via

$$
v^{(n)}=\frac{\frac{3}{2}\left(3^{n}-1\right)\left(\frac{L}{2^{n}-1}\right)+3^{n}\left(\frac{L}{\left(2^{n}-1\right) \sqrt{3}}\right) \nu}{\frac{3}{2}\left(3^{n}-1\right)\left(\frac{L}{2^{n}-1}\right)+3^{n}\left(\frac{L}{\left(2^{n}-1\right) \sqrt{3}}\right)}
$$

where $3\left(3^{n}-1\right) / 2$ is the number of elements that are piezoelectric $\left(M_{J}\right), 3^{n}$ is the number of elements that are a polymer-piezoelectric composite $\left(M_{K}\right), L /\left(2^{n}-1\right)$ is the length of elements $M_{J}, L /\left(\left(2^{n}-1\right) \sqrt{3}\right)$ is the length of elements $M_{K}$ and $\nu$ as defined in equation (3.2.49). That is

$$
v^{(n)}=\frac{\frac{3}{2}\left(3^{n}-1\right)+3^{n-\frac{1}{2}} \nu}{\frac{3}{2}\left(3^{n}-1\right)+3^{n-\frac{1}{2}}},
$$

and $\bar{v}^{(n)}=1-v^{(n)}$ is the volume fraction of the polymer phase. For example at generation level $(n=1)$ if $\nu=1$ then $v=1$ and if $\nu=0$ then $v=3 /(3+\sqrt{3})$. Assuming the electric fields are similarly averaged then

$$
\begin{equation*}
\bar{E}_{1}=v E_{1}^{T}+\bar{v} E_{1}^{P}, \tag{3.3.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{E}_{2}=v E_{2}^{T}+\bar{v} E_{2}^{P} . \tag{3.3.10}
\end{equation*}
$$

Assuming that the stresses in each phase are equal then

$$
\begin{equation*}
\bar{T}_{4}=T_{4}^{T}=T_{4}^{P} \tag{3.3.11}
\end{equation*}
$$

and

$$
\bar{T}_{5}=T_{5}^{T}=T_{5}^{P}
$$

If the electrical displacements are also equal in each phase then

$$
\begin{equation*}
\bar{D}_{1}=D_{1}^{T}=D_{1}^{P} \tag{3.3.12}
\end{equation*}
$$

and

$$
\bar{D}_{2}=D_{2}^{T}=D_{2}^{P}
$$

From the symmetry of the $\operatorname{SG}(3,4)$ graph (see Figure 2.11) then we have

$$
\begin{equation*}
\bar{u}_{3,2}=\bar{u}_{3,1}=\bar{u}, \tag{3.3.13}
\end{equation*}
$$

since $u_{3,2}^{T}=u_{3,1}^{T}=u^{T}$, and $u_{3,2}^{P}=u_{3,1}^{P}=u^{P}$. We take the electric fields to be the same in both phases, namely,

$$
\begin{equation*}
\bar{E}_{1}=\bar{E}_{2}=\bar{E}, \tag{3.3.14}
\end{equation*}
$$

since $E_{1}^{T}=E_{2}^{T}=E^{T}$, and $E_{1}^{P}=E_{2}^{P}=E^{P}$. Also

$$
\begin{equation*}
\bar{T}_{4}=\bar{T}_{5}=\bar{T}, \tag{3.3.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{D}_{1}=\bar{D}_{2}=\bar{D} \tag{3.3.16}
\end{equation*}
$$

From equations (3.3.11), (3.3.15), (3.3.13) and (3.3.14) we can write equation (3.3.3) as

$$
\begin{equation*}
\bar{T}=c_{44}^{T} u^{T}-e_{24} E^{T}, \tag{3.3.17}
\end{equation*}
$$

and from equations (3.3.12), (3.3.16), (3.3.13) and (3.3.14) we can write equation (3.3.5) as

$$
\begin{equation*}
\bar{D}=e_{24} u^{T}+\varepsilon_{11}^{T} E^{T} \tag{3.3.18}
\end{equation*}
$$

For the polymer phase, we have from equations (3.3.11), (3.3.15) and (3.3.13) that we can write equation (3.3.4) as

$$
\begin{equation*}
\bar{T}=c_{44}^{P} u^{P}, \tag{3.3.19}
\end{equation*}
$$

and from equations (3.3.12), (3.3.16) and (3.3.14) we can write equation (3.3.6) as

$$
\begin{equation*}
\bar{D}=\varepsilon_{11}^{P} E^{P} . \tag{3.3.20}
\end{equation*}
$$

From equation (3.3.13) we can write equations (3.3.8) and (3.3.7) as

$$
\begin{equation*}
\bar{u}=\bar{S}=v u^{T}+\bar{v} u^{P}, \tag{3.3.21}
\end{equation*}
$$

and from equation (3.3.14) we can write equations (3.3.9) and (3.3.10) as

$$
\begin{equation*}
\bar{E}=v E^{T}+\bar{v} E^{P} . \tag{3.3.22}
\end{equation*}
$$

From equation (3.3.19) we get

$$
\begin{equation*}
u^{P}=\frac{\bar{T}}{c_{44}^{P}}, \tag{3.3.23}
\end{equation*}
$$

and from equation (3.3.20) we get

$$
\begin{equation*}
E^{P}=\frac{\bar{D}}{\varepsilon_{11}^{P}} . \tag{3.3.24}
\end{equation*}
$$

Hence, from equations (3.3.21) and (3.3.23) we get

$$
\begin{equation*}
u^{T}=\frac{1}{v}\left(\bar{S}-\bar{v} \frac{\bar{T}}{c_{44}^{P}}\right), \tag{3.3.25}
\end{equation*}
$$

and from equations (3.3.22) and (3.3.24) we get

$$
\begin{equation*}
E^{T}=\frac{1}{v}\left(\bar{E}-\bar{v} \frac{\bar{D}}{\varepsilon_{11}^{P}}\right) . \tag{3.3.26}
\end{equation*}
$$

Substituting equations (3.3.25) and (3.3.26) into equation (3.3.17) gives

$$
\bar{T}=c_{44}^{T} \frac{1}{v}\left(\bar{S}-\bar{v} \frac{\bar{T}}{c_{44}^{P}}\right)-e_{24} \frac{1}{v}\left(\bar{E}-\bar{v} \frac{\bar{D}}{\varepsilon_{11}^{P}}\right) .
$$

That is

$$
\begin{equation*}
\bar{T}\left(1+\frac{\bar{v} c_{44}^{T}}{v c_{44}^{P}}\right)=\frac{c_{44}^{T}}{v} \bar{S}-\frac{e_{24}}{v} \bar{E}+\frac{\bar{v} e_{24}}{v \varepsilon_{11}^{P}} \bar{D} \tag{3.3.27}
\end{equation*}
$$

Also, substituting equations (3.3.25) and (3.3.26) into equation (3.3.18) gives

$$
\bar{D}=\frac{e_{24}}{v}\left(\bar{S}-\bar{v} \frac{\bar{T}}{c_{44}^{P}}\right)+\frac{\varepsilon_{11}^{T}}{v}\left(\bar{E}-\bar{v} \frac{\bar{D}}{\varepsilon_{11}^{P}}\right) .
$$

That is

$$
\bar{D}\left(1+\frac{\bar{v} \varepsilon_{11}^{T}}{v \varepsilon_{11}^{P}}\right)=\frac{e_{24}}{v} \bar{S}-\frac{\bar{v} e_{24}}{v c_{44}^{P}} \bar{T}+\frac{\varepsilon_{11}^{T}}{v} \bar{E} .
$$

Hence,

$$
\bar{D}=\frac{\varepsilon_{11}^{P} e_{24}}{v \varepsilon_{11}^{P}+\bar{v} \varepsilon_{11}^{T}} \bar{S}-\frac{\bar{v} e_{24} \varepsilon_{11}^{P}}{c_{44}^{P}\left(v \varepsilon_{11}^{P}+\bar{v} \varepsilon_{11}^{T}\right)} \bar{T}+\frac{\varepsilon_{11}^{P} \varepsilon_{11}^{T}}{v \varepsilon_{11}^{P}+\bar{v} \varepsilon_{11}^{T}} \bar{E} .
$$

That is

$$
\begin{equation*}
\bar{D}=\frac{\varepsilon_{11}^{P} e_{24}}{\bar{\varepsilon}^{*}} \bar{S}-\frac{\bar{v} e_{24} \varepsilon_{11}^{P}}{c_{44}^{P} \bar{\varepsilon}^{*}} \bar{T}+\frac{\varepsilon_{11}^{P} \varepsilon_{11}^{T}}{\bar{\varepsilon}^{*}} \bar{E}, \tag{3.3.28}
\end{equation*}
$$

where $\bar{\varepsilon}^{*}=v \varepsilon_{11}^{P}+\bar{v} \varepsilon_{11}^{T}$. Putting this into equation (3.3.27) gives

$$
\bar{T}\left(1+\frac{\bar{v} c_{44}^{T}}{v c_{44}^{P}}\right)=\frac{c_{44}^{T}}{v} \bar{S}-\frac{e_{24}}{v} \bar{E}+\frac{\bar{v} e_{24}^{2}}{v \bar{\varepsilon}^{*}} \bar{S}-\frac{\bar{v}^{2} e_{24}^{2}}{v c_{44}^{P} \bar{\varepsilon}^{*}} \bar{T}+\frac{\bar{v} e_{24} \varepsilon_{11}^{T}}{v \bar{\varepsilon}^{*}} \bar{E}
$$

that is

$$
\bar{T}\left(1+\frac{\bar{v} c_{44}^{T}}{v c_{44}^{P}}+\frac{\bar{v}^{2} e_{24}^{2}}{v c_{44}^{P} \bar{\varepsilon}^{*}}\right)=\left(\frac{c_{44}^{T}}{v}+\frac{\bar{v} e_{24}^{2}}{v \bar{\varepsilon}^{*}}\right) \bar{S}+\left(\frac{\bar{v} e_{24} \varepsilon_{11}^{T}}{v \bar{\varepsilon}^{*}}-\frac{e_{24}}{v}\right) \bar{E},
$$

and so

$$
\bar{T}\left(v c_{44}^{P} \bar{\varepsilon}^{*}+\bar{v} c_{44}^{T} \bar{\varepsilon}^{*}+\bar{v}^{2} e_{24}^{2}\right)=\left(c_{44}^{T} c_{44}^{P} \bar{\varepsilon}^{*}+\bar{v} c_{44}^{P} e_{24}^{2}\right) \bar{S}+\left(\bar{v} c_{44}^{P} e_{24} \varepsilon_{11}^{T}-c_{44}^{P} e_{24} \bar{\varepsilon}^{*}\right) \bar{E} .
$$

That is

$$
\begin{equation*}
\bar{T}=\bar{c}_{44} \bar{S}-\bar{e}_{24} \bar{E}, \tag{3.3.29}
\end{equation*}
$$

since $\bar{c}_{44}=\left(c_{44}^{T} c_{44}^{P} \bar{\varepsilon}^{*}+\bar{v} c_{44}^{P} e_{24}^{2}\right) /\left(v c_{44}^{P} \bar{\varepsilon}^{*}+\bar{v} c_{44}^{T} \bar{\varepsilon}^{*}+\bar{v}^{2} e_{24}^{2}\right)$ and $\bar{e}_{24}=\left(c_{44}^{P} e_{24} v \varepsilon_{11}^{P}\right) /\left(v c_{44}^{P} \bar{\varepsilon}^{*}+\right.$ $\bar{v} c_{44}^{T} \bar{\varepsilon}^{*}+\bar{v}^{2} e_{24}^{2}$ ). Substituting this into equation (3.3.28) gives

$$
\bar{D}=\frac{\varepsilon_{11}^{P} e_{24}}{\bar{\varepsilon}^{*}} \bar{S}+\frac{\varepsilon_{11}^{P} \varepsilon_{11}^{T}}{\bar{\varepsilon}^{*}} \bar{E}-\frac{\bar{v} e_{24} \varepsilon_{11}^{P}}{c_{44}^{P} \bar{\varepsilon}^{*}}\left(\bar{c}_{44} \bar{S}-\bar{e}_{24} \bar{E}\right)
$$

that is

$$
\bar{D}=\left(\frac{\varepsilon_{11}^{P} e_{24}}{\bar{\varepsilon}^{*}}-\frac{\bar{v} e_{24} \varepsilon_{11}^{P} \bar{c}_{44}}{c_{44}^{P} \bar{\varepsilon}^{*}}\right) \bar{S}+\left(\frac{\varepsilon_{11}^{P} \varepsilon_{11}^{T}}{\bar{\varepsilon}^{*}}+\frac{\bar{v} e_{24} \varepsilon_{11}^{P} \bar{e}_{24}}{c_{44}^{P} \bar{\varepsilon}^{*}}\right) \bar{E} .
$$

Now

$$
\begin{aligned}
\frac{\varepsilon_{11}^{P} e_{24}}{\bar{\varepsilon}^{*}}-\frac{\bar{v} e_{24} \varepsilon_{11}^{P} \bar{c}_{44}}{c_{44}^{P} \bar{\varepsilon}^{*}} & =\frac{\varepsilon_{11}^{P} e_{24}}{\bar{\varepsilon}^{*}}-\frac{\bar{v} e_{24} \varepsilon_{11}^{P}\left(c_{44}^{T} c_{44}^{P} \bar{\varepsilon}^{*}+\bar{v} c_{44}^{P} e_{24}^{2}\right)}{c_{44}^{P} \bar{\varepsilon}^{*}\left(v c_{44}^{P} \bar{\varepsilon}^{*}+\bar{v} c_{44}^{T} \bar{\varepsilon}^{*}+\bar{v}^{2} e_{24}^{2}\right)} \\
& =\frac{c_{44}^{P} e_{24} v \varepsilon_{11}^{P}}{v c_{44}^{P} \bar{\varepsilon}^{*}+\bar{v} c_{44}^{T} \bar{\varepsilon}^{*}+\bar{v}^{2} e_{24}^{2}}=\bar{e}_{24} .
\end{aligned}
$$

So

$$
\bar{D}=\bar{e}_{24} \bar{S}+\bar{\varepsilon}_{11} \bar{E},
$$

where $\bar{\varepsilon}_{11}=\left(\varepsilon_{11}^{P} \varepsilon_{11}^{T}\right) / \bar{\varepsilon}^{*}+\left(\bar{v} e_{24} \varepsilon_{11}^{P} \bar{e}_{24}\right) /\left(c_{44}^{P} \bar{\varepsilon}^{*}\right)$. We then have

$$
\begin{equation*}
\bar{E}=\frac{\bar{D}}{\bar{\varepsilon}_{11}}-\frac{\bar{e}_{24}}{\bar{\varepsilon}_{11}} \bar{S} \tag{3.3.30}
\end{equation*}
$$

and so we can rewrite equation (3.3.29) as

$$
\bar{T}=\bar{c}_{44} \bar{S}-\bar{e}_{24}\left(\frac{\bar{D}}{\bar{\varepsilon}_{11}}-\frac{\bar{e}_{24}}{\bar{\varepsilon}_{11}} \bar{S}\right) .
$$

That is

$$
\begin{equation*}
\bar{T}=\bar{\mu}_{T} \bar{S}-\bar{\zeta} \bar{D}, \tag{3.3.31}
\end{equation*}
$$

where $\bar{\mu}_{T}=\bar{c}_{44}+\bar{e}_{24}^{2} / \bar{\varepsilon}_{11}$ and $\bar{\zeta}=\bar{e}_{24} / \bar{\varepsilon}_{11}$. The specific acoustic impedance of the composite is then [151],

$$
\bar{Z}_{T}=\sqrt{\bar{\mu}_{T} \bar{\rho}_{T}}
$$

where $\bar{\rho}_{T}=v \rho_{T}+\bar{v} \rho_{P}$ is the average density, and the longitudinal velocity is [151],

$$
\bar{c}_{T}=\sqrt{\frac{\bar{\mu}_{T}}{\bar{\rho}_{T}}} .
$$

In order to calculate the transmission sensitivity, consider the circuit shown in Figure 2.9. The current across the transducer $\bar{I}_{T}$ is given by [8]

$$
\begin{equation*}
\bar{I}_{T}=\frac{a \bar{V}}{Z_{E}+b} \tag{3.3.32}
\end{equation*}
$$

where $a=Z_{P} /\left(Z_{0}+Z_{P}\right), b=Z_{0} Z_{P} /\left(Z_{0}+Z_{P}\right), Z_{0}$ is the series electrical impedance load in the connecting circuitry and $Z_{P}$ is the parallel electrical load. In a similar
way to equation (2.5.8) the non-dimensionalised form for the electrical impedance of the standard (Euclidean) transducer $\left(\overline{\hat{Z}}_{E}\right)$ is then [8]

$$
\begin{equation*}
\overline{\hat{Z}}_{E}(f)=\frac{1}{q \bar{C}_{0} Z_{0}}\left(1-\frac{\bar{\zeta}^{2} \bar{C}_{0}}{2 q \bar{Z}_{T}}\left(\bar{K}_{F} \bar{T}_{F}+\bar{K}_{B} \bar{T}_{B}\right)\right), \tag{3.3.33}
\end{equation*}
$$

where $\bar{T}_{F}=2 \bar{Z}_{T} /\left(\bar{Z}_{T}+Z_{L}\right), \bar{T}_{B}=2 \bar{Z}_{T} /\left(\bar{Z}_{T}+Z_{B}\right)$ are non-dimensional transmission coefficients, $\bar{K}_{F}$ and $\bar{K}_{B}$ are also non-dimensional and are given by

$$
\bar{K}_{F}=\frac{\left(1-e^{-q \bar{\tau}}\right)\left(1-\bar{R}_{B} e^{-q \bar{\tau}}\right)}{\left(1-\bar{R}_{F} \bar{R}_{B} e^{-2 q \bar{\tau}}\right)}
$$

and

$$
\bar{K}_{B}=\frac{\left(1-e^{-q \bar{\tau}}\right)\left(1-\bar{R}_{F} e^{-q \bar{\tau}}\right)}{\left(1-\bar{R}_{F} \bar{R}_{B} e^{-2 q \bar{\tau}}\right)}
$$

where $\bar{R}_{F}=\left(\bar{Z}_{T}-Z_{L}\right) /\left(\bar{Z}_{T}+Z_{L}\right), \bar{R}_{B}=\left(\bar{Z}_{T}-Z_{B}\right) /\left(\bar{Z}_{T}+Z_{B}\right)$ are non-dimensionalised reflection coefficients and $\bar{\tau}=L / \bar{c}_{T}$ is the wave transit time across the device. Note that the capacitance of the device is given by $\bar{C}_{0}=A_{r} \bar{\varepsilon}_{11} / L$. The nondimensionalised transmission sensitivity for the standard (Euclidean) transducer $\left(\psi_{E}\right)$ (similar to equation $\left.(2.5 .15)\right)$ is then [149]

$$
\begin{equation*}
\psi_{E}(f)=\frac{F_{E}}{V}\left(\frac{1}{\bar{\zeta} \bar{C}_{0}}\right)=-\frac{a \bar{A}_{T} \overline{\hat{\lambda}} \bar{K}_{F}}{2 \bar{C}_{0}}\left(1-\frac{\bar{\zeta}^{2} \overline{\hat{\lambda}}\left(\bar{K}_{F} T_{F}+\bar{K}_{B} T_{B}\right)}{2 q \bar{Z}_{T}}\right)^{-1} \tag{3.3.34}
\end{equation*}
$$

where $F_{E}$ the force produced at the front face of the standard transducer, $\overline{\hat{\lambda}}=$ $\bar{C}_{0} /\left(1+q \bar{C}_{0} b\right)$ and $\bar{A}_{T}=2 Z_{L} /\left(Z_{L}+\bar{Z}_{T}\right)$ are dimensionless constants. The nondimensionalised reception sensitivity for the standard (Euclidean) transducer $\left(\phi_{E}\right)$ (similar to equation (2.6.4)) is then [6]

$$
\begin{equation*}
\phi_{E}(f)=\frac{V_{E}}{F}\left(\bar{e}_{24} L\right)=\frac{-\bar{\zeta} T_{F} \bar{K}_{F} \overline{\hat{\lambda}}_{*} \bar{e}_{24} L}{q \bar{Z}_{T}}\left(1-\frac{\bar{\zeta}^{2} \overline{\hat{\lambda}}_{*}\left(\bar{K}_{F} T_{F}+\bar{K}_{B} T_{B}\right)}{2 q^{2} \bar{Z}_{T} Z_{E}}\right)^{-1} \tag{3.3.35}
\end{equation*}
$$

where $V_{E}$ the voltage produced by the standard transducer and $\overline{\hat{\lambda}}_{*}=q \bar{C}_{0} b /(1+$ $\left.q \bar{C}_{0} b\right)$. Having derived expressions for the main operating characteristics of a homogenised device these will be used to compare with the characteristics of the fractal device using the renormalisation approach. This will allow us to assess any practical benefits arising from this novel design.

### 3.4 Renormalisation model of the transducer operating characteristics

The transducer is electrically coupled to a power supply and is immersed in a mechanical load and appropriate electrical and mechanical boundary conditions can be applied. The derivation follows similar lines to those in Section 2.3.1. In this chapter, the force $F$ on each vertex is given by $F=A_{r} \bar{T}$. Hence, from equations (2.3.52) and (3.3.31), applying an electrical charge $\bar{Q}$ at one of the transducer-electrical load interfaces then

$$
\begin{equation*}
F=A_{r} \bar{\mu}_{T} \frac{d \bar{u}}{d x}-\bar{\zeta} \bar{Q} \tag{3.4.1}
\end{equation*}
$$

So from the continuity of force we get $F\left(\bar{u}_{m}\right)=F_{L}\left(\bar{u}_{\partial \Omega}\right)=F_{L}\left(x_{L}=0\right)$, where $F_{L}$ is the force in the mechanical load. That is, from equation (2.3.46),

$$
\begin{equation*}
A_{r} \bar{\mu}_{T} \frac{\left(U_{B}-U_{m}\right)}{h}-\bar{\zeta} \bar{Q}=A_{r} \mu_{L}\left(\frac{q c_{T}}{h c_{L}}\right)\left(-A_{L}+B_{L}\right), \tag{3.4.2}
\end{equation*}
$$

and so

$$
\begin{equation*}
U_{B}-U_{m}-\frac{\bar{\zeta} \bar{Q}}{\bar{\mu}_{T}}\left(\frac{h}{A_{r}}\right)=\frac{Z_{L}}{\overline{\bar{Z}}_{T}} q\left(-A_{L}+B_{L}\right), \tag{3.4.3}
\end{equation*}
$$

where the mechanical impedance of the load is $Z_{L}=\mu_{L} A_{r} / c_{L}$ and of the transducer is $\overline{\bar{Z}}_{T}=A_{r} \bar{\mu}_{T} / c_{T}$. At each generation level of the Sierpinski gasket transducer the ratio of the cross-sectional area of each edge to its length is denoted by $\xi=A_{r} / h^{(n)}$. The overall extent of the $\mathrm{SG}(3,4)$ is fixed and so the length of the edges will steadily decrease and, by fixing $\xi$, the cross-sectional area will also decrease as the fractal generation level increases. Hence, equation (3.4.3), and its equivalent at the front face of the transducer, can be written

$$
\begin{align*}
U_{1}-U_{A}-\frac{\bar{\zeta} \bar{Q}}{\bar{\mu}_{T} \xi} & =\frac{Z_{B}}{\overline{\bar{Z}}_{T}} q\left(-A_{B}\right)  \tag{3.4.4}\\
U_{B}-U_{m}-\frac{\bar{\zeta} \bar{Q}}{\bar{\mu}_{T} \xi} & =\frac{Z_{L}}{\bar{Z}_{T}} q\left(-A_{L}+B_{L}\right) \tag{3.4.5}
\end{align*}
$$

$Z_{B}$ is the mechanical impedance of the backing material. Substituting equation (2.3.47) into equation (3.4.4) gives $U_{A}=\gamma_{1} U_{1}+\delta_{1}$ and substituting equations (2.3.48) and (2.3.49) into equation (3.4.5) gives

$$
\begin{equation*}
U_{B}=\gamma_{m} U_{m}+\delta_{m}=U_{C}=\gamma_{N} U_{N}+\delta_{N}, \tag{3.4.6}
\end{equation*}
$$

where

$$
\gamma_{j}= \begin{cases}\left(1-q Z_{B} / \overline{\bar{Z}}_{T}\right)^{-1}, & j=1  \tag{3.4.7}\\ \left(1-q Z_{L} / \overline{\bar{Z}}_{T}\right)^{-1}, & j=m \text { or } N \\ 0 & \text { otherwise }\end{cases}
$$

and

$$
\delta_{j}= \begin{cases}-\gamma_{1} \bar{\zeta} \bar{Q} /\left(\bar{\mu}_{T} \xi\right), & j=1  \tag{3.4.8}\\ \gamma_{m}\left(\bar{\zeta} \bar{Q} /\left(\bar{\mu}_{T} \xi\right)-2 A_{L} q Z_{L} / \bar{Z}_{T}\right), & j=m \text { or } N \\ 0 & \text { otherwise }\end{cases}
$$

Hence, equation (3.2.66) becomes

$$
\begin{equation*}
b_{j}^{(n)}=h \bar{\gamma}_{j} U_{j}+h \bar{\delta}_{j} \quad j=1, m \text { or } N \tag{3.4.9}
\end{equation*}
$$

where $\bar{\gamma}_{j}=\eta \gamma_{j}$ and $\bar{\delta}_{j}=\eta \delta_{j}$. Putting equation (3.4.9) into equation (3.2.4) gives

$$
\hat{A}_{j i}^{(n)} U_{i}=\bar{\gamma}_{j} U_{j}+\bar{\delta}_{j} .
$$

Hence,

$$
\left(\hat{A}_{j i}^{(n)}-\hat{B}_{j i}^{(n)}\right) U_{i}=\bar{\delta}_{j}, \quad i=1, m \text { or } N
$$

where

$$
\hat{B}_{j i}^{(n)}=\left[\begin{array}{cccccccc}
\bar{\gamma}_{1} & 0 & \cdots & & & & \cdots & 0  \tag{3.4.10}\\
0 & 0 & \ddots & & & & & \vdots \\
\vdots & \ddots & \ddots & & & & & \\
& & & 0 & & 0 & & \\
& & & & \bar{\gamma}_{m} & & & \\
& & & 0 & & 0 & & \\
& & & & & \ddots & \ddots & \vdots \\
& & & & & \ddots & 0 & 0 \\
\vdots & & & & & & & \\
0 & \cdots & & & & \cdots & 0 & \bar{\gamma}_{N}
\end{array}\right] .
$$

That is

$$
F_{j i}^{(n)} U_{i}=\bar{\delta}_{j},
$$

and so

$$
\begin{equation*}
U_{i}=G_{j i}^{(n)} \bar{\delta}_{j}, \tag{3.4.11}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{j i}^{(n)}=\left(F_{j i}^{(n)}\right)^{-1}=\left(\hat{A}_{j i}^{(n)}-\hat{B}_{j i}^{(n)}\right)^{-1} \tag{3.4.12}
\end{equation*}
$$

represents the Green's transfer matrix.

The calculation of the pivotal elements of $G_{j i}^{(n)}$ in equation (3.4.11) can be conducted as before in Section 2.4.1 using renormalisation. Due to the block structure of $A_{j i}^{(n)}$ as described in equation (3.2.55) being so similar to that in equation (2.3.24) the derivation of the renormalisation equation is identical and leads to equations (2.4.14) and (2.4.18), and also when the boundary conditions are included from equations (2.4.23) to (2.4.26). The major difference however is that the initialisation of these recursion relationships is different since $A_{j i}^{(1)}$ given by equation (3.2.53) is different from $A_{j i}^{(1)}$ given by equation (2.3.22).

### 3.5 Electrical impedance and transmission and reception sensitivities

The derivation of the electric impedance and the transmission and reception sensitivities follow a very similar derivation to that in Sections 2.5 and 2.6. We simply need to replace $\zeta$ by $\bar{\zeta}$ (using equation (3.3.31)), $C_{0}$ by $\bar{C}_{0}=A_{r} \bar{\varepsilon}_{11} / L$ (using equation (3.3.33)) and $\mu_{T}$ by $\bar{\mu}_{T}$ (using equation (3.3.31)) to give the nondimensionalised electrical impedance $\left(\hat{Z}_{E}\right)$ as

$$
\begin{equation*}
\hat{Z}_{E}(f ; n)=\frac{Z_{E}}{Z_{0}}=\frac{Z_{T}}{\bar{C}_{0} q \mu_{T} \xi Z_{0}}\left(1+\frac{\bar{\zeta}^{2} \bar{C}_{0} \eta}{\bar{\mu}_{T} \xi}\left(\sigma_{1}+\sigma_{2}\right)\right) \tag{3.5.1}
\end{equation*}
$$

where

$$
\sigma_{1}=\gamma_{1}\left(G_{N 1}^{(n)}-G_{11}^{(n)}\right) \text { and } \sigma_{2}=\gamma_{m}\left(-G_{N m}^{(n)}-G_{N N}^{(n)}+2 G_{1 m}^{(n)}\right),
$$

and $\gamma_{j}$ is given by equation (3.4.7), $\eta$ is given by equation (3.2.67), $G_{11}^{(n)}=G_{N N}^{(n)}=x$ is given by equations (2.4.14) and (2.4.23) and $G_{N 1}^{(n)}=G_{N m}^{(n)}=G_{1 m}^{(n)}=y$ is given by equations (2.4.18) and (2.4.24). Similarly, the non-dimensionalised transmission sensitivity $\left(\psi_{F}\right)$ is then given by

$$
\begin{equation*}
\psi_{F}(f ; n)=\frac{F_{F}}{\bar{V}}\left(\frac{1}{\bar{\zeta} \bar{C}_{0}}\right)=\frac{a Z_{L} Z_{T}}{\overline{\bar{Z}}_{T}\left(Z_{E}+b\right) \mu_{T} \xi \bar{C}_{0}} K^{(n)} \tag{3.5.2}
\end{equation*}
$$

where

$$
K^{(n)}=\gamma_{m}\left(-\eta\left(\gamma_{1} G_{m 1}^{(n)}-\gamma_{m}\left(G_{m m}^{(n)}+G_{m N}^{(n)}\right)\right)+1\right)
$$

and $\overline{\bar{Z}}_{T}$ is given by equation (3.4.3). Similarly, the non-dimensionalised reception sensitivity $\left(\phi_{F}\right)$ is then given by

$$
\begin{align*}
\phi_{F}(f ; n) & =\frac{\bar{V}_{F}}{F}\left(\bar{e}_{24} L\right) \\
& =\frac{2 \bar{\zeta} \bar{e}_{24} L \eta \sigma_{2}}{\xi \bar{\mu}_{T}}\left(1-\frac{a Z_{T} \bar{\zeta}^{2} \eta\left(\sigma_{1}+\sigma_{2}\right)}{\left(Z_{E}+b\right) q \mu_{T} \bar{\mu}_{T} \xi^{2}}-\frac{a Z_{T}}{\left(Z_{E}+b\right) q \mu_{T} \xi \bar{C}_{0}}\right)^{-1} . \tag{3.5.3}
\end{align*}
$$

### 3.6 Steady state solutions

The true fractal case arises when we allow the fractal generation level $n$ to tend to infinity and we assume that the renormalisation recursion relationships converge to a steady state (we denote these steady state solutions by a $*$ superscript). Note we will examine the convergence of these recursion relationships later (see section 3.7.3) when we consider the pre-fractal $\operatorname{SG}(3,4)$ transducer (at increasing but finite fractal generation levels).

Case A: $\hat{y}^{*}=0$
If $\hat{y}^{*}=0$ then equation (2.4.9) is automatically satisfied (since $\hat{X}=\hat{x}=\hat{x}^{*}$ ) and from equations (2.4.10) and (2.4.11) we get

$$
\begin{equation*}
\hat{G}_{e 1}^{*}=-\beta \hat{x}^{*} \hat{G}_{b 1}^{*} \tag{3.6.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{G}_{b 1}^{*}=-\beta \hat{x}^{*} \hat{G}_{e 1}^{*} . \tag{3.6.2}
\end{equation*}
$$

Substituting equation (3.6.1) into equation (3.6.2) gives

$$
\hat{G}_{b 1}^{*}\left(1-\beta^{2} \hat{x}^{* 2}\right)=0
$$

Therefore $\hat{G}_{b 1}^{*}=0$ or $\hat{x}^{*}= \pm 1 / \beta$. In the former case then $\hat{G}_{e 1}^{*}=0$ and in the latter case $\hat{G}_{b 1}^{*}=\mp \hat{G}_{e 1}^{*}$. From equation (2.4.12) we get

$$
\hat{G}_{z 1}^{*}\left(1+\beta \hat{x}^{*}\right)=0 .
$$

Therefore $\hat{G}_{z 1}^{*}=0$ or $\hat{x}^{*}=-1 / \beta$. Now bringing in the boundary conditions equation (2.4.25) gives

$$
z=\frac{\hat{x}^{*}}{1-\hat{x}^{*} \bar{\gamma}_{m}}
$$

where $\hat{x}^{*} \neq 1 / \bar{\gamma}_{m}$. From equation (2.4.23) we get

$$
x=\frac{\hat{x}^{*}}{1-\hat{x}^{*} \bar{\gamma}_{1}}
$$

where $\hat{x}^{*} \neq 1 / \bar{\gamma}_{1}$. From equation (2.4.20) we get

$$
y=\hat{x}^{*} \bar{\gamma}_{m} y
$$

That is

$$
y=0
$$

and from equation (2.4.22) we get

$$
w=\hat{x}^{*} \bar{\gamma}_{m} w,
$$

giving

$$
w=0
$$

In the case where $\hat{G}_{b 1}^{*}=\hat{G}_{e 1}^{*}=\hat{G}_{z 1}^{*}=0$ we denote the solution as $x^{*}=\chi, \chi \in \mathbb{C}$ and in the case where $\hat{x}^{*}= \pm 1 / \beta$ we denote the solutions as $\hat{G}_{b 1}^{*}=\mp \lambda, \hat{G}_{e 1}^{*}=\mp \lambda$ and $\hat{G}_{z 1}^{*}=\theta$ (or 0 when $\hat{x}^{*}=1 / \beta$ ) where $\lambda, \theta \in \mathbb{C}$. The full set of steady state solutions for this branch of solutions are summarised in the table below.

| Case | $\hat{x}^{*}$ | $\hat{y}^{*}$ | $\hat{G}_{b 1}^{*}$ | $\hat{G}_{e 1}^{*}$ | $\hat{G}_{z 1}^{*}$ | $x$ | $y$ | $w$ | $z$ | note |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A1 | $\frac{-1}{\beta}$ | 0 | $\lambda$ | $-\lambda$ | $\theta$ | $\frac{-1}{\beta+\bar{\gamma}_{1}}$ | 0 | 0 | $\frac{-1}{\beta+\bar{\gamma}_{m}}$ | $\beta \neq \bar{\gamma}_{1}, \beta \neq \bar{\gamma}_{m}$ |
| A2 | $\frac{1}{\beta}$ | 0 | $-\lambda$ | $\lambda$ | 0 | $\frac{1}{\beta-\bar{\gamma}_{1}}$ | 0 | 0 | $\frac{1}{\beta-\bar{\gamma}_{m}}$ | $\beta \neq \bar{\gamma}_{1}, \beta \neq \bar{\gamma}_{m}$ |
| A3 | $\chi$ | 0 | 0 | 0 | 0 | $\frac{\chi}{1-\chi \bar{\gamma}_{1}}$ | 0 | 0 | $\frac{\chi}{1-\chi \bar{\gamma}_{m}}$ | $\bar{\gamma}_{1} \neq \frac{1}{\chi}, \bar{\gamma}_{m} \neq \frac{1}{\chi}, \chi \neq \pm \frac{1}{\beta}$ |

Case B: $\hat{y}^{*} \neq 0$
If $\hat{y}^{*} \neq 0$ then from equation (2.4.9) we get

$$
-2 \beta \hat{y}^{*} \hat{G}_{e 1}^{*}=0,
$$

and so

$$
\hat{G}_{e 1}^{*}=0 .
$$

Substituting this into equations (2.4.10) and (2.4.11) we get

$$
\begin{equation*}
\hat{x}^{*} \hat{G}_{b 1}^{*}+\hat{y}^{*} \hat{G}_{z 1}^{*}=0 \tag{3.6.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{G}_{b 1}^{*}=\hat{y}^{*} . \tag{3.6.4}
\end{equation*}
$$

Substituting this equation into equation (3.6.3) gives

$$
\begin{equation*}
\hat{G}_{z 1}^{*}=-\hat{x}^{*} . \tag{3.6.5}
\end{equation*}
$$

Substituting equations (3.6.4) and (3.6.5) into equation (2.4.12) gives

$$
\begin{equation*}
\hat{x}^{*}+\beta \hat{x}^{* 2}-\beta \hat{y}^{* 2}=0 . \tag{3.6.6}
\end{equation*}
$$

Note that $\hat{x}^{*} \neq 0$ since this would imply that $\hat{y}^{*}$ was zero. Also substituting equations (3.6.4) and (3.6.5) into equation (2.4.17) gives

$$
\hat{y}^{*}=-\beta \hat{y}^{*}\left(\hat{y}^{*}-\hat{x}^{*}\right) .
$$

That is

$$
\begin{equation*}
\hat{y}^{*}=\hat{x}^{*}-\frac{1}{\beta} . \tag{3.6.7}
\end{equation*}
$$

Putting this into equation (3.6.6) gives

$$
\begin{equation*}
\hat{x}^{*}=\frac{1}{3 \beta} . \tag{3.6.8}
\end{equation*}
$$

Putting this into equation (3.6.7) gives

$$
\begin{equation*}
\hat{y}^{*}=\frac{-2}{3 \beta} \tag{3.6.9}
\end{equation*}
$$

Now putting equations (3.6.8) and (3.6.9) into the boundary conditions equation (2.4.24) gives

$$
\begin{equation*}
y=\frac{-2 \beta}{3 \beta^{2}-3 \bar{\gamma}_{1} \bar{\gamma}_{m}+\beta\left(-\bar{\gamma}_{1}+\bar{\gamma}_{m}\right)} . \tag{3.6.10}
\end{equation*}
$$

Putting equations (3.6.8),(3.6.9) and (3.6.10) into equations (2.4.23) and (2.4.26) gives

$$
x=\frac{\beta+3 \bar{\gamma}_{m}}{3 \beta^{2}-\beta \bar{\gamma}_{1}+\beta \bar{\gamma}_{m}-3 \bar{\gamma}_{1} \bar{\gamma}_{m}}
$$

and

$$
\begin{equation*}
w=\frac{-2 \beta\left(\beta-\bar{\gamma}_{1}\right)}{\left(\beta-\bar{\gamma}_{m}\right)\left(3 \beta^{2}-3 \bar{\gamma}_{1} \bar{\gamma}_{m}+\beta\left(-\bar{\gamma}_{1}-\bar{\gamma}_{m}\right)\right)} . \tag{3.6.11}
\end{equation*}
$$

Substituting equations (3.6.8),(3.6.9),(3.6.10) and (3.6.11) into equation (2.4.25) gives

$$
z=\frac{\beta^{2}-3 \bar{\gamma}_{1} \bar{\gamma}_{m}+\beta\left(\bar{\gamma}_{1}+\bar{\gamma}_{m}\right)}{\left(\beta-\bar{\gamma}_{m}\right)\left(3 \beta^{2}-3 \bar{\gamma}_{1} \bar{\gamma}_{m}+\beta\left(-\bar{\gamma}_{1}+\bar{\gamma}_{m}\right)\right)} .
$$

Note that from equation (2.4.5), $h^{(n)} \rightarrow 0$ and $q^{(n)} \rightarrow 0$ as $n \rightarrow \infty$, and so from equation (3.5.1) the non-dimensionalised electrical impedance tends to infinity $\left(\left(\hat{Z}_{E}(f ; n)\right) \rightarrow \infty\right)$, from equation (3.5.2) the non-dimensionalised transmission sensitivity tends to zero $\left(\psi_{F}(f ; n) \rightarrow 0\right)$, and from equation (3.4.7) $\gamma_{j} \rightarrow 1$ and from equation (3.4.9) $\bar{\gamma}_{j} \rightarrow \eta^{*}$. From equation (3.2.67) we get

$$
\eta^{*}=\frac{2}{3} .
$$

From equation (3.5.3) the non-dimensionalised reception sensitivity is

$$
\phi_{F}^{*}(f ; n)=\frac{2 \bar{\zeta}_{\bar{e}}^{24}}{} L \eta^{*} \sigma_{2}^{*}\left(1-\frac{a Z_{T}\left(\xi \bar{\mu}_{T}+\bar{C}_{0} \bar{\zeta}^{2} \eta^{*}\left(\sigma_{1}^{*}+\sigma_{2}^{*}\right)\right)}{\xi \bar{\mu}_{T}} \bar{\mu}_{T} Z_{T}+\xi^{2} \mu_{T} \bar{\mu}_{T} b q \bar{C}_{0}+\bar{C}_{0} \bar{\zeta}^{2} \eta^{*} Z_{T}\left(\sigma_{1}^{*}+\sigma_{2}^{*}\right)\right)^{-1}
$$

and, since $q^{(n)} \rightarrow 0$, then

$$
\phi_{F}^{*}(f ; n)=\frac{4 \bar{\zeta} \bar{e}_{24} L \sigma_{2}^{*}}{3 \xi \bar{\mu}_{T}(1-a)}
$$

where

$$
\sigma_{2}^{*}= \begin{cases}\frac{1}{1+\beta}, & \text { in case A1 } \\ \frac{1}{1-\beta}, & \text { in case A2 } \\ \frac{\chi}{\chi-1}, & \text { in case A3 } \\ \frac{-3(3 \beta+4)}{9 \beta^{2}+\beta-12} & \text { in case B. }\end{cases}
$$

### 3.7 Results

As in Section 2.8 we will compare the fractal design with a conventional (Euclidean) design in terms of the key operating characteristics of the transmission and reception sensitivity spectra [150]. A careful examination of the transmission and reception sensitivities of the fractal device as the fractal generation level is increased has been performed. However, to keep the presentation here succinct and to produce results that are pertinent to devices that can be physically produced, we will focus on fractal generation levels $n=4, n=5$ and $n=6$.

### 3.7.1 Electrical impedance and transmission/reception sensitivities

A typical profile of the electrical impedance spectrum (magnitude) given by equation (3.5.1) is shown in Figures $3.48(n=4), 3.51(n=5)$ and $3.54(n=6)$ (dashed line); it is compared to the equivalent profile given by a model of the traditional design (3.3.33) (full line). Similar to the discussion in Section 2.8.1, it can be seen in


Figure 3.48: Non-dimensionalised electrical impedance (equation (3.5.1)) versus frequency for the $\operatorname{SG}(3,4)$ graph transducer $\left(\hat{Z}_{E}\right)$ at fractal generation level $n=$ 4 (dashed line). The non-dimensionalised electrical impedance of the standard (Euclidean) transducer $\left(\overline{\hat{Z}}_{E}\right)$ (equation (3.3.33)) is plotted for comparison (full line). Parameter values are given in Appendix A.5.

Figures 3.48, 3.51 and 3.54 that, for the standard design (full line), the mechanical resonance $f_{r}=1.7 \mathrm{MHz}$ and the electrical resonance $f_{a}=2.4 \mathrm{MHz}$. These frequencies correspond precisely to the first maximum in the transmission sensitivity plots (Figures 3.49, 3.52 and 3.55, full line) and the reception sensitivity plots (Figures 3.50, 3.53 and 3.56 full line). From the parameter values for PZT5-H then


Figure 3.49: Non-dimensionalised transmission sensitivity (equation (3.5.2)) versus frequency for the $\operatorname{SG}(3,4)$ graph transducer $\left(\psi_{F}\right)$ at fractal generation level $n=4$ (dashed line). The non-dimensionalised transmission sensitivity of the standard (Euclidean) transducer ( $\psi_{E}$ ) (equation (3.3.34)) is plotted for comparison (full line). Parameter values are given in Appendix A.5.
in equation (2.2.11) the piezoelectrically stiffened velocity $\left(c_{T}\right)$ is approximately $2370 \mathrm{~m} / \mathrm{s}$ and the polymer stiffened velocity $\left(c_{P}\right)$ is approximately $992 \mathrm{~m} / \mathrm{s}$ and, with an overall device length of $L=0.5 \mathrm{~mm}$, then the corresponding frequency for low volume fractions of polymer is approximately $f_{a}=c_{T} /(2 L)=2.4 \mathrm{MHz}$. This agrees reasonably well with the reception sensitivity maximum for the homogenised estimate for $f_{a}$ (the full line in Figure 3.48). For the fractal design the electrical impedance resonance frequencies are actually lower in this case $\left(f_{r}^{(4)}=0.25 \mathrm{MHz}\right.$, $f_{r}^{(5)}=0.54 \mathrm{MHz}, f_{r}^{(6)}=1.2 \mathrm{MHz}$ and $f_{a}^{(4)}=0.45 \mathrm{MHz}, f_{a}^{(5)}=.93 \mathrm{MHz}, f_{a}^{(6)}=2$ MHz ) and this suggests that the polymer phase is damping the higher resonances and also bringing the dominant resonances to lower frequencies due to the lower wave velocities it supports. Importantly, the magnitude of the electrical impedance at the electrical resonance frequency is higher than the traditional design; there


Figure 3.50: Non-dimensionalised reception sensitivity (equation (3.5.3)) versus frequency for the $\operatorname{SG}(3,4)$ graph transducer $\left(\phi_{F}\right)$ at fractal generation level $n=$ 4 (dashed line). The non-dimensionalised reception sensitivity of the standard (Euclidean) transducer ( $\phi_{E}$ ) (equation (3.3.35)) is plotted for comparison (full line). Parameter values are given in Appendix A.5.
is about a 5 dB increase for $n=6$. This results in the reception sensitivity spectrum having a much larger gain for $n=6$; there is a 7 dB improvement in the reception sensitivity gain from the traditional design to the fractal design (see Figure 3.56). Importantly, this peak in the reception sensitivity also results in an enhanced bandwidth; if we take the noise floor to be 3 dB below the peak gain of the traditional design (that is 5 dB ) then the operational bandwidth of the traditional design is 1.5 MHz whereas the fractal design has an operational bandwidth of around 3 MHz . It should be borne in mind of course that no matching layers (or indeed an optimised backing layer) have been used in this design, and that the transducer is solely composed of the piezoelectric-polymer composite material. Let us start by examining the performance of the first generation graph $(n=4)$. Figure 3.48 shows that the electrical impedance of the fractal graph has its first
resonance (the electrical resonance) around $f_{r}^{(4)}=0.25 \mathrm{MHz}$ (at a lower frequency than the Euclidean case $f_{r}=1.7 \mathrm{MHz}$ ) and that the higher frequency resonances are absent. Figure 3.49 shows that the transmission sensitivity of the fractal design has a maximum amplitude (gain) that is lower than the Euclidean case (standard design) at its lower operating frequency ( 26 dB at 0.23 MHz compared to 31 dB at 1.7 MHz for the Euclidean case). If we take the noise floor to be 3 dB below the peak gain of the traditional design then the operational bandwidth of the traditional design is 0.5 MHz whereas the fractal design has no operational bandwidth. Figure 3.50 shows that the reception sensitivity of the fractal design does show some encouraging results with a much higher peak amplitude than that of the Euclidean case and at a lower operating frequency (at 0.32 MHz its sensitivity is 14 dB whereas the peak sensitivity of the standard device is 8 dB at 2.4 MHz ). Following this is an examination of the next generation level $(n=5)$. Also in generation level $n=5$ the electrical impedance of the fractal graph has its first resonance at around 0.5 MHz (at a lower frequency than the Euclidean case) and that the higher frequency resonances are absent.


Figure 3.51: Non-dimensionalised electrical impedance (equation (3.5.1)) versus frequency for the $\operatorname{SG}(3,4)$ graph transducer $\left(\hat{Z}_{E}\right)$ at fractal generation level $n=$ 5 (dashed line). The non-dimensionalised electrical impedance of the standard (Euclidean) transducer $\left(\overline{\hat{Z}}_{E}\right)$ (equation (3.3.33)) is plotted for comparison (full line). Parameter values are given in Appendix A.5.


Figure 3.52: Non-dimensionalised transmission sensitivity (equation (3.5.2)) versus frequency for the $\operatorname{SG}(3,4)$ graph transducer $\left(\psi_{F}\right)$ at fractal generation level $n=5$ (dashed line). The non-dimensionalised transmission sensitivity of the standard (Euclidean) transducer $\left(\psi_{E}\right)$ (equation (3.3.34)) is plotted for comparison (full line). Parameter values are given in Appendix A.5.

The transmission sensitivity of the fractal design in generation level $n=5$ has a maximum amplitude (gain) that is lower than the homogenised case (standard Euclidean design) at its lower operating frequency (at 0.55 MHz its sensitivity is 26 dB and the peak sensitivity of the standard (Euclidean) device is 29 dB at 1.7 MHz ). The bandwidth of around 25 dB is smaller than that of the Euclidean case (see Table 3.3).


Figure 3.53: Non-dimensionalised reception sensitivity (equation (3.5.3)) versus frequency for the $\operatorname{SG}(3,4)$ graph transducer $\left(\phi_{F}\right)$ at fractal generation level $n=$ 5 (dashed line). The non-dimensionalised reception sensitivity of the standard (Euclidean) transducer $\left(\phi_{E}\right)$ (equation (3.3.35)) is plotted for comparison (full line). Parameter values are given in Appendix A.5.

The reception sensitivity of the fractal design in generation level $n=5$ has again a much higher peak amplitude than that of the Euclidean case at its lower operating frequency (at 0.6 MHz its sensitivity is 14 dB whereas the peak sensitivity of the standard (Euclidean) device is 8 dB at 2.4 MHz ). This examination can continue and below we consider the sixth generation level $(n=6)$ performance.


Figure 3.54: Non-dimensionalised electrical impedance (equation (3.5.1)) versus frequency for the $\mathrm{SG}(3,4)$ graph transducer $\left(\hat{Z}_{E}\right)$ at fractal generation level $n=$ 6 (dashed line). The non-dimensionalised electrical impedance of the standard (Euclidean) transducer $\left(\overline{\hat{Z}}_{E}\right)$ (equation (3.3.33)) is plotted for comparison (full line). Parameter values are given in Appendix A.5.

At fractal generation level $n=6$ the electrical impedance of the fractal graph has its first resonance at around 1.2 MHz . This is at a higher impedance gain than the Euclidean case (which resonates at a higher frequency) and again the higher frequency resonances are absent.


Figure 3.55: Non-dimensionalised transmission sensitivity (equation (3.5.2)) versus frequency for the $\mathrm{SG}(3,4)$ graph transducer $\left(\psi_{F}\right)$ at fractal generation level $n=6$ (dashed line). The non-dimensionalised transmission sensitivity of the standard (Euclidean) transducer $\left(\psi_{E}\right)$ (equation (3.3.34)) is plotted for comparison (full line). Parameter values are given in Appendix A.5.

The transmission sensitivity of the fractal design in generation level $n=6$ has a maximum amplitude (gain) that is lower than the Euclidean case (at 1.1 MHz its sensitivity is 26 dB and the peak sensitivity of the standard device is 28 dB at $1.7 \mathrm{MHz})$. Once again the bandwidth around 25 dB is smaller than that of the homogenised case.


Figure 3.56: Non-dimensionalised reception sensitivity (equation (3.5.3)) versus frequency for the $\operatorname{SG}(3,4)$ graph transducer $\left(\phi_{F}\right)$ at fractal generation level $n=$ 6 (dashed line). The non-dimensionalised reception sensitivity of the standard (Euclidean) transducer $\left(\phi_{E}\right)$ (equation (3.3.35)) is plotted for comparison (full line). The red arrow shows the bandwidth of the fractal transducer is around 3 MHz and the bandwidth of the Euclidean transducer is around 1.5 MHz as shown by the blue arrow (see Table 3.3). Parameter values are given in Appendix A.5.

As before the reception sensitivity maximum amplitude of the fractal design (in generation level $n=6$ ) is higher than the Euclidean case ( 14 dB at 1.3 MHz compared to 8 dB at 2.4 MHz for the Euclidean case), with the bandwidth around this peak sensitivity being bigger than that of the Euclidean case.

| Design $(n)$ | $f_{r}$ <br> $(\mathrm{MHz})$ | $f_{a}$ <br> $(\mathrm{MHz})$ | $\psi_{\max }$ <br> $(\mathrm{dB})$ | $\phi_{\max }$ <br> $(\mathrm{dB})$ | $B W_{T}$ <br> $(\mathrm{MHz})$ | $B W_{R}$ <br> $(\mathrm{MHz})$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Fractal (4) | 0.3 | 0.5 | 26.0 | 14.0 | 0 | 0.5 |
| Standard | 1.7 | 2.4 | 31.0 | 8.0 | 0.3 | 1.5 |
| Fractal (5) | 0.5 | 0.9 | 26.0 | 14.0 | 0.2 | 1.5 |
| Standard | 1.7 | 2.4 | 29.0 | 8.0 | 0.8 | 1.5 |
| Fractal $(6)$ | 1.2 | 2.0 | 26.0 | 14.0 | 0.5 | 3.0 |
| Standard | 1.7 | 2.4 | 28.0 | 8.0 | 1.0 | 1.5 |

Table 3.3: A comparison between the operating characteristics of a fractal transducer and an equivalent standard design at fractal generation levels $n=4,5$ and 6. The mechanical resonance frequency is denoted by $f_{r}(\mathrm{MHz})$, the electrical resonance frequency is denoted by $f_{a}(\mathrm{MHz})$, the transmission sensitivity gain is denoted by $\psi_{\max }(\mathrm{dB})$, the reception sensitivity gain is denoted by $\phi_{\max }(\mathrm{dB})$, the transmission sensitivity bandwidth is denoted by $B W_{T}(\mathrm{MHz})$ and the reception sensitivity bandwidth is denoted by $B W_{R}(\mathrm{MHz})$.

### 3.7.2 Homogeneous Euclidean transducers



Figure 3.57: Non-dimensionalised electrical impedance of the standard (Euclidean) transducer $\overline{\hat{Z}}_{E}(f)(\mathrm{dB})$ (equation (3.3.33)) versus frequency $f(\mathrm{MHz})$ and volume fraction of ceramic $\nu$ for a 1-3 composite transducer. Parameter values are given in Appendix A.5.

The electrical impedance of the standard (Euclidean) design was calculated using
the homogenisation approach that led to equation (3.3.33). As can be seen in Figure 3.57 the resonances (peaks in the electrical impedance amplitude) only appear once the volume fraction of the polymer $(\nu)$ exceeds a threshold of roughly 0.95 .


Figure 3.58: Non-dimensionalised transmission sensitivity of the standard (Euclidean) transducer $\psi_{E}(f)(\mathrm{dB})$ (equation (3.3.34)) versus frequency $f(\mathrm{MHz})$ and volume fraction of ceramic $\nu$ for a 1-3 composite transducer. Parameter values are given in Appendix A.5.

At the low volume fraction of the polymer $(\nu)$ there is a number of resonances. As the volume fraction increases these resonances shift to higher frequencies. It can be seen that the peak sensitivity is 28 dB and the bandwidth around this peak sensitivity is bigger at the low volume fractions of the polymer $(\nu)$.


Figure 3.59: Non-dimensionalised reception sensitivity of the standard (Euclidean) transducer $\phi_{E}(f)(\mathrm{dB})$ (equation (3.3.35)) versus frequency $f(\mathrm{MHz})$ and volume fraction of ceramic $\nu$ for a 1-3 composite transducer. Parameter values are given in Appendix A.5.

At low volume fractions of the polymer $(\nu)$ there are a number of resonances in the low frequency regime. As the volume fraction of ceramic increases the peak sensitivity increases as well.

### 3.7.3 Convergence

Similar to Section 2.8.2, the norm of the difference between the energy in the power spectrum at successive generation levels, integrated with respect to frequency, can be calculated for the transmission/reception sensitivities. Figure 3.60 shows the dependence of these norms on the generation level. Scrutiny of the underlying spectra shows that the transmission sensitivity accrues more and more resonances as the fractal generation $n$ increases. As the length scale of the smallest edge is decreasing with $n$ then resonances at higher frequencies appear; note that the lack of damping in the model permits these resonances to have amplitudes which
would not be present in an experimental setting. As $n$ is increased further, then the various peaks become quite dense and a very flat response emerges which does not change over the frequency range of interest (up to 10 MHz ). Hence, the successive spectra start to reach a steady state and this accounts for the steady state that is reached after $n=10$. A similar story holds for the reception sensitivity.


Figure 3.60: The convergence of the transmission and reception sensitivities is examined by plotting the differences in the energies in successive spectra as the fractal generation level increases. Non-dimensionalised transmission sensitivity $\left(\psi_{F}^{*}(n)\right)$ (equation (2.8.1)) (full line) and non-dimensionalised reception sensitivity $\left(\phi_{F}^{*}(n)\right)$ (equation (2.8.2)) (dashed line) versus the fractal generation level. The transmission sensitivity converges by generation level $n=10$ and the reception sensitivity by generation level $n=5$, over this frequency range where $f_{i} \in[0.1,10]$ MHz.

### 3.8 Conclusions

The performance of a composite piezoelectric ultrasound transducer, where its internal architecture is a fractal, is compared with that of a traditional design. The
former case is modelled using a renormalisation approach whereas the latter case is modelled using homogenisation. In Chapter 2, only ceramic elements were used, however in this chapter, this was improved on by using a combination of ceramic and polymer elements. New basis functions for this two phase material whose support is the underlying fractal graph, were developed for the finite element analysis. To assess the performance of this new device a new model for a homogenised device was derived. This represents the standard designs that are commonly used whereby the piezoelectric and polymer constituents are on the same length scale and are often arranged in a periodic structure. Low fractal generation levels $(n=4,5$ and 6) of the fractal transducer was investigated as these are in the regime most likely to be amenable to manufacture. A significantly higher amplitude reception sensitivity was produced by the fractal transducer when compared to the standard design; note however that a lower transmission sensitivity amplitude resulted. The convergence of the fractal device's performance as the fractal generation level increases was also considered. It was seen that, in both transmission and reception modes, the outputs converge by generation level $n=10$ and $n=5$ respectively. The reception sensitivity also resulted in a wider bandwidth than the standard design; if we take the noise floor to be 3 dB below the peak gain of the traditional design (around 5 dB ) the bandwidth of the fractal transducer is around 3 MHz but 1.5 MHz for the Euclidean transducer (see Figure 3.56 and Table 3.3).

## Chapter 4

## A fractal ultrasonic transducer

## based on the complement of the

## Sierpinski gasket

### 4.1 Introduction

This chapter derives a model of a fractal ultrasound transducer and compare its distinctive properties with that of a standard transducer design. The complement of the Sierpinski gasket fractal is utilized in this chapter to simulate this selfsimilar transducer [9,10,144]. This transducer starts off as an equilateral triangle of piezoelectric crystal, connected to three half sized copies of itself (see Figure 4.1). The next generation $(n=2)$ connects three half-sized copies of the smaller triangles to each of these triangles. Continuing in this way what we will call the complement (or dual) of the standard Sierpinski gasket is produced. Using the complement (the black triangles in Figure 4.1) should prove to be a significant advance as it has a range of triangle sizes whereas the Sierpinski gasket is composed of triangles
of the same size (the white triangles in Figure 4.1) for a given fractal generation level. The dual graph $(\overline{\mathrm{SG}}(3))$ is introduced and constructed by a process which starts from the order $n=1$ design (which consists of four piezoelectric triangles), assigns a vertex to the centre of each of the smaller triangles and, by connecting these vertices together with edges whose length is the side length of the larger triangle, the $\overline{\mathrm{SG}}(3)$ weighted graph at generation level $n=1$ is constructed (see Figure 4.2). The Sierpinski gasket has side length $L$ units which remains constant as the generation level $n$ increases. The length of the smallest edge in the weighted graph $\overline{\mathrm{SG}}^{(n)}(3)$ is $h^{(n)}=L / 2^{n}$ and the longest edge length that connects the three $\overline{\mathrm{SG}}^{(n-1)}(3)$ graphs is $h^{(1)}=L / 2$. Then the overall diameter of the graph is $L_{\mathrm{SG}}^{(n)}=n L / 2$ and the total number of vertices is $N_{n}=3^{n}$. The vertex degree is 3 apart from the boundary vertices (input/output vertices) which have degree 2 and $M_{n}=3\left(3^{n}-1\right) / 2$ denotes the total number of edges at generation level $n$. The boundary vertices are used to interact with external loads (both electrical and mechanical) and fictitious vertices $A, B$ and $C$ are introduced to cope with these interfacial boundary conditions later on (see Figures 4.3 and 4.4). Denote by $\Omega_{n}$ the set of points lying on the edges or vertices of the weighted graph $\overline{\mathrm{SG}}^{(n)}(3)$ and denote the region's boundary by $\partial \Omega_{n}$.


Figure 4.1: The first few generations of the Sierpinski gasket (white triangles). The black triangles (the complement of the Sierpinski gasket) consist of piezoelectric material. The side length of the Sierpinski gasket is $L$ for all generation levels.


Figure 4.2: The first few generations of the weighted Sierpinski gasket graph $\overline{\mathrm{SG}}(3)$.

By introducing the non-dimensionalised variable $\theta=c_{T} t / h^{(n)}$ then (temporarily dropping the subscript on $u$ and the superscript on $h^{(n)}$ )

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial \theta^{2}}=\left(h^{(n)}\right)^{2} \nabla^{2} u \tag{4.1.1}
\end{equation*}
$$

Applying the Laplace transform $\mathscr{L}: \theta \rightarrow q$ then gives

$$
\begin{equation*}
q^{2} \bar{u}=\left(h^{(n)}\right)^{2} \nabla^{2} \bar{u} \tag{4.1.2}
\end{equation*}
$$

We will seek a weak solution $\bar{u} \in H^{1}\left(\Omega_{n}\right)$ where on the boundary $\bar{u}=\bar{u}_{\partial \Omega_{n}} \in$ $H^{1}\left(\partial \Omega_{n}\right)$. Now multiplying by a test function $w \in H_{B}^{1}\left(\Omega_{n}\right)$, where $H_{B}^{1}\left(\Omega_{n}\right):=$ $\left\{w \in H^{1}\left(\Omega_{n}\right): w=0\right.$ on $\left.\partial \Omega_{n}\right\}$, integrating over the region $\Omega_{n}$, and using Green's first identity $\int_{\Omega_{n}} \psi \nabla^{2} \phi d v=\oint_{\partial \Omega_{n}} \psi(\nabla \phi \cdot \underline{n}) d r-\int_{\Omega_{n}} \nabla \phi \cdot \nabla \psi d v$, where $\underline{n}$ is the outward pointing unit normal of surface element $d r$, gives

$$
\int_{\Omega_{n}} q^{2} \bar{u} w d \underline{x}=\left(h^{(n)}\right)^{2} \oint_{\partial \Omega_{n}} w(\nabla \bar{u} \cdot \underline{n}) d r-\left(h^{(n)}\right)^{2} \int_{\Omega_{n}} \nabla \bar{u} . \nabla w d \underline{x} .
$$

Now $\left(h^{(n)}\right)^{2} \oint_{\partial \Omega_{n}} w(\nabla \bar{u} \cdot \underline{n}) d r$ is zero since $w=0$ on $\partial \Omega_{n}$ and so, we seek $\bar{u} \in$
$H^{1}\left(\Omega_{n}\right)$ such that

$$
q^{2} \int_{\Omega_{n}} \bar{u} w d \underline{x}=-\left(h^{(n)}\right)^{2} \int_{\Omega_{n}} \nabla \bar{u} \cdot \nabla w d \underline{x}
$$

where $w \in H_{B}^{1}\left(\Omega_{n}\right)$.

### 4.2 Galerkin discretisation

Using a standard Galerkin method we replace $H^{1}\left(\Omega_{n}\right)$ and $H_{B}^{1}\left(\Omega_{n}\right)$ by the finite dimensional subspaces $S_{S}$ and $S_{B}=S_{S} \cap H_{B}^{1}\left(\Omega_{n}\right)$. Let $U_{B} \in S_{S}$ be a function that approximates $\bar{u}_{\partial \Omega_{n}}$ on $\partial \Omega_{n}$, then the discretised problem involves finding $\bar{U} \in S_{S}$ such that

$$
\begin{equation*}
q^{2} \int_{\Omega_{n}} \bar{U} W d \underline{x}=-\left(h^{(n)}\right)^{2} \int_{\Omega_{n}} \nabla \bar{U} \cdot \nabla W d \underline{x}, \tag{4.2.1}
\end{equation*}
$$

where $W$ is the test function expressed in this finite dimensional space.

Definition 4.2.1. Denote the set of vertices in $\Omega_{n}$ as $V_{\Omega_{n}}$, the set of fictitious vertices as $V_{\partial \Omega_{n}}$ (these are vertices $N_{n}+1, N_{n}+2$ and $N_{n}+3$ ), the set of interior vertices as $V_{\Omega_{n}^{o}}$ (so $V_{\Omega_{n}^{o}}=V_{\Omega_{n}} \backslash V_{\partial \Omega_{n}}$ ), and the set of input/output vertices as $V_{\partial \Omega_{n}^{o}}$ (these are vertices $1, m_{n}=\left(N_{n}+1\right) / 2$ and $\left.N_{n}\right) . E_{\Omega_{n}}$ is the set of edges in $\Omega_{n}$, the set of edges joining vertices in $V_{\partial \Omega_{n}^{o}}$ to vertices in $V_{\partial \Omega_{n}}$ is denoted $E_{\partial \Omega_{n}}$ and $E_{\Omega_{n}^{o}}$ is the set of the interior edges $\left(E_{\Omega_{n}^{o}}=E_{\Omega_{n}} \backslash E_{\partial \Omega_{n}}\right)$. Denote by $E_{\Omega_{n}^{o}}^{(p)}$ the set of edges in $E_{\Omega_{n}^{o}}$ of length $h^{(p)}$ and by $\bar{E}_{\Omega_{n}^{o}}^{(p)}$ three copies of $E_{\Omega_{n}^{o}}^{(p)}$ (the adjacency matrix for $\bar{E}_{\Omega_{n}^{o}}$ is a block diagonal matrix where each block is the adjacency matrix for $E_{\Omega_{n}^{o}}$ ). $E_{\Omega_{n}}^{(p)}$ and $\bar{E}_{\Omega_{n}}^{(p)}$ are defined similarly using the complete set of edges in $\Omega_{n}$. Also $\bar{E}_{\partial \Omega_{n}}$ is three copies of the boundary edges $E_{\partial \Omega_{n}}$. Hence $\bar{E}_{\Omega_{n-1}}^{(p-1)}=E_{\Omega_{n}}^{(p)}$ if $p<n$, $\bar{E}_{\Omega_{n-1}^{o}}^{(p-1)}=E_{\Omega_{n}^{o}}^{(p)}$ for $p \leqslant n$ and $E_{\Omega_{n}^{o}}^{(p)}=E_{\Omega_{n}}^{(p)}$ if $p<n$.

Let $\phi_{j}, j \in V_{\Omega_{n}^{o}}$ form a basis of $S_{B}$ and set $W=\phi_{j}$, then equation (4.2.1)
becomes

$$
\begin{equation*}
q^{2} \int_{\Omega_{n}} \bar{U} \phi_{j} d \underline{x}=-\left(h^{(n)}\right)^{2} \int_{\Omega_{n}} \nabla \bar{U} \cdot \nabla \phi_{j} d \underline{x} . \tag{4.2.2}
\end{equation*}
$$

Furthermore, let $\phi_{i}, i \in V_{\partial \Omega_{n}}$ form a basis for the boundary vertices and let

$$
\begin{equation*}
\bar{U}=\sum_{i=1}^{N_{n}} U_{i} \phi_{i}+\sum_{i \in V_{\partial \Omega_{n}}} U_{B_{i}} \phi_{i} . \tag{4.2.3}
\end{equation*}
$$

Hence, equation (4.2.2) becomes

$$
\begin{align*}
& \sum_{i=1}^{N_{n}}\left(\int_{\Omega_{n}}\left(q^{2} \phi_{j} \phi_{i}+\left(h^{(n)}\right)^{2} \nabla \phi_{j} . \nabla \phi_{i}\right) d \underline{x}\right) U_{i}= \\
- & \sum_{i \in V_{\partial \Omega_{n}}}\left(\int_{\Omega_{n}}\left(q^{2} \phi_{j} \phi_{i}+\left(h^{(n)}\right)^{2} \nabla \phi_{j} . \nabla \phi_{i}\right) d \underline{x}\right) U_{B_{i}} \tag{4.2.4}
\end{align*}
$$

where $j \in V_{\Omega_{n}^{o}}$. That is

$$
\begin{equation*}
A_{j i} U_{i}=b_{j} \tag{4.2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{j i}=q^{2} \int_{\Omega_{n}} \phi_{j} \phi_{i} d \underline{x}+\left(h^{(n)}\right)^{2} \int_{\Omega_{n}} \nabla \phi_{j} \cdot \nabla \phi_{i} d \underline{x}, \tag{4.2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{j}=-\sum_{i \in V_{\partial \Omega_{n}}}\left(\int_{\Omega_{n}}\left(q^{2} \phi_{j} \phi_{i}+\left(h^{(n)}\right)^{2} \nabla \phi_{j} . \nabla \phi_{i}\right) d \underline{x}\right) U_{B_{i}} \tag{4.2.7}
\end{equation*}
$$

It is important to now explicitly record the fractal generation level $n$ and so equation (4.2.6) can be written

$$
\begin{equation*}
A_{j i}^{(n)}=q^{2} H_{j i}^{(n)}+\left(h^{(n)}\right)^{2} K_{j i}^{(n)}, \tag{4.2.8}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{j i}^{(n)}=\int_{\Omega_{n}}\left(\phi_{j} \phi_{i}\right) d \underline{x} . \tag{4.2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{j i}^{(n)}=\int_{\Omega_{n}}\left(\nabla \phi_{j} . \nabla \phi_{i}\right) d \underline{x} . \tag{4.2.10}
\end{equation*}
$$



Figure 4.3: The Sierpinski Gasket dual graph $\overline{\mathrm{SG}}(3)$ at generation level $n=1$. Vertices $\{1,2,3\} \in V_{\Omega_{n}^{o}}$ or $V_{\partial \Omega_{n}^{o}}$ in this level $n=1$ are the input/output vertices, and vertices $\{4,5,6\} \in V_{\partial \Omega_{n}}$ are fictitious vertices used to accommodate the boundary conditions. The graph has 6 elements (circled numbers), with two vertices adjacent to each element.

Lemma 4.2.1. The basis function $\phi_{j}$ for vertex $j$ in the element (the edge) joining vertices $j$ and $k$ at fractal generation level $n$ is given by

$$
\begin{align*}
& \phi_{j}\left(x, y, x_{j}, y_{j}, x_{k}, y_{k}, x_{m}, y_{m}, x_{l}, y_{l}\right)=\left(\left(y-y_{k}\right)\left(x_{m}+x_{l}\right)-\left(x-x_{k}\right)\left(y_{m}+y_{l}\right)\right. \\
& \left.+2\left(x y_{k}-x_{k} y\right)+x_{j} y-x_{j} y_{k}-x y_{j}+x_{k} y_{j}+x y_{k}-x_{k} y\right) /\left(\left(y_{j}-y_{k}\right)\left(x_{m}+x_{l}\right)\right. \\
& \left.-\left(x_{j}-x_{k}\right)\left(y_{m}+y_{l}\right)+2\left(x_{j} y_{k}-x_{k} y_{j}\right)\right) \tag{4.2.11}
\end{align*}
$$

where, for edges of length greater than $h^{(n)}$ and $n \geqslant 2$, the two other adjacent


Figure 4.4: The Sierpinski Gasket dual graph $\overline{\mathrm{SG}}(3)$ at generation level $n=2$. Vertices $\{1, \ldots, 9\} \in V_{\Omega_{n}^{o}}$ and vertices $\{1,5,9\} \in V_{\partial \Omega_{n}^{o}}$. Vertices $\{10,11,12\} \in V_{\partial \Omega_{n}}$ are fictitious vertices used to accommodate the boundary conditions. The graph has 15 elements (circled numbers), with two vertices adjacent to each element.
vertices to vertex $j$ are $l$ and $m$. For interior edges of length $h^{(n)}$ and $n \geqslant 1$ then vertex $l$ is equal to vertex $j$ and vertex $m$ is the vertex that is connected to vertex $j$ by the other edge of length $h^{(n)}$ (for exterior edges (these will have length $h^{(n)}$ ) then vertices $l$ and $m$ are also the two interior vertices adjacent to vertex $j$ ). Hence,

$$
\begin{align*}
& \nabla \phi_{j}\left(x, y, x_{j}, y_{j}, x_{k}, y_{k}, x_{m}, y_{m}, x_{l}, y_{l}\right)= \\
& \left(\frac{-\left(y_{j}+y_{m}+y_{l}\right)+3 y_{k}}{\left(y_{j}-y_{k}\right)\left(x_{m}+x_{l}\right)-\left(x_{j}-x_{k}\right)\left(y_{m}+y_{l}\right)+2\left(x_{j} y_{k}-x_{k} y_{j}\right)},\right. \\
& \left.\frac{x_{j}+x_{m}+x_{l}-3 x_{k}}{\left(y_{j}-y_{k}\right)\left(x_{m}+x_{l}\right)-\left(x_{j}-x_{k}\right)\left(y_{m}+y_{l}\right)+2\left(x_{j} y_{k}-x_{k} y_{j}\right)}\right) \tag{4.2.12}
\end{align*}
$$



Figure 4.5: The Sierpinski Gasket dual graph $\overline{\mathrm{SG}}(3)$ at generation level $n=3$. Vertices $\{28,29,30\} \in V_{\partial \Omega_{n}}$ are fictitious vertices used to accommodate the boundary conditions. The graph has 42 elements, with two vertices adjacent to each element.

Proof. The basis function is chosen to be linear having a value of one at vertex $j$ and a value of zero at vertex $k$. So $\phi_{j}^{(n)}$ is a straight line lying in a plane $S_{P}$ containing the points $P_{2}=\left(x_{k}, y_{k}, 0\right)$ and $P_{1}=\left(x_{j}, y_{j}, 1\right)$ (see Figure 4.6). To make this plane unique a third point is required. When edge $j k$ is longer than $h^{(n)}$ then, to retain the symmetry inherent to the $\overline{\mathrm{SG}}$ graph this third point is chosen as the centroid of the triangle formed by the two other vertices $\left(\underline{x}_{m}\right.$ and $\left.\underline{x}_{l}\right)$ connected to vertex $j$ and vertex $j$ itself. When an interior edge $j k$ has length $h^{(n)}$ then this third point is chosen as the centroid of the triangle formed by the two interior vertices that are connected to vertex $j$ by edges of length $h^{(n)}$. So let $P_{3}$ be the point


Figure 4.6: Basis function at vertex $j$ with adjacent vertices $l, m$ and $k$ in the $\overline{\mathrm{SG}}(3)$ graph. $P_{3}$ is the centroid of the triangle with vertices $j, m$ and $k$. The plane $S_{P}$ contains the points $P_{1}, P_{2}$ (vertex $k$ ) and $P_{3}$.
$\left(x_{j}+x_{m}+x_{l}, y_{j}+y_{m}+y_{l}, 0\right) / 3$. The vectors $\underline{a}=\overrightarrow{O P_{1}}-\overrightarrow{O P_{3}}$ and $\underline{b}=\overrightarrow{O P_{2}}-\overrightarrow{O P_{3}}$ lie in this plane and so the equation of the plane is $(\underline{a} \times \underline{b}) \cdot \underline{x}=(\underline{a} \times \underline{b}) \cdot P_{1}$. Rearranging this equation for the third component of $\underline{x}$ gives this formula for the basis function. The gradient then follows.

The resulting basis functions for fractal generation levels $n=1$ and $n=2$ are shown in Figures 4.7 and 4.8. For each generation level of the $\overline{\mathrm{SG}}(3)$ graph the coordinates of the vertices are known (see Appendix A. 3 for a detailed description for $n=1$ and $n=2$ ). For a particular element lying between vertex $j$ and vertex


Figure 4.7: The basis functions $\phi_{j}$ where $j \in J$ and $I$ at fractal generation level $n=1$.
$i$ the isoparametric representation, given by

$$
\begin{equation*}
(x(s), y(s))=\left(\left(x_{j}-x_{i}\right) s+x_{i},\left(y_{j}-y_{i}\right) s+y_{i}\right) \tag{4.2.13}
\end{equation*}
$$

is employed (see Figure 4.9), where $s_{1}=0$ and $s_{2}=1$ and $d \underline{x}=h^{(p)} d s$. Note that the superscript $(p)$ has been used here since there will be a range of edge lengths $h^{(p)}, p=1, \ldots, n$ in the generation level $n \overline{\mathrm{SG}}(3)$ graph.


Figure 4.8: The basis functions $\phi_{j}$ where $j \in J$ and $I$ at fractal generation level $n=2$.


Figure 4.9: An isoparametric element (edge) between vertex ( $x_{i}, y_{i}$ ) and vertex $\left(x_{j}, y_{j}\right)$ at generation level $p$.

### 4.3 Derivation of the matrix recursions

Using the basis function derived in Lemma 4.2 .1 it can be shown that the matrix $H$ at fractal generation level $n$ can be related to its counterpart at level $n-1$.

## Lemma 4.3.1.

$$
\begin{equation*}
\hat{H}_{j i}^{(n)}=\overline{\hat{H}}_{j i}^{(n-1)}+\Upsilon^{(n)} W_{j i}^{(n)}+\vartheta^{(n)} P_{j i}^{(n)}, \quad j, i \in V_{\Omega_{n}^{o}} \tag{4.3.1}
\end{equation*}
$$

where $\bar{H}_{j i}^{(n-1)}$ is a block diagonal matrix consisting of three blocks of matrix $H_{j i}^{(n-1)}$ for $n \geqslant 2, \overline{\hat{H}}_{j i}^{(n-1)}=\bar{H}_{j i}^{(n-1)} / h^{(n)}, \hat{H}_{j i}^{(n)}=H_{j i}^{(n)} / h^{(n)}, \Upsilon^{(n)}=\left(2^{n-1}-1\right) / 3, \vartheta^{(n)}=$ $2^{n-1} / 6, W_{j i}^{(n)}=\mathbb{1}_{V_{\Omega_{n}}^{(1)}}(j) \mathbb{1}_{\{0\}}(i-j)$ (where $\mathbb{1}_{\{A\}}(a)$ is the indicator function which equals 1 if $a \in A$, and 0 otherwise) and $P_{j i}^{(n)}=\mathbb{1}_{E_{\Omega_{n}}^{(1)}}(j i)$.

Proof. By using equations (4.2.9) and (4.2.13) for edge $j k$ of length $h^{(p)}$ then,

$$
\begin{equation*}
{ }^{j k} H_{c d}^{(n, p)}=\int_{j k \in E_{\Omega_{n}}} \phi_{c} \phi_{d} d \underline{x}=2^{n-p} h^{(n)} \int_{0}^{1} \phi_{c}(x(s), y(s)) \phi_{d}(x(s), y(s)) d s \tag{4.3.2}
\end{equation*}
$$

From equation (4.2.11), the basis function at vertex $j$ (which has coordinates $(a, b)$ ) along a typical edge $j k \in E_{\Omega_{n}}^{(p)}$ where $p<n$ is

$$
\begin{equation*}
\phi_{j}(x, y)=\frac{1}{h^{(n)}}\left((a-x)\left(3+2^{(1+p-n)}\right)-(b-y) \sqrt{3}+h^{(n)}\right) \tag{4.3.3}
\end{equation*}
$$

and at vertex $k$ (which has coordinates $\left(a+2^{(n-p-1)} h^{(n)}, b+2^{(n-p-1)} \sqrt{3} h^{(n)}\right)$ ) is

$$
\begin{equation*}
\phi_{k}(x, y)=\frac{1}{h^{(n)}}\left((a-x)\left(3+2^{p-n}\right)-\sqrt{3}(b-y)\left(1+2^{p-n}\right)\right) . \tag{4.3.4}
\end{equation*}
$$

Substituting equation (4.2.13) into equations (4.3.3) and (4.3.4) gives

$$
\phi_{j}(x(s), y(s))=1-s
$$

and

$$
\phi_{k}(x(s), y(s))=s .
$$

Now if $(c=d=j)$ or ( $c=d=k$ ) in equation (4.3.2) then

$$
{ }^{j k} H_{j j}^{(n, p)}=2^{n-p} h^{(n)} \int_{0}^{1}(1-s)^{2} d s=\frac{2^{n-p}}{3} h^{(n)}={ }^{j k} H_{k k}^{(n, p)}
$$

and if ( $c=j$ and $d=k$ ) or ( $c=k$ and $d=j$ ) in equation (4.3.2) then

$$
{ }^{j k} H_{j k}^{(n, p)}=2^{n-p} h^{(n)} \int_{0}^{1}(1-s) s d s=\frac{2^{n-p}}{6} h^{(n)}={ }^{j k} H_{k j}^{(n, p)} .
$$

A similar calculation can be conducted for the case $p=n$ albeit the basis functions calculation is slightly different and follows the prescription in the proof of Lemma 2. So equation (4.3.2) becomes, for $j k \in E_{\Omega_{n}}^{(p)}, n \geqslant 1$ and $p \leqslant n$

$$
{ }^{j k} H_{c d}^{(n, p)}=2^{n-p} h^{(n)} \begin{cases}\frac{1}{3} & \text { if }(c=d=j) \text { or }(c=d=k)  \tag{4.3.5}\\ \frac{1}{6} & \text { if }(c=j \text { and } d=k) \text { or }(c=k \text { and } d=j), j \neq k \\ 0 & \text { otherwise. }\end{cases}
$$

We now consider the basis functions at input/output vertices $V_{\partial \Omega_{n}^{o}}$ and the integration of equation (4.3.2) in the boundary edges $j k \in E_{\partial \Omega_{n}}$. Equation (4.3.2) becomes

$$
{ }^{j k} H_{c d}^{(n, n)}=h^{(n)} \begin{cases}\frac{1}{3} & \text { if }\left(c=d=j \in V_{\partial \Omega_{n}^{o}}\right)  \tag{4.3.6}\\ 0 & \text { otherwise } .\end{cases}
$$

The matrix $H_{c d}^{(n)}$ is assembled element by element (edge by edge) as follows

$$
\begin{equation*}
H_{c d}^{(n)}=\sum_{p=1}^{n} \sum_{j k \in E_{\Omega_{n}}^{(p)}}{ }^{j k} H_{c d}^{(n, p)}=\sum_{p=2}^{n} \sum_{j k \in E_{\Omega_{n}}^{(p)}}{ }^{j k} H_{c d}^{(n, p)}+\sum_{j k \in E_{\Omega_{n}}^{(1)}}{ }^{j k} H_{c d}^{(n, 1)} . \tag{4.3.7}
\end{equation*}
$$

The first term on the right hand side of this equation can be written

$$
\begin{aligned}
\sum_{p=2}^{n} \sum_{j k \in E_{\Omega_{n}}^{(p)}}{ }^{j k} H_{c d}^{(n, p)} & =\sum_{p=2}^{n-1} \sum_{j k \in E_{\Omega_{n}}^{(p)}}{ }^{j k} H_{c d}^{(n, p)}+\sum_{j k \in E_{\Omega_{n}}^{\left(n_{n}\right.}}{ }^{j k} H_{c d}^{(n, n)} \\
& =\sum_{p^{\prime}=1}^{n-2} \sum_{j k \in E_{\Omega_{n}}^{\left(p^{\prime}+1\right)}}{ }^{j k} H_{c d}^{\left(n, p^{\prime}+1\right)}+\sum_{j k \in E_{\Omega_{n}}^{(n)}}{ }^{j k} H_{c d}^{(n, n)}
\end{aligned}
$$

Since $E_{\Omega_{n}^{o}}^{(p)}=\bar{E}_{\Omega_{n-1}^{o}}^{(p-1)}, E_{\Omega_{n}}^{(p)}=\bar{E}_{\Omega_{n-1}}^{(p-1)}$, and $E_{\partial \Omega_{n}} \subseteq \bar{E}_{\partial \Omega_{n-1}} \subseteq \bar{E}_{\Omega_{n-1}}^{(n-1)}$ for $1<p<n$, then, $E_{\Omega_{n}}^{(n)}=E_{\Omega_{n}^{o}}^{(n)} \cup E_{\partial \Omega_{n}}=\bar{E}_{\Omega_{n-1}^{o}}^{(n-1)} \cup E_{\partial \Omega_{n}}=\left(\bar{E}_{\Omega_{n-1}}^{(n-1)} \backslash \bar{E}_{\partial \Omega_{n-1}}\right) \cup E_{\partial \Omega_{n}}=\bar{E}_{\Omega_{n-1}}^{(n-1)} \backslash$ $\left(\bar{E}_{\partial \Omega_{n-1}} \backslash E_{\partial \Omega_{n}}\right)$. Hence,

$$
\begin{aligned}
\sum_{p=2}^{n} \sum_{j k \in E_{\Omega_{n}}^{(p)}}{ }^{j k} H_{c d}^{(n, p)}= & \sum_{p^{\prime}=1}^{n-2} \sum_{j k \in \bar{E}_{\Omega_{n-1}}^{\left(p^{\prime}\right)}}{ }^{j k} H_{c d}^{\left(n, p^{\prime}+1\right)}+\sum_{j k \in \bar{E}_{\Omega_{n-1}}^{(n-1)}}{ }_{j k} H_{c d}^{(n, n)} \\
& -\sum_{j k \in \bar{E}_{\partial \Omega_{n-1}} \backslash E_{\partial \Omega_{n}}}{ }^{j k} H_{c d}^{(n, n)} \\
= & \sum_{p^{\prime}=1}^{n-1} \sum_{j k \in \bar{E}_{\Omega_{n-1}}^{\left(p^{\prime}\right)}}{ }^{j k} H_{c d}^{\left(n, p^{\prime}+1\right)}-\sum_{j k \in \bar{E}_{\partial \Omega_{n-1}} \backslash E_{\partial \Omega_{n}}}{ }^{j k} H_{c d}^{(n, n)} .
\end{aligned}
$$

It can be shown that ${ }^{j k} H_{c d}^{\left(n, p^{\prime}+1\right)}={ }^{j k} H_{c d}^{\left(n-1, p^{\prime}\right)}$, and then from equation (4.3.6),

$$
\begin{equation*}
\sum_{p=2}^{n} \sum_{j k \in E_{\Omega_{n}}^{(p)}}{ }^{j k} H_{c d}^{(n, p)}=\bar{H}_{c d}^{(n-1)}-\frac{h^{(n)}}{3} W_{c d}^{(n)} \tag{4.3.8}
\end{equation*}
$$

since in $\bar{E}_{\partial \Omega_{n-1}} \backslash E_{\partial \Omega_{n}}$ we have $c=d$ in equation (4.3.5), and $\bar{H}_{c d}^{(n-1)}$ is a block diagonal matrix of dimension $N_{n} \times N_{n}$ consisting of three blocks given by $H_{c d}^{(n-1)}$ of dimension $N_{n-1} \times N_{n-1}$. Now the second term on the right hand side of equation
(4.3.7) can be written

$$
\sum_{j k \in E_{\Omega_{n}}^{(1)}}{ }^{j k} H_{c d}^{(n, 1)}=2^{n-1} h^{(n)}\left(\frac{1}{6} P_{c d}^{(n)}+\frac{1}{3} W_{c d}^{(n)}\right) .
$$

Combining this with equation (4.3.8) then equation (4.3.7) becomes

$$
\hat{H}_{j i}^{(n)}=\overline{\hat{H}}_{j i}^{(n-1)}+\frac{1}{3}\left(2^{n-1}-1\right) W_{j i}^{(n)}+\frac{2^{n-1}}{6} P_{j i}^{(n)}
$$

where $\overline{\hat{H}}_{j i}^{(n-1)}=\bar{H}_{j i}^{(n-1)} / h^{(n)}$ and $\hat{H}_{j i}^{(n)}=H_{j i}^{(n)} / h^{(n)}$.


Figure 4.10: The element (edge) between vertices $p$ and $q$ with the longest length $h^{(1)}$ in $\overline{\mathrm{SG}}(3)$. Here $h^{(n)}$ denotes the length of the smallest edge in $\overline{\mathrm{SG}}^{(n)}(3)$ where $h^{(n)}=L / 2^{n}$.

A similar approach can be used to derive the matrix $K_{j i}^{(n)}$.

## Lemma 4.3.2.

$$
\begin{equation*}
\hat{K}_{j i}^{(n)}=\overline{\hat{K}}_{j i}^{(n-1)}+\epsilon^{(n)} W_{j i}^{(n)}+\chi^{(n)} P_{j i}^{(n)}, \quad j, i \in V_{\Omega_{n}^{o}} \tag{4.3.9}
\end{equation*}
$$

where $\bar{K}_{j i}^{(n-1)}$ is a block diagonal matrix consisting of three blocks of matrix $K_{j i}^{(n-1)}$ for $n \geqslant 2, \overline{\hat{K}}_{j i}^{(n-1)}=h^{(n)} \bar{K}_{j i}^{(n-1)}, \hat{K}_{j i}^{(n)}=h^{(n)} K_{j i}^{(n)}, \epsilon^{(n)}=2^{n-1}\left(12+2^{4-2 n}+3\left(2^{3-n}\right)\right)-$ 28 and $\chi^{(n)}=2^{n-1}\left(12+2^{3-2 n}+3\left(2^{3-n}\right)\right)$.

Proof. By using equations (4.2.10) and (4.2.13) for edge $j k$ of length $h^{(p)}$ then,

$$
\begin{equation*}
{ }^{j k} K_{c d}^{(n, p)}=\int_{j k \in E_{\Omega_{n}}} \nabla \phi_{c} \cdot \nabla \phi_{d} d \underline{x}=2^{n-p} h^{(n)} \int_{0}^{1} \nabla \phi_{c}(x(s), y(s)) \cdot \nabla \phi_{d}(x(s), y(s)) d s \tag{4.3.10}
\end{equation*}
$$

Equations (4.3.3) and (4.3.4), give for $j k \in E_{\Omega_{n}}^{(p)}$ where $p<n$

$$
\nabla \phi_{j}(x, y)=\frac{1}{h^{(n)}}\left(-\left(3+2^{(1-n+p)}\right), \sqrt{3}\right)
$$

and

$$
\nabla \phi_{k}(x, y)=\frac{1}{h^{(n)}}\left(-\left(3+2^{p-n}\right), \sqrt{3}\left(1+2^{p-n}\right)\right) .
$$

Now if $(c=d=j)$ or $(c=d=k)$ in equation (4.3.10) then

$$
\begin{aligned}
{ }^{j k} K_{j j}^{(n, p)} & =2^{n-p} h^{(n)} \int_{0}^{1} \frac{1}{h^{(n)}}\left(-\left(3+2^{(1-n+p)}\right), \sqrt{3}\right) \cdot \frac{1}{h^{(n)}}\left(-\left(3+2^{(1-n+p)}\right), \sqrt{3}\right) d s \\
& =\frac{2^{n-p}}{h^{(n)}}\left(12+2^{(2-2 n+2 p)}+3\left(2^{(2-n+p)}\right)\right)={ }^{j k} K_{k k}^{(n, p)}
\end{aligned}
$$

and if ( $c=j$ and $d=k$ ) or ( $c=k$ and $d=j$ ) in equation (4.3.10) then

$$
\begin{aligned}
{ }^{j k} K_{j k}^{(n, p)} & =\frac{2^{n-p}}{h^{(n)}} \int_{0}^{1}\left(-\left(3+2^{(1-n+p)}\right), \sqrt{3}\right) \cdot\left(-\left(3+2^{p-n}\right), \sqrt{3}\left(1+2^{p-n}\right)\right) d s \\
& =\frac{2^{n-p}}{h^{(n)}}\left(12+2^{(1-2 n+2 p)}+3\left(2^{(2-n+p)}\right)\right)={ }^{j k} K_{k j}^{(n, p)} .
\end{aligned}
$$

Hence, for $j k \in E_{\Omega_{n}}^{(p)}, n \geqslant 2$ and $p<n$
${ }^{j k} K_{c d}^{(n, p)}=\frac{2^{n-p}}{h^{(n)}} \begin{cases}12+2^{(2-2 n+2 p)}+3\left(2^{(2-n+p)}\right) & \text { if }(c=d=j) \text { or }(c=d=k) \\ 12+2^{(1-2 n+2 p)}+3\left(2^{(2-n+p)}\right) & \text { if }(c=j \text { and } d=k) \text { or }(c=k \text { and } d=j) \\ 0 & \text { otherwise. }\end{cases}$

A similar calculation can be undertaken for the case when $j k \in E_{\Omega_{n}^{o}}^{(n)}$ and $p=n$. It transpires that

$$
{ }^{j k} K_{c d}^{(n, n)}=\frac{1}{h^{(n)}} \begin{cases}4 & \text { if }(c=d=j) \text { or }(c=d=k)  \tag{4.3.12}\\ 2 & \text { if }(c=j \text { and } d=k) \text { or }(c=k \text { and } d=j) \\ 0 & \text { otherwise. }\end{cases}
$$

Similarly, for the boundary edges $j k \in E_{\partial \Omega_{n}}$, equation (4.3.10) becomes

$$
{ }^{j k} K_{c d}^{(n, n)}=\frac{1}{h^{(n)}} \begin{cases}28 & \text { if }\left(c=d=j \in V_{\partial \Omega_{n}^{o}}\right)  \tag{4.3.13}\\ 0 & \text { otherwise. }\end{cases}
$$

As before the matrix $K_{c d}^{(n)}$ is assembled in an element by element (edge by edge) manner via

$$
\begin{equation*}
K_{c d}^{(n)}=\sum_{p=1}^{n} \sum_{j k \in E_{\Omega_{n}}^{(p)}}{ }^{j k} K_{c d}^{(n, p)}=\sum_{p=2}^{n} \sum_{j k \in E_{\Omega_{n}}^{(p)}}{ }^{j k} K_{c d}^{(n, p)}+\sum_{j k \in E_{\Omega_{n}}^{(1)}}{ }^{j k} K_{c d}^{(n, 1)} . \tag{4.3.14}
\end{equation*}
$$

The first term on the right hand side of this equation can be written

$$
\begin{aligned}
\sum_{p=2}^{n} \sum_{j k \in E_{\Omega_{n}}^{(p)}}{ }^{j k} K_{c d}^{(n, p)} & =\sum_{p=2}^{n-1} \sum_{j k \in E_{\Omega_{n}}^{(p)}}{ }^{j k} K_{c d}^{(n, p)}+\sum_{j k \in E_{\Omega_{n}}^{\left(n_{n}\right.}}{ }^{j k} K_{c d}^{(n, n)} \\
& =\sum_{p^{\prime}=1}^{n-2} \sum_{j k \in E_{\Omega_{n}}^{\left(p^{\prime}+1\right)}}{ }^{j k} K_{c d}^{\left(n, p^{\prime}+1\right)}+\sum_{j k \in E_{\Omega_{n}}^{(n)}}{ }^{j k} K_{c d}^{(n, n)}
\end{aligned}
$$

Since $E_{\Omega_{n}}^{(p)}=\bar{E}_{\Omega_{n-1}}^{(p-1)}$ for $1<p<n$, and $E_{\Omega_{n}}^{(n)}=E_{\Omega_{n}^{o}}^{(n)} \cup E_{\partial \Omega_{n}}=\bar{E}_{\Omega_{n-1}^{o}}^{(n-1)} \cup E_{\partial \Omega_{n}}=$ $\left(\bar{E}_{\Omega_{n-1}}^{(n-1)} \backslash \bar{E}_{\partial \Omega_{n-1}}\right) \cup E_{\partial \Omega_{n}}=\bar{E}_{\Omega_{n-1}}^{(n-1)} \backslash\left(\bar{E}_{\partial \Omega_{n-1}} \backslash E_{\partial \Omega_{n}}\right)$. Hence,

$$
\begin{aligned}
\sum_{p=2}^{n} \sum_{j k \in E_{\Omega_{n}}^{(p)}}{ }^{j k} K_{c d}^{(n, p)}= & \sum_{p^{\prime}=1}^{n-2} \sum_{j k \in \bar{E}_{\Omega_{n-1}}^{\left(p^{\prime}\right)}}{ }^{j k} K_{c d}^{\left(n, p^{\prime}+1\right)}+\sum_{j k \in \bar{E}_{\Omega_{n-1}}^{(n-1)}}{ }_{j k} K_{c d}^{(n, n)} \\
& -\sum_{j k \in \bar{E}_{\partial \Omega_{n-1}} \backslash E_{\partial \Omega_{n}}}{ }^{j k} K_{c d}^{(n, n)} \\
= & \sum_{p^{\prime}=1}^{n-1} \sum_{j k \in \bar{E}_{\Omega_{n-1}}^{\left(p^{\prime}\right)}}{ }^{j k} K_{c d}^{\left(n, p^{\prime}+1\right)}-\sum_{j k \in \bar{E}_{\partial \Omega_{n-1} \backslash} \backslash E_{\partial \Omega_{n}}}{ }^{j k} K_{c d}^{(n, n)} .
\end{aligned}
$$

It can be shown that ${ }^{j k} K_{c d}^{\left(n, p^{\prime}+1\right)}={ }^{j k} K_{c d}^{\left(n-1, p^{\prime}\right)}$, and then from equation (4.3.13),

$$
\begin{equation*}
\sum_{p=2}^{n} \sum_{j k \in E_{\Omega_{n}}^{(p)}}{ }^{j k} K_{c d}^{(n, p)}=\bar{K}_{c d}^{(n-1)}-\frac{28}{h^{(n)}} W_{c d}^{(n)} \tag{4.3.15}
\end{equation*}
$$

by a similar argument to that in Lemma 4.3.1. Examining the second term on the right hand side of equation (4.3.14), and using equation (4.3.11) with $p=1$, gives

$$
\begin{aligned}
\sum_{j k \in E_{\Omega_{n}}^{(1)}}{ }^{j k} K_{c d}^{(n, 1)}= & \frac{2^{n-1}}{h^{(n)}}\left(12+2^{3-2 n}+3\left(2^{3-n}\right)\right) P_{c d}^{(n)} \\
& +\frac{2^{n-1}}{h^{(n)}}\left(12+2^{4-2 n}+3\left(2^{3-n}\right)\right) W_{c d}^{(n)} .
\end{aligned}
$$

Combining this with equation (4.3.15) then equation (4.3.14) becomes

$$
\hat{K}_{j i}^{(n)}=\overline{\hat{K}}_{j i}^{(n-1)}+\epsilon^{(n)} W_{j i}^{(n)}+\chi^{(n)} P_{j i}^{(n)}
$$

where $\overline{\hat{K}}_{j i}^{(n-1)}=h^{(n)} \bar{K}_{j i}^{(n-1)}, \hat{K}_{j i}^{(n)}=h^{(n)} K_{j i}^{(n)}, \epsilon^{(n)}=2^{n-1}\left(12+2^{4-2 n}+3\left(2^{3-n}\right)\right)-$ 28 and $\chi^{(n)}=2^{n-1}\left(12+2^{3-2 n}+3\left(2^{3-n}\right)\right)$.

## Theorem 4.3.3.

$$
\begin{equation*}
\hat{A}_{j i}^{(n)}=\overline{\hat{A}}_{j i}^{(n-1)}+\alpha^{(n)} W_{j i}^{(n)}+\beta^{(n)} P_{j i}^{(n)}, \tag{4.3.16}
\end{equation*}
$$

where $\bar{A}_{j i}^{(n-1)}$ is a block diagonal matrix consisting of three blocks of matrix $A_{j i}^{(n-1)}$ for $n \geqslant 2, \overline{\hat{A}}_{j i}^{(n-1)}=\bar{A}_{j i}^{(n-1)} / h^{(n)}, \alpha^{(n)}=q^{2} \Upsilon^{(n)}+\epsilon^{(n)}$ and $\beta^{(n)}=q^{2} \vartheta^{(n)}+\chi^{(n)}$.

Proof. Combining equations (4.3.1) and (4.3.9) gives equation (4.2.8) as

$$
\begin{aligned}
\hat{A}_{j i}^{(n)} & =q^{2}\left(\overline{\hat{H}}_{j i}^{(n-1)}+\Upsilon^{(n)} W_{j i}^{(n)}+\vartheta^{(n)} P_{j i}^{(n)}\right)+\left(\overline{\hat{K}}_{j i}^{(n-1)}+\epsilon^{(n)} W_{j i}^{(n)}+\chi^{(n)} P_{j i}^{(n)}\right) \\
& =q^{2} \overline{\hat{H}}_{j i}^{(n-1)}+\overline{\hat{K}}_{j i}^{(n-1)}+\alpha^{(n)} W_{j i}^{(n)}+\beta^{(n)} P_{j i}^{(n)}
\end{aligned}
$$

As discussed in [9] when redimensionalising we need to rescale the frequency by $\left(c_{T} / h^{(n)}\right)^{-1}$. Hence,

$$
\hat{A}_{j i}^{(n)}=\overline{\hat{A}}_{j i}^{(n-1)}+\alpha^{(n)} W_{j i}^{(n)}+\beta^{(n)} P_{j i}^{(n)},
$$

where $\overline{\hat{A}}_{j i}^{(n-1)}=q^{2} \overline{\hat{H}}_{j i}^{(n-1)}+\overline{\hat{K}}_{j i}^{(n-1)}$.


Figure 4.11: The boundary element for $e=M_{n}+2$

A similar treatment can be given to equation (4.2.7)

## Lemma 4.3.4.

$$
\begin{equation*}
b_{j}^{(n)}=h^{(n)} \eta U_{i} \mathbb{1}_{E_{\partial \Omega_{n}}}(j i), \quad j \in V_{\partial \Omega_{n}^{o}}, i \in V_{\partial \Omega_{n}} \tag{4.3.17}
\end{equation*}
$$

where $\eta=4-q^{2} / 6$.

Proof. By using equations (4.2.7) and (4.2.13) for edge $j i$ then,

$$
\begin{align*}
b_{j}^{(n)}= & -\sum_{i \in V_{\partial \Omega_{n}}}\left(\int_{j i \in E_{\partial \Omega_{n}}}\left(q^{2} \phi_{j} \phi_{i}+\left(h^{(n)}\right)^{2} \nabla \phi_{j} \cdot \nabla \phi_{i}\right) d \underline{x}\right) U_{B_{i}} \\
= & -h^{(n)} \sum_{i \in V_{\partial \Omega_{n}}}\left(\int _ { 0 } ^ { 1 } \left(q^{2} \phi_{j}(x(s), y(s)) \phi_{i}(x(s), y(s))\right.\right. \\
& \left.\left.+\left(h^{(n)}\right)^{2} \nabla \phi_{j}(x(s), y(s)) \cdot \nabla \phi_{i}(x(s), y(s))\right) d s\right) U_{B_{i}} \tag{4.3.18}
\end{align*}
$$

where $j \in V_{\partial \Omega_{n}^{o}}$. From equation (4.2.11), the basis function at vertex $j \in V_{\partial \Omega_{n}^{o}}$ (without loss of generality we will examine the vertex with coordinates $(a, 0)$ ) along
a typical edge $j i \in E_{\partial \Omega_{n}}$ is

$$
\begin{equation*}
\phi_{j}(x, y)=\frac{1}{h^{(n)}}\left(a+h^{(n)}-x-3 \sqrt{3} y\right) \tag{4.3.19}
\end{equation*}
$$

and at vertex $i \in V_{\partial \Omega_{n}}$ (which has coordinates $\left.\left(a+h^{(n)}, 0\right)\right)$ is

$$
\begin{equation*}
\phi_{i}(x, y)=\frac{1}{h^{(n)}}\left(-a+x+\frac{y}{\sqrt{3}}\right) . \tag{4.3.20}
\end{equation*}
$$

Substituting equation (4.2.13) into equations (4.3.19) and (4.3.20) gives

$$
\begin{equation*}
\phi_{j}(x(s), y(s))=1-s \tag{4.3.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{i}(x(s), y(s))=s . \tag{4.3.22}
\end{equation*}
$$

In addition equations (4.3.19) and (4.3.20), give

$$
\begin{equation*}
\nabla \phi_{j}(x(s), y(s))=\frac{1}{h^{(n)}}(-1,-3 \sqrt{3}) \tag{4.3.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla \phi_{i}(x(s), y(s))=\frac{1}{h^{(n)}}\left(1,+\frac{1}{\sqrt{3}}\right) . \tag{4.3.24}
\end{equation*}
$$

Substituting equations (4.3.21) to (4.3.24) into equation (4.3.18) gives

$$
b_{j}^{(n)}=h^{(n)}\left(4-\frac{q^{2}}{6}\right) U_{i} \quad j \in V_{\partial \Omega_{n}^{o}}, i \in V_{\partial \Omega_{n}} \text { and } j i \in E_{\partial \Omega_{n}} .
$$

### 4.3.1 Application of the mechanical boundary conditions

Appropriate electrical and mechanical boundary conditions can be applied in a similar fashion to those in Sections 2.3.1 and 3.4 leading to the following theorem. In this chapter, the cross-sectional area $\left(A_{r}\right)$ of each edge of the fractal graph is $A_{r}=\xi L / 2^{n}=\xi h^{(n)}$ and the length of the shortest edge decreases as the generation level increases and so, by fixing $\xi$, the cross-sectional area will also decrease as the fractal generation level increases.

## Theorem 4.3.5.

$$
\begin{equation*}
U_{i}=G_{j i}^{(n)} \bar{\delta}_{j}, \tag{4.3.25}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{j i}^{(n)}=\left(\hat{A}_{j i}^{(n)}-\hat{B}_{j i}^{(n)}\right)^{-1} \tag{4.3.26}
\end{equation*}
$$

represents the Green's transfer matrix, $\hat{B}_{j i}^{(n)}=\operatorname{diag}\left\{\bar{\gamma}_{1}, \ldots, \bar{\gamma}_{m_{n}}, \ldots, \bar{\gamma}_{N_{n}}\right\}, \bar{\gamma}_{j}=$ $\eta \gamma_{j}, \bar{\delta}_{j}=\eta \delta_{j}$,

$$
\begin{gather*}
\gamma_{j}= \begin{cases}\left(1-q Z_{B} / Z_{T}\right)^{-1}, & j=1 \\
\left(1-q Z_{L} / Z_{T}\right)^{-1}, & j=m_{n} \text { or } N_{n} \\
0 & \text { otherwise },\end{cases}  \tag{4.3.27}\\
\delta_{j}= \begin{cases}-\gamma_{1} \zeta Q /\left(\mu_{T} \xi\right), & j=1 \\
\gamma_{m_{n}}\left(\zeta Q /\left(\mu_{T} \xi\right)-2 A_{L} q Z_{L} / Z_{T}\right), & j=m_{n} \text { or } N_{n} \\
0 & \text { otherwise, }\end{cases} \tag{4.3.28}
\end{gather*}
$$

$Z_{B}$ is the mechanical impedance of the backing material, $Z_{L}=\mu_{L} A_{r} / c_{L}$ is the mechanical impedance of the load, $Z_{T}=\mu_{T} A_{r} / c_{T}, \zeta=e_{24} / \varepsilon_{11}^{T}, Q$ is the electrical charge, $\xi=A_{r} / h^{(n)}$, $A_{r}$ is the cross-sectional area of the electrode, $A_{L}$ is the amplitude of the incoming wave that is received by the transducer (in transmission mode $A_{L}$ is zero), $\mu_{L}$ is the shear modulus of the load material and $c_{L}$ is its wave
speed.

Proof. From equation $(2.3 .57), U_{i}=\gamma_{j} U_{j}+\delta_{j}, i \in V_{\partial \Omega_{n}}, j \in V_{\partial \Omega_{n}^{o}}, j i \in E_{\partial \Omega_{n}}$ and hence, equation (4.3.17) becomes

$$
\begin{equation*}
b_{j}^{(n)}=h^{(n)} \bar{\gamma}_{j} U_{j}+h^{(n)} \bar{\delta}_{j}, \quad j \in V_{\partial \Omega_{n}^{o}} \tag{4.3.29}
\end{equation*}
$$

Putting this equation into equation (4.2.5) gives

$$
\hat{A}_{j i}^{(n)} U_{i}=\bar{\gamma}_{j} U_{j}+\bar{\delta}_{j}
$$

Hence,

$$
\left(\hat{A}_{j i}^{(n)}-\hat{B}_{j i}^{(n)}\right) U_{i}=\bar{\delta}_{j} .
$$

### 4.4 Renormalisation

This section follows a similar derivation as that in Section 2.4 to derive a renormalisation recursion relationship. An iterative procedure can be developed from equation (4.3.16) which can be written as

$$
\hat{A}^{(n+1)}=\overline{\hat{A}}^{(n)}+\alpha^{(n+1)} W^{(n+1)}+\beta^{(n+1)} P^{(n+1)}, \quad n \geqslant 1
$$

Using Theorem 4.3.5 a recursion relationship can be derived that relates the pivotal elements of the matrix $G_{j i}^{(n+1)}$ to those in $G_{j i}^{(n)}$ in a similar fashion to the derivation of equation (2.4.6).


Figure 4.12: Three weighted Sierpinski Gasket graphs of generation level $n-1$ $\left(\overline{\mathrm{SG}}^{(n-1)}(3)\right)$ are connected by the edges in bold $((d, r),(b, e)$ and $(q, z))$ to create the weighted Sierpinski Gasket graph at generation level $n\left(\overline{\mathrm{SG}}^{(n)}(3)\right)$.

## Lemma 4.4.1.

$$
\begin{equation*}
\hat{G}^{(n+1)}=\overline{\hat{G}}^{(n)}-\overline{\hat{G}}^{(n)}\left(\alpha^{(n+1)} W^{(n+1)}+\beta^{(n+1)} P^{(n+1)}\right) \hat{G}^{(n+1)} \tag{4.4.1}
\end{equation*}
$$

where $\hat{G}^{(n)}=\left(\hat{A}^{(n)}\right)^{-1}$ and $\overline{\hat{G}}^{(n)}$ is a block diagonal matrix consisting of three blocks of matrix $\hat{G}^{(n)}$.

Proof. From equations (4.3.25) and (4.3.27) it is clear that we only need to know the elements of $G_{j i}^{(n)}$ in columns $1, m_{n}$ and $N_{n}$. In addition we will only require elements $U_{j}, j \in V_{\partial \Omega_{n}^{o}}$ and so we only need to be able to calculate the pivotal Green's functions $G_{j i}^{(n)}, j, i \in V_{\partial \Omega_{n}^{o}}$. If we temporarily ignore matrix $\hat{B}$ in equation (4.3.26) (associated with the application of the boundary conditions) then, due to the symmetries of the weighted $\overline{\mathrm{SG}}$ graph, we have

$$
\left(\hat{G}^{(n+1)}\right)^{-1}=\left(\overline{\hat{G}}^{(n)}\right)^{-1}+\alpha^{(n+1)} W^{(n+1)}+\beta^{(n+1)} P^{(n+1)} .
$$

That is

$$
\left(\overline{\hat{G}}^{(n)}\right)^{-1}=\left(\hat{G}^{(n+1)}\right)^{-1}-\left(\alpha^{(n+1)} W^{(n+1)}+\beta^{(n+1)} P^{(n+1)}\right) .
$$

Hence, using the $N_{n \times 1} \times N_{n \times 1}$ identity matrix denoted by $I_{n+1}$,

$$
\begin{aligned}
I_{n+1} & =\overline{\hat{G}}^{(n)}\left(\left(\hat{G}^{(n+1)}\right)^{-1}-\left(\alpha^{(n+1)} W^{(n+1)}+\beta^{(n+1)} P^{(n+1)}\right)\right) \\
& =\overline{\hat{G}}^{(n)}\left(\left(\hat{G}^{(n+1)}\right)^{-1}-\left(\alpha^{(n+1)} W^{(n+1)}+\beta^{(n+1)} P^{(n+1)}\right) \hat{G}^{(n+1)}\left(\hat{G}^{(n+1)}\right)^{-1}\right) \\
& =\overline{\hat{G}}^{(n)}\left(I_{n+1}-\left(\alpha^{(n+1)} W^{(n+1)}+\beta^{(n+1)} P^{(n+1)}\right) \hat{G}^{(n+1)}\right)\left(\hat{G}^{(n+1)}\right)^{-1} .
\end{aligned}
$$

Hence,

$$
\hat{G}^{(n+1)}=\overline{\hat{G}}^{(n)}-\overline{\hat{G}}^{(n)}\left(\alpha^{(n+1)} W^{(n+1)}+\beta^{(n+1)} P^{(n+1)}\right) \hat{G}^{(n+1)} .
$$

To calculate $G_{j i}^{(n)}$ the boundary conditions must be reintroduced and in fact this is given by equation (2.4.7), which is reproduced here for convenience,

$$
\begin{equation*}
G^{(n)}=\hat{G}^{(n)}+\hat{G}^{(n)} \hat{B}^{(n)} G^{(n)} . \tag{4.4.2}
\end{equation*}
$$

### 4.4.1 Derivation of the pivotal recursion relationships

The renormalisation recursion relationships for the pivotal Green's functions arise from the system of linear equations in $\hat{G}_{j i}^{(n+1)}$. The three subgraphs of Figure 4.12 have a single connection point to one another at the corners and, due to the symmetries of the $\overline{\mathrm{SG}}$ graph, the recursions in equation (4.4.1) give rise to only two pivotal Green's functions, known as, corner-to-same corner $\left(\hat{G}_{i i}^{(n)}=\hat{x}\right.$, say, where $i \in V_{\partial \Omega_{n}^{o}}$ ) and corner-to-other-corner $\left(\hat{G}_{j k}^{(n)}=\hat{y}\right.$, say, where $\left.j, k \in V_{\partial \Omega_{n}^{o}}, j \neq k\right)$; the so called input/output vertices. For ease of notation let, $\hat{X}=\hat{G}_{i i}^{(n+1)}$ and
$\hat{Y}=\hat{G}_{j i}^{(n+1)}$ where $j, i \in V_{\partial \Omega_{n}^{o}}, i \neq j$. The matrix is symmetrical and consequently, $\hat{G}_{i j}^{(n)}=\hat{G}_{j i}^{(n)}$.

Lemma 4.4.2. The renormalisation recursion relations for the pivotal Green's functions (ignoring temporarily the boundary conditions) are given by

$$
\begin{equation*}
\hat{X}=\frac{3(\hat{x}-\hat{y})(\hat{x}+2 \hat{y})+\Delta_{1}+\Delta_{2}}{3(\hat{x}+\hat{y})} \tag{4.4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{Y}=\frac{-\beta^{(n+1)} \hat{y}^{2}\left(1+(\hat{x}-\hat{y})\left(\alpha^{(n+1)}+\beta^{(n+1)}\right)\right)}{\delta_{1} \delta_{2}} \tag{4.4.4}
\end{equation*}
$$

where $\Delta_{1}=2 \hat{y}^{2} / \delta_{1}, \Delta_{2}=2 \hat{y}^{2}\left(2+(\hat{x}-\hat{y})\left(2 \alpha^{(n+1)}+\beta^{(n+1)}\right)\right) / \delta_{2}, \quad \delta_{1}=1+$ $(\hat{x}+\hat{y})\left(\alpha^{(n+1)}+\beta^{(n+1)}\right)$ and $\delta_{2}=1+2 \hat{x} \alpha^{(n+1)}-\hat{y} \beta^{(n+1)}+\left(\hat{x}^{2}-\hat{y}^{2}\right)\left(\left(\alpha^{(n+1)}\right)^{2}-\left(\beta^{(n+1)}\right)^{2}\right)$.

Proof. The $(i, j)^{\text {th }}$ element of the matrix equation (4.4.1) can be written as,

$$
\begin{equation*}
\hat{G}_{j i}^{(n+1)}=\overline{\hat{G}}_{j i}^{(n)}-\sum_{h, k} \overline{\hat{G}}_{j h}^{(n)}\left(\alpha^{(n+1)} W_{h k}^{(n+1)}+\beta^{(n+1)} P_{h k}^{(n+1)}\right) \hat{G}_{k i}^{(n+1)} . \tag{4.4.5}
\end{equation*}
$$

From the definitions of $W_{j i}^{(n)}$ and $P_{j i}^{(n)}$ (see Lemma 4.3.1) since the block diagonal structure implies $\overline{\hat{G}}_{1 h}^{(n)}=0$ if $h>N_{n}$, we get

$$
\begin{aligned}
\hat{G}_{11}^{(n+1)}= & \overline{\hat{G}}_{11}^{(n)}-\sum_{h, k} \overline{\hat{G}}_{1 h}^{(n)}\left(\alpha^{(n+1)} W_{h k}^{(n+1)}+\beta^{(n+1)} P_{h k}^{(n+1)}\right) \hat{G}_{k 1}^{(n+1)} \\
= & \overline{\hat{G}}_{11}^{(n)}-\left(\overline{\hat{G}}_{1 b}^{(n)}\left(\alpha^{(n+1)} W_{b b}^{(n+1)} \hat{G}_{b 1}^{(n+1)}+\beta^{(n+1)} P_{b e}^{(n+1)} \hat{G}_{e 1}^{(n+1)}\right)\right. \\
& \left.+\overline{\hat{G}}_{1 d}^{(n)}\left(\alpha^{(n+1)} W_{d d}^{(n+1)} \hat{G}_{d 1}^{(n+1)}+\beta^{(n+1)} P_{d r}^{(n+1)} \hat{G}_{r 1}^{(n+1)}\right)\right) \\
= & \hat{G}_{11}^{(n)}-\left(\hat{G}_{1 b}^{(n)}\left(\alpha^{(n+1)} \hat{G}_{b 1}^{(n+1)}+\beta^{(n+1)} \hat{G}_{e 1}^{(n+1)}\right)\right. \\
& \left.+\hat{G}_{1 N}^{(n)}\left(\alpha^{(n+1)} \hat{G}_{b 1}^{(n+1)}+\beta^{(n+1)} \hat{G}_{e 1}^{(n+1)}\right)\right)
\end{aligned}
$$

where $b e, d r \in E_{\Omega_{n}}^{(1)}$ and in particular $b=\left(N_{n}+1\right) / 2=m_{n}, d=N_{n}, e=N_{n}+1$ and $r=2 N_{n}+1$. From symmetry $\left(\hat{G}_{b 1}^{(n+1)}=\hat{G}_{d 1}^{(n+1)}, \hat{G}_{e 1}^{(n+1)}=\hat{G}_{r 1}^{(n+1)}\right)$, then

$$
\begin{equation*}
\hat{X}=\hat{x}-2 \hat{y}\left(\alpha^{(n+1)} \hat{G}_{b 1}^{(n+1)}+\beta^{(n+1)} \hat{G}_{e 1}^{(n+1)}\right) . \tag{4.4.6}
\end{equation*}
$$

Similarly,

$$
\begin{aligned}
\hat{G}_{b 1}^{(n+1)}= & \overline{\hat{G}}_{b 1}^{(n)}-\sum_{h, k} \overline{\hat{G}}_{b h}^{(n)}\left(\alpha^{(n+1)} W_{h k}^{(n+1)}+\beta^{(n+1)} P_{h k}^{(n+1)}\right) \hat{G}_{k 1}^{(n+1)} \\
= & \overline{\hat{G}}_{b 1}^{(n)}-\left(\overline{\hat{G}}_{b b}^{(n)}\left(\alpha^{(n+1)} W_{b b}^{(n+1)} \hat{G}_{b 1}^{(n+1)}+\beta^{(n+1)} P_{b e}^{(n+1)} \hat{G}_{e 1}^{(n+1)}\right)\right. \\
& \left.+\overline{\hat{G}}_{b d}^{(n)}\left(\alpha^{(n+1)} W_{d d}^{(n+1)} \hat{G}_{d 1}^{(n+1)}+\beta^{(n+1)} P_{d r}^{(n+1)} \hat{G}_{r 1}^{(n+1)}\right)\right) \\
= & \hat{G}_{m_{n} 1}^{(n)}-\left(\hat{G}_{m_{n} m_{n}}^{(n)}\left(\alpha^{(n+1)} \hat{G}_{b 1}^{(n+1)}+\beta^{(n+1)} \hat{G}_{e 1}^{(n+1)}\right)\right. \\
& \left.+\hat{G}_{m_{n} N_{n}}^{(n)}\left(\alpha^{(n+1)} \hat{G}_{b 1}^{(n+1)}+\beta^{(n+1)} \hat{G}_{e 1}^{(n+1)}\right)\right) .
\end{aligned}
$$

That is

$$
\hat{G}_{b 1}^{(n+1)}=\hat{y}-\left(\alpha^{(n+1)} \hat{G}_{b 1}^{(n+1)}+\beta^{(n+1)} \hat{G}_{e 1}^{(n+1)}\right)(\hat{x}+\hat{y}) .
$$

Hence,

$$
\begin{equation*}
\hat{G}_{b 1}^{(n+1)}=\frac{\hat{y}-\beta^{(n+1)} \hat{G}_{e 1}^{(n+1)}(\hat{x}+\hat{y})}{1+\alpha^{(n+1)}(\hat{x}+\hat{y})} . \tag{4.4.7}
\end{equation*}
$$

Also

$$
\begin{aligned}
\hat{G}_{e 1}^{(n+1)}= & \overline{\hat{G}}_{e 1}^{(n)}-\sum_{h, k} \overline{\hat{G}}_{e h}^{(n)}\left(\alpha^{(n+1)} W_{h k}^{(n+1)}+\beta^{(n+1)} P_{h k}^{(n+1)}\right) \hat{G}_{k 1}^{(n+1)} \\
= & -\overline{\hat{G}}_{e e}^{(n)}\left(\alpha^{(n+1)} W_{e e}^{(n+1)} \hat{G}_{e 1}^{(n+1)}+\beta^{(n+1)} P_{e b}^{(n+1)} \hat{G}_{b 1}^{(n+1)}\right) \\
& -\overline{\hat{G}}_{e q}^{(n)}\left(\alpha^{(n+1)} W_{q q}^{(n+1)} \hat{G}_{q 1}^{(n+1)}+\beta^{(n+1)} P_{q z}^{(n+1)} \hat{G}_{z 1}^{(n+1)}\right) \\
= & -\hat{G}_{11}^{(n)}\left(\alpha^{(n+1)} \hat{G}_{e 1}^{(n+1)}+\beta^{(n+1)} \hat{G}_{b 1}^{(n+1)}\right) \\
& -\hat{G}_{1 N}^{(n)}\left(\alpha^{(n+1)} \hat{G}_{q 1}^{(n+1)}+\beta^{(n+1)} \hat{G}_{z 1}^{(n+1)}\right)
\end{aligned}
$$

where $q=2 N_{n}$ and $Z=2 N_{n}+m_{n}$. Since $\hat{G}_{q 1}^{(n+1)}=\hat{G}_{z 1}^{(n+1)}$

$$
\hat{G}_{e 1}^{(n+1)}=-\hat{x} \alpha^{(n+1)} \hat{G}_{e 1}^{(n+1)}-\hat{x} \beta^{(n+1)} \hat{G}_{b 1}^{(n+1)}-\hat{y}\left(\alpha^{(n+1)}+\beta^{(n+1)}\right) \hat{G}_{q 1}^{(n+1)} .
$$

Hence,

$$
\begin{equation*}
\hat{G}_{e 1}^{(n+1)}=\frac{-\hat{x} \beta^{(n+1)} \hat{G}_{b 1}^{(n+1)}-\hat{y}\left(\alpha^{(n+1)}+\beta^{(n+1)}\right) \hat{G}_{q 1}^{(n+1)}}{1+\hat{x} \alpha^{(n+1)}} . \tag{4.4.8}
\end{equation*}
$$

Finally,

$$
\begin{aligned}
\hat{G}_{q 1}^{(n+1)}= & \overline{\hat{G}}_{q 1}^{(n)}-\sum_{h, k} \overline{\hat{G}}_{q h}^{(n)}\left(\alpha^{(n+1)} W_{h k}^{(n+1)}+\beta^{(n+1)} P_{h k}^{(n+1)}\right) \hat{G}_{k 1}^{(n+1)} \\
= & -\overline{\hat{G}}_{q e}^{(n)}\left(\alpha^{(n+1)} W_{e e}^{(n+1)} \hat{G}_{e 1}^{(n+1)}+\beta^{(n+1)} P_{e b}^{(n+1)} \hat{G}_{b 1}^{(n+1)}\right) \\
& -\overline{\hat{G}}_{q q}^{(n)}\left(\alpha^{(n+1)} W_{q q}^{(n+1)} \hat{G}_{q 1}^{(n+1)}+\beta^{(n+1)} P_{q z}^{(n+1)} \hat{G}_{z 1}^{(n+1)}\right) \\
= & -\hat{G}_{N_{n} 1}^{(n)}\left(\alpha^{(n+1)} \hat{G}_{e 1}^{(n+1)}+\beta^{(n+1)} \hat{G}_{b 1}^{(n+1)}\right) \\
& -\hat{G}_{N_{n} N_{n}}^{(n)}\left(\alpha^{(n+1)} \hat{G}_{q 1}^{(n+1)}+\beta^{(n+1)} \hat{G}_{z 1}^{(n+1)}\right) .
\end{aligned}
$$

That is

$$
\hat{G}_{q 1}^{(n+1)}=-\hat{y}\left(\alpha^{(n+1)} \hat{G}_{e 1}^{(n+1)}+\beta^{(n+1)} \hat{G}_{b 1}^{(n+1)}\right)-\hat{x}\left(\alpha^{(n+1)}+\beta^{(n+1)}\right) \hat{G}_{q 1}^{(n+1)} .
$$

Hence,

$$
\begin{equation*}
\hat{G}_{q 1}^{(n+1)}=\frac{-\hat{y}\left(\alpha^{(n+1)} \hat{G}_{e 1}^{(n+1)}+\beta^{(n+1)} \hat{G}_{b 1}^{(n+1)}\right)}{1+\hat{x}\left(\alpha^{(n+1)}+\beta^{(n+1)}\right)} . \tag{4.4.9}
\end{equation*}
$$

Equations (4.4.6), (4.4.7), (4.4.8) and (4.4.9) provide four equations in the four unknows $\hat{X}, \hat{G}_{b 1}^{(n+1)}, \hat{G}_{e 1}^{(n+1)}$ and $\hat{G}_{q 1}^{(n+1)}$. Rearranging these equations gives (using Mathematica [150])

$$
\hat{X}=\frac{3(\hat{x}-\hat{y})(\hat{x}+2 \hat{y})+\Delta_{1}+\Delta_{2}}{3(\hat{x}+\hat{y})} .
$$

Also

$$
\begin{align*}
\hat{G}_{b 1}^{(n+1)} & =\frac{\hat{y}\left(1+\alpha^{(n+1)}\left(\hat{x}^{2}-\hat{y}^{2}\right)\left(\alpha^{(n+1)}+\beta^{(n+1)}\right)+\hat{x}\left(2 \alpha^{(n+1)}+\beta^{(n+1)}\right)\right)}{\delta_{1} \delta_{2}} \\
& \hat{G}_{e 1}^{(n+1)}=\frac{-\hat{y} \beta^{(n+1)}\left(\hat{x}+\left(\hat{x}^{2}-\hat{y}^{2}\right)\left(\alpha^{(n+1)}+\beta^{(n+1)}\right)\right)}{\delta_{1} \delta_{2}} \tag{4.4.10}
\end{align*}
$$

and

$$
\begin{equation*}
\hat{G}_{q 1}^{(n+1)}=\frac{-\hat{y}^{2} \beta^{(n+1)}}{\delta_{1} \delta_{2}} . \tag{4.4.12}
\end{equation*}
$$

Now, for $\hat{Y}=\hat{G}_{s 1}^{(n+1)}$, where $s=m_{n+1}$, equation (4.4.5) gives

$$
\begin{aligned}
\hat{G}_{s 1}^{(n+1)}= & \overline{\hat{G}}_{s 1}^{(n)}-\sum_{h, k} \overline{\hat{G}}_{s h}^{(n)}\left(\alpha^{(n+1)} W_{h k}^{(n+1)}+\beta^{(n+1)} P_{h k}^{(n+1)}\right) \hat{G}_{k 1}^{(n+1)} \\
= & -\overline{\hat{G}}_{s e}^{(n)}\left(\alpha^{(n+1)} W_{e e}^{(n+1)} \hat{G}_{e 1}^{(n+1)}+\beta^{(n+1)} P_{e b}^{(n+1)} \hat{G}_{b 1}^{(n+1)}\right) \\
& -\overline{\hat{G}}_{s q}^{(n)}\left(\alpha^{(n+1)} W_{q q}^{(n+1)} \hat{G}_{q 1}^{(n+1)}+\beta^{(n+1)} P_{q z}^{(n+1)} \hat{G}_{z 1}^{(n+1)}\right) \\
= & -\hat{G}_{m_{n} 1}^{(n)}\left(\alpha^{(n+1)} \hat{G}_{e 1}^{(n+1)}+\beta^{(n+1)} \hat{G}_{b 1}^{(n+1)}\right) \\
& -\hat{G}_{m_{n} N_{n}}^{(n)}\left(\alpha^{(n+1)} \hat{G}_{q 1}^{(n+1)}+\beta^{(n+1)} \hat{G}_{q 1}^{(n+1)}\right)
\end{aligned}
$$

since $\hat{G}_{z 1}^{(n+1)}=\hat{G}_{q 1}^{(n+1)}, \hat{G}_{s e}^{(n)}=\hat{G}_{m 1}^{(n)}$ and $\hat{G}_{s q}^{(n)}=\hat{G}_{m_{n} N_{n}}^{(n)}$. Hence,

$$
\begin{equation*}
\hat{Y}=-\hat{y}\left(\alpha^{(n+1)} \hat{G}_{e 1}^{(n+1)}+\beta^{(n+1)} \hat{G}_{b 1}^{(n+1)}\right)-\hat{y}\left(\alpha^{(n+1)}+\beta^{(n+1)}\right) \hat{G}_{q 1}^{(n+1)} . \tag{4.4.13}
\end{equation*}
$$

Putting equations (4.4.10), (4.4.11) and (4.4.12) into this equation gives

$$
\hat{Y}=\frac{-\beta^{(n+1)} \hat{y}^{2}\left(1+(\hat{x}-\hat{y})\left(\alpha^{(n+1)}+\beta^{(n+1)}\right)\right)}{\delta_{1} \delta_{2}}
$$

The boundary conditions can now be considered and in fact we recover equations (2.4.23) to (2.4.26). The recursion relationships (4.4.3) and (4.4.4) require initial values for $\hat{x}$ and $\hat{y}$. To obtain these the matrix $\hat{A}^{(1)}$ is formed from equation (4.2.8) where $H^{(1)}$ is given by inserting $n=1$ into equations (4.3.5), (4.3.6) and (4.3.7), and $K^{(1)}$ from equations (4.3.12), (4.3.13) and (4.3.14). It transpires that $\hat{A}_{i i}^{(1)}=36+q^{2}$ where $i=1,2,3$ and $\hat{A}_{j i}^{(1)}=2+\left(q^{2} / 6\right)$ where $j, i=1,2,3$ and $j \neq i$. Hence $\hat{x}=\hat{G}_{11}^{(1)}=\left(\left(\hat{A}^{(1)}\right)^{-1}\right)_{11}$ and $\hat{y}=\hat{G}_{12}^{(1)}=\left(\left(\hat{A}^{(1)}\right)^{-1}\right)_{12}$.

### 4.5 Electrical impedance and transmission and reception sensitivities

The derivation of the operating characteristics of the device follows similar lines as presented in Sections 2.5 and 2.6. In this chapter, note that we have one $\eta$ represented in equation (4.3.17), so this can be related with Chapter 2 as $\eta_{1}^{(n)}=$ $\eta_{m}^{(n)}=\eta$. Hence, the non-dimensionalised electrical impedance $\left(\hat{Z}_{E}\right)$ is given by

$$
\begin{equation*}
\hat{Z}_{E}(f ; n)=\frac{Z_{E}}{Z_{0}}=\frac{Z_{T}}{C_{0} q \mu_{T} \xi Z_{0}}\left(1+\frac{\zeta^{2} C_{0} \eta}{\mu_{T} \xi}\left(\sigma_{1}+\sigma_{2}\right)\right) \tag{4.5.1}
\end{equation*}
$$

where

$$
\sigma_{1}=\gamma_{1}\left(G_{N_{n} 1}^{(n)}-G_{11}^{(n)}\right) \text { and } \sigma_{2}=\gamma_{m_{n}}\left(-G_{N_{n} m_{n}}^{(n)}-G_{N_{n} N_{n}}^{(n)}+2 G_{1 m_{n}}^{(n)}\right) .
$$

The non-dimensionalised transmission sensitivity $\psi_{F}$ is given by

$$
\begin{equation*}
\psi_{F}(f ; n)=\frac{F_{F}}{V}\left(\frac{1}{\zeta C_{0}}\right)=\frac{a Z_{L}}{\left(Z_{E}+b\right) \mu_{T} \xi C_{0}} K^{(n)}, \tag{4.5.2}
\end{equation*}
$$

where

$$
K^{(n)}=\gamma_{m_{n}}\left(-\eta\left(\gamma_{1} G_{m_{n} 1}^{(n)}-\gamma_{m_{n}}\left(G_{m_{n} m_{n}}^{(n)}+G_{m_{n} N_{n}}^{(n)}\right)\right)+1\right) .
$$

The non-dimensionalised reception sensitivity $\phi_{F}$ is given by

$$
\begin{align*}
\phi_{F}(f ; n) & =\frac{V_{F}}{F}\left(e_{24} L\right) \\
& =\frac{2 \zeta e_{24} L \eta \sigma_{2}}{\xi \mu_{T}}\left(1-\frac{a Z_{T} \zeta^{2} \eta\left(\sigma_{1}+\sigma_{2}\right)}{\left(Z_{E}+b\right) q \mu_{T}^{2} \xi^{2}}-\frac{a Z_{T}}{\left(Z_{E}+b\right) q \mu_{T} \xi C_{0}}\right)^{-1} \tag{4.5.3}
\end{align*}
$$

These expressions can be compared with the non-dimensionalised form for the electrical impedance $\left(\overline{\hat{Z}}_{E}(f)\right)$, transmission $\left(\psi_{E}\right)$ and reception $\left(\psi_{E}\right)$ sensitivities of the standard (Euclidean) transducer that are given by equations (2.5.8), (2.5.15) and (2.6.4), respectively.

### 4.6 Results

As in Sections 2.8 and 3.7 we can compare the fractal design with a conventional standard (Euclidean) design in terms of the key operating characteristics. As before, the presence of higher amplitudes, multiple resonances, and improved bandwidth are the key performance indicators of interest in this section. A careful examination of the transmission and reception sensitivities of the fractal device as
the fractal generation level is increased has been performed. However, to keep the presentation here succinct and to produce results that are pertinent to devices that can be physically produced, we will focus on fractal generation level $n=3$. From a practical perspective, these fractal transducers will only be able to be manufactured at low fractal generation levels. To perform a fair comparison, the volume of piezoelectric material in the standard (Euclidean) design ( vol $_{E}$ ) and fractal design $\left(\operatorname{vol}_{F}\right)$ are kept consistent. The volume of the piezoelectric material in the standard (Euclidean) design is $\operatorname{vol}_{E}=L^{2} d_{E}=L A_{E}$, where $L$ is the length of the front face (see Figure 4.13), $d_{E}$ is the thickness and $A_{E}$ is the area occupied by the electrode. The volume of the piezoelectric material in the fractal design is $\operatorname{vol}_{F}=S_{n} d_{F}$, where $S_{n}$ is the area of the front face of the fractal piezoelectric design at generation level $n$ (the black area in Figure 4.14) and $d_{F}$ is the thickness. The area of each level $n$ triangle is $\sqrt{3} L^{2} / 4^{n+1}$ and there are $3^{n-1}$ of them. Therefore the area $S_{n}$ is then given by $S_{n}=\sqrt{3} L^{2}\left(1-(3 / 4)^{n+1}\right) / 4$ and equating $v o l_{E}$ and $v o l_{F}$ gives $d_{F}=L^{2} d_{E} / S_{n}$. The fractal transducer has one electrode of area $A_{F}^{\prime}=d_{F} h^{(n)}$ at one face and two electrodes of area $A_{F}^{\prime}$ each on the opposite face (see Figure 4.14). As the device operates essentially as a capacitor in this circuit, and since the total capacitance of two capacitors in parallel is just the sum of those two capacitances, then we take the total area to be $A_{F}=2 A_{F}^{\prime}$. Hence, $A_{F}=2 d_{F} h^{(n)}=2 d_{F} L / 2^{n}$, and we define the design ratio to be $\xi=2 d_{F}$. So by choosing a particular value for the design ratio $\xi$, the fractal generation level $n$, the thickness $d_{E}$ and the length $L$, this sets $d_{F}$, which in turn sets $A_{E}, A_{F}$ and the volume of piezoelectric material. As the sensitivity of a device is very much dictated by the volume of piezoelectric material then this is why we have chosen to keep this identical in both the fractal and Euclidean designs. In the results shown here we have chosen to keep the sidelengths of the two transducers equal and this results in the surface area of the
fractal device being smaller than that of the Euclidean device and the thickness of the fractal device being larger than the Euclidean device. There is an alternative design route whereby we could adjust the sidelengths of the fractal device to be larger than the Euclidean device in such a way that the volumes, surface areas, and thicknesses are equal for both devices. When one examines this second scenario one finds that the sensitivity plots are very similar. A typical profile of the


Figure 4.13: Volume of the standard (Euclidean) transducer ( vol $_{E}$ ).
electrical impedance spectrum (magnitude) given by equation (4.5.1) is shown in Figure $4.15(n=3)$ (dashed line); it is compared to the equivalent profile given by a model of the standard (Euclidean) design given by equation (2.5.8) (full line). The overall trend of the curve is that of a capacitor $\left(1 /\left(C_{0} f\right)\right.$ profile where $C_{0}$ is the transducer capacitance and $f$ is the frequency) with prominent resonances. From the above analysis $A_{E}=\sqrt{3}\left(1-(3 / 4)^{n+1}\right) 2^{n-3} A_{F}$ and the coefficient of $A_{F}$ is monotonically increasing as a function of the fractal generation level $n$ and is greater than one for all $n \geqslant 3$. Hence, reasonable values of $n, A_{E} \gg A_{F}$. Since


Figure 4.14: A three-dimensional schematic of the Sierpinski Gasket ultrasonic transducer at fractal generation level $n=2$. The black triangles are the front faces of the piezoelectric material. The device is connected to an electrical circuit as shown where each electrode has surface area $A_{F}$.
$C_{0}=A_{E / F} \varepsilon_{11}^{T} / L$ then $C_{0_{E}} \gg C_{0_{F}}$ (where $C_{0_{E / F}}$ is the transducer capacitance in the $E$-standard (Euclidean) $/ F$-fractal design) and so $1 /\left(C_{0_{E}} f\right) \ll 1 /\left(C_{0_{F}} f\right)$. Since the standard (Euclidean) design has a larger capacitance then this explains why its electrical impedance is in general lower (see the discussion in Section 2.8.1). It can be seen in Figure 4.15, for the standard (Euclidean) design (full line), the mechanical resonance $f_{r}=0.9 \mathrm{MHz}$ and the electrical resonance $f_{a}=1.2 \mathrm{MHz}$. These frequencies correspond of course to the first maximum in the transmission sensitivity plot (Figure 4.16, full line) and the reception sensitivity plot (Figure 4.17, full line). As in Section 2.8.1 $f_{a}=c_{T} /(2 L)=1.2 \mathrm{MHz}$ which agrees with the reception sensitivity maximum for the homogenised estimate for $f_{a}$ (the full line in Figure 4.15). For the fractal design the electrical impedance resonance frequencies are much higher $\left(f_{r}^{(3)}=4.2 \mathrm{MHz}\right.$ and $\left.f_{a}^{(3)}=4.3 \mathrm{MHz}\right)$ as the edge


Figure 4.15: Non-dimensionalised electrical impedance (equation (4.5.1)) versus frequency for the $\overline{\mathrm{SG}}(3)$ transducer $\left(\hat{Z}_{E}\right)$ at fractal generation level $n=3$ (dashed line). The non-dimensionalised electrical impedance of the standard (Euclidean) transducer $\left(\overline{\hat{Z}}_{E}\right)$ (equation (2.5.8)) is plotted for comparison (full line). Parameter values are given in Appendix A.5.
lengths in the graph are shorter in the dual graph. Importantly, the magnitude of the electrical impedance at the electrical resonance frequency is lower than the standard (Euclidean) design; there is about a 2 dB drop. As there is no damping mechanism in the model, and no backing or matching layers, the values of the electrical impedance at the resonances do, to some extent, depend on the spatial resolution used when plotting. Figure 4.16 shows that the transmission sensitivity of the fractal design has a maximum amplitude (gain) that is higher than the Euclidean case (standard design) at its lower operating frequency ( 37 dB at 4.2 MHz compared to 32 dB at 3.5 MHz for the Euclidean case). If we take the noise floor to be 3 dB below the peak gain of the standard (Euclidean) design (that is the 29 dB level in this plot) then the operational bandwidth of the standard (Euclidean) design is 0.2 MHz whereas the fractal design has an operational bandwidth of around


Figure 4.16: Non-dimensionalised transmission sensitivity (equation (4.5.2)) versus frequency for the $\overline{\mathrm{SG}}(3)$ transducer $\left(\psi_{F}\right)$ at fractal generation level $n=3$ (dashed line). The non-dimensionalised transmission sensitivity of the standard (Euclidean) transducer $\left(\psi_{E}\right)$ (equation (2.5.15)) is plotted for comparison (full line). Parameter values are given in Appendix A.5.
0.1 MHz . Figure 4.17 shows that the reception sensitivity spectrum has a much larger gain; there is a 18 dB improvement in the reception sensitivity gain from the standard (Euclidean) design to the fractal design. This peak in the reception sensitivity also results in an enhanced bandwidth; if we take the noise floor to be 3 dB below the peak gain of the standard (Euclidean) design (that is the 14 dB level in this plot) then the operational bandwidth of the standard (Euclidean) design is 0.2 MHz whereas the fractal design has an operational bandwidth of around 3.2 MHz.


Figure 4.17: Non-dimensionalised reception sensitivity (equation (4.5.3)) versus frequency for the $\overline{\mathrm{SG}}(3)$ transducer $\left(\phi_{F}\right)$ at fractal generation level $n=3$ (dashed line). The non-dimensionalised reception sensitivity of the standard (Euclidean) transducer $\left(\phi_{E}\right)$ (equation (2.6.4)) is plotted for comparison (full line). Parameter values are given in Appendix A. 5 .

| Design | $f_{r}$ <br> $(\mathrm{MHz})$ | $f_{a}$ <br> $(\mathrm{MHz})$ | $\psi_{\max }$ <br> $(\mathrm{dB})$ | $\phi_{\max }$ <br> $(\mathrm{dB})$ | $B W_{T}$ <br> $(\mathrm{MHz})$ | $B W_{R}$ <br> $(\mathrm{MHz})$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Fractal $(F)$ | 4.2 | 4.3 | 37.0 | 35.0 | 0.1 | 3.2 |
| Standard $(E)$ | 0.9 | 1.2 | 32.0 | 17.0 | 0.2 | 0.2 |

Table 4.1: A comparison between the operating characteristics of a fractal transducer and an equivalent standard design at fractal generation level $n=3$. The mechanical resonance frequency is denoted by $f_{r}(\mathrm{MHz})$, the electrical resonance frequency is denoted by $f_{a}(\mathrm{MHz})$, the transmission sensitivity gain is denoted by $\psi_{\max }(\mathrm{dB})$, the reception sensitivity gain is denoted by $\phi_{\max }(\mathrm{dB})$, the transmission sensitivity bandwidth is denoted by $B W_{T}(\mathrm{MHz})$ and the reception sensitivity bandwidth is denoted by $B W_{R}(\mathrm{MHz})$.

### 4.6.1 Convergence

A careful study of the non-dimensionalised electrical impedance, transmission sensitivity and reception sensitivity spectra show that more resonances appear as


Figure 4.18: The convergence of the non-dimensionalised electrical impedance (equation (4.5.1)) versus frequency for the $\overline{\mathrm{SG}}(3)$ graph transducer for fractal generation level $n=1,2,3$ and 4 .


Figure 4.19: The convergence of the non-dimensionalised transmission sensitivity (equation (4.5.2)) versus frequency for the $\overline{\mathrm{SG}}(3)$ graph transducer for fractal generation level $n=1,2,3$ and 4 .
the fractal generation level increases (see Figures 4.18, 4.19 and 4.20). So far we have examined the performance of the pre-fractal transducer since such a design could be manufactured. From a mathematical perspective if would be of interest


Figure 4.20: The convergence of the non-dimensionalised reception sensitivity (equation (4.5.3)) versus frequency for the $\overline{\mathrm{SG}}(3)$ graph transducer for fractal generation level $n=1,2,3$ and 4 .
to examine the fractal design whereby the number of generation levels tends to infinity. Such an investigation would of course rely on the renormalisation recursion relationships given by equations (4.4.3) and (4.4.4) having steady state solutions. To empirically assess whether or not such solutions exist one can plot the output from the model as a function of the fractal generation level. Similar to Section 2.8.2, the norm of the difference between the energy in the power spectrum at successive generation levels, integrated with respect to frequency, can be calculated for the transmission/reception sensitivities. Figure 4.21 shows the dependence of these norms on the generation level. Scrutiny of the underlying spectra shows that the transmission sensitivity accrues more and more resonances as the fractal generation $n$ increases. As the length scale of the smallest edge is decreasing with $n$ then resonances at higher frequencies appear; note that the lack of damping in the model permits these resonances to have amplitudes which would not be present in an experimental setting. As $n$ is increased further, then the various
peaks become quite dense and a very flat response emerges which does not change over the frequency range of interest (up to 10 MHz ). Hence, the successive spectra start to reach a steady state and this accounts for the steady state that is reached after $n=6$. A similar story holds for the reception sensitivity.
$\psi_{F}^{*}(n), \phi_{F}^{*}(n)(\mathrm{dB})$


Figure 4.21: The convergence of the transmission and reception sensitivities is examined by plotting the differences in the energies in successive spectra as the fractal generation level increases. Non-dimensionalised transmission sensitivity $\left(\psi_{F}^{*}(n)\right)$ (equation (2.8.1)) (full line) and non-dimensionalised reception sensitivity $\left(\phi_{F}^{*}(n)\right)$ (equation (2.8.2)) (dashed line) versus the fractal generation level. The transmission sensitivity converges by generation level $n=6$ and the reception sensitivity by generation level $n=15$, over this frequency range where $f_{i} \in[0.1,10] \mathrm{MHz}$.

### 4.7 Conclusions

The fractal that was used to simulate the self-similar transducer in this chapter was the Sierpinski gasket (or rather its complement) [144]. The weighted graph counterpart of this fractal (denoted $\overline{\mathrm{SG}}(3)$ ) [145] was used to express the electrical and mechanical fields in terms of a finite element methodology [7]. The finite ele-
ment analysis required yet another set of new basis functions. The fractal design has multiple length scales (the standard (Euclidean) design typically has a single length scale) and, since these are resonating devices, this resulted in a rich set of resonating frequencies. The finite element formulation yielded again to a renormalisation approach and two coupled recursion relationships for the pivotal Green's functions drove the calculation of the transmission and reception sensitivities of the device. The results showed that this pre-fractal transducer resonates at more frequencies than the standard (Euclidean) transducer. Importantly, the fractal transducer gave rise to significantly higher amplitude transmission and reception sensitivities than the standard (Euclidean) design, a 5 dB increase in transmission mode and a 18 dB increase in reception mode. The reception sensitivity also resulted in a wider bandwidth than the standard (Euclidean) design; a 3 MHz increase. The convergence of the fractal device's performance as the fractal generation level increases was also considered. It was seen that, in both transmission and reception modes, the outputs converge by generation level $n=6$ and $n=15$ respectively.

## Chapter 5

## Conclusion

### 5.1 Aim

The aim of this PhD thesis was to investigate the benefits of fractal geometry in ultrasound transducer design. Three designs for a fractal ultrasound transducer were constructed and compared to a standard design. The two fractals that were used in these self-similar transducers were the Sierpinski gasket and its complement.

### 5.2 Motivation

The graph counterpart of the Sierpinski gasket was used to express the electrical and mechanical fields in terms of a finite element methodology. This is the first time that ultrasound wave propagation in a fractal structure has been modelled using a finite element analysis and so this required new basis functions. The standard design has a single length scale whereas the fractal design has multiple length scales, and since these are resonating devices, this resulted in a rich set of resonating frequencies. Indeed the broadband resonators found in nature and in musical instruments depend on this principle. The finite element formulation
resulted in a matrix equation whose solution yielded to a renormalisation approach. This is turn led to a small set of recursion relationships for the pivotal Green's functions that drive the calculation of the transmission and reception sensitivities of the devices. The focus was on low fractal generation levels as these are most relevant to manufacturing constraints.

### 5.3 Results

In Chapter 2, we compared the operational qualities of a fractal transducer with that of a standard transducer, and showed that the fractal transducer resonates at many more frequencies than the standard transducer. Importantly, at certain generation levels the fractal transducer gave rise to a significantly higher amplitude transmission and reception sensitivity than the standard design. At fractal generation level $n=3$, the transmission sensitivity spectrum had a 15 dB gain improvement; from 28 dB in the standard transducer to around 43 dB in the fractal transducer. However the bandwidth around this peak sensitivity was smaller than that of the standard (Euclidean) case. The fractal device's performance converged in both transmission and reception modes as the fractal generation level increased to around $n=10$ and $n=16$ respectively. Note that it was not possible to compare the results here to the previously conducted finite difference modelling [19] as this studied the in-plane vibrations of the device rather than the out-of-plane (thickness direction) vibrations studied here.

In Chapter 3, we had a more realistic fractal transducer design that used a combination of ceramic and polymer elements. At fractal generation level $n=6$, we showed that a significantly higher amplitude reception sensitivity was produced by
the fractal transducer when compared to the standard design; note however that a lower transmission sensitivity amplitude resulted. The reception sensitivity also resulted in a wider bandwidth than the standard design. The fractal device's performance converged again in both transmission and reception modes as the fractal generation level increased to around $n=10$ and $n=5$ respectively.

In Chapter 4, a comparison between the operating characteristics of the complement of the Sierpinski gasket fractal transducer and an equivalent standard transducer, showed that as before, the model predicts that the fractal transducer has more resonance frequencies. Indeed, this appears to be the first investigation of this particular fractal. Furthermore, the fractal transducer also resulted in a higher amplitude (or gain) in transmission and reception sensitivities than the standard design; a 5 dB increase in transmission mode and around a 18 dB increase in reception mode. The reception sensitivity also produced a wider bandwidth than the standard design; a 3 MHz increase. However, the standard design produced a wider bandwidth than the fractal design. The fractal device's performance converged once again in the transmission and reception modes as the fractal generation level increased.

| Fractal Device | $f_{r}$ <br> $(\mathrm{MHz})$ | $f_{a}$ <br> $(\mathrm{MHz})$ | $\psi_{\max }$ <br> $(\mathrm{dB})$ | $\phi_{\max }$ <br> $(\mathrm{dB})$ | $B W_{T}$ <br> $(\mathrm{MHz})$ | $B W_{R}$ <br> $(\mathrm{MHz})$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{SG}(3)$ at $n=3$ | 2.2 | 2.3 | 43.0 | 25.0 | 0.07 | 0.11 |
| $\mathrm{SG}(3,4)$ at $n=6$ | 1.2 | 2.0 | 26.0 | 14.0 | 0.5 | 3.0 |
| $\overline{\mathrm{SG}}(3)$ at $n=3$ | 4.2 | 4.3 | 37.0 | 35.0 | 0.1 | 3.2 |

Table 5.1: A comparison between the operating characteristics of the different fractal transducers, which are a fractal ultrasonic transducer based on the Sierpinski gasket $\mathrm{SG}(3)$ at fractal generation level $n=3$ (Chapter 2), a fractal ultrasonic transducer based on the Sierpinski gasket with both piezoelectric and polymer phases $\mathrm{SG}(3,4)$ at fractal generation level $n=6$ (Chapter 3) and a fractal ultrasonic transducer based on the complement of the Sierpinski gasket $\overline{\mathrm{SG}}(3)$ at fractal generation level $n=3$ (Chapter 4). The mechanical resonance frequency is denoted by $f_{r}(\mathrm{MHz})$, the electrical resonance frequency is denoted by $f_{a}(\mathrm{MHz})$, the transmission sensitivity gain is denoted by $\psi_{\max }(\mathrm{dB})$, the reception sensitivity gain is denoted by $\phi_{\max }(\mathrm{dB})$, the transmission sensitivity bandwidth is denoted by $B W_{T}(\mathrm{MHz})$ and the reception sensitivity bandwidth is denoted by $B W_{R}(\mathrm{MHz})$.

A comparison between the different transducer designs in this thesis can be performed. The fractal generation level of each transducer has been chosen to produce the best results for that design. As shown in the Table 5.1 the $\mathrm{SG}(3)$ transducer produces the highest peak transmission sensitivity ( 43 dB ). The $\overline{\mathrm{SG}}(3)$ fractal transducer produced the highest amplitude ( 35 dB ) in reception sensitivity and the widest bandwidth (3.2 MHz). The $\mathrm{SG}(3,4)$ fractal transducer also generated the broadest bandwidth ( 0.5 MHz ) in transmission mode.

### 5.4 Further work

The positive results in this theoretical work have subsequently led to engineers manufacturing these fractal devices [154]. One area of future work could involve a comparison between the theoretical results presented here and these experimental findings. These encouraging results suggest that it will be worthwhile studying other fractal designs. Some work in this direction has been recently undertaken by other authors [155].

## Appendix A

## Appendix

## A. 1 Geometrical and basis function details for fractal generation levels of the SG(3) graph

|  |  | Adjacent vertices to $\left(x_{j}, y_{j}\right)$ |  |  |
| :--- | :--- | :---: | :---: | :---: |
| j | $\left(x_{j}, y_{j}\right)$ | $\left(x_{j+1}, y_{j+1}\right)$ | $\left(x_{j+2}, y_{j+2}\right)$ | $\left(x_{j+3}, y_{j+3}\right)$ |
| 1 | $(0,0)$ | $A$ | 2 | 3 |
| 2 | $(h, 0)$ | 1 | 3 | $B$ |
| 3 | $\left(\frac{h}{2}, \frac{\sqrt{3}}{2} h\right)$ | 1 | 2 | $C$ |
| A | $(-h, 0)$ | 1 |  |  |
| B | $(2 h, 0)$ | 2 |  |  |
| C | $(h, \sqrt{3} h)$ | 3 |  |  |

Table A.1: Coordinates of the vertices and a list of the adjacent vertices to vertex $\left(x_{j}, y_{j}\right)$ for fractal generation level $n=1$ of the $\operatorname{SG}(3)$ graph. The vertex labelling is given in Figure 2.4.

| j |  | $\left(x_{j}, y_{j}\right)$ | Adjacent vertices to $\left(x_{j}, y_{j}\right)$ |  |  |
| :--- | :--- | :---: | :---: | :---: | :---: |
|  |  | $\left(x_{j+2}, y_{j+2}\right)$ | $\left(x_{j+3}, y_{j+3}\right)$ |  |  |
| 1 | $(0,0)$ | $A$ | 2 | 3 |  |
| 2 | $(h, 0)$ | 1 | 3 | 4 |  |
| 3 | $\left(\frac{h}{2}, \frac{\sqrt{3}}{2} h\right)$ | 1 | 2 | 7 |  |
| 4 | $(2 h, 0)$ | 2 | 5 | 6 |  |
| 5 | $(3 h, 0)$ | 4 | 6 | $B$ |  |
| 6 | $\left(\frac{5 h}{2}, \frac{\sqrt{3}}{2} h\right)$ | 4 | 5 | 8 |  |
| 7 | $(h, \sqrt{3} h)$ | 3 | 8 | 9 |  |
| 8 | $(2 h, \sqrt{3} h)$ | 6 | 7 | 9 |  |
| 9 | $\left(\frac{3 h}{2}, \frac{3 \sqrt{3}}{2} h\right)$ | 7 | 8 | $C$ |  |
| A | $(-h, 0)$ | 1 |  |  |  |
| B | $(4 h, 0)$ | 5 |  |  |  |
| C | $(2 h, 2 \sqrt{3} h)$ | 9 |  |  |  |

Table A.2: Coordinates of the vertices and a list of the adjacent vertices to vertex $\left(x_{j}, y_{j}\right)$ for fractal generation level $n=2$ of the SG(3) graph. The vertex labelling is given in Figure 2.5.

| $j$ | $a$ | $b$ | $c$ | $d$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 0 | 0 | $-\frac{1}{h^{2}}$ |
| 2 | 0 | $\frac{2}{h}$ | 0 | $-\frac{1}{h^{2}}$ |
| 3 | 0 | $\frac{1}{h}$ | $\frac{\sqrt{3}}{h}$ | $-\frac{1}{h^{2}}$ |
| A | 0 |  |  | $\frac{h^{2}}{h^{2}}$ |
| B | $-\frac{1}{3}$ |  |  | $\frac{1}{3 h^{2}}$ |
| C | $-\frac{1}{3}$ |  |  | $\frac{1}{3 h^{2}}$ |

Table A.3: Coefficients of the basis functions $\phi_{j}$ for fractal generation level $n=1$ of the $\mathrm{SG}(3)$ graph.

| $j$ | $a$ | $b$ | $c$ | $d$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 0 | 0 | $-\frac{1}{h^{2}}$ |
| 2 | 0 | $\frac{2}{h}$ | 0 | $-\frac{1}{h^{2}}$ |
| 3 | 0 | $\frac{1}{h}$ | $\frac{\sqrt{3}}{h}$ | $-\frac{1}{h^{2}}$ |
| 4 | -3 | $\frac{4}{h}$ | 0 | $-\frac{1}{h^{2}}$ |
| 5 | -8 | $\frac{6}{h}$ | 0 | $-\frac{1}{h^{2}}$ |
| 6 | -6 | $\frac{5}{h}$ | $\frac{\sqrt{3}}{h}$ | $-\frac{1}{h^{2}}$ |
| 7 | -3 | $\frac{2}{h}$ | $\frac{2 \sqrt{3}}{h}$ | $-\frac{1}{h^{2}}$ |
| 8 | -6 | $\frac{4}{h}$ | $\frac{2 \sqrt{3}}{h}$ | $-\frac{1}{h^{2}}$ |
| 9 | -8 | $\frac{3}{h}$ | $\frac{3 \sqrt{3}}{h}$ | $-\frac{1}{h^{2}}$ |
| A | 0 |  |  | $\frac{1}{h^{2}}$ |
| B | $-\frac{9}{7}$ |  |  | $\frac{1}{7 h^{2}}$ |
| C | $-\frac{9}{7}$ |  |  | $\frac{1}{7 h^{2}}$ |

Table A.4: Coefficients of the basis functions $\phi_{j}$ for fractal generation level $n=2$ of the $\mathrm{SG}(3)$ graph.

## A. 2 Geometrical and basis function details for

 fractal generation levels of the $\operatorname{SG}(3,4)$ graph|  |  | Adjacent vertices to $\left(x_{j}, y_{j}\right)$ |  |  |  |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
| j | $\left(x_{j}, y_{j}\right)$ | $\left(x_{j+1}, y_{j+1}\right)$ | $\left(x_{j+2}, y_{j+2}\right)$ | $\left(x_{j+3}, y_{j+3}\right)$ | $\left(x_{j+4}, y_{j+4}\right)$ |  |
| 1 | $(0,0)$ | $A$ | 2 | 3 | 4 |  |
| 2 | $(h, 0)$ | 1 | 3 | $B$ | 4 |  |
| 3 | $\left(\frac{h}{2}, \frac{\sqrt{3} h}{2}\right)$ | 1 | 2 | $C$ | 4 |  |
| 4 | $\left(\frac{h}{2}, \frac{h}{2 \sqrt{3}}\right)$ | 1 | 2 | 3 |  |  |
| A | $(-h, 0)$ | 1 |  |  |  |  |
| B | $(2 h, 0)$ | 2 |  |  |  |  |
| C | $(h, \sqrt{3} h)$ | 3 |  |  |  |  |

Table A.5: Coordinates of the vertices and a list of the adjacent vertices to vertex $\left(x_{j}, y_{j}\right)$ for fractal generation level $n=1$ of the $\operatorname{SG}(3,4)$ graph. The vertex labelling is given in Figure 3.3.

|  |  |  | Adjacent vertices to $\left(x_{j}, y_{j}\right)$ |  |  |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
|  | $\left(x_{j}, y_{j}\right)$ | $\left(x_{j+1}, y_{j+1}\right)$ | $\left(x_{j+2}, y_{j+2}\right)$ | $\left(x_{j+3}, y_{j+3}\right)$ | $\left(x_{j+4}, y_{j+4}\right)$ |  |
| 1 | $(0,0)$ | $A$ | 2 | 3 | 4 |  |
| 2 | $(h, 0)$ | 1 | 3 | 5 | 4 |  |
| 3 | $\left(\frac{h}{2}, \frac{\sqrt{3} h}{2}\right)$ | 1 | 2 | 9 | 4 |  |
| 4 | $\left(\frac{h}{2}, \frac{h}{2 \sqrt{3}}\right)$ | 1 | 2 | 3 |  |  |
| 5 | $(2 h, 0)$ | 2 | 6 | 7 | 8 |  |
| 6 | $(3 h, 0)$ | 5 | 7 | $B$ | 8 |  |
| 7 | $\left(\frac{5 h}{2}, \frac{\sqrt{3} h}{2}\right)$ | 5 | 6 | 10 | 8 |  |
| 8 | $\left(\frac{5 h}{2}, \frac{h}{2 \sqrt{3}}\right)$ | 5 | 6 | 7 |  |  |
| 9 | $(h, \sqrt{3} h)$ | 3 | 10 | 11 | 12 |  |
| 10 | $(2 h, \sqrt{3} h)$ | 7 | 9 | 11 | 12 |  |
| 11 | $\left(\frac{3 h}{2}, \frac{3 \sqrt{3} h}{2}\right)$ | 9 | 10 | $C$ | 12 |  |
| 12 | $\left(\frac{h h}{2}, \frac{7 h}{2 \sqrt{3}}\right)$ | 9 | 10 | 11 |  |  |
| A | $(-h, 0)$ | 1 |  |  |  |  |
| B | $(4 h, 0)$ | 6 |  |  |  |  |
| C | $(2 h, 2 \sqrt{3} h)$ | 11 |  |  |  |  |

Table A.6: Coordinates of the vertices and a list of the adjacent vertices to vertex $\left(x_{j}, y_{j}\right)$ for fractal generation level $n=2$ of the $\mathrm{SG}(3,4)$ graph. The vertex labelling is given in Figure 3.4.

| $j$ | $a$ | $b$ | $c$ | $d$ | $f$ | $g$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 0 | 0 | $-\frac{1}{h^{2}}$ | $\frac{3}{h^{2}}$ | $-\frac{4 \sqrt{3}}{h^{2}}$ |
| 2 | 0 | $\frac{2}{h}$ | $-\frac{4 \sqrt{3}}{h}$ | $-\frac{1}{h^{2}}$ | $\frac{3}{h^{2}}$ | $\frac{4 \sqrt{3}}{h^{2}}$ |
| 3 | 0 | $-\frac{5}{h}$ | $\frac{3 \sqrt{3}}{h}$ | $\frac{5}{h^{2}}$ | $-\frac{3}{h^{2}}$ | 0 |
| 4 | 0 | $\frac{3}{h}$ | $\frac{\sqrt{3}}{h}$ | $-\frac{3}{h^{2}}$ |  |  |
| 5 | 0 | $-\frac{2}{h}$ | 0 | $-\frac{1}{h^{2}}$ |  |  |
| 6 | -3 | $\frac{4}{h}$ | 0 | $-\frac{1}{h^{2}}$ |  |  |
| 7 | -3 | $\frac{2}{h}$ | $\frac{2 \sqrt{3}}{h}$ | $-\frac{1}{h^{2}}$ |  |  |

Table A.7: Coefficients of the basis functions $\phi_{j}, j=1, \ldots, 4$ (see equations (3.2.26), (3.2.27), (3.2.28) and (3.2.35)) and $\psi_{j}, j=5,6,7$ (see equations (3.2.29), (3.2.30), (3.2.31) and (3.2.36)) for fractal generation level $n=1$ of the $\operatorname{SG}(3,4)$ graph.

| $j$ | $a$ | $b$ | $c$ | $d$ | $f$ | $g$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 0 | 0 | $-\frac{1}{h^{2}}$ | $\frac{3}{h^{2}}$ | $-\frac{4 \sqrt{3}}{h^{2}}$ |
| 2 | 0 | $\frac{2}{h}$ | $-\frac{4 \sqrt{3}}{h}$ | $-\frac{1}{h^{2}}$ | $\frac{3}{h^{2}}$ | $\frac{4 \sqrt{3}}{h^{2}}$ |
| 3 | 0 | $-\frac{5}{h}$ | $\frac{3 \sqrt{3}}{h}$ | $\frac{5}{h^{2}}$ | $-\frac{3}{h^{2}}$ | 0 |
| 4 | 0 | $\frac{3}{h}$ | $\frac{\sqrt{3}}{h}$ | $-\frac{3}{h^{2}}$ |  |  |
| 5 | -3 | $\frac{4}{h}$ | $\frac{8 \sqrt{3}}{h}$ | $-\frac{1}{h^{2}}$ | $\frac{3}{h^{2}}$ | $-\frac{4 \sqrt{3}}{h^{2}}$ |
| 6 | -8 | $\frac{6}{h}$ | $-\frac{12 \sqrt{3}}{h}$ | $-\frac{1}{h^{2}}$ | $\frac{3}{h^{2}}$ | $\frac{4 \sqrt{3}}{h^{2}}$ |
| 7 | 30 | $-\frac{25}{h}$ | $\frac{3 \sqrt{3}}{h}$ | $\frac{5}{h^{2}}$ | $-\frac{3}{h^{2}}$ | 0 |
| 8 | -18 | $\frac{15}{h}$ | $\frac{\sqrt{3}}{h}$ | $-\frac{3}{h^{2}}$ |  |  |
| 9 | -3 | $\frac{14}{h}$ | $-\frac{2 \sqrt{3}}{h}$ | $-\frac{1}{h^{2}}$ | $\frac{3}{h^{2}}$ | $-\frac{4 \sqrt{3}}{h^{2}}$ |
| 10 | 30 | $-\frac{8}{h}$ | $-\frac{14 \sqrt{3}}{h}$ | $-\frac{1}{h^{2}}$ | $\frac{3}{h^{2}}$ | $\frac{4 \sqrt{3}}{h^{2}}$ |
| 11 | -8 | $-\frac{15}{h}$ | $\frac{9 \sqrt{3}}{h}$ | $\frac{5}{h^{2}}$ | $-\frac{3}{h^{2}}$ | 0 |
| 12 | -18 | $\frac{9}{h}$ | $\frac{7 \sqrt{3}}{h}$ | $-\frac{3}{h^{2}}$ |  |  |
| 13 | 0 | $-\frac{2}{h}$ | 0 | $-\frac{1}{h^{2}}$ |  |  |
| 14 | -15 | $\frac{8}{h}$ | 0 | $-\frac{1}{h^{2}}$ |  |  |
| 15 | -15 | $\frac{4}{h}$ | $\frac{4 \sqrt{3}}{h}$ | $-\frac{1}{h^{2}}$ |  |  |

Table A.8: Coefficients of the basis functions $\phi_{j}, j=1, \ldots, 12$ (see equations (3.2.32), (3.2.33), (3.2.34) and (3.2.35)) and $\psi_{j}, j=13,14,15$ for fractal generation level $n=2$ of the $\mathrm{SG}(3,4)$ graph.

## A. 3 Geometrical and basis function details for

 fractal generation levels of the $\overline{\mathrm{SG}}(3)$ graph| j | $\left(x_{j}, y_{j}\right)$ | Adjacent vertices to $\left(x_{j}, y_{j}\right)$ |  |  |
| :--- | :--- | :---: | :---: | :---: |
|  | $\left(x_{j+1}, y_{j+1}\right)$ | $\left(x_{j+2}, y_{j+2}\right)$ | $\left(x_{j+3}, y_{j+3}\right)$ |  |
| 1 | $(0,0)$ | $A$ | 2 | 3 |
| 2 | $\left(h^{(1)}, 0\right)$ | 1 | 3 | $B$ |
| 3 | $\left(h^{(1)} / 2, \sqrt{3} h^{(1)} / 2\right)$ | 1 | 2 | $C$ |
| A | $\left(-h^{(1)}, 0\right)$ | 1 |  |  |
| B | $\left(2 h^{(1)}, 0\right)$ | 2 |  |  |
| C | $\left(h^{(1)}, \sqrt{3} h^{(1)}\right)$ | 3 |  |  |

Table A.9: Coordinates of the vertices and a list of the adjacent vertices to vertex $\left(x_{j}, y_{j}\right)$ for fractal generation level $n=1$ of the $\overline{\mathrm{SG}}(3)$ graph. The vertex labelling is given in Figure 4.3.

|  |  |  |  |  |
| :--- | :--- | :---: | :---: | :---: |
| j | $\left(x_{j}, y_{j}\right)$ | Adjacent vertices to $\left(x_{j}, y_{j}\right)$ |  |  |
| 1 | $(0,0)$ | $A$ | 2 | 3 |
| 2 | $\left(h_{j+1}, y_{j+1}\right)$ | $\left(x_{j+2}, y_{j+2}\right)$ | $\left(x_{j+3}, y_{j+3}\right)$ |  |
| 3 | $\left(h^{(2)} / 2, \sqrt{3} h^{(2)} / 2\right)$ | 1 | 3 | 4 |
| 4 | $\left(3 h^{(2)}, 0\right)$ | 2 | 2 | 7 |
| 5 | $\left(4 h^{(2)}, 0\right)$ | 4 | 6 |  |
| 6 | $\left(7 h^{(2)} / 2, \sqrt{3} h^{(2)} / 2\right)$ | 4 | 6 | $B$ |
| 7 | $\left(3 h^{(2)} / 2,3 \sqrt{3} h^{(2)} / 2\right)$ | 3 | 5 | 8 |
| 8 | $\left(5 h^{(2)} / 2,3 \sqrt{3} h^{(2)} / 2\right)$ | 6 | 7 | 9 |
| 9 | $\left(2 h^{(2)}, 2 \sqrt{3} h^{(2)}\right)$ | 7 | 8 | 9 |
| A | $\left(-h^{(2)}, 0\right)$ | 1 |  | $C$ |
| B | $\left(5 h^{(2)}, 0\right)$ | 5 |  |  |
| C | $\left(5 h^{(2)} / 2,5 \sqrt{3} h^{(2)} / 2\right)$ | 9 |  |  |

Table A.10: Coordinates of the vertices and a list of the adjacent vertices to vertex $\left(x_{j}, y_{j}\right)$ for fractal generation level $n=2$ of the $\overline{\mathrm{SG}}(3)$ graph. The vertex labelling is given in Figure 4.4.

## A. 4 The material properties of PZT-5H and polymer HY1300/CY1301 hardset

The material properties of PZT-5H $[2,3,8,156]$

$$
\begin{gathered}
{c_{p q}^{T}=\left[\begin{array}{cccccc}
12.6 & 7.95 & 8.41 & 0 & 0 & 0 \\
7.95 & 12.6 & 8.41 & 0 & 0 & 0 \\
8.41 & 8.41 & 11.7 & 0 & 0 & 0 \\
0 & 0 & 0 & 2.3 & 0 & 0 \\
0 & 0 & 0 & 0 & 2.3 & 0 \\
0 & 0 & 0 & 0 & 0 & 2.325
\end{array}\right] \times 10^{10} \mathrm{~N} / \mathrm{m}^{2},}^{e_{i p}=\left[\begin{array}{cccccc}
0 & 0 & 0 & 0 & 17 & 0 \\
0 & 0 & 0 & 17 & 0 & 0 \\
-6.5 & -6.5 & 23.3 & 0 & 0 & 0
\end{array}\right] C / m^{2},} \\
\varepsilon_{i j}^{T}=\left[\begin{array}{cccc}
1700 \varepsilon_{0} & 0 & 0 \\
0 & 1700 \varepsilon_{0} & 0 \\
0 & 0 & 1470 \varepsilon_{0}
\end{array}\right] C /(V m)
\end{gathered}
$$

where $\varepsilon_{0}=8.854 \times 10^{-12} C /(V m)$. The density is $\rho_{T}=7500 \mathrm{kgm}^{-3}$.

The material properties of polymer HY1300/CY1301 hardset $[146,157]$
$c_{p q}^{P}=\left[\begin{array}{cccccc}0.71976 & 0.404985 & 0.404981 & 0 & 0 & 0 \\ 0.40498 & 0.71976 & 0.40498 & 0 & 0 & 0 \\ 0.40498 & 0.40498 & 0.71976 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0.15739 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0.15739 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0.15739\end{array}\right] \times 10^{10} \mathrm{~N} / \mathrm{m}^{2}$,
and

$$
\varepsilon_{i j}^{P}=\left[\begin{array}{ccc}
4 \varepsilon_{0} & 0 & 0 \\
0 & 4 \varepsilon_{0} & 0 \\
0 & 0 & 4 \varepsilon_{0}
\end{array}\right] C /(V m),
$$

where The density is $\rho_{P}=1150 \mathrm{kgm}^{-3}$.

## A. 5 Parameter values for the front and back mechanical loads and the electrical load

| Design Parameter | Symbol | Magnitude | Dimensions |
| :--- | :---: | :---: | :---: |
| Parallel electrical impedance load | $Z_{P}$ | 1000 | Ohms |
| Series electrical impedance load | $Z_{0}$ | 50 | Ohms |
| Length of SG | $L$ | 1 | mm |
| Mechanical impedance of the front load | $Z_{L}$ | 1.5 | MRayls |
| Mechanical impedance of the backing layer | $Z_{B}$ | 2 | MRayls |
| Wave speed in the front load | $c_{L}$ | 1500 | $\mathrm{~ms}^{-1}$ |
| Wave speed in the backing layer | $c_{B}$ | 1666 | $\mathrm{~ms}^{-1}$ |
| Density of the front load | $\rho_{L}$ | 1000 | $\mathrm{kgm}^{-3}$ |
| Density of the backing layer | $\rho_{B}$ | 1200 | $\mathrm{kgm}^{-3}$ |
| Shear modulus of the front load | $\mu_{L}$ | $2.25 \times 10^{9}$ | $\mathrm{Nm}^{-2}$ |
| Shear modulus of the backing layer | $Y_{B}$ | $2.78 \times 10^{9}$ | $\mathrm{Nm}^{-2}$ |
| Thickness of the piezoelectric material |  |  |  |
| in the standard (Euclidean) design | $d_{E}$ | 10 | mm |

Table A.11: Parameter values for the front and back mechanical loads and the electrical load [19,157].

## A. 6 Nomenclature

The tables below provide a full nomenclature of terms used within the thesis. It is worth noting that, as far as notation concerned, the literature is not consistent and care should be taken when comparing with other work.

| Notation | Description |
| :---: | :---: |
| $A, B, C$ | The boundary vertices in the fractal graph |
| $A_{j i}^{(n)}$ | One of the matrices used to construct $G_{j i}^{(n)}$ (see equation (4.2.8)) |
| $\hat{A}_{j i}^{(n)}$ | $A_{j i}^{(n)} / h^{(n)}$ |
| $\hat{\hat{A}}^{(n)}$ | The block diagonal matrix consisting of 3 copies of $\hat{A}_{j i}^{(n)}$ |
| $A_{r}$ | The cross-sectional area of each edge of the fractal graph $A_{r}=\xi L / 2^{n}$ |
| $A_{L}$ | Amplitude of pressure wave incident on the transducer during reception mode |
| $A_{B}$ | The amplitude of the wave transmitted into the backing material |
| $A_{E}$ | The area occupied by the electrode in the standard design |
| $A_{F}$ | $2 A_{F}^{\prime}$, the total area of two capacitors in the fractal design |
| $A_{F}^{\prime}$ | $d_{F} h^{(n)}$, the area of one electrode in the fractal design |
| $A_{T}$ | $2 Z_{L} /\left(Z_{L}+Z_{T}\right)$, dimensionless constant (see equation 2.5.15) |
| $a$ | $Z_{P} /\left(Z_{0}+Z_{P}\right)$ |
| $\underline{a}$ | $\overrightarrow{O P_{1}}-\overrightarrow{O P_{3}}$ (vector) |
| $B_{L}$ | The amplitude of the transmitted wave (transmission mode) or reflected wave (in reception mode) |
| $B_{B}$ | The amplitude of the incoming wave into the backing material |
| $\hat{B}_{j i}^{(n)}$ | One of the matrices used to create $G_{j i}^{(n)}$ (see equation (4.3.26)) |
| $b$ | $Z_{0} Z_{P} /\left(Z_{0}+Z_{P}\right)$ |
| $b_{j}^{(n)}$ | A vector arising from the boundary conditions (see equation (4.2.7)) |
| $\underline{b}$ | $\overrightarrow{O P_{2}}-\overrightarrow{O P_{3}}$ (vector) |
| $C^{(n)}$ | The set of vertices that are incident to the longest edge (see equation (4.3.5)) |
| $C_{0}$ | The capacitance of the transducer |
| $C_{0}{ }^{\text {E }}$ | The capacitance of the standard design |
| $C_{0}{ }_{\text {F }}$ | The capacitance of the fractal design |
| $c_{i j k l}$ | The stiffness tensor of the piezoelectric material |
| $c_{T}$ | The (piezoelectrically stiffened) shear wave velocity in the fractal graph |
| $c_{P}$ | The polymer shear wave velocity in the fractal graph |
| $c_{L}$ | Wave speed in the front load |
| $c_{B}$ | Wave speed in the backing layer |


| Notation | Description |
| :---: | :---: |
| $D_{i}$ | The electrical displacement tensor |
| $D^{(n)}$ | The set consist of pairs of vertices that are incident to a common longest edge (see equation (4.3.5)) |
| $d_{E}$ | The thickness of piezoelectric material in the standard design |
| $d_{F}$ | The thickness of piezoelectric material in the fractal design |
| $E_{i}$ | The electric field vector |
| $e_{k i j}$ | The piezoelectric tensor of the piezoelectric material |
| $e$ | An element (edge) in fractal graph |
| $F$ | The force in the transducer |
| $F_{E}$ | The force produced at the front face of the standard transducer |
| $F_{F}$ | The force produced at the front face of the fractal transducer |
| $F_{L}$ | The force in the mechanical load |
| $F_{j i}^{(n)}$ | $\left(G_{j i}^{(n)}\right)^{-1}=\hat{A}_{j i}^{(n)}-\hat{B}_{j i}^{(n)}($ see equation (4.3.26) $)$ |
| $\hat{f}^{(n)}$ | The non-dimensionalised natural frequency |
| $f^{(n)}$ | The dimensionalised equivalent of $\hat{f}^{(n)}$ |
| $f_{a}$ | The electrical resonant frequency |
| $f_{r}$ | The mechanical resonant frequency |
| $G_{j i}^{(n)}$ | The Green's transfer matrix |
| $\hat{G}^{(n)}$ | $\hat{G}^{(n)}=\left(\hat{A}^{(n)}\right)^{-1}$ (see equation (2.4.4)) |
| $\overline{\hat{G}}^{(n)}$ | The block diagonal matrix consisting of 3 copies of $\hat{G}^{(n)}$ |
| $h^{(n)}$ | The edge length of the fractal graph $L / 2^{n}$ |
| $h^{(p)}$ | The range of edge lengths $p=1, \ldots, n$ in the generation level $n \overline{\mathrm{SG}}(3)$ graph |
| $H^{1}(\Omega)$ | Sobolev space of order 1 in domain $\Omega$ |
| $H^{1}(\partial \Omega)$ | Sobolev space of order 1 at the boundary $\partial \Omega$ |
| $H_{B}^{1}(\Omega)$ | Sobolev space of order 1 in domain $\Omega$ where the functions are zero on the boundary |
| $H_{j i}^{(n)}$ | A matrix used to construct $A_{j i}^{(n)}$ (see equation (4.2.9)) |
| $\hat{H}_{j i}^{(n)}$ | $H_{j i}^{(n)} / h^{(n)}$ |
| $\overline{\hat{H}}_{j i}^{(n-1)}$ | The block diagonal matrix consisting of 3 copies of $\hat{H}_{j i}^{(n-1)}$ |
| I | The set of fictitious vertices of fractal graph |
| $I_{T}$ | The current across the transducer (see equations (2.5.2) and (2.5.9)) |
| $J$ | The set of interior vertices of fractal graph |
| $j, k, l, m$ | Vertices in the $\overline{\mathrm{SG}}(3)$ graphs (see Figure 4.6) |
| $K_{j i}^{(n)}$ | A matrix used to construct $A_{j i}^{(n)}$ (see equation (4.2.10)) |
| $\hat{K}_{j i}^{(n)}$ | $h^{(n)} K_{j i}^{(n)}$ |
| $\overline{\hat{K}}_{j i}^{(n-1)}$ | The block diagonal matrix consisting of 3 copies of $\hat{K}_{j i}^{(n-1)}$ |
| $K_{F}, K_{B}$ | The non-dimensional coefficients (see equation (2.5.8)) |
| $K^{(n)}$ | see equation 4.5.2 |


| Notation | Description |
| :---: | :---: |
| $L$ | Length of transducer |
| $L_{\text {SG }}^{(n)}$ | $n L / 2$, the overall length of the graph $\overline{\mathrm{SG}}^{(n)}(3)$ graph |
| M | The total number of edges in the fractal graph |
| $M_{J}$ | The set of the interior elements of fractal graph |
| $M_{I}$ | The set of the exterior elements of fractal graph |
| $m$ | The vertex labelled ( $N+1$ )/2 |
| $N$ | $3^{n}$, the total number of vertices in the fractal graph |
| $n$ | The fractal generation level |
| $\underline{n}$ | The outward pointing unit normal from the edge element $d r$ |
| $P_{1}, P_{2}, P_{3}$ | The points in the plane $S_{P}$ (see Figure 4.6) |
| $p, q$ | The adjacent vertices of the longest elements in the fractal graph (see Figure 4.10) |
| $Q$ | The electrical charge applied to the boundary of the transducer |
| $q$ | Laplace variable |
| $\overline{\mathrm{SG}}^{(n)}(3)$ | The complement of the Sierpinski gasket graph of degree 3 |
| $S_{k l}$ | The strain tensor |
| $S_{S}$ | The finite dimensional subspace correspondury to $H^{1}(\Omega)$ |
| $S_{P}$ | The plane contains the points $P_{1}, P_{2}$ and $P_{3}$ (see Figure 4.6) |
| $S_{B}$ | The finite dimensional subspace correspondury to $H_{B}^{1}(\Omega)$ |
| $S_{n}$ | The area of the main face of the fractal piezoelectric design at generation level $n$ |
| $s$ | The parameter used in the isoparametric description of each element |
| $s_{1}, s_{2}$ | The adjacent vertices of element $s$ (see Figure 4.9) |
| $T_{i j}$ | The stress tensor |
| $T_{F}, T_{B}$ | The non-dimensional transmission coefficients (see equation (2.5.8)) |
| $t$ | Time |
| U | The approxmate displacement in region $\Omega$ (see equation (4.2.3)) |
| $\bar{U}$ | The discretised displacement |
| $U_{B}$ | The function that approximates the displacement at the boundary |
| $U_{B_{i}}$ | The displacement at the boundary vertex $B_{i}$ |
| $U_{A}, U_{B}, U_{C}$ | The displacement of the boundary vertices $\{A, B, C\}$ |
| $u_{i, j}$ | The displacement gradients |
| $u_{i}$ | The component of displacement in the direction of the $i^{\text {th }}$ basis vector |
| $\underline{u}$ | The vector of $u_{i}$ |
| $\dot{u}_{3}$ | The initial condition |
| $u_{\partial \Omega}$ | The displacement in the boundary of fractal graph |
| $\bar{u}_{\partial \Omega}$ | The laplace displacement in the boundary of fractal graph |
| $u_{L}$ | The displacement of the load material |
| $\bar{u}$ | The laplace transform displacement |
| $\bar{u}_{B}(0)$ | The laplace transform displacemen of the backing material |
| $\bar{u}_{L}(0)$ | The laplace transform displacemen of the load material |


| Notation | Description |
| :---: | :---: |
| $P_{j i}^{(n)}$ | The adjacency matrix for the subgraph of $\overline{\mathrm{SG}}^{(n)}(3)$ consisting of the edges that connect each of the three $\overline{\mathrm{SG}}^{(n-1)}(3)$ graphs |
| $V_{j i}^{(n)}$ | $1_{D^{(n)}}(j, i)$ (see equation (4.3.1)) |
| $V^{\text {Ji }}$ | The voltage applied to the transducer |
| $V_{E}$ | The voltage produced by the standard transducer |
| $V_{F}$ | The voltage produced by the fractal transducer |
| $\operatorname{vol}_{E}$ | The volume of piezoelectric material in the standard design |
| $\operatorname{vol}_{F}$ | The volume of piezoelectric material in the fractal design |
| W | The test function in the finite dimensional space $S_{B}, W=\phi_{j}$ |
| $W_{j i}^{(n)}$ | $1_{C^{(n)}}(j, i)$ (see equation (4.3.1)) |
| $w$ | The test function in the infinite dimensional weak formulation |
| $R_{F}, R_{B}$ | The non-dimensionalised reflection coefficients |
| $r$ | $r=G_{m N}^{(n)}$ |
| $\hat{X}$ | $\hat{X}=\hat{G}_{i i}^{(n+1)}$ where $i \in V_{\partial \Omega_{n}^{o}}$ |
| $\underline{x}$ | The spatial coordinates (cartesian) |
| $\underline{x}_{j}$ | The spatial location of vertex $j$ in the fractal graph |
| $x$ | $x=G_{11}^{(n)}$ |
| $\hat{x}$ | $\hat{x}=\hat{G}_{i i}^{(n)}=\hat{G}_{j j}^{(n)}$ where $i, j \in V_{\partial \Omega \Omega_{n}^{o}}$ |
| $x_{L}$ | The local coordinate in the mechanical load |
| $x_{B}$ | The local coordinate in the backing material |
| $\hat{Y}$ | $\hat{Y}=\hat{G}_{j i}^{(n+1)}$ where $j, i \in V_{\partial \Omega_{n}^{o}}, i \neq j$ |
| $y$ | $y=G_{1 m}^{(n)}=G_{1 N}^{(n)}$ |
| $\hat{y}$ | $\hat{y}=\hat{G}_{i k}^{(n)}=\hat{G}_{h k}^{(n)}$ where $j, k, h \in V_{\partial \Omega_{n}^{o}}, j \neq k \neq h$ |
| $Z_{B}$ | Mechanical impedance of backing layer |
| $Z_{L}$ | Mechanical impedance of the front load |
| $Z_{T}$ | Mechanical impedance of the transducer |
| $Z_{P}$ | Parallel electrical impedance load |
| $Z_{0}$ | Series electrical impedance load |
| $Z_{E}(f ; n)$ | The dimensionalised electrical impedance of the fractal graph |
| $\hat{Z}_{E}(f ; n)$ | The non-dimensionalised electrical impedance of the fractal graph |
| $\hat{\bar{Z}}_{E}(f)$ | The non-dimensionalised electrical impedance of the standard transducer |
| $z$ | $z=G_{m m}^{(n)}=G_{N N}^{(n)}$ |


| Notation | Description |
| :--- | :--- |
| $\alpha$ | Non-dimensionalised parameter given by equation (4.3.16) |
| $\beta$ | Non-dimensionalised parameter given by equation (4.3.16) |
| $\gamma_{j}$ | Non-dimensionalised parameter given by equation (4.3.27) |
| $\bar{\gamma}_{j}$ | $\eta \gamma_{j}$ |
| $\Delta_{1}, \Delta_{2}$ | see equation (4.4.3) |
| $\delta_{1}, \delta_{2}$ | see equation (4.4.3) |
| $\delta_{j}$ | Non-dimensionalised parameter given by equation (4.3.28) |
| $\bar{\delta}_{j}$ | $\eta \delta_{j}$ |
| $\mathscr{L}$ | Laplace transform: $\theta \rightarrow q$ |
| $\varepsilon_{i k}$ | The permittivity tensor |
| $\epsilon^{(n)}$ | Non-dimensionalised parameter given by equation (4.3.9) |
| $\chi^{(n)}$ | Non-dimensionalised parameter given by equation (4.3.9) |
| $\Upsilon^{(n)}$ | Non-dimensionalised parameter given by equation 4.3 .1$)$ |
| $\vartheta^{(n)}$ | Non-dimensionalised parameter given by equation (4.3.1) |
| $\tau$ | The wave transit time across the device |
| $\hat{\lambda}$ | $C_{0} /\left(1+q C_{0} b\right)$ dimensionless constant (see equation 2.5 .15$)$ |
| $\hat{\lambda}_{*}$ | $q C_{0} b /\left(1+q C_{0} b\right)$ (see equation (2.6.4)) |
| $\zeta$ | $e_{24} / \varepsilon_{11}^{T}$ |
| $\eta$ | Non-dimensionalised parameter given by equation (4.3.17) |
| $\theta$ | The non-dimensionalised temporal variable |
| $\mu_{L}$ | The shear modulus of the load material |
| $\mu_{T}$ | The piezoelectrically stiffened shear modulus |
| $\xi$ | $A_{r} / h^{(n)}$ |
| $\sigma_{1}, \sigma_{2}$ | see equation (4.5.1) |
| $\rho_{L}$ | Density of the front load |
| $\rho_{T}$ | The density of the piezoelectric material |
| $\phi_{, i}$ | The electric potential |
| $\phi_{j}$ | The localised basis function at vertex $j$ |
| $e \phi_{j}^{(n)}$ | The basis function for vertex $j$ in the element $e$ |
| $\phi_{F}(f ; n)$ | The non-dimensionalised reception sensitivity of the fractal transducer |
| $\phi_{E}(f)$ | The non-dimensionalised reception sensitivity of the standard transducer |
| $\phi_{F}^{*}(n)$ | The reception sensitivity of the fractal transducer |
| $\psi_{F}(f ; n)$ | integrated over all frequencies |
| $\psi_{E}(f)$ | The non-dimensionalised transmission sensitivity of the fractal transducer |
| $\psi_{F}^{*}(n)$ | The non-dimensionalised transmission sensitivity of the standard transducer |
| $\Omega$ | The transmission sensitivity of the fractal transducer |
| $\Omega$ | integrated over all frequencies |
| $\partial \Omega$ | The set of points lying on the edges and vertices of fractal graph |
| $\hat{\omega}^{(n)}$ | The region's boundary |
| $\omega^{(n)}$ | The nondimensionalised angular frequency |
|  | The dimensionalised equivalent of $\hat{\omega}(n)$ |
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