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Abstract

Understanding vertical heat transfer and through flow in porous media such as

geothermal reservoirs is of great interest. In a geothermal system, a denser layer of

liquid water may overlie a less dense layer of water vapour. Vertical and horizontal

thermal diffusion stabilises such configurations, but the buoyancy contrast can

cause instability.

In this study, the mechanisms contributing to the stability and instability of

such systems are analysed using a separate-phase model with a sharp interface be-

tween liquid and vapour. The governing equations representing incompressibility,

Darcy’s law and energy conservation for each phase are linearised about suitable

base states and the stability of these states is investigated. We have considered two

different thermal boundary conditions, both with and without a vertical through-

flow.

In the first case, the boundaries above and below the layer of interest are

assumed to be isothermal. We found that due to the competition between thermal

and hydrostatic effects, the liquid–vapour interface may have multiple positions.

A two-dimensional linear stability analysis of these basic states shows that the

Rayleigh–Taylor mechanism is the dominant contributor to instability, but that

there are circumstances under which the basic state may be stable, especially when

the front is close to one of the boundaries.
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In the second case, a constant heat flux is imposed at the liquid boundary and

a fixed temperature at the vapour boundary. We have shown that competition

between the effects of cooling and the viscosity difference between the fluid phases

causes multiple liquid-vapour front positions, whether or not gravity is considered.

The stability analysis has shown that along with the Rayleigh-Taylor (buoyancy-

driven) mechanism, a Saffman-Taylor viscous fingering mechanism can also play

an important rule in the transition to instability.
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Chapter 1

Introduction

A familiar occurrence, especially in a cold moist climate like Scotland, is that wa-

ter vapour condenses and forms liquid water on the inside of a cold window. Such

phase change phenomena in which vapour condenses (or liquid evaporates) are

known as liquid-vapour phase changes. The interest in the investigation of liquid-

vapour phase change problems arises from their wide range of applications, such

as drying processes [51, 74, p. 397-409], geothermal systems [8, 28, 33, 82, 94], heat

pipes [85], film boiling [27, 47, 59] and nuclear safety analysis [17]. The additional

heat which is absorbed or released in these processes during the transformation of

one phase to another phase is known as the latent heat of evaporation or conden-

sation.

In 1883 Lord Rayleigh described for the first time the instability of a dense fluid

overlying a lower density fluid in a gravitational field, which is known as the

Rayleigh-Taylor instability [66]. The transitions to instability at fluid-fluid inter-

faces are of great interest on account of their above mentioned applications. These

instabilities can often occur at a phase change interface between liquid and vapour.

There is much need for the better understanding of the different physical phenom-

1
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ena involved with liquid-vapour phase changes, and this is the focus of our study.

In particular, we are interested in instabilities related to the Rayleigh-Taylor insta-

bility when they occur in porous media. The commonest such context is geothermal

reservoirs, so we will now provide some background on geothermal reservoirs.

1.1 The basics of geothermal reservoirs

In 1904 geothermal energy was used for the first time to produce electricity in Lar-

darello, Italy [23, p. 1]. Apart from power production, greenhousing, soil warm-

ing, aquaculture are other direct uses of geothermal resources [43, 44]. Reviews of

geothermal systems and their characteristics can be found in [23, 39].

The geothermal energy is due to the natural heat content of the earth. A geother-

mal system has three key components:

1. Heat source: The main heat source in a geothermal system is the magmatic

body present in the earth’s crust, where the temperature exceeds 600 ◦C.

2. Heat carrier: Heat in a geothermal system is generally transported, by

convection or conduction, through water occupying the pore space in the

rock. Such water usually originates as rainwater, which seeps into the earth

from the surface.

3. Structure: The structure deep in the earth varies: in some areas it is

fractured rocks, in others a mixture of sand and fractured rocks and so it

can be technically considered as a porous medium.

A visualisation of a geothermal reservoir is given in Figure 1.1. In a geothermal

reservoir, the fluid near to the magmatic body exists in the form of vapour, while

further away from the heat source it is liquid.
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Figure 1.1: Schematic representation of a geothermal reservoir [16].

Geothermal systems can be classified into two main types.

1. Water dominated: In water-dominated systems, the fluid is mostly present

in a hot liquid phase. A well-known example is Wairakei geothermal field

in New Zealand [22]. Typical temperatures in these systems are 300 ◦C or

higher, while typical pressures are also high (> 100 bar).

2. Vapour dominated: In vapour-dominated systems, the fluid is mostly

present in a vapour phase. These systems are regarded as the best ones for

extracting energy from. Well-known vapour dominated geothermal reservoirs

are the Larderello field in Italy [50] and the Geysers field in the USA [78].

Typical temperatures are again 300 ◦C or higher, while pressures are typically

lower (< 100 bar) than in water-dominated systems.

The vapour dominated reservoirs are preferable as they have fewer fluid production

problems than hot water dominated reservoirs [82]. In vapour dominated systems,
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a continual upward flow of fluid yields a high-quality super heated vapour phase

which can be easily extracted for production [23, p. 21-27]. In this thesis, we will

aim to improve the understanding of some of the physical mechanisms associated

with a vapour dominated system.

In particular, White et al.’s [92] and Truesdell & White’s [82] analyses of natural

geothermal systems showed that the fluid phases in a great number of reservoirs

can be visualised as

“a water layer of considerable thickness located over a layer of super heated

vapour” Tsypkin & Il’ichev [83].

Grant [20], while studying the vapour dominated Kawah Kamojang reservoir in

West Java, asked: if a heavier fluid (water) overlies lighter fluid (vapour) then

is the phase change interface between the two phases in such configurations

gravitationally unstable?

This is the key question that this thesis will address. Grant [20] proposed the

answer that the system will be stable if there is no direct contact between the

condensate layer (hot liquid water zone) and the vapour zone. Analogous problems

have been studied without porous media, for example in film boiling problems

where a thin vapour film separates a liquid from a heating plate [27, 47, 59]. In a

geothermal context, various approaches are adopted to answer the above question.

1.2 Approaches to geothermal modelling

Geothermal reservoirs are very complex in nature. Firstly, they have a very compli-

cated geometry and within that geometry, a complicated permeability structure.

Secondly, there are different hydrothermal processes related to different phases
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of a single fluid. The key aim of geothermal modelling is to predict heat and

mass transport within the system. This information helps engineers to assess the

geothermal potential of the area under observation. We will discuss two types of

models which are widely used.

1.2.1 Large-scale simulation models

The aim of geothermal system simulation is to develop a mathematical model

of a reservoir which can provide quantitative predictions. Large-scale simulation

models of a geothermal reservoir try to capture the real world three-dimensional

geometry and permeability structure, and to represent all the physical and chemi-

cal aspects of a reservoir [64]. Such models have been developed over many decades

[21, 56] and are now extremely complex: a good example is the TOUGH+1 sim-

ulation program developed at the Lawrence Berkeley National Laboratory in the

USA. Descriptions of how such models may be developed for particular geother-

mal systems are given by O’Sullivan et al. [56] for the Wairakei system in New

Zealand, and by Blocher et al. [7] for the Gross Schoenbeck system in Germany.

The complexity of such models means that large quantities of historical data and

detailed monitoring are essential in order to calibrate them [22, 60].

As well as their role in site-specific modeling, large-scale simulation models have

been used to address more general issues such as the stability of water-over-steam

configurations. Ingebritsen & Sorey [33] presented two-dimensional simulations of

a vapour dominated geothermal system. They investigated three different configu-

rations of the natural state. In the first model, the natural state had an extensive

vapour phase compared to the liquid phase, and the liquid through flow was as-

sumed to be slow. The second and third models were distinct from the first model

1http://esd.lbl.gov/tough+/index.html
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in that in their natural states the vapour phase was small compared to the liquid

phase, with significant liquid through flow. Ingebritsen & Sorey [33] concluded

that for the existence of a vapour dominated zone there should be a permeability

contrast between the groundwater aquifer and the geothermal aquifer (caprock

hypothesis condition) as was suggested by Straus & Schubert [78]. Building on

Ingebritsen & Sorey’s [33] second case, Yano & Ishido [93] carried out numerical

simulations of the Ginyu reservoir of the Kirishima field, Japan. They showed that

for the support of a vapour dominated zone, a minimum rate of mass recharge is

required, if the permeability of the caprock is high.

Although such studies suggest general conclusions, the large quantities of data

they required and the complexity of the processes they model can make the es-

sential mechanisms of stability or instability hard to identify. In order to obtain

more generic insight, it is necessary to employ more highly idealised models of

geothermal systems.

1.2.2 Idealised models

The idealised models always simplify the complex porous structure and the phase

behaviour in a reservoir. In idealised models, various fluid phases are considered to

be distinct fluids with individual thermodynamics and transport properties. The

heat and mass transport processes for each phase are mathematically described

on the basis of conversation of mass and energy, separately. Such models can be

categorized into two types on the basis of phase distribution. Figure 1.2 illustrates

the fact that the main difference between these models is whether they have a

mixed liquid-vapour phase or a sharp interface separating the liquid and the vapour

phases.
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1.2.2.1 Mixed-phase models

Udell [85] carried out a one-dimensional study and investigated the configuration

of fluid phases in a porous layer, while the layer was heated from the top and kept

cool from below. He showed that in the steady state, there are three distinct re-

gions in the porous layer: a conduction dominated vapour phase near to the heated

boundary, an isothermal mixed-phase region in which the pores are filled with a

mixture of liquid and vapour, and a conduction dominated liquid phase near to the

cool boundary. A flow of liquid towards the heated layer and of vapour towards

the cooled layer occurs in the isothermal mixed-phase region, which is known as

counterflow. The upward liquid flow is driven by capillary forces and the down-

ward vapour flow is driven by a pressure gradient. Udell’s [84] experiment in a

porous pack suggests that in the mixed-phase region, evaporation occurs near the

heated boundary (upper) and condensation occurs at the cool boundary (lower).

Later on, Torrance [80] re-visited Udell’s [84] model assuming the porous layer is

heated from below and cooled from above, this analysis is relevant to geothermal

systems. He concluded with complete agreement on the configuration of the three

distinct regions and counterflow within the mixed-phase region as was shown by

Udell [84]. Satik et al. [72] studied two main cases related to liquid-vapour coun-

terflow in porous media: the geothermal case driven by gravity [48, 73] and the

heat pipe case driven by capillary pressure [2]. For zero net mass flux, the solutions

were vapour dominated.

Amili & Yortsos’s [1] linear stability analysis of a vapour-liquid counterflow re-

gion (mixed-phase region) overlying a super heated vapour phase or underlying a

liquid phase, showed that the system is unstable for intermediate wave numbers

above some critical Rayleigh number. Recently, Sahli et al. [70] studied the sta-

bility of boiling in fluid-saturated horizontal porous layers heated from below and
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cooled from above, originally proposed by Ramesh & Torrance [65]. Both liquid

and vapour dominated mixed-phase regions were considered. In liquid dominated

systems (where the mixed-phase region contains mostly liquid), the convective in-

stability is mainly driven by buoyancy gradients within the liquid region. In vapour

dominated systems (where the mixed-phase region contains mostly vapour), the

instability is mainly driven by the density difference between the liquid and mixed-

phase regions.

(a) Mixed-phase model

sharp interface

magma

(b) Separated-phase model

magma

vapour
phase

liquid
phase

vapour
phase

M
ixed

phase
liquid

phase

Figure 1.2: Idealised one-dimensional models of a geothermal reservoir.

The “bubbles” are for visualisation only and do not represent separate phases.

1.2.2.2 Separate-phase models

In a vapour dominated reservoir, the dominance of vapour in the mixed-phase

region leads to the consideration that the liquid and the vapour phases are sepa-

rated by an interface of very small thickness. Models which treat the liquid-vapour
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interface as having negligible thickness will be referred as separate-phase models

(see Figure 1.2).

Rubin & Schweitzer [68] analysed two phase horizontal flow in a porous medium.

A sharp phase change interface separating a vapour region from the liquid region

was induced by heating one end of the porous medium above the vaporizing tem-

perature of the liquid. They showed that if a constant temperature is prescribed on

both boundaries, there is only one steady-state interface position; but if the heat

flux is prescribed on the liquid boundary and constant temperature on the vapour

boundary, there may be three steady-state positions. A quasi one-dimensional sta-

bility analysis of the latter case showed that the middle front position is unstable.

Straus & Schubert [77] carried out a linear stability analysis of the phase change

front in a vapour dominated system. In the basic (unperturbed) state, the fluid

phases were considered to be static with the assumption that there is no net mass

flux across the phase change interface; they showed that the phase change interface

is gravitationally unstable for medium wavelength. Furthermore, if net mass flux

is allowed through the interface then the stability of the system is permeability

dependent. Later, Straus & Schubert [78] illustrated that a vapour dominated sys-

tem can develop, if the phase change interface exists in a low permeability layer.

Eastwood & Spanos [19] showed that if the phase change interface is sharp and

there is a zero net mass flux across the interface then the system is unstable for

long wavelength. In the case, when phase transition (net mass flux is allowed) is

permitted then neutral stability can be predicted for a critical wave number.

Tsypkin & Il’ichev [83] showed that the multiple locations of the phase change

front are permeability dependent and suggested that the middle front is always

unstable, whereas the other two positions may be stable or unstable. Later, the

same authors categorized three different cases of transition to instability of the
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stationary vertical phase change flow under the condition that conduction dom-

inates over advection [29, 31]. It was shown that if the interface is equidistant

from the liquid and vapour boundaries then there is a spontaneous transition to

instability (all wave numbers become unstable at the same value of the control-

ling parameter). The remaining two cases were: that the transition to instability

occurs first at zero wave number if the interface is near to the vapour boundary,

whereas instability occurs first at infinite wave numbers if the interface is near to

the liquid boundary. Il’ichev & Tsypkin [28] concluded that the most unstable

mode of transition happens for zero wave number, when a water phase overlies an

air-vapour mixture phase. Most recently, Il’ichev & Tsypkin [30] studied the sta-

bility of water over steam with an advective-conductive basic state. The interface

has a unique position for isothermal boundary conditions. For an arbitrary value

of the permeability a vapour dominated phase may exist and be stable.

The large-scale simulation and mixed-phase modeling of liquid-vapour (multi-

phase) flow in a porous structure faces far greater challenges than that of a

separate-phase model. The challenges associated with separate-phase models are

mainly due to the discontinuous variations in heat and mass transport across the

interface between the liquid and the vapour phases. Apart from the advantages

and disadvantages of each of the above modeling approaches, the separate-phase

model gives the cleanest understanding of the instability mechanism of the phase

change interface. We will use the separate-phase model to understand the physics

of a natural state of a vapour dominated system and will identify the mechanisms

associated with the stability of the sharp phase change front.
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1.3 Outline of thesis

The remaining chapters are organized as follows:

Chapter 2 is a brief introduction to porous media. We establish the fundamental

governing equations of motion for a fluid in a porous medium, including Darcy’s

law, the continuity equation and the equation of state. Under the assumption of

local thermal equilibrium, we derive a one-equation model for heat transfer in a

porous medium. In a situation in which local thermal equilibrium does not hold,

we develop separate heat transport equations for each phases (solid and liquid),

which is known as the two-equation model. Finally we develop the famous Stefan

condition in generalized form, analyzing the phase change interface and discuss

some special cases already used in the literature.

Chapter 3 focuses on one-dimensional problems of phase change (evaporation and

condensation) in a porous medium. We discuss first steady solutions, and then

the similarity solutions to a phase change problem with an instantaneous change

in surface temperature.

Chapter 4 describes the stability of a steady-state phase change front in a porous

medium with isothermal boundaries. We start with the physical mechanism, dis-

cussing three different types of stabilising and destabilising factors. The classical

Rayleigh-Taylor instability is revisited to provide a basis for the analysis of evap-

oration front stability in the presence of gravity. We discuss the two-dimensional

linear stability of the phase change interface and derive four special cases, among

which one is the work of Il’ichev & Tsypkin [31].
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Chapter 5 is an extension of Chapter 4. We consider a constant heat flux condi-

tion at the liquid boundary of the porous layer which will yield multiple positions

of the phase change front. We analyse the stability of each of the locations of the

front.

Finally, in Chapter 6 we summarise the key points of our findings and discuss some

possible directions for future work.



Chapter 2

Mathematical Modelling of a

Porous Medium

In this chapter the basic definition of a porous medium and porosity are introduced,

along with the derivation of Darcy’s law, which describes the fluid flow process in

a porous medium. We develop the differential equations that must be satisfied,

when there is heat and mass transfer between the fluid and the porous medium.

From the conservation of mass principle, we develop the continuity equation for a

porous medium. We derive energy equations for the solid and liquid phases of the

porous medium, from the conservation of energy principle, under the assumptions

of local and local thermal non-equilibrium. Finally we develop the famous Stefan

condition in generalised form, analysing the phase change interface, and discuss

some special cases already used in the literature.

2.1 Porous Medium

Soil, fissured rock, cemented sandstone, limestone, sand, foam rubber, bread, con-

crete, bricks, paper towels, lungs and kidneys are just a few examples of the large

13



Chapter 2 14

variety of porous materials experienced in practice [4]. All of these materials have

common properties that lead us to classify them into a single class: porous media.

By a porous medium we mean a material medium made of heterogeneous or mul-

tiphase matter. At least one of the considered phases is solid and at least one

is not. The solid phase is usually called the solid matrix. The space within the

porous medium domain that is not part of the solid matrix is named void space

or pore space. The flow of one or more fluids occurs in the interconnected pores

through the material. In single phase flow the pores are filled by a single fluid.

In a complex situation (two phase flow) the pores are occupied by gas and liquid

phases or possibly by two distinct liquid or gas phases, e.g. oil and water.

Figure 2.1: Some everyday examples of porous media, various images, various

sources.

Due to the complex nature of the porous medium it is very difficult to describe it

at the pore level or at the molecular level. So we will treat the porous medium as a

continuum at scales much greater than the pore scale by averaging. The important
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aspect of averaging is that it will enable us to get an adequate description of the

fluid phases and their interaction with the solid matrix. In the literature, there

are two major ways to do averaging: spatial and statistical. The spatial averaging

is often referred to as the Representative Elementary Volume (REV) approach:

it enables us to define an appropriate space domain over which the microscopic

properties of the porous medium will be integrated, which leads to a continuum

approach. In the statistical approach, as stated in the literature [55, p. 1], the

averaging is over a group of macroscopic equivalent pore structures. If we ignore

the fluctuations in the space averaged quantities, then the two approaches end

with the same results. These two approaches are discussed in great detail by Bear

[3, p. 15].

2.1.1 Porosity ϕ

The void space distributed within the solid matrix is characterized by the porosity

of the porous medium. The porosity ϕ is defined as the total void volume divided

by the total volume occupied by the solid matrix and void volumes. Mathemati-

cally

ϕ =
Λvoid

Λtotal

, (2.1)

where Λvoid and Λtotal are the volume of void space and the total volume of the

material, respectively. Pores may be connected to other pores, in which case they

are said to be interconnected. On the other hand some pores may appear in

isolation, so that they are not connected to other pores. It is clear that flow will

occur through the interconnected pores. We therefore define the effective porosity

as

ϕeff =
Λconnected void

Λtotal

, (2.2)
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where Λconnected void ≤ Λvoid is the volume of the connected pores only. We will

assume below that ϕeff = ϕ.

2.2 Darcy’s Law

Fluid flow in a porous medium is described by Darcy’s law, which was formulated

by Henry Darcy in 1856 while investigating water flow through beds of sand con-

nected with the fountains of the city of Dijon, France [14].

In Darcy’s experiment, fluid is made to flow through a porous medium of cross

sectional area A and length L with a rate ~Q. When a steady state is achieved, the

pressure gradient ∇P is related to ~Q by the empirical formula

~Q = −A

µ
K · ∇P , (2.3)

where µ is the dynamic viscosity of the fluid and K is a second order permeability

tensor which is independent of the fluid nature but depends on the geometry of

the medium [3, p. 119-125]. If we define ~v = ~Q/A as the Darcy velocity then (2.3)

yields

~v =
−K · ∇P

µ
. (2.4)

The above expression (2.4) describes a steady flow of a Newtonian fluid that is

only driven by a pressure gradient. In the case when the fluid is driven by other

forces than the pressure gradient, we can include them in our analysis by replacing

∇P with the sum of all driven forces F per unit volume. The most common case

encountered is a fluid driven by gravity ~g and pressure gradient, i.e, ∇ (P + ρ g x)

where x is the vertical axis and ρ is the density,

(2.4) ⇒ ~v = −K

µ
·
{

∇ (P + ρ g x)

}

. (2.5)
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If the porous medium is isotropic, then permeability reduces to a scalar K and

(2.5) simplifies to

~v = −K

µ

(

∇P − ρ~g

)

, (2.6)

where ~g = −g êx and we will write ~v = (u, v, w).

2.3 Mass Balance Equation

Let us consider a control volume Λ located in a fluid flow field as shown in Figure

2.2, with boundary Ω. The law of conservation of mass for a homogeneous fluid

with respect to the control volume is stated as






rate of mass

accumulation




 =






rate of

mass in




−






rate of

mass out




 (2.7)

The terms in equation (2.7) can be expressed as follows.

The rate of accumulation of mass in any volume dΛ is
∂ρf
∂t

dΛ, where ρf is the

density of the fluid. The total rate of mass accumulation in the control volume Λ

can be obtained by integrating
∂ρf
∂t

over Λ.

∂

∂t

∫

Λ

ρf dΛ. (2.8)

The rate at which mass flows across an infinitesimal surface dΩ in the control

volume surface is equal to ρf ~V dΩcos θ, where θ is the angle between the velocity

vector ~V and the outward unit normal vector ~n to dΩ. Mathematically mass efflux

is

ρf ~V dΩ cos θ = ρf dΩ |~V | |~n| cos θ,

= ρf ~V · ~n dΩ.
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control-volume surface 

control volume

V

n

d

Figure 2.2: Control volume through which fluid flows.

The rate of mass flowing in through dΩ is −ρf ~V · ~n dΩ, where the negative sign

is because of the outward normal vector ~n. The total net rate of mass influx into

the control volume Λ can be obtained by integrating −ρf ~V ·~n dΩ over the control

volume surface Ω as

−
∫

Ω

ρf ~V · ~n dΩ. (2.9)

According to Gauss’s divergence theorem, the surface integral (2.9) will be trans-

formed into a volume integral as

−
∫

Ω

ρf ~V · ~n dΩ = −
∫

Λ

∇ · (ρf ~V ) dΛ. (2.10)

Substituting (2.8) and (2.10) into (2.7) gives

∫

Λ

{
∂ρf
∂t

+∇ · (ρf ~V )

}

dΛ = 0,

⇒ ∂ρf
∂t

+∇ · (ρf ~V ) = 0. (2.11)

This equation is called the continuity equation [38, p. 58].

Now we will use equation (2.11) to derive the mass balance equation or continuity

equation for porous media. For this let us multiply equation (2.11) by the porosity

ϕ, which is assumed to be constant in space, so we have

ϕ
∂ρf
∂t

+∇ · (ρfϕ~V ) = 0. (2.12)
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Average velocity in 

  the whole system

V

fluid velocity in the pores

v

Figure 2.3: Fluid flow in porous media.

According to the Dupuit-Forchheimer relationship ~v = ϕ~V [55, p. 5], where ~v is

the Darcy velocity (only in pores) and ~V is the average velocity of the fluid in the

whole system (solid matrix and voids, see Figure 2.3), then equation (2.12) will

take the form

ϕ
∂ρf
∂t

+∇ · (ρf~v) = 0. (2.13)

Note that ϕ is independent of time. The above equation is known as the continuity

equation for a porous medium [55, p. 5]. As we are going to consider that the fluid

in each phase is incompressible, ρf is a constant and (2.13) yields

∇ · ~v = 0. (2.14)

2.4 Equation of State

The equation of state relates the density of a fluid to the other thermodynamic

properties: pressure, temperature and concentration of the system. A well known

example of an equation of state is the gas law, which relates pressure, temperature

and density by the gas constant. Similarly, a general equation of state for liquid

systems can be formulated as

ρ = ρ (T, P ) , (2.15)
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where ρ is the density of the fluid and T is the temperature.

In case of incompressible fluid, the density of the fluid is independent of pressure,

then (2.15) will be rewritten as

ρ = ρ (T ) . (2.16)

The dependence of density on T is expressed through the value of the thermal

expansion coefficient, βT , where

βT = − 1

ρ0

∂ρ

∂T
. (2.17)

Here we have to note that βT changes sign for temperatures less than the temper-

ature of the density maximum. If the fluid under consideration is water then it

has a density maximum at 4oC. The equation of state to express density in terms

of βT can be written as

ρ = ρ0 (1− βT ∆T ) , (2.18)

where ∆T = T − T0, and the subscript zero refers to a reference state. Equation

(2.18) is valid only when T is close to T0. When βT is assumed to be constant, then

the resulting equation is called a linear equation of state. In order to account for

parabolic temperature dependences, we may use a non-linear quadratic equation

of state [81]:

ρ = ρ0

[

1− β̂T (T − T0)
2
]

, (2.19)

where, as before, ρ0 is the fluid density at reference temperature T0 and where β̂T

is a quadratic thermal expansion coefficient. Generally the differences in density

between two phases (liquid and vapour) is much larger than the variations in

density within a phase. Therefore, we will generally neglect changes of density

within a phase and will take the density of each phase to be a (different) constant.
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2.5 Energy Equation in Porous Media

2.5.1 The Heat Diffusion Equation in the Solid Phase

The conservation law of energy originates from the first law of thermodynam-

ics. The law of energy conservation for a homogeneous, isotropic solid with heat

generation can be expressed as:





rate of energy

accumulation




 =






rate of energy in

by conduction




+






rate of heat

generation




 (2.20)

The various terms in this equation are evaluated as





rate of energy

accumulation




 =

∫

Λ

(ρc)s
∂Ts(~r, t)

∂t
dΛ, (2.21)

and





rate of energy in

by conduction




 = −

∫

Ω

~qs · ~n dΩ

= −
∫

Λ

∇ · ~qs(~r, t) dΛ. (2.22)

Here the subscript s refers to the solid phase in a porous medium, c is the specific

heat, ρ is the density, Ts is the temperature of the solid, ~r = (x, y, z) is the position

vector, ~qs is the heat flux in the solid phase, Ω is the surface area of the volume

element Λ, and ~n is the outward drawn normal unit vector to the surface element

dΩ: The minus sign is included to ensure that the heat flow is into the volume

element Λ, and the divergence theorem is used to convert the surface integral to a

volume integral.

The remaining term is evaluated as:





rate of heat

generation




 =

∫

Λ

gs(~r, t) dΛ, (2.23)
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where gs[W/m3] is the rate of heat generation per unit volume in the solid phase.

Substituting (2.21), (2.22) and (2.23) into (2.20) gives

∫

Λ

(ρc)s
∂Ts(~r, t)

∂t
dΛ = −

∫

Λ

∇ · ~qs(~r, t) dΛ +

∫

Λ

gs(~r, t) dΛ.

⇒
∫

Λ

{

(ρc)s
∂Ts(~r, t)

∂t
+∇ · ~qs(~r, t)− gs(~r, t)

}

dΛ = 0. (2.24)

Eqn (2.24) is derived for an arbitrary volume element Λ within the solid, so we

obtain

(ρc)s
∂Ts(~r, t)

∂t
= −∇ · ~qs(~r, t) + gs(~r, t). (2.25)

From Fourier’s law

~qs(~r, t) = −ks∇Ts(~r, t). (2.26)

Substituting (2.26) into (2.25), we get the following conduction equation in the

solid phase,

(ρc)s
∂Ts(~r, t)

∂t
= ∇ · (ks∇Ts(~r, t)) + gs(~r, t). (2.27)

By multiplying (2.27) by (1− ϕ), we get the diffusion equation in the solid phase

of the porous medium,

(1− ϕ) (ρc)s
∂Ts(~r, t)

∂t
= (1− ϕ)∇ · (ks∇Ts(~r, t)) + (1− ϕ) gs(~r, t). (2.28)

In (2.28), ks∇Ts is the conductive heat flux through the solid and thus ∇. (ks∇Ts)

is the net rate of heat conduction into an infinitesimal volume of the solid. In

(2.28) this appears multiplied by the factor (1− ϕ), which is the ratio of the cross-

sectional area occupied by solid to the total cross-sectional area of the medium.

The other two terms in (2.28) also contain the factor (1− ϕ) because this is the

ratio of the volume occupied by the solid to the total volume of the element.
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2.5.2 The Heat Diffusion Equation in the Fluid Phase

The law of energy conservation for the fluid phase with temperature Tf can be

expressed as:






rate of energy

accumulation




 =






rate of energy in

by conduction




+






rate of energy in

by convection






+






rate of heat

generation




 . (2.29)

All the terms in (2.29) are discussed in Section 2.5.1, except the convection term.






rate of energy in

by convection




 = −

∫

Ω

((ρcp)f Tf (~r, t))(~V · ~n) dΩ,

= −
∫

Λ

(ρcp)f (
~V · ∇Tf (~r, t)) dΛ. (2.30)

Here the subscript f refers to the fluid phase, cp is the specific heat at constant

pressure of the fluid, and ρf is the density of the fluid. The fluid average velocity

is denoted by ~V .

Substituting (2.21), (2.22), (2.23) and (2.30) into (2.29) gives

∫

Λ

{

(ρcp)f
∂Tf (~r, t)

∂t
+ (ρcp)f (

~V · ∇Tf (~r, t)) +∇ · ~qf (~r, t)− gf (~r, t)

}

dΛ = 0,

⇒ (ρcp)f
∂Tf (~r, t)

∂t
+ (ρcp)f (

~V · ∇Tf (~r, t)) = ∇ · (kf∇Tf (~r, t)) + gf (~r, t). (2.31)

In the above equations, gf is the rate of heat generation in the fluid phase and kf

is the thermal conductivity of the fluid phase.

Multiplying (2.31) by porosity ϕ we have

ϕ (ρcp)f
∂Tf (~r, t)

∂t
+ (ρcp)f (ϕ

~V · ∇Tf (~r, t)) = ∇ · (ϕkf∇Tf (~r, t)) + ϕgf (~r, t).
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From the Dupuit-Forchheimer relationship ~v = ϕ~V . Then

ϕ (ρcp)f
∂Tf (~r, t)

∂t
+ (ρcp)f ~v · ∇Tf (~r, t) = ∇ · (ϕkf∇Tf (~r, t)) + ϕgf (~r, t). (2.32)

In (2.32), there also appears a convective term, due to the Darcy velocity. We

recognize that ~v ·∇Tf is the rate of change of temperature in the elemental volume

due to the convection of the fluid into it, so this, multiplied by (ρcp)f , must be the

rate of change of thermal energy, per unit volume of fluid, due to the convection.

2.5.3 Local Thermal Equilibrium

Now we suppose that there is local thermal equilibrium in the porous medium. This

means that there is no net heat flux between the solid and fluid phase. All the

phases of the medium must be at the same temperature, and this temperature must

be the same as that of its surrounding. Such medium is said to be in local thermal

equilibrium. It will enable us to define only one local temperature Ts = Tf = T .

The condition for local thermal equilibrium is that the time for heat to diffuse

across the grains of a porous medium is much less than the time scale for the flow.

Adding (2.28) and (2.32), we obtain a single model equation which will govern the

porous medium under local thermal equilibrium [54]

{

(1− ϕ) (ρc)s + ϕ (ρcp)f

} ∂T (~r, t)

∂t
+ (ρcp)f ~v · ∇T (~r, t)

= ∇ · ({(1− ϕ) ks + ϕkf}∇T (~r, t)) + {(1− ϕ) gs(~r, t) + ϕgf (~r, t)} . (2.33)

Let (ρc)m = (1− ϕ) (ρcp)s + ϕ (ρcp)f , (2.34)

km = (1− ϕ) ks + ϕkf , (2.35)

gm = (1− ϕ) gs + ϕgf . (2.36)

Then (2.33) takes the form

(ρc)m
∂T (~r, t)

∂t
+ (ρcp)f ~v · ∇T (~r, t) = ∇ · (km∇T (~r, t)) + gm(~r, t). (2.37)
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In above equations the subscripts s, f and m refer to the solid, fluid and porous

medium, respectively, c is the specific heat of the solid, cp is the specific heat at

constant pressure of the fluid, km is the thermal conductivity of a porous medium.

Under the assumption of local thermal equilibrium between solid and fluid phases,

it is convenient to define an effective thermal conductivity, which characterizes

how the solid and fluid phases act together as a thermal conductor. The effective

thermal conductivity depends in a complex way on the geometry of the porous

medium. Here we will discuss two types of conduction in porous medium.

2.5.3.1 Conduction in Parallel

In the case of parallel conduction in a porous medium, the thermal flux ~q goes

simultaneously through both solid and fluid phases, as shown in Figure 2.4 (a).

There is no net heat exchange between the phases. The effective thermal conduc-

tivity kparallel
A is given by

kparallel
A = ϕkf + (1− ϕ) ks. (2.38)

Equation (2.38) can also be described as the arithmetic mean of the conductivities

of the solid and fluid phases [53].

2.5.3.2 Conduction in Series

In the case of series conduction in the porous medium, the thermal flux ~q cross

successively both solid and fluid phases, as shown in Figure 2.4 (b). The effective

thermal conductivity kseries
H is given by

1

kseries
H

=
ϕ

kf
+

(1− ϕ)

ks
. (2.39)

In (2.39) the subscript H represents the harmonic mean of kf and ks [53]. It is

obvious that parallel conduction offers less resistance to heat transfer in the porous
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medium than conduction in series.
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(a)  Parallel conduction                                            (b)   Series conduction           

                                                           

                                                                        

Figure 2.4: Models for parallel and series conduction in a porous medium [40].

2.5.4 Local Thermal Non-Equilibrium

In certain situations the assumption of local thermal equilibrium between the solid

and fluid phases is invalid. Such situations include those when there is significant

heat generation in any of the phases, when the thermal properties of the two phases

differ widely and when the particles or pores are not small enough in the porous

medium.

When the assumption of local thermal equilibrium fails to be valid, one possible

solution to model such cases is to develop separate transport equations for solid

and fluid phases. This leads to a non-equilibrium model, and a two temperature

model should be introduced for the energy equation [26, 54].

(1− ϕ) (ρcp)s
∂Ts(~r, t)

∂t
= (1− ϕ)∇ · (ks∇Ts(~r, t)) + (1− ϕ) gs(~r, t)

ϕ (ρcp)f
∂Tf (~r, t)

∂t
+ (ρcp)f ~v · ∇Tf (~r, t) = ∇ · (ϕkf∇Tf (~r, t)) + ϕgf (~r, t)







(2.40)

The two-equation model for heat transfer in porous medium is very difficult to

apply. The reason is that the two equation model requires information on the

effective conductivity values for solid and liquid phases, which can be determined
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through experimental investigations. The solid to fluid heat transfer coefficient

makes it hard to model the interface between the fluid and the solid matrix. The

heat transfer coefficient can be determined either experimentally or using semi-

theoretical work. Due to these difficulties, many investigators have used the so-

called one-equation model described above for analysis of heat transfer in porous

media [37, 86]. We will study phase change heat transfer in porous media using

the one-equation model (2.37), while considering local thermal equilibrium across

the solid-liquid interface.

2.6 Heat, mass conditions at the liquid-vapour

interface in porous media

For the complete solution of the system of equations governing a liquid-vapour

phenomena in a porous medium, the liquid-vapour interface must satisfy the heat

and mass conservation principles. In this section we will determine the appropriate

heat and mass flux conditions which apply at the interface between the vapour and

liquid phases.

2.6.1 Pressure/Temperature relation

The contact between liquid and vapour means that the pressure and temperature

at the front are related by T = TS(P ) or P = PS(T ), where TS and PS are phase

change temperature and pressure, respectively. This relation introduces an inher-

ited non-linearity associated with phase change problems [23, p. 320]. Il’ichev &

Tsypkin [31] and Straus & Schubert [77] assumed that the temperature/pressure

relationship determines the phase change condition. However, this assumption in-

troduces a complicated empirical function, and it is not apparent that it is essential
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to the physics of instability. In the interest of simplicity, then, we will assume that

a constant temperature and a continuous pressure at the liquid-vapour interface

are prescribed,

at x = S : Pliq = Pvap, Tvap = Tliq = TS, (2.41)

where S is an arbitrary horizontal position of the liquid-vapour interface and TS

is the prescribed temperature at the interface. The thermodynamic properties

(density, specific heat, viscosity, thermal conductivity, permeability) of each phase

will be assumed constant but different. Now we will derive the heat, mass jump

conditions at the liquid-vapour interface.

2.6.1.1 Heat jump condition at phase change interface

Jozef Stefan studied the problem of thickness of polar ice: for this reason the

freezing problem and phase-change problems more generally are referred as Stefan

problems. Sarler [71] gives a detailed review of Stefan’s achievements in the field

of solid-liquid phase change problems, discussing eight different liquid-solid phase

change problems published by Stefan between the years 1889 and 1891. The essen-

tial feature of Stefan problems is the existence of a moving interface of separation

between the two phases, which is usually known as the liquid-solid phase change

interface. The location of a phase change interface, which is not known before-

hand, needs to be determined as part of the solution. The thermal energy balance

condition at the phase change interface makes the solidification and melting Stefan

problems non-linear; this condition is known as the Stefan condition.

It is important to note that the Stefan condition (energy condition) at the liquid-

vapour interface will be derived under the assumption that the interface is at local

thermodynamic equilibrium. This means that, while heat is being transfered across

the interface, the internal processes occurring within the interface are fast enough
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to keep the interface at equilibrium. Here we will formulate the Stefan condition

at a moving interface in three dimensions. We will follow the same procedure as

Gupta [24, p. 24-29]. We will start with the isothermal conditions at the interface

Φ(x, y, z, t) = 0,

Ti = TS, i = liq, vap, (2.42)

where the subscript i is for the two phases (liquid and vapour). The different

notation Φ for the interface is used for convenience.

The energy conservation (2.29) at the interface Φ(x, y, z, t) = 0 in vector form

yields

[−~q ]liqvap · ~n = ρvap,liq λ
(

ϕ ~U − ~vvap,liq

)

· ~n. (2.43)

Here ~U is the velocity of the interface (which will be determined in terms of Φ

below), and ~q = (q1, q2, q3) is the diffusive heat flux vector which is defined as

qι = −
3∑

j=1

km,ιj
∂T

∂xj

, ι = 1, 2, 3, (2.44)

where km,ιj is the thermal conductivity tensor (the expression for thermal conduc-

tivity km in a porous medium is given by (2.35)), ~n is the unit outward normal

to the fluid at Φ, ~vvap,liq(u, v, w) is the Darcy velocity vector (see section 2.2) and

λvap − λliq = λ is the latent heat.

The various terms in (2.43) are evaluated as follows

~qi · ~n = ~qi ·
∇Φ

|∇Φ| , i = liq, vap,

=

(

qi,1
∂Φ
∂x

+ qi,2
∂Φ
∂y

+ qi,3
∂Φ
∂y

)

|∇Φ| , i = liq, vap,

=

−
3∑

j,k=1

km,ijk
∂T i

∂xj

∂Φ

∂xk

|∇Φ| , i = liq, vap, (2.45)
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The total derivative of Φ(x, y, z, t) is

dΦ(x, y, z, t)

dt
= 0,

⇒ ∂Φ

∂t
+

∂Φ

∂x

∂x

∂t
+

∂Φ

∂y

∂y

∂t
+

∂Φ

∂z

∂z

∂t
= 0,

⇒ ∂Φ

∂t
+
(

~U · ~n
)

|∇Φ| = 0,

⇒ ~U · ~n = − 1

|∇Φ|
∂Φ

∂t
. (2.46)

This gives ~U · ~n (note that the velocity of a surface can be defined in the direction

perpendicular to the surface), which is all we need in (2.43). Similarly

~vliq · ~n =
1

|∇Φ|

(

uliq
∂Φ

∂x
+ vliq

∂Φ

∂y
+ wliq

∂Φ

∂z

)

, (2.47)

or if the unit vector is normal to the vapour phase then

~vvap · ~n =
1

|∇Φ|

(

uvap
∂Φ

∂x
+ vvap

∂Φ

∂y
+ wvap

∂Φ

∂z

)

, (2.48)

where u, v and w are the x, y and z components of the Darcy velocity ~vvap,liq.

Substituting (2.45), (2.46) and (2.47) into (2.43), we obtain the generalized form

of the Stefan condition in porous media

3∑

j,k=1

km,liq,jk
∂Tliq

∂xj

∂Φ

∂xk

−
3∑

j,k=1

km,vap,jk
∂Tvap

∂xj

∂Φ

∂xk

= ρliq λ

{

−ϕ
∂Φ

∂t
−
(

uliq
∂Φ

∂x
+ vliq

∂Φ

∂y
+ wliq

∂Φ

∂z

)}

.

In the isotropic case km,ijk = km,i δjk, where δjk is the Kronecker delta function,

we have

3∑

j=1

{
3∑

k=1

km,liqδjk
∂Φ

∂xk

}

∂Tliq

∂xj

−
3∑

j=1

{
3∑

k=1

km,vapδjk
∂Φ

∂xk

}

∂Tvap

∂xj

= ρliq λ

{

−ϕ
∂Φ

∂t
−
(

uliq
∂Φ

∂x
+ vliq

∂Φ

∂y
+ wliq

∂Φ

∂z

)}

.
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Carrying out the summations, the above equation becomes

km,liq

(
∂Φ

∂x

∂Tliq

∂x
+

∂Φ

∂y

∂Tliq

∂y
+

∂Φ

∂z

∂Tliq

∂z

)

− km,vap

(
∂Φ

∂x

∂Tvap

∂x
+

∂Φ

∂y

∂Tvap

∂y
+

∂Φ

∂z

∂Tvap

∂z

)

= ρliq λ

{

−ϕ
∂Φ

∂t
−
(

uliq
∂Φ

∂x
+ vliq

∂Φ

∂y
+ wliq

∂Φ

∂z

)}

.(2.49)

It will be helpful in subsequent chapters to write the interface condition as Φ = 0,

where

Φ(x, y, z, t) = x− S(y, z, t) = 0

∂Φ

∂t
= −∂S

∂t
,

∂Φ

∂x
= 1,

∂Φ

∂y
= −∂S

∂y
,

∂Φ

∂z
= −∂S

∂z
. (2.50)

Substituting (2.50) into (2.49), we obtain

km,liq

(
∂Tliq

∂x
− ∂S

∂y

∂Tliq

∂y
− ∂S

∂z

∂Tliq

∂z

)

− km,vap

(
∂Tvap

∂x
− ∂S

∂y

∂Tvap

∂y
− ∂S

∂z

∂Tvap

∂z

)

= ρliq λ

{

ϕ
∂S

∂t
−
(

uliq − vliq
∂S

∂y
− wliq

∂S

∂z

)}

.

(2.51)

2.6.1.2 Special cases

Now we will derive the most commonly used forms of the Stefan condition found

in the literature.

Rubin & Schweitzer [68] studied two phase flow in a porous medium. They assumed

that liquid at a constant temperature enters the system from one end and at the

opposite end the temperature of the system is raised above the evaporation point

of the liquid by imposing a constant temperature in one case and in other case a

constant heat flux. This causes an evaporation front separating a vapour region

from a liquid region as shown in the figure below.
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Figure 2.5: Energy balance at a vaporising interface [68].

In a geothermal context, Tsypkin & Il’ichev [83] also assumed that the movement

of the interface S(t) was affected by the fluid motion and the phase change interface

temperature depends on pressure. Both [68] and [83] assumed that the interface

was moving in the x direction and also affected by the fluid motion in the x

direction only, uliq 6= 0, vliq = wliq = 0. Under these assumptions (2.51) will take

the form

km,liq
∂Tliq

∂x
− km,vap

∂Tvap

∂x
= ρliq λ

(

ϕ
dS

dt
− uliq

)

, at x = S(t), (2.52)

where uliq is the x component of the Darcy velocity of the liquid.

In one-dimensional melting/freezing problems of the kind originally studied by

Stefan, the interface is located at x = S(t), so there is no variation in the y

and z directions. The interface motion is not due to the motion of the fluid,

uliq = vliq = wliq = 0, and system under consideration is not porous, ϕ = 1, so

(2.51) will take the form

ks
∂Ts

∂x
− kliq

∂Tliq

∂x
= ρλ

dS

dt
, at x = S(t), (2.53)

where ks is the thermal conductivity of the solid. The above equation is widely

used in the literature [9, 34, 36, 42, 90].

A two dimensional melting process in an isotropic porous medium was studied by
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Nield & Bejan [55, p. 305-330], considering local thermal equilibrium between the

phase change material and the porous medium. The thermal properties of the two

phases were assumed to be constant and identical. The solid and liquid phases

were separated by a sharp interface. The interface position x = S changes with

time t and y coordinate. In the light of this description, (2.51) will take the form

∂S

∂t
= − k

ρλ

(
∂T

∂x
− ∂S

∂y

∂T

∂y

)

. (2.54)

The heat flux conditions (2.52), (2.53) and (2.54) at a phase change interface are

just three examples depending upon the configurations under consideration. We

will use (2.52) as a energy jump condition at the phase change interface separating

the vapour phase from liquid phase.

2.6.1.3 Mass jump condition at phase change interface

A mass jump condition can be derived in the same way as the energy jump con-

dition (see Section 2.6.1.1) at the interface. We present the derivation (for mass

conservation at the interface) only in one dimension, because our interest is in

situations where the interface is almost flat and the effects of any 2D perturbation

end up being of higher order than we need for the analyses.

At the liquid-vapour interface, the system under consideration must satisfy the

principle of mass conservation (2.7). The mass balance across the liquid-vapour

interface in a porous medium is illustrated in Figure 2.6. Figure 2.6 shows that

fluid (vapour) flows towards or away from the liquid-vapour interface with a ve-

locity uvap, where uvap is the x component of the Darcy velocity.

Also the interface is moving with a velocity dS/dt and since the actual flow is in

the pores, the vapour mass flux per unit time through the moving liquid-vapour
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interface equals

ρvap

(

ϕ
dS

dt
− uvap

)

,

which must be equal to the liquid mass flux at the liquid-vapour interface,

ρvap

(

ϕ
dS

dt
− uvap

)

= ρliq

(

ϕ
dS

dt
− uliq

)

, (2.55)

where ρliq,vap is the density, ϕ is the effective porosity. Rearranging (2.55) yields

ϕ (ρliq − ρvap)
dS

dt
= ρliq uliq − ρvap uvap. (2.56)

liquid phasevapour phase

x = S

ρ
vap

( dS/dt - )ϕ

liquid-vapour interface

liq
ρ ( dS/dt - )uvap

uliqϕ

uvap
uliq

control volume

S(t)

Figure 2.6: Mass balance at a liquid-vapour phase change interface [11, p. 108].

A comprehensive discussion of the mass balance (2.56) at a liquid-vapour interface

can be found in [63], [25] and [11, p. 107-112].

Now substituting the x component of the Darcy velocity (2.6) for the liquid and

vapour phases into the mass jump condition (2.56) yields

ϕ

(

1− ρvap
ρliq

)
dS

dt
=

ρvap
ρliq

K

µvap

dPvap

dx

∣
∣
∣
∣
x=S

− K

µliq

dPliq

dx

∣
∣
∣
∣
x=S

−K g ρliq
µliq

(

1−
ρ2vap
ρ2liq

µliq

µvap

)

,

(2.57)
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where g is acting in the negative x direction. The above equation (2.57) has

been used as a standard mass jump condition at the liquid-vapour interface [28–

31, 77, 83] with the notational difference that in our case gravity is acting in the

negative x direction.

2.7 Numerical data for the parameters and vari-

ables used

Now it is important to discuss the numerical values of the dimensional and di-

mensionless quantities of interest in our study. We will employ data from three

sets of sources. The first set is taken from, Tsypkin & Il’ichev’s [83] and Straus &

Schubert’s [77] analyses of a separate-phase model (sharp interface). The second

set of data is taken from Udell’s [84] fluid flow experiments in a porous medium

heated from below (mixed-phase model). The third set of data for parameters

and variables is that used by Carey [11, p. 727] while studying the basic ther-

mophysics and transport principles that underlie the mechanisms of condensation

and vaporisation processes. Tables 2.1 and 2.2 represents the numerical values for

the dimensional and dimensionless quantities, respectively, which we require in our

analysis. Note that some quantities, in particular the permeabilityK of the porous

medium and L, the layer thickness, may vary by many orders of magnitude. It is,

therefore, important to investigate the behaviour of the model over a wide range

of parameter values.
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Tsypkin & Il’ichev’s [83] Carey [11, p. 727] Straus & Schubert’s [77] Udell’s [84]

Symbol numerical values numerical values numerical values numerical values Units (SI)

ρvap 4.82 0.597 178 1 kg/m3

ρliq 888.66 958.3 858 103 kg/m3

cvap 1 2.03 3.6 1 kJ/kg K

cliq 1 4.22 4.5 4.3 kJ/kg K

µvap 15.80 12.55 15.90 22 µNs/m2

µliq 148 277.53 130 250 µNs/m2

kvap 2×103 25 4×103 103 mW/m K

kliq 2×103 679 4×103 2.5×103 mW/m K

λ 2000 2256.7 1700 2500 kJ/kg

g 9.8 9.8 9.8 9.8 m/s2

T 440 - 460 300 - 400 293 - 600 360 - 390 K

TS 450 373.15 515 380 K

L 20 10 400 0.254 m

K 10−17 10−17 2-4×10−14 6.4×10−12 m2

Table 2.1: Numerical values for the parameters and variables used in our analysis.
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Carey’s Tsypkin & Il’ichev’s Straus & Schubert’s Udell’s

Symbol Interpretation numerical values numerical values numerical values numerical values

ϕ porosity - 0.03 0.05 0.38

C specific heat ratio 2.02 1 0.8 4.3

k thermal conductivity ratio 27.16 1 1 2.5

R kinematic viscosity ratio 0.0138 0.050 1.69 0.011

R1 density ratio 0.000623 0.0054 0.207 0.001

R2 dynamic viscosity ratio 22.11 9.31 8.17 11.36

Hliq Stefan number for liquid 8.74 200 2.13 29.06

Hvap Stefan number for vapour 41.17 200 2.04 250

Θ0 Temperature contrast 0.37 1 0.83 0.50

Table 2.2: List of the possible range of numerical values for the dimensionless parameters and quantities we have used in

our study. Note that these dimensionless quantities will be defined in chapter 3-5.
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One Dimensional Phase Change

Problems

The simplest mathematical models of a real world problem are often restricted, for

example to one-dimensional and steady-state behaviour. For example, the natural

state of a geothermal system is often assumed to be steady-state [31, 68, 78, 95].

The overwhelming practice of beginning with a one-dimensional mathematical

model of a geothermal reservoir can be justified by the fact that the problem

has few unknown parameters and quantities which can be found easily. From

another angle, one-dimensional models are regarded as an approximate represen-

tation of a three-dimensional model, and are considered a good starting point for

the visualisation of the big picture. A one-dimensional state will only be seen if it

is stable to multi-dimensional perturbations. A good mathematical understanding

of a basic state (one-dimensional) of an evaporation/condensation phase change

problem, especially the phase change interface (the core of such problems), will

provide a good foundation for the better understanding of a more complex real

world multi-dimensional geothermal model.

38
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In this chapter, we study one-dimensional steady and moving interface problems.

We will formulate these problems mathematically, and discuss analytical solutions.

3.1 The steady-state through flow problem

Rubin & Schweitzer [68] studied horizontal flow and heat transport in a porous

medium. In their problem, liquid flows from a reservoir of constant temperature

into one end of the porous medium and the other end is maintained at constant

temperature or a constant heat flux is imposed. They assumed a constant tem-

perature at the vapour boundary greater than the evaporation point of the liq-

uid, which causes the formation of an evaporation front separating the liquid and

vapour regions. They obtained exact solutions for the steady state problem.

We will now extend the analysis of Rubin & Schweitzer [68] and will consider one-

dimensional steady-state vertical flow and heat transport because we are interested

in buoyant effects. Figure 3.1 illustrates the flow configuration. In a geothermal

reservoir, the fluid near to the magmatic body exists in the form of vapour (say

at a temperature TV ), while further away from the heat source it is liquid (say at

a temperature TL(< TV )). The fundamental variables describing the flow of the

liquid and the vapour are the pressures in each region. The mass fluxes of the liq-

uid and vapour regions are related to the pressure gradients through Darcy’s law.

If we ignore gravity then the flow direction is determined by the imposed pressure

gradient across the reservoir. But in the presence of gravity, the direction of the

flow is determined by both the imposed pressure gradient and the gravitational

acceleration. If the phase change temperature TS lies between the temperatures at

the boundaries then a phase change front forms within the medium, separating a

vapour region from a liquid region. The pressure difference across the liquid-vapour
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interface due to the density difference is assumed small compared to (PV −PL) so

that we may take Pliq = Pvap at x = S.

y

x

g

Liquid phase

Vapour phase

Interface

uliq < 0 uliq < 0

uvap < 0 uvap < 0

Tvap = TV Pvap = PV

Tliq = TL Pliq = PL

Tliq = Tvap = TS

Pliq = Pvap = PS

x = 0

x = S

x = L

Figure 3.1: Diagram of through flow problem.

According to the above assumptions, the equations (2.6), (2.14) and (2.37) gov-

erning the mass and heat flow in a porous medium for this model will take the

following form:

Mass Balance: (2.14) ⇒ d

dx
(uliq,vap) = 0, (3.1)

Darcy’s Law: (2.6) ⇒ uliq,vap = − K

µliq,vap

{
dPliq,vap

dx
+ ρliq,vap g

}

, (3.2)

Heat Equation: (2.37) ⇒ km
d2 Tliq,vap

dx2
− (ρcpu)liq,vap

d Tliq,vap

dx
= 0.(3.3)

(Recall that the Darcy velocity ~vliq,vap = (uliq,vap, vliq,vap), where uliq,vap is the

x−component of the fluid velocity.)

The important point to note is the sign of the gravitational acceleration g: if g

is positive then the lighter fluid (vapour) is above the heavier fluid (liquid) as

sketched in Figure 3.1, whereas if g is negative then the heavier fluid (liquid) is
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above the lighter fluid (vapour). The appropriate boundary conditions for this

problem are

at x = 0 : Pliq = PL, (3.4)







case(a) : Tliq = TL,

case(b) : qliq = −km,liq
dTliq

dx
,

(3.5)

at x = L : Pvap = PV , Tvap = TV , (3.6)

where TL and qliq are specified, as are PL and PV . At the phase change front

x = S : Pvap = Pliq, Tvap = Tliq = TS, (3.7)

where the phase change temperature TS is prescribed (see Section 2.6.1). Now,

since the interface position S is an unknown in the problem, we require further

conditions at the interface. Energy should be conserved across the phase change

interface. On S, the Stefan jump condition (2.52) holds,

km,liq
dTliq

dx

∣
∣
∣
∣
x=S

− km,vap
dTvap

dx

∣
∣
∣
∣
x=S

= −λρliquliq, (3.8)

where λ = λvap − λliq is the latent heat of condensation. The jump at x = S is

taken from liquid to vapour because of the heat flux difference in the both phases.

The mass conservation equation across the interface is

ρliq uliq = ρvap uvap. (3.9)

For constant properties of the fluid, it is possible to obtain the mass flux as a

function of the condensation front position S. Substituting Darcy’s velocity (3.2)

into the continuity equation (3.1) gives

d2Pliq,vap

dx2
= 0. (3.10)
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Solving (3.10) subject to the pressure boundary conditions (3.4)-(3.7) and com-

bining the results with Darcy’s law (3.2) gives the mass flux for the vapour and

the liquid phases

ṁvap = − K

νvap

{
(PV − PS)

(L− S)
+ ρvap g

}

, (3.11)

ṁliq = − K

νliq

{
(PS − PL)

S
+ ρliq g

}

, (3.12)

where ṁvap,liq = (ρ u)vap,liq is the mass flux and νvap,liq =
µvap,liq

ρvap,liq
is the kinematic

viscosity. It is assumed that the pressures at the upper and lower boundaries are

known and constant but the pressure PS at the condensation front is unknown,

and can be found in terms of the front position S by substituting (3.11) and (3.12)

into the mass conservation equation (3.9)

PS =
RS PV + PL (L− S)

RS + L− S
− g S (L− S)(ρliq − ρvap R)

RS + L− S
, (3.13)

where R =
νliq
νvap

is the ratio of the kinematic viscosities. The mass flux in the

entire medium is obtained by substituting the pressure PS at the front into (3.11)

or (3.12)

ṁvap = ṁliq = − K

νvap

{
(PV − PL)

RS + L− S
+

g [(ρliq − ρvap)S + ρvapL]

RS + L− S

}

. (3.14)

The temperature distribution T (x) and the condensation front position S will be

obtained for two different sets of boundary conditions: (i) constant temperature

at the lower boundary x = 0 and (ii) constant heat flux qliq at x = 0.

3.1.1 Isothermal Boundary Conditions

In this case, a constant temperature TL will be imposed at the lower boundary

x = 0 with the restriction that TL < TS < TV . So that the vaporisation tempera-

ture lies between the temperatures at the lower and upper layers. The following
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dimensionless quantities will be used to non-dimensionalise (3.3)-(3.8) and (3.14):

x∗ =
x

L
, S∗ =

S

L
, k =

km,liq

km,vap

, C =
cp,liq
cp,vap

, Θliq(x
∗) =

Tliq(x)− TL

TS − TL

,

Θvap(x
∗) =

TV − Tvap(x)

TV − TS

, Θ0 =
TV − TS

TS − TL

, P ∗ =
K ρliq cpliq P

µliqkm,liq

,

u∗

liq,vap =
Lρliq,vap cpliq,vapuliq,vap

km,liq,vap

, v∗liq,vap =
Lρliq,vap cpliq,vap vliq,vap

km,liq,vap

,

Hliq =
λ

cp,liq (TS − TL)
, P ecliq =

ṁliq cp,liq L

km,liq

, P ecvap =
ṁvap cp,vap L

km,vap

, (3.15)

where Hliq is the reciprocal of the Stefan number for the liquid region, and repre-

sents the ratio of the latent heat λ to the sensible heat (TS − TL) [71, p. 91]. The

Peclet numbers Pecliq,vap are defined in terms of Darcy’s velocity, the character-

istic length-scale (set by the depth of the porous medium) and the fluid thermal

diffusivity [55, p. 25]. The Peclet numbers Pecliq,vap are not parameters, since the

mass flux has to be found as part of the solution. Furthermore, Pecliq,vap are just

the base-state values of u∗

liq,vap. The Darcy’s velocities in both phases (liquid and

vapour) are scaled in terms of the length-scale and the thermal diffusion (the time

scale is set by thermal diffusion). The pressure scale is based on these character-

istic velocities and the resistance of the medium to liquid flow. The ratio of the

temperature contrasts across the liquid and vapour layers is denoted by Θ0.

If the phase change front is at x = 0, then S = 0, i.e., the medium is filled with

vapour only. Eqn (3.14) gives the following reference flow rate based on a layer

entirely filled with vapour,

ṁi = − K

νvap

{
(PV − PL)

L
+ ρvap g

}

. (3.16)

On the basis of flow rate (3.16) the reference Peclet number is defined as

Peci =
ṁi cp,vap L

km,vap

. (3.17)
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The energy equations (3.3) for each phase, using the normalised quantities (3.15)

and (3.17) take the form

d2Θliq

dx∗2
− C Peci F (S∗)

k

dΘliq

dx∗

= 0, 0 ≤ x∗ ≤ S∗, (3.18)

d2Θvap

dx∗2
− Peci F (S∗)

dΘvap

dx∗

= 0, S∗ ≤ x∗ ≤ 1. (3.19)

The remaining dimensionless quantities involved in the above equations (3.18) and

(3.19) are

F (S∗) =
ṁliq,vap

ṁi

= F1(S
∗) [1−RG1 S

∗] , F1(S
∗) =

1

RS∗ + 1− S∗

,

R1 =
ρvap
ρliq

, R3 =
K ρ2liq cpliq g L

µliq km,liq

, G1 =
R3 k(1−R1)

C Peci
. (3.20)

The Rayleigh number R3 is the ratio of the stabilising time to the destabilising

time. Its interpretation is the same as that of the conventional Rayleigh number

[55, p. 81], but its form is somewhat different.

Rayleigh number R3, represents







vapour above liquid, if R3 is positive,

liquid above vapour, if R3 is negative.

The dimensionless quantity G1 is the ratio of the hydrostatic to the externally

imposed pressure difference across the porous layer. The normalised forms of the

boundary conditions (3.5), (3.7) and (3.8) are

at x∗ = 0 : Θliq = 0,

at x∗ = 1 : Θvap = 0,







(3.21)

at x∗ = S∗







Θliq = Θvap = 1,

dΘliq

dx∗

+
Θ0

k

dΘvap

dx∗

= −Hliq C Peci F (S∗)

k
.

(3.22)
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The solutions of (3.18) and (3.19) for the temperature distribution in the liquid

and in the vapour phase subject to the boundary conditions (3.21) and (3.22) are

Θliq(x
∗) =

1− exp

[
C Peci F (S∗)

k
x∗

]

1− exp

[
C Peci F (S∗)

k
S∗

] , 0 ≤ x∗ ≤ S∗, (3.23)

Θvap(x
∗) =

1− exp [Peci F (S∗) (x∗ − 1)]

1− exp [Peci F (S∗) (S∗ − 1)]
, S∗ ≤ x∗ ≤ 1. (3.24)

Substituting (3.23) and (3.24) into the energy jump condition (3.22) yields a tran-

scendental equation for the position of the phase change front in terms of the

independent parameters C, Hliq, Θ0, Peci, k and R,

Θ0

C
= {exp [Peci F (S∗) (1− S∗)]− 1}







Hliq +
1

1− exp

[

−C F (S∗)Peci S
∗

k

]







.

(3.25)

In the problem description, we have mentioned that in the presence of gravity, the

flow direction depends on the pressure gradient and on gravity. So, it is important

to note that

Flow direction =







negative x−direction (vapour to liquid) if PeciF (S∗) < 0,

positive x−direction (liquid to vapour) if PeciF (S∗) > 0.

The quantity PeciF (S∗) is the scaled version of the mass flux, which determines

the flow direction. Since F (S∗) may be either positive or negative, depending on

the sign and magnitude of G1, the mass flux does not necessarily have the same

sign as Peci.

The asymptotic solution of the transcendental equation (3.25) for the interface

position S∗ for small reference Peclet number Peci is

S∗ ∼ k

k +Θ0

+O(Peci), as Peci → 0. (3.26)
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Equation (3.26) tells us that, in the absence of net flow in the reservoir, the front

position depends on the ratio of the temperature contrast (Θ0) and the ratio of

thermal conductivities (k) of the two phases. This result corresponds to equation

(33a) of Rubin & Schweitzer [68], allowing for a trivial change to the coordinate

system. In Section 4.3, we will extensively discuss the stability of the interface

position S∗ given by (3.26).
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Figure 3.2: Temperature profile for isothermal conditions with temperature con-

trast ratio Θ0 = 0.43, Rayleigh number R3 = −2.0 × 10−10, G1 = ±7.2 × 10−10

and reference Peclet number Peci = ±3.65.

Figure 3.2 (a) shows a typical temperature distribution for the condensation pro-

cess in the porous medium with Hliq = 8.74. The fluid flow is from the vapour to

the liquid region (PeciF (S∗) < 0) and the heaver fluid is above the lighter fluid

(R3 < 0). For this particular plot, we have found that PeciF (S∗) = −0.415, for

the front position S∗ = 0.37, which is obtained as a part of the solution. Figure

3.2 (b) shows that the fluid flow is in the positive x−direction (liquid to vapour),

i.e., PeciF (S∗) > 0. For this particular plot PeciF (S∗) = 0.167 when S∗ = 0.99.

As we know, the Peclet number is the ratio of the diffusive to the advective time
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scales. The higher the Peclet number, the more dominance of advection over con-

duction can be observed. In the vapour phase the temperature profile is nearly

linear with small vapour Peclet number |Pecvap|, which shows that conduction

dominates over advection. In the liquid phase the liquid Peclet number |Pecliq| is

higher than that in the vapour phase, advection dominates, and the temperature

profile is exponential. Figures 3.2 (a) and (b) show that a boundary layer forms at

the downstream end of the domain (near to the liquid boundary in Figure 3.2 (a),

and near to the vapour boundary in Figure 3.2 (b)). This boundary layer becomes

sharper for larger Peclet numbers.
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Figure 3.3: (a) Steady-state front position S∗; (b) mass flux quantity PeciF (S∗)

vs ratio of temperature contrast Θ0; and (c) mass flux quantity PeciF (S∗) vs

implicit front position S∗ with Hliq = 8.74, R1 = 0.0006, R = 22.11 and C = 2.02.

Note that R3 < 0, i.e., liquid is above vapour. Note also that, following Straus &

Schubert [77] we have taken R > 1; the large value of R is chosen for clarity of the

plots but does not qualitatively affect the results.

Figure 3.3 (a) illustrates the fact that for smaller Peclet numbers Peci, the front

position S∗ is monotonically decreasing as Θ0 increases. Physically, as the temper-

ature difference across the vapour region |TV − TS| gets large relative to the tem-
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perature difference across liquid region |TS − TL|, the phase change front “wants”

to be closer to the liquid boundary so that the conductive heat fluxes across these

regions are the same.

Figure 3.3 (c) shows that as the front position gets closer to S∗ = 1 (the vapour

boundary), the mass flux decreases. The porous layer becomes more and more

saturated with liquid (heavy fluid), so more of the imposed pressure difference

is used up supporting the weight of the liquid (i.e., more is used on hydrostatic

pressure). When the front position S∗ is sufficiently close to the vapour boundary

(i.e., S∗ = 1) and the reference Peclet number Peci is small enough (i.e., small

imposed pressure difference), the mass flux reverses and we have downward flow

(i.e., Peci F (S∗) > 0), see the top left hand corner of Figure 3.3 (b) and the top

right hand corner of Figure 3.3 (c).

Moreover, the larger the reference Peclet number, the larger the upward flow rate

(i.e., Peci F (S∗) < 0, flow from vapour into liquid). For the larger values of Peci,

there are some values of the temperature contrast ratio Θ0 for which up to three

phase change front positions exist. This interesting phenomenon arises from the

competition between the thermal and the fluid-flow effects. As the temperature

difference across the liquid region |TS −TL| gets large compared to that across the

vapour region |TV − TS| (i.e. as Θ0 decreases), conduction moves the front closer

to the vapour boundary. But the closer the front is to the vapour boundary the

greater the weight of the liquid in the system. This means a reduction in mass

flux, and thus reduces the advective heat flux from vapour to liquid. This tends

to move the front further from the vapour boundary. These competing effects lead

to the multiple front positions in this region.

Figure 3.4 (a) illustrates the effects of gravity on the front position. The larger

values of the Rayleigh number |R3| correspond to a greater fluid weight effect,
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which cause multiple front positions. Figure 3.4 (b) shows the dominance of the

downward flow (flow from liquid into vapour. i.e., PeciF (S∗) > 0) for larger |R3|.
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Figure 3.4: (a) Steady-state front position S∗ vs ratio of temperature contrast Θ0

and (b) mass flux quantity PeciF (S∗) vs Θ0 for higher Rayleigh numbers |R3|

with Hliq = 8.74, R1 = 0.0006, R = 22.11 and C = 2.02. Note that liquid overlies

vapour, i.e., R3 < 0.

It is important to have an accurate range for the ratio of the thermal conductivities

k, especially when there is a gravitational effect. Figure 3.5 (a) shows that for a

given value of k, the phase change front has multiple steady-state positions. In

the absence of gravity the front has a unique position (see the curve for R3 = 0

in Figure 3.5 (a)), which is in complete agreement with Rubin & Schweitzer’s

[68] horizontal flow results. As we have already noted, in the absence of gravity,

the direction of flow is based on the pressure gradient across the porous layer.

For the particular case R3 = 0, the fluid flow is from vapour into liquid, i.e.,

PeciF (S∗) < 0, and is determined only by the pressure difference. Figure 3.5

(b) shows that the various solutions for S∗ (for a given k) correspond to different

up/downflow rates. The low−S∗ solution corresponds to a strong flow from vapour
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to liquid (negative x∗−direction, i.e., PeciF (S∗) < 0); the high−S∗ solution corre-

sponds to a flow from liquid to vapour (positive x∗−direction, i.e., PeciF (S∗) > 0),

and the intermediate solution generally corresponds to a weak flow from vapour

to liquid.
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Figure 3.5: (a) Steady-state front position S∗ and (b) mass flux quantity PeciF (S∗)

vs thermal conductivities ratio k for higher Rayleigh numbers |R3| withHliq = 8.74,

R1 = 0.0006, R = 22.11 and C = 2.02. Note that R3 < 0 (liquid above vapour).

As we have seen earlier, the competition between the thermal and fluid-flow effects

causes multiple positions of the steady-state front. Figure 3.6 (a) demonstrates

that for a given value of the reciprocal of the Stefan number Hliq, there are up to

three front positions. It helps to divide the range of S∗ into three regions

1. Region i: This region is defined as when S∗ is small. As Hliq increases, the

front comes closer to the liquid boundary and gives an advection dominated

solution with high mass flux from vapour into liquid, i.e. a large negative

Peclet number PeciF (S∗) (see Figure 3.6 (b)). The same behaviour has been

seen when Θ0 increases, see Figure 3.3 (a).
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2. Region ii: This region is defined as when S∗ approaches 1. As Hliq in-

creases, conduction moves the front closer to the vapour boundary and gives

a conduction dominated solution with small mass flux. In Figure 3.3 (a) we

have seen that when Θ0 decreases the front gets closer to the vapour bound-

ary. Figure 3.6 (b) illustrates that in region ii the mass flux is from liquid

into vapour (x∗−direction, i.e. PeciF (S∗) > 0).

3. Region iii: Everything between region i and region ii has been labeled as

region iii. Figures 3.6 (b) and 3.5 (b) indicate that a weak flow from vapour

to liquid or liquid to vapour corresponds to an intermediate solution for S∗.
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Figure 3.6: (a) Steady-state front position S∗ and (b) mass flux quantity PeciF (S∗)

vs the reciprocal of the Stefan number for the liquid phase Hliq with R1 = 0.0006,

R = 22.11 and C = 2.02. Note that R3 < 0 (liquid above vapour).
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3.1.2 Constant heat flux boundary condition

For this case, constant heat flux qliq is applied at x = 0. The necessary minimum

heat flux required to condense the vapour at x = 0 is found to be (see Appendix

A)

qmin
liq =

Peci kvap
cp,vap L

[

λ+
cp,vap(TV − TS)

1− exp(Peci)

]

. (3.27)

Now since we have considered a constant heat flux at the liquid boundary, we

cannot use the dimensionless parameter (3.15) for the temperature profile in the

liquid region because the temperature at the liquid boundary is unknown. So we

will redefine the dimensionless parameters in the following way.

Θliq(x
∗) =

Tliq(x)− TV

TS − TV

, Θvap(x
∗) =

Tvap(x)− TV

TS − TV

,

Hvap =
λ

cp,vap (TV − TS)
, Qliq =

qliq
qmin
liq

≥ 1, (3.28)

where Hvap is the reciprocal of the Stefan number for the vapour region. It is

important to note that if Peci < 0, then the actual heat flux is negative, i.e.,

qmin
liq < 0 and this corresponds to Qliq > 0. The governing energy equations for

this case are identical to equations (3.18) and (3.19). The corresponding boundary

conditions in dimensionless form, using the normalised quantities (3.15) and (3.28)

are

at x∗ = 0 :
dΘliq

dx∗

=
Qliq Peci

k

[

Hvap +
1

1− exp(Peci)

]

,

at x∗ = 1 : Θvap = 0,







(3.29)

at x∗ = S∗







Θliq = Θvap = 1,

dΘliq

dx∗

− 1

k

dΘvap

dx∗

=
Hvap Peci F (S∗)

k
.

(3.30)

The solution for the temperature distribution in the vapour phase Θvap(x
∗) is the

same as (3.24). The dimensionless temperature distribution for the liquid phase
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subject to the boundary conditions (3.29) and (3.30) is

Θliq(x
∗) = 1 +

Qliq

F (S∗)C

{

Hvap +
1

1− exp(Peci)

}

×
{

exp

(
C Peci F (S∗)

k
x∗

)

− exp

(
C Peci F (S∗)

k
S∗

)}

. (3.31)

Substituting (3.24) and (3.31) into the energy jump condition at the phase change

interface (3.30) yields a transcendental equation for the interface position S∗,

{
Qliq

F (S∗)

{

Hvap +
1

1− exp(Peci)

}

exp

[
C Peci F (S∗)S∗

k

]

−Hvap

}

× {1− exp [Peci F (S∗) (1− S∗)]} = 1. (3.32)

The asymptotic solution of the transcendental equation (3.32) for small reference

Peclet number Peci is

S∗ ∼ Qliq − 1

Qliq

+O(Peci), as Peci → 0. (3.33)

Equation (3.33) shows that, in the absence of net flow in the reservoir, the front

position depends only on the dimensionless heat flux Qliq. This result corresponds

to equation (40a) of Rubin & Schweitzer [68]. In Section 5.2, we will extensively

discuss the stability of the interface position S∗ given by (3.33).

Figure 3.7 (a) shows typical results for the front position S∗ as a function of the di-

mensionless constant heat flux Qliq for different reference Peclet numbers Peci. It

can be seen that there are three steady-state interface positions. We have shown in

Section 3.1.1 that if there is a constant temperature at the boundaries and gravity

is neglected then there is only one interface position. In contrast, for prescribed

heat flux at the liquid boundary then there may be more then one front position.

Figure 3.7 (b) shows that for Peci < 0, we have flow from vapour into liquid and

Qliq > 0 corresponds to the actual heat flux being negative at the liquid boundary,
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so we are cooling the reservoir from the liquid side. In fact Qliq can be described

as a dimensionless cooling flux. Furthermore, as Qliq increases, we strengthen the

cooling and the liquid region gets wider, i.e., S∗ increases. But as the liquid re-

gion gets wider, the mass flux decreases. The liquid has higher viscosity than the

vapour (µliq > µvap), so there is more resistance to flow in the presences of more

liquid in the reservoir. As the liquid region gets wider, resistance to flow increases

so through flow decreases as does advective heat flux. Moreover, the cooling at

the liquid boundary depends on both an advective and a conductive flux, so as the

thickness of the liquid layer increases, the advective heat flux becomes weak and

thus conduction dominates.

(a) Constant heat flux, Q liq
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Figure 3.7: (a) Steady-state interface position S∗ and (b) Mass flux quantity

PeciF (S∗) vs heat flux Qliq with zero gravity and Hvap = 41.17, R = 22.11,

R1 = 0.0006, C = 2.01 and k = 4.

Figure 3.7 (b) shows that the various solutions for S∗ (for a given Qliq) again cor-

respond to different flow rates. The low and intermediate solutions for S∗ (in the

range 0 < S∗ . 0.5) correspond to a strong flow from vapour to liquid, whereas

the intermediate and high−S∗ solutions (in the range 0.5 . S∗ < 1) correspond
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to a weak upflow rate.
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Figure 3.8: (a) Steady-state interface position S∗ and (b) Mass flux quantity

PeciF (S∗) vs heat flux Qliq when the vapour phase is above the liquid phase

with Hvap = 41.17, R = 22.11, R1 = 0.0006, C = 2.01 and k = 4.

Figure 3.8 (a) shows the results for the dependence of the phase change front S∗

on the constant heat flux Qliq and on Rayleigh number R3, when the lighter fluid

(vapour) is above the heavier fluid (liquid). As R3 and Qliq become larger the front

ceases to have multiple positions. In the isothermal problem (Section 3.1.1), we

also found that, large positive R3 (vapour above liquid) led to single front position,

because for large R3 which corresponds to the weight of the fluid measure the same

way as conduction.

Figure 3.9 (a) represents the influence of Rayleigh number |R3| on the front posi-

tion, when the heavier fluid is above the lighter fluid (R3 < 0). The competition

between the effects of cooling and the viscosity difference (see Figure 3.7), with

the addition of the weight effect on the front, causes multiple front positions. The

larger values of |R3| correspond to a greater fluid weight effect on the front, which

we have discussed in Section 3.1.1.
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Figure 3.9: (a) Steady-state interface position S∗ and (b) Mass flux quantity

PeciF (S∗) vs heat flux Qliq when the liquid is above the vapour with Hvap = 41.17,

R = 22.11, R1 = 0.0006, C = 2.01 and k = 4.

3.1.3 Summary and conclusions

We have studied two phase through flow in a porous medium considering two

different types of boundary conditions. The temperature difference across the

porous layer is such that a phase change interface exists, separating the liquid

phase from the vapour phase. The flow behaviour is determined by the imposed

pressure gradient and gravity.

Isothermal conditions

In the first case we considered prescribed temperature at the boundaries. Rubin

& Schweitzer [68] showed that the steady-state front has only one position if a

constant temperature is prescribed on the boundaries, while considering horizontal

mass flow. In contrast, we have shown that if we consider the gravity factor but

hold the pressure difference across the layer fixed then there may be multiple
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steady-state front positions. We have discussed in detail how the competition

between the thermal and fluid-flow effects causes multiple positions of the steady-

state front (see Figures 3.3, 3.4, 3.5 and 3.6). Rubin & Schweitzer’s [68] results

are obtained as a special case.

Constant heat flux condition

In the second type of boundary condition, we assumed constant heat flux at the liq-

uid boundary. We confirmed Rubin & Schweitzer’s [68] results that, for prescribed

heat flux and in the absence of gravity, there are up to three front positions (see

Figure 3.7). We have shown that if the lighter fluid is above the heavier fluid then

large values of R3 give a unique front position (see Figure 3.8). But if the heavier

fluid is above the lighter fluid then large values of the Rayleigh number R3 give

multiple front positions (see Figure 3.9).
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3.2 Instantaneous change of surface temperature:

similarity solution

We consider an unsteady condensation problem. A material which exists in two

phases (liquid and vapour) fills the half space x ≥ 0 (see Figure 3.10). For time

t ≤ 0 the material is in the vapour phase at a constant temperature TV > TS,

where TS is the phase change temperature. At time t = 0 the temperature of

the surface x = 0 is instantaneously lowered and maintained at TL < TS. This

will cause a layer of liquid to be formed adjacent to the surface x = 0 and as

time increases this layer will expand into the vapour. We first assume that the

densities are same in the liquid and vapour regions, which will ensure no flow.

In Section 3.2.3 we will assume that the densities no longer remain the same, i.e,

ρliq 6= ρvap. This is more realistic, but also more complicated mathematically. The

phase change temperature TS is assumed to be constant.

y

x
Liquid phase

Vapour phase

Interface

Tvap TV

Tliq = TL

Tliq = Tvap = TS

x = 0

x = S(t)

x ∞As then

Figure 3.10: Diagram of unsteady condensation problem.
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Assuming that the heat transfer is only due to conduction, the problem can be

described by a pair of Fourier heat conduction equations. The detailed derivation

of the governing energy equation is discussed in Section 2.5. According to the

above assumptions, the energy equation (2.37) and the corresponding boundary

conditions for this model will take the following form:

(ρ cp)m,liq
∂Tliq

∂t
= km,liq

∂2Tliq

∂x2
, for t > 0, 0 < x < S(t),

Tliq(0) = TL , Tliq(S) = TS,

(ρ cp)m,vap
∂Tvap

∂t
= km,vap

∂2Tvap

∂x2
, for t > 0, S(t) < x,

Tvap(S) = TS, as x → ∞ then Tvap → TV .







(3.34)

The heat flux condition is to be applied at the unknown position of the interface

S(t). Conservation of heat requires that the latent heat of condensation be diffused

away from the interface so that

ϕλ ρliq
dS(t)

dt
= km,liq

∂Tliq

∂x

∣
∣
∣
∣
x=S

− km,vap
∂Tvap

∂x

∣
∣
∣
∣
x=S

. (3.35)

The above heat flux condition is a special form of (2.52) under the assumption

that there is no flow of liquid, i.e, uliq = 0.

3.2.1 Similarity solution

In a similarity solution a similarity variable, combining the space and time vari-

ables, is sought that transforms the governing partial differential equations into a

set of ordinary differential equations with the similarity variable as the independent

variable [12, 49, p. 143-160]. Let us introduce the dilation transformation

m = εa x, n = εb t, Y (m,n) = εc T (ε−am, ε−b n). (3.36)

Using the transformation (3.36), the heat equation becomes

εb−c∂Y (m,n)

∂n
= ε2a−cαm,liq,vap

∂2Y (m,n)

∂m2
(3.37)
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Now if b− c = 2a− c, (i.e., b = 2a) then the heat equation (3.34) in both phases

(liquid and vapour) is invariant under the dilation transformation (3.36), i.e., if

T (x, t) is the solution of the heat equation in the variables x and t, then for

m, n, Y (m,n) given by (3.36), Y (m,n) solves the heat equation in the variables

m and n. Note that

Y n−c/b = (εc T )(εbt)−c/b = T t−c/b,

and

m

na/b
=

εax

(εa t)a/b
=

x

ta/b
,

so both groupings of variables are invariant under the transformation (3.36) for all

choices of a, b, c. This suggests that we look for a solution for (3.34) that is of the

form

T (x, t) = tc/bF (η) for η =
x

ta/b
=

x√
t

since b = 2a. (3.38)

Now using the transformation (3.38), we will have

∂Tliq,vap

∂t
= tc/2a−1

{
c

2a
Fliq,vap(η)−

η

2

dFliq,vap(η)

dη

}

, (3.39)

and

∂2Tliq,vap

∂x2
= tc/2a−1d

2Fliq,vap(η)

dη2
. (3.40)

Substituting (3.39) and (3.40) into the heat equation (3.34), we have

tc/2a−1

{

αm,liq,vap
d2Fliq,vap(η)

dη2
+

η

2

dFliq,vap(η)

dη
− c

2a
Fliq,vap(η)

}

= 0. (3.41)

Now we will transform the boundary conditions using the transformation (3.38),

since Tliq(0, t) = TL then Tliq(0, t) = tc/bFliq(0) and this can equal the constant TL

if and only if c = 0. The same is true for Tliq,vap(S, t) = tc/bFliq,vap(S/
√
t) = TS
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and finally Tvap(∞, t) = tc/bFvap(∞) = TV . In this case when c = 0 the problem

for T (x, t) reduces to

d2Fliq

dη2
+

η

2αm,liq

dFliq

dη
= 0,

Fliq(0) = TL, Fliq,vap(S/
√
t) = TS,

d2Fvap

dη2
+

η

2αm,vap

dFvap

dη
= 0,

Fvap → TV as η → ∞,







(3.42)

where αm is the thermal diffusivity. The solution of (3.42) with the appropriate

boundary conditions is

Tliq(x, t) = TL − (TL − TS )

erf

(
x

2
√
αm,liqt

)

erf (β)
, (3.43)

Tvap(x, t) = TV + (TS − TV )

erfc

(
x

2
√
αm,vapt

)

erfc (~1 β)
, (3.44)

where β = S(t)

2
√

αm,liqt
and ~1 =

√
αm,liq

αm,vap
. We seek a similarity solution in which the

interface position is given by

S(t) = 2 β
√

αm,liq t. (3.45)

Putting (3.43), (3.44) and (3.45) into (3.35) gives

ϕ
√
π β Hliq = E1

(
exp(−β2)

erf(β)
− Θ0

k
~1

exp (−β2
~
2
1)

erfc (β ~1)

)

, (3.46)

where E1 =
(ρ cp)m,liq

(ρ cp)liq
. The above equation has been dimensionlised by using

t =
L2 ρliq cp,liq t

∗

km,liq

and (3.15).

3.2.2 Interpretation of Stefan number

Solomon [76] has shown for a specific melting process that the ratio of sensible

to latent heat is independent of time and can be related to the Stefan number.



Chapter 3 62

We will now follow the same procedure while considering the condensation phase

change problem.

First we note that the latent heat stored at time t is

LH = ϕρliq λS(t) = 2ϕβ ρliq λ
√
αm,liqt. (3.47)

The total heat (TH) removed from the system is the time integral of the surface

heat flux which is

TH = km,liq

∫ t

0

dTliq(0, t)

dx
dt =

2 km,liq (TS − TL)
√
t

√
αm,liq πerf(β)

. (3.48)

We know that total heat is the sum of sensible heat and latent heat

TH = SH + LH,

⇒ SH

LH
=

TH

LH
− 1.

Now from (3.47) and (3.48) we get

TH

LH
=

cp,liq (TS − TL) (ρ cp)m,liq

ϕ
√
π λβ erf(β) (ρ cp)liq

=
E1

ϕHliq

√
π β erf(β)

. (3.49)

Finally we have

SH

LH
=

TH

LH
− 1 =

E1

ϕ
√
πHliq β erf(β)

− 1. (3.50)

It is clear from (3.50) that the ratio SH/LH is independent of time.

If the temperatures at the phase change front and in the vapour phase are the

same, i.e., TS = TV then the ratio of the temperature contrast Θ0 becomes zero.

In this case, (3.46) and (3.50) yields

SH

LH
= exp(β2)− 1. (3.51)

In the limit in which Hliq is large (small Stefan number), the root β is very small,

so (3.46) yields

β ≃
√

E1

2ϕHliq

. (3.52)
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Hence

exp(β2) ≃ 1 + β2 ≃ 1 +
E1

2ϕHliq

. (3.53)

Finally substituting (3.53) into (3.51) we get

SH

LH
≃ E1

2ϕHliq

, (3.54)

where E1=(ρ cp)m,liq/(ρ cp)liq, ϕ is the porosity and Hliq is the reciprocal of the

Stefan number (for the liquid phase, Steliq = cp,liq (TS −TL)/λ). If we assume that

E1/ϕ = 1 then (3.54) yields

SH

LH
≃ Steliq

2
, (3.55)

(3.55) shows that for this particular condensation problem Stefan number Steliq is

approximately twice the ratio SH/LH, which is also independent of time.
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3.2.3 Effects of density change: similarity solution

This problem is the extension of the problem considered in Section 3.2, by consid-

ering advective heat transfer in the vapour region only, and a density difference

between the two phases (liquid and vapour). The density difference means that

although the liquid is static there is flow in the vapour region. Usually the density

of the liquid is greater than the vapour, i.e., ρliq > ρvap. To illustrate the effects of

the density change, we consider the one dimensional condensation problem illus-

trated in Figure 3.10. In the light of the above assumptions the governing energy

equation (2.37) will take the form

(ρ cp)m,liq
∂Tliq

∂t
= km,liq

∂2Tliq

∂x2
, for t > 0, 0 < x < S(t),

Tliq(0) = TL , Tliq(S) = TS,

(ρ cp)m,vap
∂Tvap

∂t
+ (ρ cp)vap uvap

∂Tvap

∂x
= km,vap

∂2Tvap

∂x2
, for t > 0, S(t) < x,

Tvap(S) = TS, as x → ∞ then Tvap → TV .

(3.56)

In the absence of any driving force, the velocity of the vapour uvap has to be

determined by the mass balance at the interface [12]. Mass conservation (2.56)

across the liquid-vapour interface S(t) yields

uvap = ϕ

(

1− 1

R1

)
dS(t)

dt
, where R1 =

ρvap
ρliq

, (3.57)

There is also an energy flux condition to be applied at the unknown position of

the liquid-vapour interface S(t). The heat jump condition (2.52) gives

λ ρvap

(

ϕ
dS(t)

dt
− uvap

)

= km,liq
∂Tliq

∂x

∣
∣
∣
∣
x=S

− km,vap
∂Tvap

∂x

∣
∣
∣
∣
x=S

. (3.58)

3.2.3.1 Similarity solution

The similarity transformation η =
x

2
√
αm,vapt

will give the following set of ordinary

differential equations with the appropriate boundary conditions. We will seek
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solutions of the form Tliq(x, t) = Fliq(η) for the liquid region and Tvap(x, t) =

Fvap(η) for the vapor region.

d2Fliq

dη2
+ 2 η

αm,vap

αm,liq

dFliq

dη
= 0,

Fliq(0) = TL and Fliq,vap(β2) = TS,

d2Fvap

dη2
= 2

{
ϕ

E2

(

1− 1

R1

)

β2 − η

}
dFvap

dη
,

as η → ∞ then Fvap → TV ,







(3.59)

where E2 =
(ρ cp)m,vap

(ρ cp)vap
and the liquid-vapour front has the position

S(t) = 2 β2

√
αm,vap t, (3.60)

where the constant β2 is to be determined. The heat jump condition (3.58) in

terms of the similarity variable is

ϕλ ρliq β2 αm,vap =
km,liq

2

dFliq

dη

∣
∣
∣
∣
η=β2

− km,vap

2

dFvap

dη

∣
∣
∣
∣
η=β2

. (3.61)

The solution of (3.59) is

Fliq(η) = TL − (TL − TS )
erf (~2 η)

erf (~2 β2)
, η < β2, (3.62)

Fvap(η) = TV + (TS − TV )

erfc

{
ϕβ2

E2

(
1

R1

− 1

)

+ η

}

erfc

{

β2

(

1− ϕ

E2

(

1− 1

R1

))} , η > β2, (3.63)

where ~2 =

√
αm,vap

αm,liq

. Substituting (3.62) and (3.63) into (3.61) gives

√
π ϕβ2 Hliq =

E1

~2







exp (−~
2
2 β

2
2))

erf (~2 β2))
− Θ0

k

1

~2

exp

{

−β2
2

(

1− ϕ

E2

(

1− 1

R1

))2
}

erfc

{

β2

(

1− ϕ

E2

(

1− 1

R1

))}







.

(3.64)
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The above equation (3.64) represents the most general eigenvalue relationship for

β2 in transcendental form. A special case of this result has appeared previously:

if R1 = 1, which implies that the densities of the two phases are the same, then

(3.64) reduces to (3.46).

A typical temperature distribution in the liquid-vapour regions with αm,liq = 0.12

and αm,vap = 2.4 is shown in Figure 3.11. Pure conduction takes place in the

liquid region, thus the temperature profile in the liquid region is nearly linear. In

the vapour region the exponential behaviour of the temperature shows convection

dominating over conduction. The two regions are separated at β2 = 0.24 at inter-

face temperature TS = 10. The interface is moving right into the vapour region

with time t, which indicates that condensation is taking place.

Depth,

T
em

pe
ra

tu
re

,

0 2 4 6 8 10 12 14 16 18 20

-10

-5

0

5

10

15

20

x

T
(x

,t
)

S = 1.66

S
= 2.88

= 4.07

S

Liquid-vapour front

Time
t = 5

t = 15

t = 30

Li
qu

id
P

ha
se

V
ap

ou
rP

ha
se

β2 = 0.24

Figure 3.11: Similarity solution temperature profile with R1 = 0.1, Hliq = 1, k = 1,

~2 = 4.5, E1 = 1, E2 = 1, Θ0 = 0.5 and ϕ = 0.38.
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3.2.3.2 Asymptotic solution

The error functions and exponential terms in the transcendental equation (3.64)

have the following asymptotic expansions

erf (~2β2) =
2√
π

{

~2β2 −
(~2β2)

2

3
+

(~2β2)
5

10
+O(~2β2)

6

}

,

e(−(~2β2)2)

erf (~2β2)
=

√
π

2~2β2

{

1 +
(~2β2)

2

3
+

(~2β2)
4

90
+O(~2β2)

6

}

×
{

1− (~2β2)
2 +

(~2β2)
4

2!
+O(~2β2)

6

}

,

e(−(~2β2)2)

erf (~2β2)
=

√
π

2~2β2

{

1− 2

3
(~2β2)

2 +
4

15
(~2β2)

4 +O(~2β2)
6

}

, (3.65)

also

erfc







β2

(

1− ϕ

E2

(

1− 1

R1

))

︸ ︷︷ ︸

= ~3







= 1− 2√
π

{

β2 ~3 −
1

3
(β2 ~3)

3

+
1

10
(β2 ~3)

5 +O (β2 ~3)
7

}

, (3.66)

and

e−(β2 ~3)
2

erfc (β2 ~3)
=

{

1− (β2 ~3)
2 +

1

2
(β2 ~3)

4 +O (β2 ~3)
6

}

×
{

1 +
2√
π
(β2 ~3) +

4

π
(β2 ~3)

2 − 2(π + 2)

3π
√
π

(β2 ~3)
3 +O (β2 ~3)

4

}

,

e−(β2 ~3)
2

erfc (β2 ~3)
=

{

1 +
2√
π
(β2 ~3) +

(
4

π
− 1

)

(β2 ~3)
2 +O (β2 ~3)

3

}

. (3.67)

Substitution of (3.65) and (3.67) into (3.64) gives

√
π ϕβ2 Hliq =

E1

~22

[√
π

2β2

{

1− 2

3
(~2β2)

2 +
4

15
(~2β2)

4 +O(~2β2)
6

}

− Θ0

k

{

1 +
2√
π
(β2 ~3) +

(
4

π
− 1

)

(β2 ~3)
2 +O (β2 ~3)

3

}]

.

(3.68)
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If the Stefan number (Steliq = 1/Hliq) for the liquid phase is close to zero, then

the root β2 is very small, so ignoring the higher order terms in (3.68) we get

√
π ϕβ2 Hliq =

E1

~22

[√
π

2β2

− Θ0

k

{

1 +
2 β2√
π

(

1− ϕ

E2

(

1− 1

R1

))}]

. (3.69)

Figures 3.12 (a) and (b) compare the numerical values of β2 with those given by

the asymptotic expansion (3.68). In the liquid phase the error is O (β2~2)
6; if the

diffusivity ratio of the two phases ~2 > 0.5 then the error due to the solution in the

liquid phase is reduced (see Figure 3.12 (a)). Figure 3.12 (b) shows that an error

of magnitude O
(

β2

(

1− ϕ
E2

(

1− 1
R1

)))2

in the vapour phase is an insignificant

error in the interface energy balance.
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Figure 3.12: The similarity front parameter β2 as a function of the diffusivity ratio

~2 and the density ratio R1, where Hliq = 5, k = 4, E1 = 1, E2 = 1, Θ0 = 0.5, and

ϕ = 0.38.

In Figure 3.13 (a) and (b), the similarity front parameter β2 is plotted against the

diffusivity ratio ~2 and temperature contrast Θ0, for various values of the density

ratio R1. The results for the special case (same density ratio, R1 = 1 in the

transcendental equation (3.46)) also presented in Figure 3.13. Figures 3.13 (a)

and (b) show that as either the diffusivity ratio ~2 or the temperature contrast
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ratio Θ0 increases, the similarity front parameter β2 decreases and thus the liquid-

vapour front moves more slowly.
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Figure 3.13: The similarity front parameter β2 as a function of the diffusivity ratio

~2 and the temperature contrast ratio Θ0, where Hliq = 5, k = 4, E1 = 1, E2 = 1,

Θ0 = 0.5 and ϕ = 0.38.

3.2.4 Summary and conclusions

We have studied an unsteady two phase flow problem in a porous medium. The

similarity solution assumes that when time t = 0, the porous layer is filled with

one phase (vapour). As the process starts, heat transport (conduction and advec-

tion in the vapour phase) takes place and the vapour temperature decreases with

time, the liquid-vapour interface starts to exist. The interface moves forward into

the vapour phase with time, which indicates that condensation takes place. The

liquid-vapour interface position is found to be S(t) = 2 β2
√
αm,vap t, where β2 is a

similarity front parameter depending on the other parameters of the problem and

αm,vap is the thermal diffusivity of the vapour phase.
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Stability of Steady Solutions with

Isothermal Boundary Conditions

In this chapter, we will begin by giving a brief description of the physical stabilising

or destabilising mechanisms acting on a steady condensation or evaporation front

of the kind discussed in Chapter 3. The classical Rayleigh-Taylor instability, which

occurs when a higher density fluid is above a lower density fluid in a gravitational

field, is discussed as a reference case. We will use the work of Il’ichev & Tsypkin

[31] as a basis; we will discuss five different cases regarding the stability of a steady

front with no through flow; and then we will extend the analysis by considering

through flow.

4.1 Physical mechanisms that stabilise and desta-

bilise the steady state solution

To start with, we will review the mechanisms that are known to act to sta-

bilise/destabilise the liquid-vapour front.

70
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We consider a porous layer of infinite extension bounded by two horizontal, much

more permeable layers separated by a low-permeability layer. The upper and lower

highly permeable layers are filled either with vapour and liquid, respectively or liq-

uid and vapour, respectively. In the low-permeability layer there exists a phase

change front which separates the liquid phase from the vapour phase. The liquid

side is kept cool, whereas the vapour side is hot. Also gravity is considered to

act across the layer. The highly permeable layers will allow us to impose constant

pressures at both sides.

In the steady state the phase change front is flat and it is the stability of this state

that is in question. Figure 4.1 shows a constant influx and efflux in the steady

state and this may be zero. The adjustment of pressure at the boundaries will

allow us to achieve any required rate of flow through the medium: zero flow rate is

a special case. The heat needed for evaporation is supplied from the vapour side.

y

x

g

Liquid phase

Vapour phase

unperturbed interface

Cold layer

Hot layer

Figure 4.1: The physical schematic diagram for an evaporation front in a steady

state [57, p. 2].

The dotted wave in Figure 4.2 represents the perturbed interface. At a trough the

front is closer to the cold boundary (liquid boundary), and at a crest it is closer

to the hot boundary (vapour boundary).
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trough

crest crest

trough

Figure 4.2: Schematic of a perturbed evaporation front when heat is supplied from

the vapour side [57, p. 3].

Three different types of mechanisms are able to stabilise or destabilise the

system.

1. Vertical Diffusion

When the front is perturbed, the crest is closer to the heat source (vapour

boundary). At the crest the vertical thermal gradient on the vapour side gets

sharper whereas the vertical thermal gradient on the liquid side becomes less

sharp. Due to the vertical thermal gradient more heat is transferred to the

crest and less heat is taken away from it. This in turn tends to vaporise the

liquid, so the displacement of the crest is decreased and the front is stabilised.

This is the dominant stabilising mechanism for long waves.

2. Horizontal Diffusion

A second stability mechanism is provided by the horizontal thermal gradi-

ent, which eliminates the variations in the horizontal direction: this has a

stabilising effect. For short waves, the horizontal thermal gradient is greater

which implies that the horizontal diffusion is stronger and thus the stabilis-

ing effect is strongest for short waves.
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3. Buoyancy Force

The third mechanism is the buoyancy force (Rayleigh-Taylor mechanism):

if the lighter fluid is above the heavier fluid then gravity has a stabilising

effect by pulling the perturbed interface back to its original position. If the

heavier fluid is above the lighter fluid then the density difference (buoyancy)

causes instability. The classical Rayleigh-Taylor analysis [66] shows that the

buoyancy force is strongest for short waves. The Rayleigh-Taylor instability

in a porous medium is discussed in detail in Section 4.1.1.

A comprehensive discussion of the physics of these stabilising and destabilising

mechanisms can be found in [58].

4.1.1 Rayleigh-Taylor instability in a porous medium

Saffman & Taylor [69] analysed the stability of a horizontal interface between two

superposed viscous fluids which are forced by gravity and an imposed pressure

gradient through a porous medium. The basic state is of uniform motion with

vertically upward velocity V . We have re-visited Saffman & Taylor’s [69] linear

stability analysis of the above configuration in Appendix B. In this analysis the

interface acts as a material surface which moves with the fluid, there is no fluid

flux across it and there is no thermal effects. It has been shown that the growth

rate σ̂ of infinitesimal disturbances must satisfy

σ̂ =

{
R2 − 1

R2 + 1
V ∗ − 1−R1

1 +R2

R2 R3

}
l̂

ϕ
, (4.1)

When the basic state has no through flow and the interface is stationary (i.e.

V ∗ = 0), then (4.1) takes the form

σ̂ = −1−R1

1 +R2

R2 R3 l̂

ϕ
. (4.2)
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It is clear from (4.1) that the growth rate σ̂ is directly proportional to the wave

number l̂. It also follows from (4.1) that the interface is unstable to infinitesimal

perturbations if

1

ϕ (1 +R2)

{

(R2 − 1)V ∗ − (1−R1)R2 R3

}

> 0, (4.3)

where ϕ is the porosity, V ∗ is the dimensionless velocity, R2 = µliq/µvap is the ratio

of the dynamic viscosities, R1 is the density ratio. The Rayleigh number R3, if < 0,

represents a configuration with liquid above vapour. Equation (4.3) represents two

destabilising mechanisms.

1. Viscous fingering

If we consider that the basic flow is free of gravity (i.e. R3 = 0) or if the

densities are equal (i.e. R1 = 1), then the stability criterion (4.3) becomes

(R2 − 1)V ∗ > 0, (4.4)

which shows that viscosity contrast is essential for instability if gravity is

neglected. This type of instability is known as viscous fingering [67, 69].

2. Density contrast

If we assume that the second term in (4.3) is dominant or if the viscosities

are equal (i.e. R2 = 1), then the stability criterion (4.3) becomes

(1−R1)R3 > 0, (4.5)

which shows that if the denser fluid is above less dense fluid (R3 < 0, liquid

above vapour) then the system is unstable. (Recall that R1 < 1 from (3.20)).

This type of instability has been discussed in Section 4.1, where we referred

to it as buoyant instability.
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4.2 Mathematical formulation of the stability prob-

lem

Now we will present all the governing equations and interfacial conditions which

will be used to analyse the physical mechanisms associated with the problem de-

fined at the start of Section 4.1. The governing equations have already been

derived in Chapter 2 in a general form, but here we will recall them in the form

most suitable to the problem. The continuity equation (2.14), Darcy’s law (2.6)

and the energy transport equation (2.37) are made non-dimensional using the same

dimensional quantities as (3.15) and (3.20).

Continuity equation

The continuity equation (2.14) takes the dimensionless form

∂u∗

liq,vap

∂x∗

+
∂v∗liq,vap
∂y∗

= 0. (4.6)

We consider that the densities of the liquid and vapour are constant but different.

Darcy’s law

The equations that model the fluid physics in a porous structure are given by

Darcy’s equation in each phase. The equations may be written in scaled form as

u∗

liq = −
(
∂P ∗

liq

∂x∗

+R3

)

, u∗

vap = −R1 R2 k

C

(
∂P ∗

vap

∂x∗

+R1R3

)

,

v∗liq = −
∂P ∗

liq

∂y∗
, v∗vap = −R1 R2 k

C

∂P ∗

vap

∂y∗
.







(4.7)

In the equations above, R3 is the Rayleigh number which has been defined (also

see (3.20)) as

R3 =
K ρ2liq cpliq g L

µliq km,liq

,
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where K is the permeability of the homogeneous medium and g is the acceleration

due to gravity with x∗−axis negative downwards. The Rayleigh number R3 will be

our key quantity for understanding the Rayleigh-Taylor instability in a geothermal

system.

Energy equation

We will use the one-equation model to describe the heat transport in the porous

medium assuming local thermal equilibrium (see Section 2.5.3). In dimensionless

form, the equations in the liquid and vapour regions become

E1
∂Θliq

∂t∗
+ u∗

liq

∂Θliq

∂x∗

+ v∗liq
∂Θliq

∂y∗
=

∂2Θliq

∂x∗2
+

∂2Θliq

∂y∗2
,

E2 k R1

C

∂Θvap

∂t∗
+ u∗

vap

∂Θvap

∂x∗

+ v∗vap
∂Θvap

∂y∗
=

∂2Θvap

∂x∗2
+

∂2Θvap

∂y∗2
.







(4.8)

It can be seen from the above equations that the energy transport is coupled

with the mass transport, which introduces non-linearities. But this is not the

only reason for the inherited non-linearities. The other reason is the coupling of

the interface position with the heat and mass transport equation which has been

discussed in Section 3.1.

Interfacial mass and energy jump conditions

The most important aspect of phase change problems is the energy and mass

balance at the interface of the two phases, which makes the problem non-linear.

We derived the possible generalised form of the energy balance at the phase change

interface in Section 2.6.1.1. The energy jump condition (2.51) at the interface

x = S(y, t) is scaled with the same dimensional quantities as (3.15) and (3.20), to
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yield

ϕHliq
∂S∗

∂t
=

{
∂Θliq

∂x∗

− ∂S∗

∂y∗
∂Θliq

∂y∗

}

x∗=S∗

+
Θ0

k

{
∂Θvap

∂x∗

− ∂S∗

∂y∗
∂Θvap

∂y∗

}

x∗=S∗

−Hliq

(
∂P ∗

liq

∂x∗

+R3

)

. (4.9)

This energy jump condition shows that the liquid-vapour interface position de-

pends on the temperature distributions in both phases as well as on the transfer

of fluid across the front (evaporation or condensation).

Furthermore the mass jump condition at the interface (2.57) is also coupled with

the velocity profiles in both phases, giving in scaled form

ϕ (1−R1)
∂S∗

∂t∗
= R1 R2

∂P ∗

vap

∂x∗

∣
∣
∣
∣
x∗=S∗

−
∂P ∗

liq

∂x∗

∣
∣
∣
∣
x∗=S∗

−R3

(
1−R2

1 R2

)
. (4.10)

To examine the stability of the liquid-vapour interface, an infinitesimal distur-

bances is applied to the basic state. The aim is to linearise the above governing

equations and boundary conditions about the basic state and to study the be-

haviour of the perturbed interface (see Figure 4.3).

y*

x*

g

Liquid phase

Vapour phase

basic state interface

u*
liq < 0 u*

liq < 0

u*
vap < 0 u*

vap < 0

x*= 0

x*
= 1

perturbed interface

liquid filled highly permeable layer

vapour filled highly permeable layer

crest crest crest

trough trough

ε
ε

ε
ε

x
*

=
S

*
=

S
*0

+
S

1 *(y
*,t *)

trough
ε

ε
ε

ε
ε

Figure 4.3: Schematic diagram for the physics of perturbed interface, when R3 > 0

(vapour above liquid).
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4.2.1 Perturbed form of the problem

The temperature, velocity, pressure field both in the liquid and vapour regions and

the liquid-vapour phase change front are expanded in the following manner

Θliq = Θ0
liq(x

∗) + ǫΘ1
liq(x

∗, y∗, t∗), Θvap = Θ0
vap(x

∗) + ǫΘ1
vap(x

∗, y∗, t∗),

u∗

liq = ω0 + ǫ ω1, u∗

vap = Ω0 + ǫΩ1, v∗liq = Γ0 + ǫΓ1, v∗vap = Υ0 + ǫΥ1,

P ∗

liq = Λ0 + ǫΛ1, P ∗

vap = Π0 + ǫΠ1, S∗ = S∗

0 + ǫ S∗

1(y
∗, t∗), (4.11)

and only the first order terms in ǫ are retained [18, p. 48], where 0 < ǫ ≪ 1. The

small perturbation parameter ǫ represents the magnitude of the deviation from

the basic state (see Figure 4.3). The subscript and superscript 0 and 1 denote the

steady state and perturbed state, respectively.

The perturbed forms of the equations governing the liquid region are

∂ (ω0 + ǫ ω1)

∂x∗

+
∂ (Γ0 + ǫΓ1)

∂y∗
= 0,

ω0 + ǫ ω1 = −
(
∂ (Λ0 + ǫΛ1)

∂x∗

+R3

)

,

Γ0 + ǫΓ1 = −∂ (Λ0 + ǫΛ1)

∂y∗
,

E1

∂
(
Θ0

liq + ǫΘ1
liq

)

∂t∗
+ (ω0 + ǫ ω1)

∂
(
Θ0

liq + ǫΘ1
liq

)

∂x∗

+(Γ0 + ǫΓ1)
∂
(
Θ0

liq + ǫΘ1
liq

)

∂y∗
= ∇∗2

(
Θ0

liq + ǫΘ1
liq

)
.







(4.12)
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The perturbed equations governing the vapour region are

∂ (Ω0 + ǫΩ1)

∂x∗

+
∂ (Υ0 + ǫΥ1)

∂y∗
= 0,

Ω0 + ǫΩ1 = −R1 R2 k

C

(
∂ (Π0 + ǫΠ1)

∂x∗

+R1 R3

)

,

Υ0 + ǫΥ1 = −R1 R2 k

C

∂ (Π0 + ǫΠ1)

∂y∗
,

E2 k R1

C

∂
(
Θ0

vap + ǫΘ1
vap

)

∂t∗
+ (Ω0 + ǫΩ1)

∂
(
Θ0

vap + ǫΘ1
vap

)

∂x∗

+(Υ0 + ǫΥ1)
∂
(
Θ0

vap + ǫΘ1
vap

)

∂y∗
= ∇∗2

(
Θ0

vap + ǫΘ1
vap

)
.







(4.13)

The energy and mass jump conditions (4.9) and (4.10) at the phase change interface

in perturbed form are

ϕHliq
∂ (S∗

0 + ǫ S∗

1)

∂t∗
=

{

∂
(
Θ0

liq + ǫΘ1
liq

)

∂x∗

− ∂ (S∗

0 + ǫ S∗

1)

∂y∗
∂
(
Θ0

liq + ǫΘ1
liq

)

∂y∗

}

x∗=S∗

0

+
Θ0

k

{

∂
(
Θ0

vap + ǫΘ1
vap

)

∂x∗

− ∂ (S∗

0 + ǫ S∗

1)

∂y∗
∂
(
Θ0

vap + ǫΘ1
vap

)

∂y∗

}

x∗=S∗

0

−Hliq

(
∂ (Λ0 + ǫΛ1)

∂x∗

+R3

)

,

(4.14)

and

ϕ (1−R1)
∂ (S∗

0 + ǫ S∗

1)

∂t∗
= R1 R2

∂ (Π0 + ǫΠ1)

∂x∗

∣
∣
∣
∣
x∗=S∗

0

− ∂ (Λ0 + ǫΛ1)

∂x∗

∣
∣
∣
∣
x∗=S∗

0

−R3

(
1−R2

1 R2

)
. (4.15)

Now the first priority is to get the basic state which will describe the natural state

of a geothermal system, from the above perturbed equations.
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4.2.2 Zeroth order problem

The equations governing the mass flow in the liquid and in the vapour region after

equating the terms proportional to ǫ0 in (4.12) and (4.13), yield

∂ω0

∂x∗

+
∂Γ0

∂y∗
= 0,

∂Ω0

∂x∗

+
∂Υ0

∂y∗
= 0,

ω0 = −∂Λ0

∂x∗

−R3, Ω0 = −R1 R2 k

C

{
∂Π0

∂x∗

+R1 R3

}

,

Γ0 = −∂Λ0

∂y∗
= 0

︸ ︷︷ ︸

liquid phase

, Υ0 = −R1R2 k

C

∂Π0

∂y∗
= 0

︸ ︷︷ ︸

vapour phase

,







(4.16)

where (ω0, Γ0) is the velocity of the water (liquid) and (Ω0, Υ0) is the velocity of the

vapour. The pressure conditions at the liquid and vapour boundaries and at the

phase change front S∗

0 are Λ0(S
∗

0) = Π0(S
∗

0) = P ∗

S∗ , Λ0(0) = P ∗

L, Π0(1) = P ∗

V .

Equating the terms proportional to ǫ0 in (4.15), the mass flux condition at the

phase change interface becomes

ϕ (1−R1)
∂S∗

0

∂t∗
= R1 R2

dΠ0

dx∗

∣
∣
∣
∣
x∗=S∗

0

− dΛ0

dx∗

∣
∣
∣
∣
x∗=S∗

0

−R3

(
1−R2

1 R2

)
. (4.17)

For the heat transport in the whole system, after equating the terms proportional

to ǫ0 in (4.12) and (4.13), we obtain

E1

∂Θ0
liq

∂t∗
+ ω0

dΘ0
liq

dx∗

= ∇∗2Θ0
liq,

E2 k R1

C

∂Θ0
vap

∂t∗
+ Ω0

dΘ0
vap

dx∗

= ∇∗2Θ0
vap.







(4.18)

The corresponding perturbed temperature boundary conditions are

at x∗ = 0 : Θ0
liq = 0,

at x∗ = 1 : Θ0
vap = 0,







(4.19)

at x∗ = S∗

0







Θ0
liq = Θ0

vap = 1,

Hliq ϕ
∂S∗

0

∂t∗
=

dΘliq

dx∗

+
Θ0

k

dΘvap

dx∗

+Hliq ω0.

(4.20)
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4.2.3 First order problem

Equating the terms proportional to ǫ1 in (4.12) and (4.13), we get the mass flow

equations in the liquid and in the vapour regions,

∂ω1

∂x∗

+
∂Γ1

∂y∗
= 0,

∂Ω1

∂x∗

+
∂Υ1

∂y∗
= 0,

ω1 = −∂Λ1

∂x∗

, Ω1 = −R1 R2 k

C

∂Π1

∂x∗

,

Γ1 = −∂Λ1

∂y∗
︸ ︷︷ ︸

liquid phase

, Υ1 = −R1 R2 k

C

∂Π1

∂y∗
︸ ︷︷ ︸

vapour phase

.







(4.21)

In the above equations (4.21), (ω1, Γ1) denotes the perturbation velocity of the

water (liquid) and (Ω1, Υ1) is the perturbation velocity of the vapour. The cor-

responding pressure conditions at the lower and upper boundaries are Λ1(0) =

0, Π1(1) = 0, while at the phase change front S∗

0 ,

Λ1(S
∗

0) + S∗

1

dΛ0

dx∗

∣
∣
∣
∣
x∗=S∗

0

= Π1(S
∗

0) + S∗

1

dΠ0

dx∗

∣
∣
∣
∣
x∗=S∗

0

.

Equating the terms proportional to ǫ1 in (4.15), the mass flux condition at the

phase change interface becomes

ϕ (1−R1)
∂S∗

1

∂t
= R1 R2

{

S∗

1

d2Π0

dx∗ 2
+

dΠ1

dx∗

}

−
{

S∗

1

d2Λ0

dx∗ 2
+

dΛ1

dx∗

}∣
∣
∣
∣
x∗=S∗

0

.(4.22)

The first order equations governing the heat transfer in the liquid and in the vapour

phases are

E1

∂Θ1
liq

∂t∗
+ ω0

∂Θ1
liq

∂x∗

+ ω1

dΘ0
liq

dx∗

+ Γ0

∂Θ1
liq

∂y∗
= ∇∗2Θ1

liq,

E2 k R1

C

∂Θ1
vap

∂t∗
+ Ω0

∂Θ1
vap

∂x∗

+ Ω1

dΘ0
vap

dx∗

+Υ0

∂Θ1
vap

∂y∗
= ∇∗2Θ1

vap.

(4.23)

The corresponding first order temperature boundary conditions are

Θ1
liq(0) = 0, Θ1

liq(S
∗

0) = −S∗

1

dΘ0
liq

dx∗

∣
∣
∣
∣
x∗=S∗

0

,

Θ1
vap(1) = 0, Θ1

vap(S
∗

0) = −S∗

1

dΘ0
vap

dx∗

∣
∣
∣
∣
x∗=S∗

0

.

(4.24)
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The Taylor-series expansion of the interface condition (4.14) about S∗

0 gives

ϕHliq
∂S∗

1

∂t∗
=

{

S∗

1

d2Θ0
liq

dx∗ 2
+

∂Θ1
liq

∂x∗

}

+
Θ0

k

{

S∗

1

d2Θ0
vap

dx∗ 2
+

∂Θ1
vap

∂x∗

}

−Hliq
∂Λ1

∂x∗

.

(4.25)

Having completed the mathematical formulation of the problem, we will now carry

out two dimensional stability analyses of the basic states which have been studied

in detail in Section 3.1.1. The two basic states under consideration can be differ-

entiated by fluid flow. In the first case, the base state has no through flow, though

this does not mean that there is no flow in the perturbed state. In the second

case, vertical through flow is allowed in both phases (liquid and vapour).
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4.3 Stability of the steady state with no through

flow

This is the basic state considered by Il’ichev & Tsypkin [31]: our analysis is similar

to theirs except that we employ a simpler TS(P ) condition (see Section 2.6.1) and

a more complete heat transport equation.

4.3.1 Steady state

The basic state of the system is assumed to be steady and independent of the

horizontal variable y∗, so Λ0, Θ
0
liq, Π0 and Θ0

vap are all functions of x∗ only. Also

the fluid is stationary, ω0 = Ω0 = Γ0 = Υ0 = 0. The temperature profile is assumed

to be conductive and the phase change front is static, so (4.16) and (4.18) give

pressure profile







dΛ0

dx∗

= −R3, Λ0(0) = P ∗

L,

dΠ0

dx∗

= −R1 R3, Λ0(S
∗

0) = Π0(S
∗

0),

(4.26)

and

temperature profile







d2Θ0
liq

dx∗ 2
= 0, Θ0

liq(0) = 0, Θ0
liq(S

∗

0) = 1,

d2Θ0
vap

dx∗ 2
= 0, Θ0

vap(1) = 0, Θ0
vap(S

∗

0) = 1,

dΘ0
liq

dx∗

+
Θ0

k

dΘ0
vap

dx∗

= 0.

(4.27)

The stationary solutions of (4.26) and (4.27) give the linear pressure profile and

the purely conductive temperature profiles in the liquid and the vapour regions

Λ0 = P ∗

L −R3 x
∗, Π0 = P ∗

L +R3 S
∗

0 (R1 − 1)−R1 R3 x
∗,

Θ0
liq =

x∗

S∗

0

, Θ0
vap =

x∗ − 1

S∗

0 − 1
.







(4.28)

The front position in the steady state is

S∗

0 =
k

k +Θ0

. (4.29)
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The steady state liquid-vapour phase change front position (4.29) has been found

as a limiting case (no flow in the steady state, i.e., Peci → 0) in Section 3.1.1.

4.3.2 First order problem

At the first order, we assume that fluid flow is two dimensional and mass flux

across the phase change front is time dependent. Equations (4.21) and (4.22) then

give






∂2Λ1

∂x∗ 2
+

∂2Λ1

∂y∗ 2
= 0, Λ1(0) = 0,

∂2Π1

∂x∗ 2
+

∂2Π1

∂y∗ 2
= 0, Π1(1) = 0,

Λ1(S
∗

0) + S∗

1

dΛ0

dx∗

∣
∣
∣
∣
x∗=S∗

0

= Π1(S
∗

0) + S∗

1

dΠ0

dx∗

∣
∣
∣
∣
x∗=S∗

0

,

ϕ (1−R1)
dS∗

1

dt
= R1R2

{

S∗

1

d2Π0

dx∗2
+

dΠ1

dx∗

}

−
{

S∗

1

d2Λ0

dx∗2
+

dΛ1

dx∗

}

.

(4.30)

Il’ichev & Tsypkin [31] assumed only transient conductive heat transfer at first

order, but we will consider both advection and diffusion here, thus the energy

equation (4.23) gives

E1

∂Θ1
liq

∂t∗
+ ω1

dΘ0
liq

dx∗

= ∇∗2Θ1
liq,

E2 k R1

C

∂Θ1
vap

∂t∗
+ Ω1

dΘ0
vap

dx∗

= ∇∗2Θ1
vap.







(4.31)

The corresponding first order temperature boundary conditions are

Θ1
liq(0) = 0, Θ1

liq(S
∗

0) = −S∗

1

dΘ0
liq

dx∗

∣
∣
∣
∣
x∗=S∗

0

,

Θ1
vap(1) = 0, Θ1

vap(S
∗

0) = −S∗

1

dΘ0
vap

dx∗

∣
∣
∣
∣
x∗=S∗

0

.







(4.32)

The heat flux at the phase change front is time dependent

ϕHliq
∂S∗

1

∂t∗
=

{

S∗

1

d2Θ0
liq

dx∗ 2
+

∂Θ1
liq

∂x∗

}

+
Θ0

k

{

S∗

1

d2Θ0
vap

dx∗ 2
+

∂Θ1
vap

∂x∗

}

−Hliq
∂Λ1

∂x∗

.

(4.33)
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4.3.3 The eigenvalue problem

The equation which describes the relationship between the decay (or growth) rate

σ and the wave number l is known as the dispersion equation. According to

the classical procedure [18, p. 49], the pressure and temperature profiles in both

regions (liquid and vapour) and the phase change interface location in the first

order problem are expanded in normal modes,

(
Θ1

liq,Θ
1
vap,Λ1,Π1, S

∗

1

)
= (φliq(x

∗), φvap(x
∗),Ψ(x∗),Σ(x∗),Φ) exp [σt∗ + i l y∗],

(4.34)

where φliq, φvap and Φ are the eigenfunctions of temperature in the liquid region,

temperature in the vapour region and the interface location, respectively, and l and

σ denote the wave number and the rate of growth (or decay) of the disturbance.

The eigenfunctions of pressure in both phases (liquid and vapour) are denoted by

Ψ and Σ, respectively. When the expansion (4.34) is substituted into (4.30) we

obtain

d2Ψ(x∗)

dx∗ 2
− l2Ψ(x∗) = 0, Ψ(0) = 0 ,Σ(1) = 0,

d2Σ(x∗)

dx∗ 2
− l2Σ(x∗) = 0, Ψ(S∗

0) = Σ(S∗

0) + ΦR3 (1−R1),

ϕ (1−R1) σΦ = R1 R2
dΣ

dx∗

∣
∣
∣
∣
x∗=S∗

0

− dΨ

dx∗

∣
∣
∣
∣
x∗=S∗

0

.







(4.35)

The solutions of (4.35) are

pressure profile







Ψ(x∗) = 2C1 sinh( l x∗),

Σ(x∗) = 2C2
sinh( l (x∗ − 1))

cosh( l)− sinh( l)
,

(4.36)
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where

C1 =
Φ

2 l

1−R1

sinh( l S∗

0)

{
ϕσ +R3 l coth(l S

∗

0)

R1R2 coth(l (S∗

0 − 1))− coth(l S∗

0)
+R3 l

}

,

C2 =
Φ

2 l

(1−R1) {ϕσ + lR3 coth(lS
∗

0)} {cosh(l)− sinh(l)}
{R1R2 cosh(l(S∗

0 − 1))− coth(lS∗

0) sinh(l(S
∗

0 − 1))} .

The normal mode expansion (4.34) of the first order temperature profiles (4.31)

and of the corresponding boundary conditions (4.32) gives

(
d2

dx∗ 2
− E1σ − l2

)

φliq +
1

S∗

0

dΨ

dx∗

= 0,

φliq(0) = 0, φliq(S
∗

0) = − Φ

S∗

0

,

(
d2

dx∗ 2
− E2kR1

C
σ − l2

)

φvap +
1

S∗

0 − 1

R1 R2 k

C

dΣ

dx∗

= 0,

φvap(1) = 0, φvap(S
∗

0) =
Φ

1− S∗

0

.







(4.37)

The solution of (4.37) for the eigenfunctions of the temperature profiles is

φliq (x
∗) =

C1

S∗

0

2 l

E1 σ

[
sinh(γ1x

∗)

sinh(γ1S∗

0)
{cosh(γ1S∗

0)− cosh(lS∗

0)}

+ {cosh(lx∗)− cosh(γ1x
∗)}]− Φ

S∗

0

sinh(γ1x
∗)

sinh(γ1S∗

0)
, (4.38)

φvap (x
∗) =

2 l R2 C2

(S∗

0 − 1)E2σ {cosh( l)− sinh( l)}

{
sinh(γ2(x

∗ − 1))

sinh(γ2(S∗

0 − 1))

{cosh(γ2(S∗

0 − 1))− cosh(l(S∗

0 − 1))}

+cosh(l(x∗ − 1))− cosh(γ2(x
∗ − 1))}

− Φ

(S∗

0 − 1)

sinh(γ2(x
∗ − 1))

sinh(γ2(S∗

0 − 1))
, (4.39)

where γ1 =
√

l2 + E1 σ and γ2 =

√

l2 +
E2 k R1

C
σ.
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4.3.4 Dispersion analysis

The relationship between the growth rate and wave number can be obtained using

the energy balance across the liquid-vapour interface. Substituting (4.34) into

(4.33) and removing the terms for the temperature gradient in the undisturbed

temperature field leads to

ϕHliq σΦ =

[{
dφliq

dx∗

+
Θ0

k

dφvap

dx∗

}

−Hliq
dΨ

dx∗

]

x∗=S∗

0

. (4.40)

The substitution of (4.36), (4.38) and (4.39) into (4.40) gives the dispersion equa-

tion

ϕHliq σΦ =

[
C1 2 l

S∗

0E1 σ
{γ1 coth(γ1S∗

0) {cosh(γ1S∗

0)− cosh(lS∗

0)}

+ l sinh(lS∗

0)− γ1 sinh(γ1S
∗

0)} −
Φ γ1
S∗

0

coth(γ1S
∗

0)

]

+
Θ0

k

[
2 l R2 C2

(S∗

0 − 1)E2 σ

1

cosh( l)− sinh( l)
{l sinh(l(S∗

0 − 1))

− γ2 sinh(γ2(S
∗

0 − 1))− γ2 coth(γ2(S
∗

0 − 1)) {cosh(l(S∗

0 − 1))

− cosh(γ2(S
∗

0 − 1))}} − Φγ2
(S∗

0 − 1)
coth(γ2(S

∗

0 − 1))

]

− Hliq(1−R1)Φ

{ {ϕσ + lR3 coth(lS
∗

0)}
R1R2 coth(l(S∗

0 − 1))− coth(lS∗

0)
+R3l

}

coth(lS∗

0).

(4.41)

The growth rate σ in equation (4.41) has multiple solutions because γ1 and γ2

depend on σ; this non-linear equation must be solved numerically for σ. For

this, Maple’s1 implicitplot2 routine has been used. In this case, this method is

adequate, but in some related problems (discussed in Section 4.4) matters are not

so simple. Some solutions of the dispersion equation (4.41) are shown in Figure

1http://www.maplesoft.com/products/Maple/index.aspx
2http://www.maplesoft.com/support/help/Maple/view.aspx?path=plots/

implicitplot
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4.4, when the interface is at the middle of the porous layer, i.e., S∗

0 = 1
2
. The

front becomes unstable first for zero wave number, when the Rayleigh number R3

crosses the critical value |Rcrit
3 0 | = 13.21 (see Figure 4.4 (a)).

It is interesting to contrast these results with those of Il’ichev & Tsypkin [31].

They found that if S∗

0 = 1
2
the transition to instability was “spontaneous”: all

wave numbers become unstable at the same value of R3. Meanwhile, short waves

become unstable first if S∗

0 < 1
2
, and long waves if S∗

0 > 1
2
. This will be discussed

further in Section 4.3.6.2. For short waves, the front position becomes unstable

when |Rcrit
3∞| = 17.22 (see Figure 4.4 (b)). The results in Figure 4.4 show that the

transition to instability is not spontaneous as found by Il’ichev & Tsypkin [31],

indicating that the interesting behaviour in their model is an artefact of taking

a very simple model which neglected thermal advection. This motivates a more

thorough investigation of the transition to instability.
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Figure 4.4: The transition to instability when the liquid-vapour phase change front

is at the middle of the porous layer with R1 = 0.0056, R2 = 8.75, E1 = 1, E2 =

1, C = 1.96, k = 4, Hliq = 5, Θ0 = 4 and ϕ = 0.38. Log scale is used for clarity.

Note that R3 < 0 (liquid above vapour).
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4.3.5 Transition to instability

In this section, the possible types of transition to instability and the effect of the

critical Rayleigh number on the stability of the front for short, medium and long

wavelength disturbances will be discussed.

4.3.5.1 Onset of instability when l → ∞

We will use asymptotic analysis to help us locate the stability boundary in param-

eter space. We will focus in particular on the critical Rayleigh number for infinite

wave number. For this let σ = σ∗ l and σ∗ = σ0 +
σ1

l
+ O

(
1

l2

)

and take l → ∞;

then expanding (4.41) in asymptotic series in l gives

ϕHliq σ0 l + ϕσ1 ∼
{

− l

S∗

0

+
(ϕσ0 −R1R2R3) (1−R1)− σ0E1(R1R2 + 1)

2(R1R2 + 1)S∗

0

}

+
Θ0

k

{
l

S∗

0 − 1
+

k R1

C

R2 (ϕσ0 +R3) (1−R1) + σ0E2(R1R2 + 1)

2(R1R2 + 1)(S∗

0 − 1)

}

+ Hliq

{
(ϕσ0 −R1R2R3) (1−R1)l

R1R2 + 1
+

ϕσ1(1−R1)

R1R2 + 1

}

+O

(
1

l2

)

.

(4.42)

Equating the terms proportional to l, (4.42) implies that

σ0 ∼
R1 R2 + 1

ϕHliq R1(R2 + 1)

{

− 1

S∗

0

− Θ0

k

1

1− S∗

0

}

︸ ︷︷ ︸

first term

− 1−R1

R2 + 1

R2 R3

ϕ
︸ ︷︷ ︸

second term

. (4.43)

From (4.43) it is clear that the first term has always negative sign because the

dimensional parameters in the first term are all positive real numbers. So the first

term, which represents the diffusive heat transport process, has a stabilising effect

on the liquid-vapour phase change front (see Section 4.1).

Now here we have two different cases to discuss. If the lighter fluid is above the

heavier fluid, i.e., R3 > 0, then the second term has a negative sign (recall that
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R1 < 1) and the front is stable for infinite wave numbers.

Alternatively, if R3 < 0, which means that heaver fluid (liquid) is above the

lighter fluid (vapour), then the second term in (4.43) has a positive sign and has a

destabilising effect on the liquid-vapour phase change front. It is the competition

between the first and second terms which will determine the nature of the liquid-

vapour phase change front. Now we will find the critical Rayleigh number for

infinite wave numbers. For this, in the case of marginal stability σ0 = 0, and

solving (4.43) for R3 and using the value of S∗

0 from (4.29), we have

Rcrit
3 ∼ Rcrit

3,∞ =
2(R1R2 + 1)

Hliq R1 R2 (R1 − 1)

k +Θ0

k
, as l → ∞. (4.44)

When searching for the stability boundary we use this value (4.44) as a convenient

starting point.
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Figure 4.5: The transition to instability when the liquid-vapour phase change front

is near to the upper boundary, i.e., S∗

0 < 1
2
, with R1 = 0.0056, R2 = 8.75, E1 =

1, E2 = 1, C = 1.96, k = 4, Hliq = 5, Θ0 = 12 and ϕ = 0.38.

Figure 4.5 provides a representative example of how the growth rate (σ) varies with

the wave number (l), where the Rayleigh number R3 is the curve parameter and
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the front is near to the liquid boundary, S∗

0 < 1
2
. In the case when |R3| < |Rcrit

3 ∞
|

and R3 < 0, both short and long wavelength disturbances are stable since σ < 0.

Short wavelength disturbances (large l) are stabilised by horizontal thermal diffu-

sion which eliminates the variations in the horizontal direction of the perturbed

front, whereas long wavelength disturbances (small l) are stabilised by vertical dif-

fusion. Medium wavelength disturbances become unstable as the Rayleigh num-

ber increases, through a Rayleigh-Taylor instability (see Section 4.1.1). When the

Rayleigh number crosses the short-wave threshold, i.e., |R3| > |Rcrit
3 ∞

| and R3 < 0,

then the phase change front is unstable for short wavelength.

The reciprocal of the Stefan number, Hliq =
λ

cpliq (TS − TL)
, it represents the ratio

of the latent heat of liquid-vapour phase change (λ) to the sensible heat (TS −TL).

If the latent heat is very large then the interface acts like a material surface. In

the case when Hliq → ∞, then the stability of the front depends on the buoyancy

force only. In this limit, the first term on the right hand side of (4.43) tends to

zero, leaving

σ0 ∼ −1−R1

R2 + 1

R2 R3

ϕ
. (4.45)

This recovers the Rayleigh-Taylor result (4.2). Now if the lighter fluid is above the

heavier fluid, i.e. R3 > 0, then it is clear from (4.45) that the liquid-vapour phase

change front is always stable. In the case when the high density fluid (water) is

above the low density fluid (vapour), i.e. R3 < 0, then (4.45) shows that the front

is unstable: this is the buoyancy instability which we have discussed in Section

4.1.1.
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4.3.5.2 Onset of instability when l = 0

Assuming marginal stability (σ = 0) and using S∗

0 from (4.29), the critical Rayleigh

number for zero wave number is obtained by taking the limit of (4.41) as l → 0,

Rcrit
3,0 ≈ 2C (k R1 R2 +Θ0)

Θ0 R1 R2 (R1 − 1)(Θ0 + (2Hliq + 1)C)

(
k +Θ0

k

)2

. (4.46)

Figure 4.6 illustrates that, if the liquid-vapour front is near to the vapour boundary,

i.e., S∗

0 > 1
2
, then the front can become unstable first for zero wave number.
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Figure 4.6: The transition to instability when the liquid-vapour phase change front

is near to the lower boundary, i.e., S∗

0 > 1
2
, with R1 = 0.0056, R2 = 8.75, E1 =

1, E2 = 1, C = 1.96, k = 4, Hliq = 5, Θ0 = 1 and ϕ = 0.38.

4.3.6 Special cases

Finally we will consider some special cases of the dispersion equation (4.41). The

different cases which we are going to deal with are given in the following table.

In Table 4.1 Diff(L) denotes diffusion in the liquid phase, adv(V) denotes advection

and diffusion in the vapour phase, T , P , u are temperature, pressure and velocity,

respectively.
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Table 4.1: List of problems under consideration

Boundary conditions Modes of heat transport

Diff(L)/diff(V) Diff(L)/adv(V) Adv(L)/diff(V)

T fixed, P fixed 4.3.6.2 4.3.6.4 4.3.6.3

T fixed, u fixed 4.3.6.1

These special cases are motivated that we can relate our results to Il’ichev &

Tsypkin’s [31] work. Il’ichev & Tsypkin’s [31] model has been revisited and then

modified (possible extensions) to understand the more realistic problem.

4.3.6.1 The classical one

This case is a standard one, in which we assume that the mode of heat transfer in

the porous medium is pure conduction. We also assume that there is no flow, so

gravity g does not affect the system. The boundaries are assumed to be isothermal.

In the absence of any type of fluid flow, while the limit of C1 and C2 is assumed

to be small, (4.41) yields

ϕHliq σ = − γ1
S∗

0

coth(γ1S
∗

0)−
Θ0

k

γ2
(1− S∗

0)
coth(γ2(1− S∗

0)), (4.47)

where γ1 =
√

l2 + E1 σ, γ2 =

√

l2 +
E2 k R1

C
σ.

From mathematical point of view, all the parameters involved are positive in (4.47),

so the growth rate σ < 0 ∀ l: this means that the system is stable. As we have

discussed in Section 4.1, the diffusion stabilises the system and here we find the

same type of stability. Moreover in any case whether the heavier fluid (liquid) is

above the lighter fluid (vapour) or vapour above the liquid, if there is no flow in

the system and the process of heat transfer is only governed by conduction, then

the system will always be stable. This confirms the argument presented in Section
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4.1.

4.3.6.2 Il’ichev & Tsypkin [31] revisited

This problem is the extension of the problem discussed in 4.3.6.1, by considering

fluid flow, so the phase change interface is influenced by the flow; and gravity be-

comes important. The mode of heat transfer will remain conduction in the system

and the same thermal boundary conditions apply. The same type of problem was

studied by Il’ichev & Tsypkin [31], with the extra assumption that the phase tran-

sition temperature depends on pressure (for discussion see Section 2.6.1). Since

the heat transport in both phases is purely conductive, then in the absence of ad-

vection in both phases (setting dΨ/dx∗ and dΣ/dx∗ equal to zero in (4.37), except

at the liquid-vapour phase change front), by following the procedure as before, we

obtain the dispersion relation

ϕHliq σ = − γ1
S∗

0

coth(γ1S
∗

0)−
Θ0

k

γ2
(1− S∗

0)
coth(γ2(1− S∗

0))

− Hliq(1−R1)

{

R3 l +
{ϕσ + lR3 coth(lS

∗

0)}
R1R2 coth(l(S∗

0 − 1))− coth(lS∗

0)

}

coth(lS∗

0).

(4.48)

In the case of marginal stability, σ = 0, (4.48) takes the form

F 2(l) +

{

R1 R2 +
S∗

0

1− S∗

0

Θ0

k
+ S∗

0HliqR1 R2 R3 (1−R1)

}

F (l)

+
S∗

0

1− S∗

0

Θ0

k
R1 R2 = 0,

where

F (l) =
coth(l S∗

0)

coth(l(1− S∗

0))
. (4.49)

The quadratic equation (4.49) has a solution of the form

F (l) = F1,2 = b±
√
b2 − c, (4.50)
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where

b = −1

2

{

R1 R2 +
S∗

0

1− S∗

0

Θ0

k
+ S∗

0HliqR1 R2 R3 (1−R1)

}

, (4.51)

c =
S∗

0

1− S∗

0

Θ0

k
R1 R2. (4.52)

In order to obtain physically meaningful solutions for l, we require that F > 0,

which is possible when b > 0 and c > 0. The expression (4.52) shows that c > 0

because R1, R2 and k are the ratio of the densities, viscosities and diffusivities

of the liquid and vapour, respectively, so all these three ratios are positive. The

location of the interface is denoted by S∗

0 , which is in the range 0 < S∗

0 < 1.

Finally the dimensionless parameter Hliq, which represents the reciprocal of the

Stefan number for the liquid is positive, so c > 0.

A necessary and sufficient condition for b > 0 is that (using the value of S∗

0 from

(4.29))

Rcrit
3 ∼ Rcrit

3,∞ =
2 (R1 R2 + 1)

Hliq R1 R2 (R1 − 1)

k +Θ0

k
. (4.53)

This tells us immediately that the instability can only occur for sufficiently large,

negative values of the Rayleigh number R3. The condition on critical Rayleigh

number for infinite wave numbers (4.53) is the same as (4.44), because the hori-

zontal diffusion dominates advection for short waves.

For the complete analysis we also need the critical Rayleigh number for zero wave

number, which has been found by taking the limit of (4.48) as l → 0, with (σ → 0)

and using S∗

0 from (4.29)

Rcrit
3,0 ≈ (k R1 R2 +Θ0)

Θ0 Hliq R1 R2 (R1 − 1)

(
k +Θ0

k

)2

. (4.54)

Now we will discuss the possible types of transitions to instability depending upon

the position of the liquid-vapour phase change front S∗

0 .
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Front position S∗

0 = 1
2

Let us assume that the position of the liquid-vapour phase change front is the

middle of the porous layer, i.e., S∗

0 = 1
2
, so (4.29) yields

k = Θ0. (4.55)

Substituting (4.55) into the necessary conditions on the Rayleigh numbers for the

short and long wavelengths, (4.53) and (4.54), respectively, gives

Rcrit
3,0 =

4 (R1 R2 + 1)

Hliq R1 R2 (R1 − 1)
= Rcrit

3,∞, (4.56)

which shows that if |R3| = |Rcrit
3 0 | = |Rcrit

3 ∞
| (recall R3 < 0, liquid above vapour),

then σ(l) = 0. The instability takes place spontaneously, in the sense that as |R3|

is increased, the system becomes unstable, i.e. σ(l) = 0, for all wave numbers

l at once. The same type of transition to instability was found by Il’ichev &

Tsypkin [31], while considering that the phase change temperature depends on

pressure but we take the temperature at the interface as a constant. Furthermore,

if |R3| > |Rcrit
3 | then the system is unstable, at fixed values of the pressure and

temperature on the upper and lower boundaries.

Front position S∗

0 < 1
2

When the liquid-vapour phase change front is near to the liquid (upper) boundary,

i.e., S∗

0 < 1
2
, then the critical Rayleigh numbers (4.53) and (4.54) for short and

long wavelength are related by |Rcrit
3 ∞

| < |Rcrit
3 0 |. This relation suggests that the

transition to instability happens first for short wavelengths. Figure 4.7 (a) shows

that the onset of instability occurs for infinite wave numbers. In Figure 4.7 (b)

and (c) the lines F (l) = F1 and F (l) = F2 represent the positive and negative

roots of (4.50), respectively. When the line F (l) = F1 moves upward (see Figure
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4.7 (b)), the positive root F1 of (4.50) causes instability for short waves.
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Figure 4.7: The dispersion curves σ = σ(l) when the interface is near to the liquid

boundary, i.e., S∗

0 < 1
2
, with R1 = 0.0056, R2 = 8.75, E1 = 1, E2 = 1, C =

1.96, k = 4, Hliq = 5, Θ0 = 12 and ϕ = 0.38. (b) shows that the instability is

attained at infinite wave numbers, when the line F (l) = F1 moves upward. (c)

shows that the instability occurs at zero wave number, when the line F (l) = F2

moves downward. Figures (b) and (c) are adapted from [31].

Front position S∗

0 > 1
2

The behavior of the dispersion relation (4.48), when the liquid-vapour phase change

front is near to the vapour boundary, is illustrated in Figure 4.8. Figure 4.8 (b)

shows that the transition to instability occurs for zero wave number when the
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line F (l) = F1 moves upward. In this case when S∗

0 > 1
2
, the front first becomes

unstable for the positive roots of (4.50).
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Figure 4.8: The dispersion curves σ = σ(l) when the interface is near to the lower

boundary, i.e., S∗

0 > 1
2
, with R1 = 0.0056, R2 = 8.75, E1 = 1, E2 = 1, C =

1.96, k = 4, Hliq = 5, Θ0 = 1 and ϕ = 0.38. (b) shows that the instability is

attained at zero wave number, when the line F (l) = F1 moves upward. (c) shows

that the instability occurs at infinite wave numbers, when the line F (l) = F2 moves

downward. Figures (b) and (c) are adapted from [31]. Log scale is used for clarity.

4.3.6.3 Perturbed vapour phase is affected by both advection and con-

duction

The problem discussed in 4.3.6.2 is now extended by assuming that the mode of

heat transfer in the vapour region is both conduction and advection, while in the
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liquid region the heat transport is by conduction only. The rest of the assumptions

and the boundary conditions remain the same. Ignoring the advection term in the

liquid phase (setting dΨ/dx∗ equal to zero in (4.37), except at the liquid-vapour

phase change front), the dispersion relation can be obtained as

ϕHliq σΦ =
Θ0

k

[
2 l R2 C2

(S∗

0 − 1)E2 σ

1

cosh( l)− sinh( l)
{l sinh(l(S∗

0 − 1))

− γ2 sinh(γ2(S
∗

0 − 1))− γ2 coth(γ2(S
∗

0 − 1)) {cosh(l(S∗

0 − 1))

− cosh(γ2(S
∗

0 − 1))}} − Φγ2
(S∗

0 − 1)
coth(γ2(S

∗

0 − 1))

]

− Hliq(1−R1)Φ

{ {ϕσ + lR3 coth(lS
∗

0)}
R1R2 coth(l(S∗

0 − 1))− coth(lS∗

0)
+R3l

}

coth(lS∗

0)

− Φ γ1
S∗

0

coth(γ1S
∗

0). (4.57)

Some solutions of the dispersion equation (4.57) are shown in figure 4.9, which will

be discussed in the next section.
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Figure 4.9: Growth rate vs wave number in the presence of advection and con-

duction in the vapour region only with R1 = 0.0056, R2 = 8.75, E1 = 1, E2 =

1, C = 1.96, k = 4, Hliq = 5 and ϕ = 0.38.



Chapter 4 100

4.3.6.4 Perturbed liquid phase is affected by both advection and con-

duction

In this case the mode of heat transfer in the vapour region is assumed to be

conduction only, while conduction and advection are both considered in the liquid

region. The boundary conditions are the same as considered in 4.3.6.2 and 4.3.6.3.

Ignoring the advection term for the vapour phase (setting dΣ/dx∗ equal to zero in

(4.37) only) or taking C2 = 0 in the dispersion equation (4.41) yields

ϕHliq σΦ =

[
C1 2 l

S∗

0E1 σ
{γ1 coth(γ1S∗

0) {cosh(γ1S∗

0)− cosh(lS∗

0)}

+ l sinh(lS∗

0)− γ1 sinh(γ1S
∗

0)} −
Φ γ1
S∗

0

coth(γ1S
∗

0)

]

− Θ0

k

Φγ2
(S∗

0 − 1)
coth(γ2(S

∗

0 − 1))−Hliq(1−R1)Φ {R3l

+
{ϕσ + lR3 coth(lS

∗

0)}
R1R2 coth(l(S∗

0 − 1))− coth(lS∗

0)

}

coth(lS∗

0). (4.58)

Now we are in a position to make some final comments about the stability of the

steady liquid-vapour phase change front with no flow. Several important conclu-

sions are as follows. In Section 4.3.6.2 we found that when the interface is at the

middle of the porous layer, with the assumption that there is only pure conductive

heat transfer in the entire system, then the transition to instability is spontaneous,

which is completely in agreement with the results shown by Il’ichev & Tsypkin

[31]. However, as we have seen in Figure 4.5 and again in Sections 4.3.6.3 and

4.3.6.4, when any advection is included the spontaneous transition no longer oc-

curs.

In Section 4.1 we discussed three different types of mechanisms which stabilise or

destabilise the liquid-vapour phase change front. The same three types can be seen

from Figures 4.9 (b) and 4.5 (a), when the interface is near to the liquid boundary.

The liquid-vapour phase change front is stable for both short and long wavelength.
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The stability of long waves is due to vertical diffusion and the short wavelength

disturbances are stabilised by horizontal diffusion. The front becomes unstable

for medium wavelengths for higher Rayleigh numbers: this is a reflection of the

buoyant instability, because the denser fluid (liquid) is above the less dense fluid

(vapour). The condition on critical Rayleigh number for short wave disturbance

for the different cases discussed in Sections 4.3.6.2, 4.3.6.3 and 4.3.6.4 is the same

as (4.44), because the horizontal diffusion dominates advection for short waves.

Table 4.2: List of critical Rayleigh numbers for long wavelength

Critical Rayleigh number, |Rcrit
3 0 | Modes of heat transport

(k R1R2 +Θ0)

Θ0Hliq R1R2 (R1 − 1)

(
k +Θ0

k

)2

Conduction in the entire system

2 (k R1R2 +Θ0)

Θ0R1R2 (1 + 2Hliq)(R1 − 1)

(
k +Θ0

k

)2

Adv & diff in the liquid phase

2C (k R1R2 +Θ0)

Θ0R1R2 (Θ0 + 2C Hliq)(R1 − 1)

(
k +Θ0

k

)2

Adv & diff in the vapour phase

2C (k R1R2 +Θ0)

Θ0R1R2 (R1 − 1)(Θ0 + (2Hliq + 1)C)

(
k +Θ0

k

)2

Adv & diff in the entire system

The above different critical Rayleigh numbers for long wavelengths based on the

different modes of heat transfer, are plotted in Figure 4.10 as function of the ra-

tio of the temperature contrasts across the liquid and vapour layers Θ0 and of

the density ratio R1. Figure 4.10 (a) shows that when Θ0 is very large or very

small the system is more stable than for intermediate values; this is because these

limits correspond to a strong thermal gradient on one side or the other of the

front, which has a stabilising effect through vertical diffusion (see Section 4.1).

Furthermore, a system which is governed by both advection and conduction is

more unstable for zero wave number then a purely conductive system. Figure 4.10

(b) surprisingly shows that the interface becomes more stable as R1 → 0; because
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the Rayleigh−Taylor mechanism is not effective for l = 0, and hence our physical

intuition is misleading in this case.
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Figure 4.10: The critical Rayleigh number for long wavelength verses (a) ratio of

the temperature contrast and (b) ratio of the densities R1, where R2 = 8.75, C =

1.96, k = 4, Hliq = 5.
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4.4 Stability of the steady state with through

flow

In this section, we will discuss the stability of the steady state front in a geother-

mal system with through flow where the heavier fluid (water) overlies the lighter

fluid (vapour) with isothermal boundary conditions. The competition between the

thermal and fluid-flow effects in such configurations means that multiple positions

of the phase change interface are possible (see Section 3.1.1). The multiple front

positions make it necessary to investigate the stability of each position in order to

determine which front positions, if any, may occur in practice.

4.4.1 Steady state solution

The mathematical conceptualisation of the problem with isothermal conditions and

the possible physical mechanisms associated with instability have been discussed

in Section 3.1.1. The transcendental equation which determines the phase change

front position S∗

0 has been obtained as

Θ0

C
= {exp [PeciF (S∗

0) (1− S∗

0)]− 1}







Hliq +
1

1− exp

[

−CF (S∗

0)PeciS
∗

0

k

]







.

(4.59)

In the basic state we are specifying the difference in pressures across the porous

layer, so

ω0 =
1

k
Peci F (S∗

0)C,

Ω0 = Peci F (S∗

0),







(4.60)

where Peci is the reference Peclet number based on the basic flow rate. The full

mathematical derivation of (4.60) has been given in Appendix C.
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In Section 3.1.1, we have concluded that the transcendental equation (4.59) may

have multiple solutions for S∗

0 . If we ignore gravity, then the problem becomes one

of horizontal flow [68], and the steady front has a unique position. The bifurcation

diagram 4.11 shows that in the interval |R3| ∈ [0, 0.676) the interface S∗

0 has a

unique low branch position. For |R3| ≈ 0.676 and |R3| ≈ 7.47 the transcendental

equation (4.59) has two solutions which include both the low and upper branch

solutions. In the interval |R3| ∈ (0.676, 7.47) the liquid-vapour interface S∗

0 has

three different positions for the same isothermal conditions. The upper branch

represents the only solution for S∗

0 when |R3| & 7.47. Tsypkin & Il’ichev [83] also

discussed the multiple solutions of the isothermal interface with the exception that

they considered permeability to be the controlling parameter. They showed that

the unique position of the phase change front is always stable as long as advective

heat transport is negligible. We will use the bifurcation diagram 4.11 and will

follow the solution curve when analysing the stability of the unique and multiple

solutions of (4.59).
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Figure 4.11: A bifurcation diagram for the phase change front S∗

0 , where R1 =

0.0006, R2 = 8.75, C = 2.01, k = 4, Hliq = 8.74, P eci = −20, Θ0 = 2, R =

22.11 and R3 ≤ 0. The arrows represent the direction along with we will follow

the solution curve.
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4.4.2 Perturbed state

In the first order formulation, we assume two dimensional time-dependent flow.

A time dependent mass flux is allowed across the phase change front. The math-

ematical formulation has been given in (4.30). The heat flow is time dependent,

advective and diffusive in both phases (liquid and vapour), so (4.23) will take the

form

E1

∂Θ1
liq

∂t∗
+ ω0

∂Θ1
liq

∂x∗

+ ω1

dΘ0
liq

dx∗

= ∇∗2Θ1
liq,

E2 k R1

C

∂Θ1
vap

∂t∗
+ Ω0

∂Θ1
vap

∂x∗

+ Ω1

dΘ0
vap

dx∗

= ∇∗2Θ1
vap.







(4.61)

The corresponding perturbed thermal boundary conditions and the time dependent

heat jump condition at the phase change front will remain the same as (4.24) and

(4.25).

4.4.3 The eigenvalue problem

The eigenvalue problem for the pressure profiles in both phases is the same as

given in (4.35). However, the pressure continuity condition across the interface

with advection in the basic state takes the form

Ψ(S∗

0) = Σ(S∗

0) + ΦN0, (4.62)

where

N0 = F1(S
∗

0)
C

k

Peci
R

{

(R− 1) +
k R R3 (1−R1)

C Peci

}

.

The pressure continuity condition (4.62) across S∗

0 has been derived in Appendix

D. The solutions of (4.35) for the pressure eigenfunctions subject to the pressure

continuity condition (4.62) are

Ψ(x∗) = 2C3 sinh( l x∗),

Σ(x∗) = 2C4
sinh( l (x∗ − 1))

cosh( l)− sinh( l)
,







(4.63)
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where the constants of integration are

C3 =
1

2

Φ

l







{

ϕσ (1−R1) + coth(l (S∗

0 − 1)) l N0

}

sinh(l S∗

0)

{

R coth(l (S∗

0 − 1))− coth(l S∗

0)

}






,

C4 =
1

2

Φ

l







{

ϕσ (1−R1) + coth(l S∗

0) l N0

}{

cosh(l)− sinh(l)

}

sinh(l (S∗

0 − 1))

{

R coth(l (S∗

0 − 1))− coth(l S∗

0)

}






.

The normal mode expansion (4.34) of the first order temperature profiles (4.61)

and of the corresponding boundary conditions (4.24) yields the eigenvalue problem

for the temperature distributions,

(
d2

dx∗ 2
− ω0

d

dx∗

− E1 σ − l2
)

φliq +
dΘ0

liq

dx∗

dΨ

dx∗

= 0,

φliq(0) = 0, φliq(S
∗

0) = −Φ
dΘ0

liq

dx∗

∣
∣
∣
∣
x∗=S∗

0

,

(
d2

dx∗ 2
− Ω0

d

dx∗

− E2 k R1

C
σ − l2

)

φvap +
R1R2 k

C

dΘ0
vap

dx∗

dΣ

dx∗

= 0,

φvap(1) = 0, φvap(S
∗

0) = −Φ
dΘ0

vap

dx∗

∣
∣
∣
∣
x∗=S∗

0

.







(4.64)

Here dΘ0
liq/dx

∗ and dΘ0
vap/dx

∗ denote basic state vertical temperature gradients

in the liquid and in the vapour phase, respectively, which can be obtained by

differentiating (3.23) and (3.24) with respect to x∗:

dΘ0
liq

dx∗

= N1 exp (ω0 x
∗),

dΘ0
vap

dx∗

= N2 exp (Ω0 (x
∗ − 1)),







(4.65)

which leads to

dΘ0
liq

dx∗

∣
∣
∣
∣
x∗=S∗

0

= N3, and
dΘ0

vap

dx∗

∣
∣
∣
∣
x∗=S∗

0

= N4, (4.66)
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where

N1 =
ω0

exp(ω0 S∗

0)− 1
, N2 =

Ω0

exp(Ω0 (S∗

0 − 1))− 1
,

N3 = N1 exp(ω0 S
∗

0), N4 = N2 exp (Ω0 (S
∗

0 − 1)).







(4.67)

The solution of (4.64) for the eigenfunction of the liquid temperature distribution

is

φliq(x
∗) =

C3 l N1

f1 f4 f5 f6

{

f1 f4 f6 exp(x∗(ω0 − 1)) +

{

2 f1 f4 E1 σ cosh

(
γ3 x

∗

2

)

−
[

2 f1 f2 E1 σ + f6 f7 − f3 f5

]

sinh

(
γ3 x

∗

2

)}

exp

(
x∗ ω0

2

)

−f1 f4 f5 exp(x∗(ω0 + 1))

}

− ΦN3

f1 f4
exp

(
x∗ ω0

2

)

sinh

(
γ3 x

∗

2

)

,

(4.68)

where

γ3 =
√

ω2
0 + 4E1 σ + 4 l2, f1 = exp

(
ω0 S

∗

0

2

)

, f2 = cosh

(
γ3 S

∗

0

2

)

,

f3 = exp ((ω0 + l)S∗

0) , f4 = sinh

(
γ3 S

∗

0

2

)

, f5 = (ω0 l + E1 σ ) ,

f6 = (ω0 l − E1 σ ) , f7 = exp(S∗

0 (ω0 − l)).

The solution of (4.64) for the vapour temperature distribution is

φvap(x
∗) =

1

f10 f11 f12

[

f19 exp ((Ω0 − l)x∗ + 2 l − Ω0)

− (f18 + 2f16) exp

(
1

2
Ω0(x

∗ − 1)

)

sinh

(
(x∗ − 1)γ4

2C

)

+ f20

{

2k σ E2R1 exp(l) cosh

(
(x∗ − 1)γ4

2C

)

− f9 exp ((Ω0 + l)x∗ − Ω0)

}]

, (4.69)
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where

γ4 =
√

((Ω2
0 + 4 l2)C2 + 4E2 σ C k R1, f8 = (C Ω0 l − k R1 E2 σ ) ,

f9 = (C Ω0 l + k R1 E2 σ ) , f10 =
(
C2Ω2

0 l
2 − k2 R2

1 E
2
2 σ

2
)
,

f11 = exp

(
Ω0(S

∗

0 − 1)

2

)

, f12 = sinh

(
γ4 (S

∗

0 − 1)

2C

)

,

f13 = cosh

(
γ4 (S

∗

0 − 1)

2C

)

, f14 = exp (Ω0(S
∗

0 − l) − l S∗

0) ,

f15 = exp (Ω0 (S
∗

0 − 1) + l (S∗

0 − 2) ) , f16 =

(

l R2 k
2 N2C4 exp(l) f11 R

2
1 E2 σ f13

−1

2
f9 R1 R2 k N2 C4 exp((Ω0 + l)S∗

0 − Ω0) l +
1

2
f8 ΦN4 f9

)

,

f17 = f12 N2 C4 l f11 k
2 R2 σ E2 R

2
1 exp(l), f19 = f12 C4 l f11 N2 k R1 R2 f8,

f18 = R1 R2 k l C4 N2 f8 exp ((Ω0 − l)S∗

0 + 2 l − Ω0) , f20 = f11C4 l f12 N2 k R1 R2.

4.4.4 Dispersion analysis

The normal mode expansion (4.34) of the energy jump condition (4.25) at x∗ = S∗

0

gives the dispersion equation in the form

ϕσHliq Φ =

{

Φ
d2Θ0

liq

dx∗ 2
+

dφliq

dx∗

}

+
Θ0

k

{

Φ
d2Θ0

vap

dx∗ 2
+

dφvap

dx∗

}

−Hliq
dΨ1

dx∗

.

(4.70)

From the basic state we know that

d2Θ0
liq

dx∗ 2

∣
∣
∣
∣
x∗=S∗

0

= N3 ω0,

d2Θ0
vap

dx∗ 2

∣
∣
∣
∣
x∗=S∗

0

= N4 Ω0.







(4.71)
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Substituting (4.71) into (4.70) yields

ϕσHliq Φ =

{
dφliq

dx∗

+ ΦN3 ω0

}

+
Θ0

k

{
dφvap

dx∗

+ ΦN4 Ω0

}

−Hliq
dΨ1

dx∗

.

(4.72)

The complete solution for σ(l) has been obtained by substituting (4.63), (4.68)

and (4.69) into (4.72) which is then solved numerically using Maple, as described

in the following section.

4.4.5 Numerical and asymptotic methods

4.4.5.1 Numerical methods

While plotting our results for the dispersion relation σ(l) (4.72), we encountered

many difficulties when the wave number l became large, especially on the upper

branch solution. The main reason is that the function Æ ≡ LHS(4.72)−RHS(4.72)

contains a large number of exponentials, which depend on l and σ. So when l and

σ get large, these exponential terms are huge. Following are the two approaches

we used in Maple to generate plots of the function σ(l).

1. Implicit plot: Implicit plots in Maple are essentially contour plots of the

zero contour of Æ. But this is quite a crude method because Maple’s

implicitplot command relies on just evaluating Æ on a grid and then

interpolating it. For some of the plots that we generated using Maple’s

implicitplot command, there was evidence of numerical error effecting the

solution branch. Therefore, we look for more accurate way for tracking that

solution branch.

2. Continuation method: Once we know roughly where the solution branch

is, we can track it more accurately using a continuation method. The con-

tinuation method requires an initial guess for σ; it then increments l at each
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step and searches for σ in an interval around the previous output value for

σ (for Maple code see Appendix E). This method allowed us to extend the

solution further along each branch.

4.4.5.2 Asymptotic analysis

As we have mentioned earlier, for the high value of the front position S∗

0 , it is quite

hard to track down the roots of σ for large l. So to determine the behaviour of σ

for large l, we have used asymptotic analysis.

The numerical results for σ(l) appear to be a straight line for large l. We therefore

seek an asymptotic solution of the form σ ∼ σ∗ l as l → ∞. The expression

Æ, of which we are trying to locate the roots, includes both exponentially and

algebraically large and small terms. The Maple asympt routine in general cannot

obtain the asymptotics for such expressions; however it is too large to simplify by

hand. Therefore we have used Maple to carry out the asymptotic expansion in

two stages.

In the first stage, we substitute the ansatz σ = σ∗ l into Æ and then rewrite all

the exponential and hyperbolic expressions in terms of powers of α1 ≡ exp(l) and

α2 ≡ exp(S∗

0 l) multiplied by appropriate asymptotic expansions in powers of 1/l.

So, for example, we write

sinh

(
1

2
S∗

0

√

ω2
0 + 4E1 σ + 4 l2

)

∼ 1

2
α2 exp

(
1

2
S∗

0 E1 σ
∗

)(

1 +O

(
1

l

))

− 1

2
α−1
2 exp

(

−1

2
S∗

0 E1 σ
∗

)(

1 +O

(
1

l

))

.

While using Maple, we have retained more terms in the series of powers of 1/l

than have been shown here.

The next stage was to collect all the combinations of powers of α1 and α2, which

was done by repeated use of Maple’s expand, series and collect routines. Only
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certain combinations of powers appeared, and it was necessary to determine which

was dominant. For example, α1 > α2 because S
∗

0 < 1. But in general it is not clear

whether, for example, α1 > α2
2. So these types of combinations can not be deter-

mined automatically. The combinations of α1 and α2 which appear in the expan-

sion of Æ are α1
2 α

5
1, α2

2 α
4
1, α3

2 α
3
1, α3

2 α
5
1, α4

2 α
3
1, α4

2 α
4
1, α5

2 α
3
1, α5

2 α
5
1, α6

2 α
3
1, α6

2 α
4
1

and α7
2 α

3
1. It is clear that the terms α1

2 α
5
1, α2

2 α
3
1, α2

2 α
4
1, α3

2 α
3
1, α3

2 α
5
1, α4

2 α
3
1,

α4
2 α

4
1 and α5

2 α
3
1 compared to α5

2 α
5
1 are exponentially small. Comparing the re-

maining terms α5
2 α

5
1, α6

2 α
3
1, α6

2 α
4
1 and α7

2 α
3
1, it is easy to see that the term

exp(5S∗

0 l) exp(5 l) must be the largest since α1 > α2. Thus we discard the re-

maining terms and expand the coefficient of exp(5S∗

0 l) exp(5 l) in inverse powers

of l using asympt. The leading term in this expansion is

Æ ∼ f(σ∗; other parameters) l exp(5S∗

0 l) exp(5 l).

Setting f equal to zero and solving for σ∗ numerically using fsolve, we obtain the

asymptotic results plotted in Figure 4.12. The asymptotic solutions for the three

branches are plotted in Figure 4.12. As we have mentioned in Section 4.3.4, it was

very hard to find the numerical solutions of σ on the upper branch front position

for large l. But Figure 4.12 shows that there always exists an asymptotic solution

for all the branch front positions. The low branch in the interval |R3| ∈ (2.35, 7.47)

is unstable to short-wave perturbations because σ∗ > 0 as l → ∞. The middle

branch when |R3| ∈ (0.676, 7.47) is unstable for all wave numbers. Figure 4.12 (b)

shows that the transition to short-wave instability on the upper branch happens

when |Rcrit
3,∞| ≈ 0.7665.
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Figure 4.12: Asymptotic solution for the low, middle and upper branch front

positions.

4.4.6 Numerical results for σ(l)

In Section 3.1.1, we have found three solution branches, i.e. three possible values

for S∗

0 . These three possible front positions correspond to three different flow

rates across the interface. In the following discussion, we restrict the analysis to

|R3| ∈ [0, 9] because for all higher values of |R3| the transcendental equation (4.59)

has only one solution for S∗

0 .

4.4.6.1 Stability analysis of the low branch front position

The bifurcation diagram 4.13 (a) shows that in the interval |R3| ∈ [0, 7.47) the

interface S∗

0 has a low branch position. This low branch includes the only solution

for S∗

0 when |R3| ∈ [0, 0.676). The low−S∗

0 solution corresponds to a configuration

in which the porous layer is mostly filled with vapour, and there is a strong flow

from vapour into liquid with condensation occurring at the front (see the discus-

sion in Section 3.1.1 and the schematic in Figure 4.13 (b)).
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Figure 4.13: The low branch solution and the corresponding schematic configura-

tion.

The stability analysis results in Figure 4.14 (a) shows that the unique low

branch front position is stable. Loss of stability occurs first when |R3| ≈ 2.08125;

note that this Rayleigh number value is rather higher than the value at which this

branch becomes non-unique. When the Rayleigh number crosses the medium-wave

threshold, i.e, |R3| > |Rcrit
3,mini| ≈ 2.08125 and R3 < 0, then the condensation front

becomes unstable to medium wave perturbations only (see Figure 4.14 (b)). Re-

maining on the low branch solution, the liquid-vapour interface becomes unstable

to short-wave disturbances when |R3| > |Rcrit
3,∞| ≈ 2.35 and R3 < 0 (see Figure

4.14 (c)).
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Figure 4.14: Stability plots of the low branch condensation front, where ϕ =

0.38, R1 = 0.0006, R2 = 8.75, E1 = 1, E2 = 1, C = 2.02, k = 4, Hliq =

8.74, Θ0 = 2, R = 22.11 and R3 ≤ 0.

4.4.6.2 Stability analysis of the middle branch front position

The bifurcation diagram 4.15 (a) shows that in the interval |R3| ∈ (0.676, 7.47) the

interface S∗

0 has three solutions, of which we will now discuss the middle branch in

this section. The intermediate solution for the interface S∗

0 corresponds to a slow

flow either from vapour into liquid or from liquid into vapour (see Section 3.1.1).
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Figure 4.15: The middle branch solution.

Figures 4.16 and 4.17 show that the middle branch front position is unstable

for all wave numbers. The turning point between the low and middle branches is

at |R3| ≈ 7.47. The behaviour of the growth rate σ in the neighbourhood of the

turning point (at |R3| ≈ 7.47) is shown in Figure 4.16. Figure 4.16 (c) indicates

that σ(l = 0) passes through zero precisely at the turning point. Figures 4.17

show that the asymptotic solutions and the numerical solutions of the dispersion

equation (4.72) for the middle branch front position agree well.
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|R3| ≈ 7.4666.
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Figure 4.17: Stability plots of the middle branch position of the liquid-vapour

front.

4.4.6.3 Stability analysis of the upper branch front position

The bifurcation diagram 4.18 (a) shows that in the interval |R3| ∈ (0.676, 9] the

interface S∗

0 has an upper branch position. This upper branch also represents the

only solution for S∗

0 when |R3| & 7.47. Figure 4.18 (b) shows that the high−S∗

0

solution corresponds to a configuration in which the porous layer is mostly filled

with liquid, and there is a strong flow from liquid into vapour with evaporation

occurring at the front (see the discussion in Section 3.1.1).
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Figure 4.18: The upper branch solution and the corresponding schematic configu-

ration.

The stability plots 4.19 illustrate the behaviour of the middle and upper branch

near the turning point at |R3| ≈ 0.67632. The growth rate σ passes through zero

for l = 0 precisely at the turning point. Furthermore, the upper branch front

position in the neighbourhood of the turning point becomes stable to long-wave

perturbations only.

wave number, l
0 5 10 15 20 25 30

0

5

10

15

20

(b)

|R3| = 0.678

M
id

dl
e

br
an

ch
, S

*
0

=
0.

69
94

.

Upp
er

br
an

ch
, S

*
0

=
0.

74
45

0.

wave number, l
0 5 10 15 20 25 30 35 40

-5

0

5

10

15

20

25

(a)

|R3| = 0.69

M
id

dl
e

br
an

ch
, S

*
0

=
0.

65
42

.

Upper branch, S
*

0
= 0.7818.

wave number, l
0 2 4 6 8 10

0

1

2

3

4

5

6

7

(c)

|R3| = 0.67632

G
row

th
rate,

σ

Turning point

U
pp

er
br

an
ch

, S
*

0
=

0.
72

35
2.

M
id

dl
e

br
an

ch
, S

*
0

=
0.

72
15

3.
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Representative examples of the variations in growth rate σ with wave number

l for the upper branch front position are given in Figure 4.20. The bifurcation

parameter R3 is the curve parameter as before. Figure 4.20 (a) shows that the

high−S∗

0 front position first becomes stable to very long (but finite) wavelength

perturbations. When |R3| < 0.7665 then the upper branch is unstable to short-

wave perturbations. Figure 4.20 shows that when 0.7505 < |R3| < 0.7665 then the

liquid-vapour interface is stable to both long and short-wave perturbations since

σ < 0. As |R3| increases in magnitude beyond 0.7505, the upper branch front

position S∗

0 ≈ 1 and the medium is almost entirely filled with liquid. It is not only

liquid, as there is still a vapour region, but this is very thin. Essentially the front

is “anchored” by the boundary conditions at x∗ = 0 and has very little space in

which it can be perturbed.
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4.4.7 Summary of our findings

Finally, we are in a position to summarise our findings about the stability of the

liquid-vapour interface. Figure 4.21 summarises our results.

(i) For |R3| . 0.676 : There is only one front position, which is stable.

(ii) When 0.676 . |R3| . 0.7705 : There are three front positions and only the

low−S∗

0 position is stable. The intermediate and the high−S∗

0 front positions

are unstable.

(iii) When 0.7705 . |R3| . 2.08 : There are three front positions. The middle

branch position is unstable to all wave numbers. The remaining two are

stable.

(iv) When 2.08 . |R3| . 2.35 : There are three front positions. The low−S∗

0

position is unstable to medium-wave perturbations only. The middle branch

is unstable to all waves, whereas the upper branch is stable.

(v) When 2.35 . |R3| . 7.47 : There are three front positions. The low−S∗

0

position is stable to very long (but finite) wavelengths. The middle branch

is unstable to all wave numbers, whereas the upper branch is stable.

(vi) For |R3| & 7.47 : There is only one front position, which is stable.
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Figure 4.21: Identification of stable and unstable behaviour of the isothermal

liquid-vapour interface.

4.5 Summary and conclusions

In this chapter we used linear stability methods to study the behaviour of the

steady phase-change front between a liquid and its own vapour in a porous medium,

where the boundaries were assumed to be isothermal. The unperturbed state was

analysed with the assumption of no through flow then later on this assumption

was relaxed.

4.5.1 Isothermal interface with no through flow

Two dimensional stability analysis was carried out of a base state with fixed tem-

peratures at the top and bottom boundaries with no through flow. We concluded

in Section 4.3.6.2 that when the liquid-vapour interface is at the middle of the

porous layer with the assumption that there is only pure conductive heat transfer

in the entire system then the transition to instability is spontaneous, which is com-

pletely in agreement with the results shown by Il’ichev & Tsypkin [31]. But if heat

advection is included the results are different and there is no longer a spontaneous

transition to instability when the front is at the middle of the porous layer.
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4.5.2 Isothermal interface with through flow

In Section 4.4, we discussed the stability of the most interesting case, where the

interface with through flow has multiple positions. We find ourselves in agreement

with Il’ichev & Tsypkin [30] that a stable regime is possible when the water layer

overlies the vapour layer, where the basic state is both advective and conductive.

But Il’ichev & Tsypkin [30] analysis fails to consider the stability of the multi-

ple basic states that are available at higher Rayleigh numbers |R3|. Our approach

throughout was to seek the most comprehensive analytical description of the multi-

ple basic states phenomena. We show that the upper and middle solution branches

for the front position are always subject to an instability of Rayleigh-Taylor type,

which is particularly effective for short-wave perturbations.
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Stability of Steady Solutions with

a Heat Flux Condition on the

Surface

In this chapter, we will extend the problem studied in Chapter 4 by considering

that heat is extracted at a constant rate at the liquid boundary, while the vapour

boundary is kept isothermal. This problem can be expected to be richer than the

problem with isothermal boundary conditions, because we have shown that the

interface can have multiple locations both with and without gravity (see Section

3.1.2).

5.1 Non-dimensional form

For the proposed two dimensional stability problem, the dimensionless forms of

the continuity equation, Darcy’s law and the heat transport equation in both

phases (liquid and vapour) are given in (4.6), (4.7) and (4.8). The dimensionless

mass flux condition at the liquid-vapour interface will remain the same as (4.10).

122
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But because of the fixed flux condition at the liquid boundary, the energy jump

condition (2.51) after using the appropriate dimensionless quantities (3.15), (3.20)

and (3.28) has a new dimensionless form

ϕ
∂ (S∗

0 + ǫ S∗

1)

∂t∗
=

[

C

Hvap

[
1

k

{

∂
(
Θ0

vap + ǫΘ1
vap

)

∂x∗

− ∂ (S∗

0 + ǫ S∗

1)

∂y∗
∂
(
Θ0

vap + ǫΘ1
vap

)

∂y∗

}

−
{

∂
(
Θ0

liq + ǫΘ1
liq

)

∂x∗

− ∂ (S∗

0 + ǫ S∗

1)

∂y∗
∂
(
Θ0

liq + ǫΘ1
liq

)

∂y∗

}]

−
(
∂ (Λ0 + ǫΛ1)

∂x∗

+R3

)]

x∗=S∗

0

.

(5.1)

The fixed heat flux condition (3.29) at the liquid boundary x∗ = 0 in perturbed

form is

∂
(
Θ0

liq + ǫΘ1
liq

)

∂x∗

∣
∣
∣
∣
∣
x∗=0

=
Qliq Peci

k

{

Hvap +
1

1− exp(Peci)

}

. (5.2)

We will follow the same procedure as in Chapter 4 to obtain the zeroth and first

order problems for the stability analysis (see Section 4.2.1). In Chapter 4, we have

discussed the stability of the basic state with and without through flow. Here we

will follow the same approach.

5.2 Stability when there is no through flow

In this section, we will discuss the stability of a steady liquid-vapour phase change

front in a porous medium with heat extraction from the liquid boundary, with no

through flow. The steady state has been discussed in Section 3.1.2 as a special case

of a through flow problem. The two important parameters in this problem are the

Rayleigh number (R3) which accounts for buoyancy effects, and the dimensionless

heat flux (Qliq) at the liquid boundary.
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5.2.1 Steady state

We have made the same assumptions as in Section 4.3.1. The governing equations

for the pressure and the temperature profiles remain the same as (4.26) and (4.27),

respectively. However, the temperature boundary conditions change, since we are

considering a constant heat flux condition at the liquid boundary instead of the

isothermal temperature. If we assume no through flow in the basic state, the state

under consideration becomes a limiting case of the through flow problem discussed

in Section 3.1.2. The limit of the fixed heat flux condition (3.29) as the reference

Peclet number Peci → 0 yields

dΘ0
liq

dx∗

∣
∣
∣
∣
x∗=0

∼ −Qliq

k
+O(Peci). (5.3)

Equating the terms proportional to ǫ0 in (5.1) gives the energy jump condition in

the basic state

dΘ0
liq

dx∗

− 1

k

dΘ0
vap

dx∗

= 0. (5.4)

The solution of (4.27) with the fixed heat condition (5.3) gives the conductive

temperature profile in the liquid region

Θ0
liq =

Qliq

k
(S∗

0 − x∗) + 1, (5.5)

and the temperature profile in the vapour phase remains the same as (4.28). The

front position S∗

0 in the steady state with a fixed heat flux condition is obtained

by substituting (4.28) (thermal gradient in the vapour phase only) and (5.5) into

the energy jump condition (5.4), obtaining

S∗

0 =
Qliq − 1

Qliq

. (5.6)

The same expression as (5.6) for the steady front position has been found as a

limiting case, when the fluid is stationary (see Section 3.1.2, equation (3.33)). The
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dimensionless stationary front position 0 ≤ S∗

0 ≤ 1, so the expression for the

minimum heat flux Qliq is

Qmini
liq = 1.
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Figure 5.1: Steady liquid-vapour interface position vs dimensionless heat flux Qliq,

where Qmini
liq = 1.

Figure 5.1 presents typical results for steady front position S∗

0 as a function of

dimensionless heat flux Qliq with Qliq ≥ Qmini
liq . It can be observed that the greater

the heat flux at the upper (liquid) boundary, the closer the front moves to the

lower (vapour) boundary, increasing the heat flux between vapour boundary and

front to match Qliq. Furthermore, the liquid-vapour interface has a unique position

without through flow.

5.2.2 Perturbed state

The mathematical formulation of the two dimensional flow behaviour is the same

as given in Section 4.3.2. The perturbed time dependent advective and diffusive
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heat flow in both phases (liquid and vapour) is governed by

E1
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− ∂Λ1
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(5.7)

The corresponding first order temperature boundary conditions are
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(5.8)

Equating the terms proportional to ǫ in equation (5.1) gives the first order heat

jump condition at the phase change front,

ϕ
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Hvap
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. (5.9)

5.2.3 The eigenvalue problem

The eigenvalue problem and its solution for the pressure profiles in the liquid

and in the vapour regions has been already given in Section 4.3.3. The normal

mode expansion (4.34) of the first order temperature profiles (5.7) and of the

corresponding boundary conditions (5.8) gives

(
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)

φliq +
dΘ0

liq

dx∗

dΨ

dx∗

= 0,

dφliq

dx∗

∣
∣
∣
∣
x∗=0

= 0, φliq(S
∗

0) = −Φ
dΘ0

liq

dx∗

∣
∣
∣
∣
x∗=S∗

0

,







(5.10)

(
d2

dx∗ 2
− E2 k R1

C
σ − l2

)

φvap +
R1 R2 k

C

dΘ0
vap

dx∗

dΣ

dx∗

= 0,

φvap(1) = 0, φvap(S
∗

0) = −Φ
dΘ0

vap

dx∗

∣
∣
∣
∣
x∗=S∗

0

,







(5.11)
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where dΘ0
liq/dx

∗ and dΘ0
vap/dx

∗ denote basic state vertical temperature gradients

in the liquid and in the vapour phase, respectively, which can be obtained by

differentiating (5.5) and (4.28) with respect to x∗,

dΘ0
liq

dx∗

= −Qliq

k
,

dΘ0
vap

dx∗

=
1

S∗

0 − 1
. (5.12)

The solution of (5.10) for the liquid phase temperature eigenfunction is

φliq (x
∗) =

2 l Qliq C1

E1 k σ

{
cosh(γ1 x

∗) cosh(l S∗

0)

cosh(γ1 S∗

0)
− cosh(l x∗)

}

+
QliqΦ

k

cosh(γ1x
∗)

cosh(γ1S∗

0)
. (5.13)

In the above equation, the expressions for γ1 and C1 are given in Section 4.3.3.

The solution of (5.11) for the vapour phase temperature eigenfunction will remain

the same as (4.39).

5.2.4 Dispersion analysis

The relationship between the growth rate and wave number is obtained by substi-

tuting (4.34) into (5.9) which yields

ϕσΦ =

{
C

Hvap

{
1

k

dφvap

dx∗

− dφliq

dx∗

}

− dΨ

dx∗

}

x∗=S∗

0

. (5.14)

Substituting (4.36), (4.39) and (5.13) into (5.14) gives the dispersion equation

ϕσΦ =
C

Hvap

{

−
[
2 l Qliq C1

E1 k σ
{γ1 tanh(γ1 S

∗

0) cosh(l S
∗

0)− l sinh(l S∗

0)}

+
QliqΦ

k
tanh(γ1S

∗

0)

]

+
1

k

[
2 l R2 C2

(S∗

0 − 1)E2 σ

1

cosh( l)− sinh( l)

× {l sinh(l(S∗

0 − 1))− γ2 sinh(γ2(S
∗

0 − 1))− γ2 coth(γ2(S
∗

0 − 1))

× {cosh(l(S∗

0 − 1))− cosh(γ2(S
∗

0 − 1))}} − Φγ2
(S∗

0 − 1)
coth(γ2(S

∗

0 − 1))

]}

− (1−R1)Φ

{ {ϕσ + lR3 coth(lS
∗

0)}
R1R2 coth(l(S∗

0 − 1))− coth(lS∗

0)
+R3l

}

coth(lS∗

0). (5.15)
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5.2.5 Transition to instability

In this section, the possible types of transition to instability will be discussed

but before that it is important to findout the critical Rayleigh numbers for both

zero wave number and infinite wave numbers, which play important roles in the

changeover of the stable system to unstable.

5.2.5.1 Onset of instability due to short-wave perturbations

The asymptotic analysis of (5.15) is used to find the parameters, especially the

critical Rayleigh number, which control the instability for infinite wave numbers.

For this let σ = σ∗ l and σ∗ = σ0 +
σ1

l
+ O

(
1

l2

)

and take l → ∞, then using the

asymptotic series of (5.15) gives

ϕσ0 l + ϕσ1 ∼ C

Hvap

[

1

k

{
k R1

C

R2 (ϕσ0 +R3) (1−R1) + σ0E2(R1R2 + 1)

2(R1R2 + 1)(S∗

0 − 1)

+
l

S∗

0 − 1

}

−
{
Qliq l

k
−Qliq

{
(1−R1)(ϕσ0 −R1R2R3)

2 k (R1R2 + 1)

− σ1 σ0

2 k (R1R2 + 1)

}}]

+

{
(ϕσ0 −R1R2R3) (1−R1)l

R1R2 + 1

+
ϕσ1(1−R1)

R1R2 + 1

}

+O

(
1

l2

)

. (5.16)

Equating the terms proportional to l, (5.16) yields

σ0 ∼
1

ϕ

C

Hvap

1

k

R1 R2 + 1

R1(R2 + 1)

{
1

S∗

0 − 1
−Qliq

}

︸ ︷︷ ︸

first term

− 1−R1

R2 + 1

R2 R3

ϕ
︸ ︷︷ ︸

second term

. (5.17)

The above dispersion relation for short waves has the same interpretation as for

the isothermal steady state (4.43), except that the cooling parameter Qliq appears

instead of the ratio of temperature contrast Θ0, and the reciprocal of the Stefan

number Hvap appears instead of Hliq. The first term (with negative sign), which

represents the diffusive heat transport process, has a stabilising effect, whereas
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the second term (with positive sign when liquid is above vapour, i.e, R3 < 0),

which represents the buoyancy force, has a destabilising effect on the liquid-vapour

interface (see Section 4.1). Thus, the competition between the horizontal diffusion

(first term in 5.17) and the buoyancy force (second term in 5.17) will determine

the nature of the liquid-vapour interface for short-wave perturbations.

Assuming that the first and second terms balance each other, i.e. marginal stability

(σ0 = 0) and solving (5.17) for R3 enables us to find a conditional expression for

the critical Rayleigh number for infinite wave numbers,

Rcrit
3 ∼ Rcrit

3,∞ =
2

Hvap

Qliq

k

C

R1

1

R2

R1R2 + 1

R1 − 1
, as l → ∞. (5.18)

In the light of (5.18) the following three cases can now be distinguished

1. If the Rayleigh number |R3| > |Rcrit
3,∞| and R3 < 0 then the configuration

with liquid above vapour is unstable (σ0 > 0) to short-wave perturbations.

2. If the Rayleigh number R3 = Rcrit
3,∞, then the system is neutrally stable

(σ0 = 0) for infinite wave numbers.

3. If the Rayleigh number |R3| < |Rcrit
3,∞| and R3 < 0; or if R3 > 0, then the

system is asymptotically stable (σ0 < 0) for infinite wave numbers.

Figure 5.2 illustrates the effects of the critical Rayleigh number on the short wave-

length disturbances. As was predicted analytically above, if the Rayleigh number

is less than the critical Rayleigh number, then the system is stable to short-wave

perturbations. As the Rayleigh number increases the system becomes more unsta-

ble: this instability is a reflection of buoyancy effects, which is because the heavier

fluid is overlying the lighter fluid (see Section 4.1.1). Note that in all the cases

plotted, short waves are the last to become unstable.



Chapter 5 130

wave number, l

G
ro

w
th

ra
te

,

0 100 200 300

-10

0

10

20
σ

Front position, S *
0 = 0.09 for Q liq = 1.10

(a)

|R3
crit | = 5.178

|R 3
| = 5.20

|R
3 | = 5.14

wave number, l

G
ro

w
th

ra
te

,

0 10 20 30 40 50
-5

-4

-3

-2

-1

0

1

2

3

4

5

6

7

8

σ

Front position, S *
0 = 0.5 for Q liq = 2

(b)

|R3
crit | = 9.408

|R 3
| =

9.5

|R
3 | = 9.25

wave number, l

G
ro

w
th

ra
te

,

0 50 100 150

-60

-40

-20

0

20

40

60

80

σ

Front position, S *
0 = 0.85 for Q liq = 6.72

(c)

|R3
crit | = 31.588

|R 3
| = 31.8

|R
3 | = 31.30

Figure 5.2: Short wave disturbances of the liquid-vapour interface with no through

flow and a constant heat flux at the liquid boundary, where R1 = 0.0006, R2 =

8.75, ϕ = 0.38, Hvap = 41.17, C = 2.02 and k = 4

5.2.5.2 Onset of instability at l = 0

Assuming marginal stability (σ = 0) and using S∗

0 from (5.6), the critical Rayleigh

number for zero wave number is obtained by taking the limit of (5.15) as l → 0,

Rcrit
3,0 ≈ 2C Qliq (R1R2 (Qliq − 1) + 1)

R1 R2 (2C(Qliq − 1) + k (1 + 2Hvap)) (R1 − 1)
. (5.19)

The above expression for Rcrit
3,0 contains all the physical parameters associated

with the problem, such as the cooling parameter Qliq, the density ratio R1, the

conductivity ratio k, the dynamic viscosity ratio R2, the specific heat ratio C and

the reciprocal of the Stefan number for vapour phase Hvap. As for short waves,

(5.19) shows that the stability of the liquid-vapour interface is conditional. If

|R3| < |Rcrit
3,0 | with R3 < 0, then the interface is stable to long-wave perturbations.

5.2.5.3 Onset of instability for medium wave numbers

The critical Rayleigh numbers for zero and infinite wave numbers (5.19) and (5.18)

are functions of various parameters of the problem, in particular the dimensionless

cooling flux Qliq and the density ratio R1. So, the difference between these critical
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Rayleigh numbers is used to find appropriate values for the heat flux Qliq and the

density ratio R1 in order to locate regions of parameter space where transition

may occur first for intermediate wave numbers. Figure 5.3 suggests how we can

choose appropriate values for the density ratio R1 and the heat flux Qliq for which

the difference between the critical Rayleigh numbers for zero and infinite wave

numbers is approximately zero.
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Figure 5.3: The difference between the critical Rayleigh numbers for zero and

infinite wave numbers vs (a) the density ratio R1 and (b) the dimensionless heat

flux Qliq, where R2 = 8.75, Hvap = 7, C = 1.96, and k = 4. Note that R3 < 0

(liquid above vapour).

The physically appropriate value of the density ratio R1 is 0.0006 (see Section

2.7), but for plotting purposes it is convenient to choose a somewhat higher value.

Figure 5.3 (a) suggests that the qualitative behaviour of the stability problem is

the same for all sufficiently small values of R1: we will consider several values of

R1 in the range (0, 1).

Figure 5.3 (b) shows how a critical value for Qliq can be located once R1 has been

set. Where the line crosses the axis is where the short-wave instability replaces the
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long-wave instability. Close to this critical value of Qliq (see Figure 5.3 (b)), we

might get (i) spontaneous transition as in Il’ichev & Tsypkin [31], or (ii) a finite

most unstable wavenumber.

The dispersion relation (5.15) is solved for the roots in the case of marginal stabil-

ity, i.e., σ = 0. The roots are obtained numerically and the results are presented in

Figure 5.4 for the critical values of Qliq. This indicates that there exists a critical

Rayleigh number for intermediate wavelengths that results in unstable perturba-

tions at the liquid-vapour interface. Furthermore, as the density ratio increases, the

critical Rayleigh number becomes smaller; as Qliq increases, the critical Rayleigh

number gets larger. So, a higher heat flux has a stabilising effect. It is clear that

the transition to instability occurs for medium wavelength. For zero and infinite

wave numbers the front is marginally stable at the same value of R3, because we

have chosen Qliq in such a way to ensure this happens.
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Figure 5.4: The critical Rayleigh number Rcrit
3 verses wave number l for the dimen-

sionless heat flux Qliq, for various values of R1. Here R2 = 8.75, Hvap = 7, E1 =

1, E2 = 1, C = 1.96, ϕ = 0.38 and k = 4. Note that R3 < 0 (liquid above vapour).

In Figure 5.4, Rcrit
3,mini and Rcrit

3,max are defined as being the smallest and largest

magnitude of the Rayleigh numbers, respectively, for which we have σ = 0 for
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some wave number l.

The behavior of the dispersion relation for the three different combinations of

the proposed critical values of Qliq (R1) (see Figure 5.3 (b)) is illustrated in Fig-

ures 5.6 and 5.5. As was discussed above, the transition to instability occurs

first for medium-wave perturbations. Figure 5.5 confirms that for the minimum

critical Rayleigh number (see Figure 5.4 for Rcrit
3,mini) the liquid-vapour interface is

marginally stable. In this medium-wave region, an increase in the critical Rayleigh

number will cause further instability of the liquid-vapour front. Figure 5.5 shows

that a stable liquid over vapour configuration is possible if |R3| < |Rcrit
3,mini|.
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Figure 5.5: Medium wavelength disturbances of the liquid-vapour interface with

no through flow and a constant heat flux condition.

Figure 5.6 shows that when Rcrit
3 = Rcrit

3,max, the system is marginally stable to

medium waves, whereas the zero and short-wave perturbations are unstable.
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Figure 5.6: The long wavelength behaviour of the liquid-vapour interface with no

through flow and a constant heat flux condition when the critical Rayleigh number

Rcrit
3 = Rcrit

3,max. For R
crit
3,max see the text.

5.2.6 Special cases

From the dispersion equation (5.15), three different special cases are derived in the

same manner as in Section 4.3.6. The key variation in these cases is the assump-

tion of different modes of heat transport (see Table 5.1).

Boundary conditions Basic state Perturbed state

Only diff in the entire system

Flux at the top and fixed

temperature at the bottom no through flow Adv & diff in the liquid phase

with fixed pressure

Adv & diff in the vapour phase

Table 5.1: List of problems under consideration with fixed flux condition
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The asymptotic conditions on critical Rayleigh numbers for long wavelengths for

the above different cases are given in Table 5.2. These asymptotic conditions can

be used as a convenient starting point for the stability analysis and we can use

them to explore the dependence on various parameters.

Critical Rayleigh number, |Rcrit
3 0 | Modes of heat transport

C Qliq (R1R2 (Qliq − 1) + 1)

R1R2 k Hvap (R1 − 1)
Only diff in the entire system

C Qliq (R1R2 (Qliq − 1) + 1)

R1R2 (C(Qliq − 1) + kHvap) (R1 − 1)
Adv & diff in the liquid phase

2C Qliq (R1R2 (Qliq − 1) + 1)

R1R2 k (2Hvap + 1) (R1 − 1)
Adv & diff in the vapour phase

2C Qliq (R1R2 (Qliq − 1) + 1)

R1R2 (2C(Qliq − 1) + k (1 + 2Hvap)) (R1 − 1)
Adv & diff in the entire system

Table 5.2: List of critical Rayleigh numbers for long-wave perturbations with fixed

flux condition

For all the above cases, the condition on critical Rayleigh numbers for short-wave

perturbations (Rcrit
3,∞) is the same as (5.18), because horizontal diffusion dominates

over advection for short-wave length disturbances (for physical mechanisms see

Section 4.1). The same observations were made for the isothermal steady state

(see Section 4.3.6.4).

Following the same procedure as in Section 5.2.5.3, the difference between the crit-

ical Rayleigh numbers for short (5.18) and long wavelengths (see Table 5.2) has

been used to find the appropriate values for the heat flux Qliq and the density ratio

R1. The results for Rcrit
3, 0 −Rcrit

3,∞ are plotted in Figure 5.7 (a), where the different

curves are the different modes of heat transport. Figure 5.7 (a) suggests that, as

in Figure 5.3 (a), the qualitative behaviour is the same for all sufficiently small

R1. We take R1 = 0.04 for plotting purposes. This is then used to find the critical
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value for the cooling parameter Qliq (see Figure 5.7 (b)).
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Figure 5.7: The difference between the critical Rayleigh numbers for zero and

infinite wave numbers vs (a) the density ratio R1 and (b) the heat flux Qliq for the

different modes of heat transport, where R2 = 8.75, Hvap = 7, C = 1.96, k = 4

and ϕ = 0.38.

The dispersion relation equations for the different modes of heat transport in Ta-

ble 5.1 are obtained from (5.15) (dispersion equation for a system with advection

and diffusion in both phases). Then, in the case of marginal stability, i.e., σ = 0,

the stability results are presented in Figure 5.8 for the suggested critical values of

Qliq (see Figure 5.7 (b)). The results in Figure 5.8 for the different heat transport

processes (see Table 5.1) are broadly in agreement with those and in Figure 5.4 for

the problem with advective and diffusive transport in both phases. The transition

to instability happens for medium wavelengths.
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Figure 5.8: The dependence of |Rcrit
3 | on the wave number l for the different modes

of heat transport (see Table 5.1), where R1 = 0.04, R2 = 8.75, Hvap = 7, C =

1.96, k = 4, E1 = 1, E2 = 1 and ϕ = 0.38.

It will be interesting to know whether advection is essential to such a configu-

ration (steady state with no through flow). For this, we have used the values of the

critical Rayleigh numbers for medium and long wavelengths given in Figure 5.8 for

each individual heat transport process. The medium-wave unstable behaviour of

the liquid-vapour interface with and without heat advection is presented in Figure

5.9. Figure 5.9 shows typical results for the dependence of growth rate (σ) on the

wave number (l) for constant heat flux Qliq and for different Rayleigh numbers

(for the values of Qliq, R1 and R3 see Figure 5.8).

Figure 5.9 (a) shows that the system with pure diffusion becomes unstable to

medium waves when |R3| ≈ 3.0833. For the same values of Qliq, R1 and R3,

the dispersion relations for the remaining three combinations of heat transport

processes are plotted for comparison. It is clear that when the system with pure

diffusion is marginally stable then the configurations with advection are unstable

to both long and medium-wave perturbations. The short-wave perturbations are

stable with and without advection for this particular set of parameters.



Chapter 5 138
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Only diffusion in the entire system.
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Figure 5.9: Medium wavelength disturbances of the system with and without

advection and a fixed flux condition at the liquid boundary. The values of |Rcrit
3,mini|,

Qliq and the other parameters for (a), (b) and (c) are adapted from figure 5.8 (a),

(b) and (c), respectively.

Figure 5.9 (b) shows the results for the value of R3 at which the system with

advection and diffusion in the vapour phase and pure diffusion in the liquid phase

is marginally stable. In comparison with the remaining configurations, the sys-

tem with pure diffusion is stable for all waves. The system with advection and

diffusion in the liquid phase and pure diffusion in the vapour phase is unstable

to long waves, whereas the system with advection and diffusion in both phases is

unstable to both long and medium waves. As before, the short-wave perturbations

are stable with and without advection.

Figure 5.9 (c) shows that the system with advection and diffusion in the liquid

phase and pure diffusion in the vapour phase becomes unstable to medium-wave
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perturbations when |R3| ≈ 5.7716. The systems with advection and diffusion in

the vapour phase and in both phases are unstable to medium waves only.

The results for the transition to instability for zero-wave perturbations of the dif-

ferent cases given in Table 5.1 are plotted in Figure 5.10. A curious feature of

Figures 5.9 and 5.10 is that long-wave perturbations are more unstable when ad-

vection is included in the liquid phase but not in the vapour phase, whereas the

opposite is true for short-wave perturbations. We have not so far been able to

explain this physically.
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Figure 5.10: Long wavelength disturbances of the system with and without advec-

tion and a fixed flux condition at the liquid boundary. The critical values of |Rcrit
3,0 |

and Qliq and the other parameters for (a), (b) and (c) are adapted from figure 5.8

(a), (b) and (c), respectively.

The overall feature of these special cases is that the transition to instability occurs

for medium waves both with and without heat advection. The same observations

were made for the steady state with no through flow and isothermal boundary

conditions (see Section 4.3.6.4). Furthermore, advective heat transport is not es-

sential for instability, but it encourages the unstable behaviour.

A particularly interesting aspect of this problem is that we found maximum and

minimum values of R3 for which the system is marginally stable for medium waves.
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In the steady state with isothermal conditions, we have not seen this behaviour,

although we cannot rule it out for some parameter regime that we have not in-

vestigated. For the moment, as far as we know it occurs only for this particular

configuration (steady state with a constant flux condition).

5.3 Stability with non-zero through flow

In this section, we will discuss the stability of a base state with fixed temperature

at the vapour boundary and a constant heat flux at the liquid boundary, with

non-zero through flow. The competition between the effects of cooling and the

viscosity difference in such configurations means that multiple front positions are

possible (see Section 3.1.2). We will investigate the stability of each position of

the liquid-vapour interface using the bifurcation diagram to guide us as in Section

4.4.

5.3.1 Steady state solution

The detailed mathematical formulation of the steady-state through flow problem,

and its solution, have been discussed in Section 3.1.2. We found exact solutions

for the base state and confirmed the results given by Rubin & Schweitzer [68],

that for a constant heat flux there may be up to three steady-state front positions.

The bifurcation diagram 5.11 shows that in the intervals |R3| ∈ [0, 34.093), |R3| ∈

(0.23, 34.093) and |R3| ∈ (0.23, 45], the liquid-vapour interface S∗

0 has low, middle

and upper branch solutions, respectively. We will analyse the stability of the

liquid-vapour interface, following the direction of the arrows as shown in Figure

5.11.
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Rayleigh number, |R 3|
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Figure 5.11: A bifurcation diagram for the liquid-vapour front S∗

0 with a constant

heat flux at the liquid boundary, where R1 = 0.0006, R2 = 8.75, C = 2.01, k =

4, Hvap = 41.17, P eci = −160, Qliq = 1.45, R = 22.11 and R3 ≤ 0. See text for

explanation of arrows.

5.3.2 Perturbed state

The first order formulation of the two dimensional, time-dependent flow with time

dependent mass flux across the liquid-vapour interface has been given in detail in

(4.30). The perturbed time dependent advective and diffusive heat flow in both

phases (liquid and vapour) is governed by

E1

∂Θ1
liq

∂t∗
+

Peci F (S∗

0)C

k

∂Θ1
liq

∂x∗

− ∂Λ1

∂x∗

dΘ0
liq

dx∗

= ∇∗2Θ1
liq,

E2 k R1

C

∂Θ1
vap

∂t∗
+ Peci F (S∗

0)
∂Θ1

vap

∂x∗

− R1 R2 k

C

∂Π1

∂x∗

dΘ0
vap

dx∗

= ∇∗2Θ1
vap.

(5.20)

The corresponding perturbed thermal boundary conditions and the time dependent

heat jump condition across the liquid-vapour interface S∗

0 will remain the same as

given in (5.8) and (5.9), respectively.

5.3.3 The eigenvalue problem

The details of the eigenvalue problem and its solution for eigenfunctions of the

pressure profile in both phases have been given in Section 4.4.3. The first order
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temperature profiles (5.20) and the corresponding boundary conditions (5.8) are

expanded using the normal mode expansion (4.34), giving
(

d2

dx∗ 2
− Peci F (S∗

0)C

k

d

dx∗

− E1 σ − l2
)

φliq

+ M1 exp

(
Peci F (S∗

0)C x∗

k

)
dΨ

dx∗

= 0,

dφliq

dx∗

∣
∣
∣
∣
x∗=0

= 0, φliq(S
∗

0) = −M2 Φ,

(
d2

dx∗ 2
− Peci F (S∗

0)
d

dx∗

− E2 k R1

C
σ − l2

)

φvap

+
R1 R2 k

C
N2 exp (Peci F (S∗

0) (x
∗ − 1))

dΣ

dx∗

= 0,

φvap(1) = 0, φvap(S
∗

0) = −N4 Φ,

(5.21)

where

M1 =
Qliq Peci

k

[

Hvap +
1

1− exp(Peci)

]

,

M2 = M1 exp

(
Peci F (S∗

0)C

k
S∗

0

)

.







(5.22)

The solution of (5.21) for the temperature eigenfunction in the liquid phase is

φliq(x
∗) =

1

f1 f5 f6 M4

{

f1 f6 M1 M4 C3 exp(x∗(ω0 − 1)) +

[

M8 cosh

(
γ3 x

∗

2

)

+ 4M7 ω0 sinh

(
γ3 x

∗

2

)]

exp

(
x∗ ω0

2

)

− f1 f5 M1 M4 C3 l exp(x
∗(ω0 + 1))

}

,

(5.23)

where

M3 = exp (ω0 S
∗

0) , M4 = f1 γ3 − ω0 f4, M5 = f5 γ3 ΦM2 f6,

M6 = f6 f7 − f3 f5, M7 =
M1 C3 l

4

{
4 f1 f2 (E1 σ + l2) +M6

}
,

M8 = −
[

M5 +M1 C3 l
{
4 f1 f4ω0 (E1 σ + l2) + γ3 M6

}

]

.
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The expressions for γ3 and the various fi are given in (4.69). Since we have

considered a fixed temperature at the vapour boundary, the solution of (5.21) for

the temperature eigenfunction in the vapour phase will remain the same as (4.69).

5.3.4 Dispersion analysis

The relationship between the growth rate σ and the wave number l is obtained by

using the energy balance across the liquid-vapour interface. The substitution of

the normal mode expansion (4.34) into (5.9) leads to

ϕσΦ =

{
C

Hvap

[
1

k

{

Φ
d2Θ0

vap

dx∗ 2
+

dφvap

dx∗

}

−
{

Φ
d2Θ0

liq

dx∗ 2
+

dφliq

dx∗

}]

− dΨ

dx∗

}

x∗=S∗

0

.

(5.24)

From the basic state we know that

d2Θ0
liq

dx∗ 2

∣
∣
∣
∣
x∗=S∗

0

= M2
Peci F (S∗

0)C

k
,

d2Θ0
vap

dx∗ 2

∣
∣
∣
∣
x∗=S∗

0

= N4 Peci F (S∗

0).







(5.25)

Substituting (5.25) into (5.24) yields

ϕσΦ =

{
C

Hvap

[
1

k

{
dφvap

dx∗

+ ΦN4 Peci F (S∗

0)

}

−
{
dφliq

dx∗

+ ΦM2
Peci F (S∗

0)C

k

}]

− dΨ

dx∗

}

x∗=S∗

0

, (5.26)

which can be solved numerically for values of the dimensionless growth rate σ. The

numerical and asymptotic solutions of the dispersion equation (5.26) are analysed

in the (Qliq, R3) parameter space, where |R3| is the bifurcation parameter and Qliq

is the cooling parameter as before. The numerical and asymptotic methods used

for analysing the dispersion relation σ(l) have been discussed in detail in Section

4.4.5.
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5.3.5 Asymptotic analysis

The asymptotic analysis of the dispersion function Œ ≡ LHS(5.26)−RHS(5.26)

will help to explain the stability behaviour for short-wave perturbations. The de-

tails of the asymptotic method have been given in Section 4.4.5.2.

We have assumed an asymptotic solution of the form σ = σ∗ l as l → ∞. An expla-

nation of this ansatz lies in the numerical observations of the dispersion function

Œ which suggest that the growth rate σ behaves linearly for large l.

Following the same procedure as in Section 4.4.5.2, all the exponential and hy-

perbolic terms in the expression Œ are rewritten in terms of α1 ≡ exp(l) and

α2 ≡ exp(S∗

0 l) multiplied by appropriate asymptotic expansions in powers of 1/l.

The combinations of α1 and α2 which appear in the expansion of Œ are

α2 α
5
1 ≡ exp(S∗

0 l) exp(5 l), α2
2 α

4
1 ≡ exp(2S∗

0 l) exp(4 l),

α3
2 α

3
1 ≡ exp(3S∗

0 l) exp(3 l), α3
2 α

5
1 ≡ exp(3S∗

0 l) exp(5 l),

α4
2 α

4
1 ≡ exp(4S∗

0 l) exp(4 l), α5
2 α

3
1 ≡ exp(5S∗

0 l) exp(3 l),

α5
2 α

5
1 ≡ exp(5S∗

0 l) exp(5 l), α6
2 α

4
1 ≡ exp(6S∗

0 l) exp(4 l),

α7
2 α

3
1 ≡ exp(7S∗

0 l) exp(3 l).

From the above combinations, it is clear that the terms α2 α
5
1, α

2
2 α

4
1, α

3
2 α

3
1, α

3
2 α

5
1,

α4
2 α

4
1 and α5

2 α
3
1 compared to α5

2 α
5
1 are small. Comparing the remaining terms

α5
2 α

5
1, α

6
2 α

4
1 and α7

2 α
3
1, since α1 > α2, we conclude that α5

2 α
5
1 is the largest term.

Thus expanding the coefficient of exp(5S∗

0 l) exp(5 l) in inverse powers of l, we get

the leading term in the expansion which is

Œ ∼ f(σ∗; other parameters) l exp(5S∗

0 l) exp(5 l).
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Finally, we set f equal to zero and solved numerically for σ∗. The asymptotic

results for the low and the middle branch front positions are plotted in Figure

5.12. The low branch solution in the interval |R3| ∈ (9.525, 34.093) is unstable

to both medium and short-wave perturbations. The middle branch solution for

the liquid-vapour front in the interval |R3| ∈ (0.7365, 34.093) is unstable to all

perturbations. The asymptotic growth rate σ∗ for the upper branch is not shown

because it is always negative and hence stable to short-wave perturbations.
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Figure 5.12: Asymptotic solution for the low and middle branch front positions.

5.3.6 Numerical results for σ(l)

The dispersion relation (5.26) is analysed following the bifurcation diagram 5.11.

The roots of σ(l) are obtained numerically using Maple for the three different

branch front positions and the results are presented in the following sections.

5.3.6.1 Unstable low branch solution

The bifurcation diagram, Figure 5.11, shows that the liquid-vapour interface has

a low branch solution in the interval |R3| ∈ [0, 34.093). This low branch solution
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corresponds to a strong flow from vapour into liquid (see Section 3.1.2).

The behaviour of the dispersion relation for the low branch solution is illustrated in

Figure 5.13. Figure 5.13 (b) shows that the medium wavelength perturbations to

the low branch front position are unstable with and without buoyancy. This shows

that apparently Saffman-Taylor fingering is causing an instability. It is natural to

ask how gravitationally stable this needs to be to overcome the viscous fingering in-

stability. So, we considered some positive values for R3 and found that the system

is stable when R3 ≈ 43.715. The stability results for positive Rayleigh numbers

(vapour above liquid) are presented in Figure 5.13 (a). The physical mechanism

associated with Saffman-Taylor instability is discussed in Section 5.3.7. Figure

5.13 (c) illustrates the effects of the Rayleigh number on the short wavelength

disturbances and shows that transition to instability for infinite wave numbers is

possible, but only for large Rayleigh numbers compared to medium wave instabil-

ity.

wave number, l
30 40 50 60

-500

-400

-300

-200

-100

0

100

200
R3 = 43

R3 = 43.715

R3 = 44.5

(a)

Vapour overlies liquid

wave number, l
0 50 100 150 200 250 300

0

2000

4000

6000

8000

10000

(b)

0, 0.00739.

2, 0.00753.

4, 0.00769.
R3 < 0

|R3| S*
0

Liquid overlies vapour, except R3 = 0

wave number, l
0 100 200 300 400

-2000

0

2000

4000

6000

8000

10000

(c)

G
row

th
rate,σ

14, 0.0087.

13, 0.0086.

12, 0.0085.

R3 < 0

|R3| S*
0

Liquid overlies vapour

Figure 5.13: Stability plots of the low branch solution of S∗

0 with a fixed flux

condition.

The asymptotic results for the low branch solution are compared with the numer-

ical results in Figure 5.14. Figure 5.14 shows that for short-wave perturbations,

the asymptotic and the numerical results are in agreement for |R3| > |Rcrit
3,∞| but

not necessarily for values of |R3| close to or less than |Rcrit
3,∞|.
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Figure 5.14: Comparison between the numerical and asymptotic solutions for the

low branch solution of S∗

0 with a fixed flux condition.

5.3.6.2 Unstable middle branch solution

Figure 5.15 shows that σ(l = 0) passes through zero precisely at the turning

point between the middle and upper branches (see the equivalent behaviour in

Section 4.4.6.2). The middle branch front position under discussion corresponds

to |R3| ∈ (0.23, 34.093) (see the bifurcation diagram, Figure 5.11).
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Figure 5.15: Behaviour of the low and middle branch near the turning point at

|R3| ≈ 34.093. The log scale is used for better visualisation.

Between the turning point and |R3| ≈ 0.7365 (corresponding to S∗

0 ≈ 0.601) the
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middle branch is unstable to all perturbations. At |R3| ≈ 0.7365, the short-wave

perturbations become stable (see Figure 5.16 (d)). Figure 5.16 (d) shows that

as |R3| decreases the front position S∗

0 on the middle branch increases and the

short-wave perturbations become stable. This contrasts with the middle branch

front position with the isothermal boundary conditions, which is unstable to all

disturbances (see Section 4.4.6.2).

The asymptotic solutions for the middle branch are presented in Figures 5.16 (a),

(b) and (c). The asymptotic solutions and the numerical solutions for the middle

branch front position agree well.
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5.3.6.3 Stable upper branch solution

The bifurcation diagram, Figure 5.11, shows that the interface S∗

0 has an upper

branch solution in the interval |R3| ∈ (0.23, 45]. In the neighborhood of the turning

point between the middle and upper branch at |R3| ≈ 0.230899, the upper branch

is stable to all perturbations (see Figures 5.17 (a), (b) and (c)). In comparison, the

upper branch front position for the isothermal boundary conditions, first becomes

stable to zero-wave perturbations, then to short-wave perturbations and finally

becomes stable to all perturbations depending on the controlling parameter, the

Rayleigh number |R3| (see Section 4.4.6.3). Figure 5.17 shows that the upper

branch front position is stable to all wavelengths.
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5.3.7 Rubin and Schweitzer [68] revisited

In the absence of gravity, i.e, R3 = 0, the transcendental equation (3.32) describes

a porous configuration in which fluid flows horizontally from a vapour phase into

a liquid phase with a fixed heat flux condition at the liquid boundary (see Figure

5.18). In Section 3.1.2, we have shown that the liquid-vapour interface in such

configuration has three front positions.
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Figure 5.18: A horizontal configuration in which the porous layer is mostly filled

with vapour.

Rubin & Schweitzer [68] have also proposed such a basic state and carried out

a quasi-one-dimensional stability analysis. They made two simplifications. The

first is to consider only one dimensional stability, which is equivalent to taking

the zero-wave number limit. Secondly, they simplified the equations by assuming

that the temperature profiles in both phases (liquid and vapour) are known before-

hand, which is a quasi-steady-state temperature profile (equivalent to neglecting

the timescale for thermal diffusion within each phase). The zero-wave number

limit is perfectly legitimate, but it is not obvious that the second simplification is

correct. We therefore compare Rubin & Schweitzer’s [68] analysis with the lim-

iting case l = 0 of our two dimensional analysis, to examine the validity of this

quasi-steady-state temperature profile assumption.
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Rubin & Schweitzer [68] also suggested that the middle front position is unsta-

ble, whereas the upper and lower front positions are stable. As a special case of

the through flow problem discussed earlier, we have investigated the two dimen-

sional stability of the proposed horizontal flow model. The results of the three

front positions are discussed using the bifurcation diagram 5.19, where the cooling

flux Qliq is now the new bifurcation parameter.
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Figure 5.19: The bifurcation diagram for the liquid-vapour interface S∗
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In Section 5.3.6.1 we mentioned the Saffman-Taylor instability for medium-wave

perturbations. The same instability occurs here (see Figure 5.20). From Figures

5.13 (a), (b) and 5.20 (a) it is clear that for different liquid and vapour viscosities

with and without gravity, the low branch front position is stable to both short and

long wavelength perturbations since σ < 0. The long wavelength perturbations

(small l) are stabilised by vertical diffusion, whereas the short wavelength pertur-

bations (large l) are stabilised by horizontal diffusion (for explanation see Section

4.1). However, medium wavelength perturbations are unstable.

To understand the unstable behaviour of the low branch solution to medium-wave

perturbations, we have relaxed the assumption of different viscosities and con-

sidered that the liquid and the vapour have the same viscosity. For R = 1, the

transcendental equation (3.32) has a unique position for the liquid-vapour front.
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Figure 5.20 (b) shows that this unique front position is stable to all perturbations

suggesting that the viscosity contrast is essential for instability.
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Figure 5.20: Stability plots of the low branch solution of S∗

0 when R3 = 0.

Furthermore, the low branch solution corresponds to a configuration in which the

porous layer is mostly filled with vapour, and there is a strong flow from (less

viscous) vapour into (more viscous) liquid (for schematic see Figure 5.18). Thus,

the medium wavelength instability is of the Saffman-Taylor type, i.e, due to a less

viscous fluid displacing a more viscous fluid (also see Section 4.1.1). This unstable

behaviour of the low branch front position is in contrast with Rubin & Schweitzer’s

[68] “quasi-steady-state” one dimensional stability results.

The stability behaviour in the neighborhood of the turning point between the low

and middle branch shows that both branches are unstable (see Figure 5.21), al-

though the middle branch is always stable to long-wave perturbations. As was

mentioned earlier, the low branch is unstable to medium-wave perturbation only

because of the viscous fingering. Our results for the middle branch agree with Ru-

bin & Schweitzer’s [68], but their study lacks any detailed analysis of the dispersion

relation.
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Figure 5.21: Stability plots of the middle branch solution of S∗

0 when R3 = 0.

The bifurcation diagram, Figure 5.19, shows that the turning point between

the middle and upper branches is at Qliq = 1.91. Figures 5.17 and 5.22 shows

that the middle and upper branch front position behave in the same way in the

neighborhood of the turning point with and without gravitational effects and that

the upper branch front is stable to all perturbations. This stable behaviour of the

upper branch is in agreement with Rubin & Schweitzer’s [68] results.
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Figure 5.22: Stability plots of the upper branch solution of S∗

0 when R3 = 0.



Chapter 5 154

5.3.8 Summary of our findings

Figure 5.23 summarises our findings for the interface with non-zero through flow,

in the particular parameter regime investigated here.

(i) For |R3| . 0.23 : There is only one front position, which is unstable to

medium-waves only. This medium-wave instability on the low branch has

been identified as Saffman-Taylor instability.

(ii) When 0.23 . |R3| . 0.7365 : There are three front positions and only the

high−S∗

0 position is stable. The intermediate branch is unstable to both

medium and short wave perturbations, whereas the low−S∗

0 position is un-

stable to medium-waves only.

(iii) When 0.7365 . |R3| . 9.525 : There are three front positions. The low

branch has the viscous fingering instability. The middle branch is unstable

to all perturbations, whereas the upper branch is stable.

(iv) When 9.525 . |R3| . 34.093 : There are three front positions and only the

upper branch is stable. The low branch experience both the Saffman-Taylor

and the Rayleigh-Taylor instabilities. The middle branch is unstable to all

perturbations.

(v) For |R3| & 34.093 : There is only one front position, which is stable.
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Figure 5.23: Identification of stable and unstable behaviour of the liquid-vapour

interface with a fixed flux condition.

5.4 Summary and conclusions

In this chapter we used two dimensional linear stability methods to study the

behaviour of a liquid-vapour interface in a porous medium with a heat constant

flux condition at the liquid boundary. The unperturbed state in such configurations

was analysed with and without through flow.

5.4.1 Basic state with no through flow

In Section 5.2, we carried out the stability analysis of a diffusive steady state.

We found out that in the absence of advection, the liquid-vapour interface has a

unique position. The stability results showed that the interface becomes unstable

first to medium-wave perturbations. We were able to find conditions on the critical

Rayleigh numbers for both long and short wavelengths.

5.4.2 Basic state with through flow

In Section 5.3, we discussed the two dimensional stability of the most interesting

configuration, in which the advective steady state with or without gravity has mul-
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tiple positions. We revisited Rubin & Schweitzer’s [68] work as a special case and

suggested that the low branch solution of the horizontal flow has Saffman-Taylor

type instability.

We have shown that the low branch solution of the basic state with through flow

becomes unstable first to medium-wave perturbations (Saffman-Taylor instability)

and then to short-wave perturbations (Rayleigh-Taylor instability) as the Rayleigh

number increases. The middle and upper branches are unstable and stable, respec-

tively.

Finally, we have discussed the stability results presented by Rubin & Schweitzer

[68]. We found that the low branch position is unstable. But Rubin & Schweitzer

[68], focusing on the long-wave limit and neglecting the thermal diffusion timescale,

had suggested that the low branch position was stable. The middle and up-

per branches are unstable and stable, respectively, which agrees with Rubin &

Schweitzer’s [68] one dimensional stability results.
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Conclusions and possible

extensions

6.1 Summary

In this thesis, we have investigated vertical heat transfer and flow across a hori-

zontal porous layer with various combinations of boundary conditions.

In Chapter 3, we have thoroughly investigated possible one-dimensional steady

states and confirmed the findings of earlier work [68] that multiple steady states

are available when there is a heat flux condition on one boundary (Section 3.1.1).

We have also demonstrated that in addition to this, multiple steady states are

possible with fixed-temperature conditions on both boundaries when the pressure

difference across the layer is specified, due to competition between thermal and

hydrostatic effects (Section 3.1.2).

Also in Chapter 4, we have explored in some detail the stability properties of

these steady states. In particular, we have investigated the circumstances under

which “spontaneous” transitions to instability are possible [31], the mechanisms

157
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contributing to stability and instability, and the changes in stability along the

bifurcation curve when multiple steady states are available (Section 4.4).

The “spontaneous” transition of Il’ichev & Tsypkin [31] is shown to be a very

unusual case, depending not only on the front position but also on the neglect

of advective heat transport. It does not, however, depend on the temperature–

pressure condition applied at the front (Section 4.3.6.2).

The mechanisms contributing to stability are essentially thermal: horizontal

and vertical diffusion, the latter controlled by the fixed temperature at the phase-

change front. Although the Rayleigh–Taylor (buoyancy-driven) mechanism is the

dominant contributor to instability, a Saffman–Taylor viscous fingering effect also

becomes important when there is a strong throughflow from less viscous vapour

into more viscous liquid.

Contrary to the conclusions of Rubin & Schweitzer [68], it is not straightforward

to describe stability changes along the bifurcation curve: the upper and lower

branches are not necessarily stable nor the middle branch unstable (Section 5.3).

This applies even to perturbations in the limit of zero wavenumber (Section 5.3.7).

These findings contribute to a more complete understanding of the conditions

under which “water-over-steam” configurations may develop in geothermal reser-

voirs.

6.2 Possible extensions

6.2.1 Numerical work

It would be valuable to develop numerical methods to solve the nonlinear governing

equations, both in one dimension in order to confirm the existence of steady states

and to investigate problems with less idealised boundary conditions, and in two or
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three dimensions in order to investigate the stability properties.

One common approach is to use a mixed-phase model (Section 1.2.2.1, [1, 2, 48,

65, 72, 73, 80, 84]). Apart from the complex nature of the flow (which may involve

vertical and horizontal counterflow), identifying a limit of the governing equations

in which they reduce to a sharp-front model is not straightforward, and so direct

comparison with stability analysis is not available.

Another approach, which has been widely employed to model Stefan problems

with a liquid–solid transition, is the enthalpy method. This method is used to

reformulate the Stefan problem in terms of a single energy conservation equation

for the entire solution domain [15, 52, 87–89, 91].

The standard enthalpy approach is to define a function E(T ) which is the total

heat energy per unit mass as follows

E(T ) =







cliq (T − Tref ) : for T < TS (liquid phase),

cvap (T − TS) + λ+ cliq (TS − Tref ) : for T > TS (vapour phase),

(6.1)

where c is the specific heat, Tref is a reference temperature below TS, TS is the

phase change temperature and λ is the latent heat. Meanwhile the volumetric heat

capacity is given by

(ρ c) =







(ρ c)liq : for T < TS (liquid phase),

(ρ c)vap : for T > TS (vapour phase).

(6.2)

Note that in most applications of this method, the densities of the two phases are

taken to be the same. The function E(T ) allows for a single domain conservation

of enthalpy (the sum of sensible and latent heats). In one dimension, this equation

is

∂ρE

∂t
+

∂ (ρ uE)

∂x
=

∂

∂x

(

km
∂T

∂x

)

.
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Integrating the above conservation of enthalpy over a small region around the

phase change front S yields

∫ S+

S−

∂(ρE)

∂t
dx+

[

ρ uE
]S+

S−

=

[

km
∂T

∂x

]S+

S−

,

⇒ λ ρvap

(

uvap −
dS

dt

)

+ Eliq(S
−)

[

−ρvap
dS

dt
+ ρliq

dS

dt
+ ρvap uvap − ρliq uliq

]

= km,vap
∂T

∂x

∣
∣
∣
∣
S+

− km,liq
∂T

∂x

∣
∣
∣
∣
S−

.

In the above transformation, the coefficient of the enthalpy function Eliq(S
−) is

dS

dt
(ρliq − ρvap)− (ρliq uliq − ρvap uvap) = 0,

by mass conservation, so the integrated equation at the phase front reduces to

λ ρvap

(

uvap −
dS

dt

)

= km,vap
∂T

∂x

∣
∣
∣
∣
S+

− km,liq
∂T

∂x

∣
∣
∣
∣
S−

.

This is the Stefan condition at the liquid-vapour interface (see Section 2.6.1.1).

The advantage of using such a reformulation is that the condition to explicitly

locate the phase change interface is removed.

Once the problem is reformulated, a standard numerical approach such as finite dif-

ference and finite element methods can be employed [13]. Mackenzie & Robertson

[45] proposed an adaptive moving mesh method based on a smoothed enthalpy-

temperature relationship. The idea is to smooth the enthalpy-temperature rela-

tionship to take away the jump condition at the phase change interface and then

use the adaptive moving mesh to attain some sort of accuracy [5, 45, 46].

However, for vapour–liquid phase changes there is a problem with this method,

which is that there is a non-unique relationship between T and ρE when the

densities, and thus the volumetric heat capacities, of liquid and vapour are very

different. This is crucial: there is a unique relationship between T and E, but the
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quantity that we track is actually ρE (the heat per unit volume), and this is not

uniquely related to T when ρvap < ρliq.

The variations of E and ρE with temperature T are shown in Figure 6.1. Figure

6.1 shows that at the phase change temperature TS, the enthalpies of liquid and

vapour phases are 1 and 2, respectively: there is a positive jump of enthalpy equal

to the latent heat. But the jump in ρE is negative because of the drop in density.
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Figure 6.1: The negative jump of the enthalpy ρE as a function of temperature

T , where ρliq = 1, ρvap = 0.1, cliq,vap = 1, λ = 1, TS = 1 and Tref = 0.

The other alternative line of attack would seem to be a front-tracking method. A

method which require to track the phase change front explicitly, which makes the

location of the front central to the accuracy of the method [10, 13, 35, 75, 79].

6.2.2 Analytical work

It would also be interesting to investigate the stability of non-stationary solutions.

In Section 3.2, a self-similar solutions to a one-dimensional problem were discussed,

and these could be taken as the base states for a stability analysis. The self-similar
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solutions are stationary when written in terms of the similarity variable η = x/
√
t.

Hence, classical linear stability theory can be applied in the similarity coordinates

[6, 61].

Allowing for the presence of dissolved minerals, either with a temperature

controlled solubility [62] or which accumulate at the phase-change front when

the fluid vaporises [32]. This would introduce an extra scalar field, which would

be subject to advection and diffusion at different rates from the temperature and

would also affect the fluid density, and would presumably make throughflow a more

important influence on stability.
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Determination of minimum heat

output

We will determine the minimum heat flux necessary at x = 0 to cause the front to

approach x = 0. The situation we are after is where the front position S → 0, i.e.

liquid region is infinitesimally thin (but still exists, so a latent heat contribution

is required).

liquid phasevapour phase

x = S, T = TS
liquid-vapour interface

qvap qliq

x = L, T = TV x = 0

mi

.
λ vap mi λ

liq

.

Figure A.1: Energy balance across a liquid-vapour interface.
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The energy conservation across the liquid-vapour interface as illustrated in

Figure A.1 yields

qvap − qliq = −λ ṁi, (A.1)

where ṁi is the reference mass flux (see (3.16)), λ = λvap − λliq is the latent heat.

From Fourier’s law qvap = −km,vap
dTvap

dx
, where km,vap is the thermal conductivity

of the vapour phase. Moreover, qliq is the minimum heat flux required at x = 0 to

cause the front to approach the liquid boundary, so (A.1) yields

dTvap

dx

∣
∣
∣
∣
x=0

= − 1

km,vap

(qliq − λ ṁi) , (A.2)

In the above constant heat flux condition at the liquid boundary, qliq is still the

unknown minimum heat flux. For this, the governing energy equation is

km,vap
d2Tvap

dx2
− cp,vap ṁi

dTvap

dx
= 0, 0 < x < L, (A.3)

with a constant temperature T = TV at the vapour boundary (see Figure A.1).

Integrating (A.3) subject to the appropriate boundary conditions yields the tem-

perature distribution

Tvap(x) = TV +
1

ṁi cp,vap
(qmini

liq − λ ṁi) [exp (Peci )− exp (Peci x
∗)] , (A.4)

where Peci is the reference Peclet number based on reference mass flux (see (3.17))

and x∗ = x/L. Evaluating (A.4) at x = 0, with the condition that Tvap(0) = TS,

so the front is at the boundary, we get

qmini
liq =

Peci kvap
cp,vap L

[

λ+
cp,vap(TV − TS)

1− exp(Peci)

]

. (A.5)

The heat flux condition for the case with no through flow is obtained by taking

the limit of (A.5) as Peci → 0, yielding

qmini
liq → kvap (TV − TS)

L
, as Peci → 0. (A.6)
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Derivation of Rayleigh-Taylor

instability in a porous medium

We consider the flow of a pair of incompressible fluids in a porous medium1. The

vertical upward coordinate is denoted by x, with y and z being parallel to the

horizontal interface which separates the two fluids. The denser fluid of density ρliq

lies below the lighter fluid of density ρvap(< ρliq) in a uniform gravitational field

g. Note that we can invert the system by taking g < 0, i.e. liquid above vapour.

Initially the interface which separates the two fluids is flat at x = 0.

As the medium is porous, the fluid flow is governed by Darcy’s law (for a detailed

discussion of flow in a porous medium see Chapter 2)

~ui = −Ki

µi

grad(pi + ρi g x), where i = liq, vap, (B.1)

where x is the vertical axis with gravity g. The density and viscosity of the fluid

are denoted as ρ and µ, where K is the permeability, and where liq denotes the

liquid (lower fluid) and vap denotes the vapour (upper fluid).

1Note that this derivation is adapted from [41, p. 823 - 829] for direct reference purposes, and

has been obtained in the most suitable dimensionless form for our analysis.
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The velocity potential is

φi = −Ki

µi

(pi + ρi g x), where i = liq, vap. (B.2)

So on each side of the interface we have

~ui = gradφi, where i = liq, vap, (B.3)

where

φ =







φliq (x > h, liquid)

φvap (x < h, vapour).

(B.4)

Let us introduce a small perturbation h(y, z, t) at the interface such that the front

position originally at x = 0 is translated to the new position x = h(y, z, t) with

h = O(ǫ) and ǫ ≪ 1. Hence the considered perturbation is

Φ(x, y, z, t) = x− h(y, z, t), with h(y, z, t) = exp(i(l y +mz) + σ t), (B.5)

where σ is the growth rate, l and m are the wave numbers.

In the present analysis, we seek to determine the fate of the perturbed interface.

So we will perturb the velocity and the pressure by using the following perturbed

equations and keeping in mind that in the basic state the fluid has uniform velocity

V ,

~ui = V + ǫ ~Ui (B.6)

pi = P0 + ǫ P1, where i = liq, vap. (B.7)

So, we have

~Ui = ∇φi, where i = liq, vap, (B.8)

where the velocity potential satisfies Laplace’s equation

∇2 φi = 0, where i = liq, vap, (B.9)
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The kinematic condition which must be satisfied by the disturbed velocity is

∂φi

∂x
= ϕ

∂x

∂t
+

∂φi

∂y

∂x

∂y
+

∂φi

∂z

∂x

∂z
, at x = h, where i = liq, vap, (B.10)

where ϕ is the porosity. Also (B.10) gives

∂φliq

∂x
=

∂φvap

∂x
= ϕσ exp(i(l y +mz) + σ t). (B.11)

An appropriate form for the solutions of (B.9) for the potential functions is

φliq(x, y, z, t) = Fliq(x, t)exp[i(l y +mz)],

φvap(x, y, z, t) = Fvap(x, t)exp[i(l y +mz)],

(B.12)

which gives

∂2Fi

∂x2
− (l2 +m2)Fi = 0, where i = liq, vap. (B.13)

Solving (B.13) gives

Fliq(x, t) = Gliq(t) exp
[

−(l2 +m2)
1

2 x
]

, x > 0,

Fvap(x, t) = Gvap(t) exp
[

(l2 +m2)
1

2 x
]

, x < 0.

(B.14)

Now substituting (B.14) into (B.12) we obtain

φliq(x, y, z, t) = Gliq(t) exp[i(l y +mz)] exp
[

−(l2 +m2)
1

2 x
]

, x > 0,

φvap(x, y, z, t) = Gvap(t) exp[i(l y +mz)] exp
[

(l2 +m2)
1

2 x
]

, x < 0.

(B.15)

Thus the kinematic boundary condition (B.10) with x = 0 yields

Gliq(t) = −Gvap(t) = − ϕσ√
l2 +m2

exp(σ t). (B.16)

Hence

φliq(x, y, z, t) = − ϕσ√
l2 +m2

exp(σ t) exp[i(l y +mz)]

exp
[

−(l2 +m2)
1

2 x
]

, x > 0,

φvap(x, y, z, t) =
ϕσ√
l2 +m2

exp(σ t) exp[i(l y +mz)]

exp
[

(l2 +m2)
1

2 x
]

, x < 0.

(B.17)
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The final condition that must be satisfied is pressure continuity at the interface.

From (B.2) the pressure can be written in terms of the potential as

pliq = − µliq

Kliq

Φliq − ρliq g x,

pvap = − µvap

Kvap

Φvap − ρvap g x.

(B.18)

Now the perturbed form of the potential function is

Φliq = V x+ ǫφliq,

Φvap = V x+ ǫφvap,

(B.19)

where V is the velocity of the fluids and also the interface between them, if the

steady state is of uniform velocity, it will lead to the [69] instability. Hence the

pressure continuity condition at the interface gives

µliq

Kliq

(V x+ ǫ φliq) + ρliq g x =
µvap

Kvap

(V x+ ǫ φvap) + ρvap g x. (B.20)

Substituting (B.17) into (B.20) we have

µliq

Kliq

{

V x− ǫ ϕ σ√
l2 +m2

exp(σ t) exp[i(l y +mz)] exp
[

−(l2 +m2)
1

2 x
]}

+ ρliq g x = ρvap g x +

µvap

Kvap

{

V x+
ǫ ϕ σ√
l2 +m2

exp(σ t) exp[i(l y +mz)] exp
[

(l2 +m2)
1

2 x
]}

,

(B.21)

where

x = ǫ exp(σ t) exp[i(l x+my)] ≪ 1.

This gives

µliq

Kliq

{

V − ϕσ√
l2 +m2

}

− ρliq g =
µvap

Kvap

{

V +
ϕσ√
l2 +m2

}

− ρvap g ,(B.22)
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Solving (B.22) for the growth rate σ we obtain

(
µliq

Kliq

+
µvap

Kvap

)
ϕσ√
l2 +m2

=

(
µliq

Kliq

− µvap

Kvap

)

V − (ρliq − ρvap) g. (B.23)

The dispersion equation (B.23) shows that the system is unstable, i.e., σ > 0 if

and only if

(
µliq

Kliq

− µvap

Kvap

)

V − (ρliq − ρvap) g > 0. (B.24)

Otherwise the system is stable, i.e., σ < 0. In the case when the densities of both

fluids are equal, i.e., ρliq = ρvap, and the ratio of the viscosity to the permeability

is larger for the upper fluid than for the lower fluid, then the system is unstable.

The dispersion equation (B.23) is in the generalized form, if we consider the 2D

problem, i.e., l = 0 or m = 0, then we have

(
µliq

Kliq

+
µvap

Kvap

)
ϕσ

l
=

(
µliq

Kliq

− µvap

Kvap

)

V − (ρliq − ρvap) g. (B.25)

If we assume that K = Kliq = Kvap and use the dimensional quantities (3.15) and

(3.20), then (B.25) will take the dimensionless form

σ̂ =

{
R2 − 1

R2 + 1
V ∗ − 1−R1

1 +R2

R2 R3

}
l̂

ϕ
, (B.26)

where the dimensionless parameters are

σ̂ =
σ ρliq cpliq L

2

km,liq

, l̂ = L l. (B.27)
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Formulation of the basic state

with specified mass flux

The basic state of a geothermal system is assumed to be steady and independent

of the horizontal variable y∗, so Λ0, Θ
0
liq, Π0 and Θ0

vap are all functions of x∗ only.

The velocity profile is assumed to be advective and conductive, so (4.16) gives

Pressure profile







∂ω0

∂x∗

= 0,
∂Ω0

∂x∗

= 0,

ω0 = −
(
∂Λ0

∂x∗

+R3

)

,

Ω0 = −R1 R2 k

C

(
∂Π0

∂x∗

+R1 R3

)

.

(C.1)

Substituting ω0 and Ω0 into the continuity equation yields

d2Λ0

dx∗2
= 0, Λ0(S

∗

0) = Π0(S
∗

0) = P ∗

S∗ ,

d2Π0

dx∗2
= 0, Λ0(0) = P ∗

L, Π0(1) = P ∗

V ,

{

R1 R2
dΠ0

dx∗

− dΛ0

dx∗

}

x∗=S∗

0

= R3

(
1−R2

1 R2

)
.







(C.2)

In the above equations R1R2 = R, where R1 is the ratio of densities, R2 is the

ratio of dynamic viscosities and R is the ratio of kinematic viscosities.
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The solutions of (C.2) are

Λ0(x
∗) =

{
P ∗

S − P ∗

L

S∗

0

}

x∗ + P ∗

L,

Π0(x
∗) =

{
P ∗

V − P ∗

S

1− S∗

0

}

x∗ − S∗

0 P
∗

V − P ∗

S

1− S∗

0

,

P ∗

S∗ =
RS∗

0 P
∗

V + P ∗

L(1− S∗

0)

RS∗

0 + 1− S∗

0

− R3 (1− S∗

0)S
∗

0(1−R1 R)

RS∗

0 + 1− S∗

0

.







(C.3)

Using P ∗

S∗ and substituting Λ0(x
∗) and Π0(x

∗) into (C.1) yields

ω0 = − R

RS∗

0 + 1− S∗

0

[(P ∗

V − P ∗

L) +R3 {S∗

0(1−R1) +R1} ], (C.4)

and

Ω0 = − Rk

C (RS∗

0 + 1− S∗

0)
[(P ∗

V − P ∗

L) +R3 {S∗

0(1−R1) +R1} ]. (C.5)

Now here two limiting cases can be considered.

1. If the interface is at x∗ = 1, then S∗

0 = 1, which means that the medium

is filled with liquid (water). The reference Peclet number which is based on

the resulting flow rate can be obtained by substituting S∗

0 = 1 into (C.4).

Peci, liq = − [(P ∗

V − P ∗

L) +R3]. (C.6)

2. Secondly, if the interface is at x∗ = 0, then S∗

0 = 0, thus the porous layer is

filled with vapour only. Substituting S∗

0 = 0 into (C.5) yields the following

Peclet number based on a vapour filled medium.

Peci,vap = −Rk

C
[(P ∗

V − P ∗

L) +R1 R3]. (C.7)

In our study we have taken the reference case to be a vapour filled medium and

for convenience we refer to the Peclet number as Peci.
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Since the mass flux has been specified then

ω0 = − R

RS∗

0 + 1− S∗

0






(P ∗

V − P ∗

L) +R1 R3
︸ ︷︷ ︸

eqn. (C.7)

+R3 S
∗

0(1−R1)






,

ω0 = − R

RS∗

0 + 1− S∗

0

[{

−C

k

Peci
R

}

+R3 S
∗

0(1−R1)

]

,

ω0 =
1

RS∗

0 + 1− S∗

0
︸ ︷︷ ︸

=F1(S∗

0
)

C

k
Peci






1−RS∗

0

R3 k (1−R1)

C Peci
︸ ︷︷ ︸

=G1






,

ω0 =
C

k
Peci F1(S

∗

0) [1−RS∗

0 G1]
︸ ︷︷ ︸

=F (S∗

0
)

,

ω0 =
C

k
Peci F (S∗

0). (C.8)

and

Ω0 = − Rk

C (RS∗

0 + 1− S∗

0)






(P ∗

V − P ∗

L) +R1 R3
︸ ︷︷ ︸

eqn. (C.7)

+R3S
∗

0(1−R1)






,

Ω0 = − Rk

C (RS∗

0 + 1− S∗

0)

[{

−C

k

Peci
R

}

+R3S
∗

0(1−R1)

]

.

Ω0 = Peci F (S∗

0). (C.9)

The temperature distribution in the basic state of a geothermal system is assumed

to be advective and conductive, so (4.18) gives the energy equations in the liquid

and vapour phases.

Temperature profile







ω0

∂Θ0
liq

∂x∗

=
∂2Θ0

liq

∂x∗2
,

Ω0

∂Θ0
vap

∂x∗

=
∂2Θ0

vap

∂x∗2
.

(C.10)
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Substituting ω0 and Ω0 from (C.8) and (C.9) into (C.10) yields

d2Θliq

dx∗2
− C Peci F (S∗

0)

k

dΘliq

dx∗

= 0,

d2Θvap

dx∗2
− Peci F (S∗

0)
dΘvap

dx∗

= 0.







(C.11)

The solutions for the temperature profiles (C.11) are obtained and discussed for

two different sets of boundary conditions: (i) constant temperature at the lower

boundary x = 0 and (ii) constant heat flux qliq at x = 0 in Sections 3.1.1 and 3.1.2,

respectively.
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Pressure continuity condition at

the phase change front

The pressure condition at a sharp interface can be obtained by simply considering

continuity of pressure across the phase change interface.

P ∗

liq(S
∗, y∗, t∗) = P ∗

vap(S
∗, y∗, t∗), (D.1)

where P ∗

liq and P ∗

vap represent the pressures for the liquid and vapour phases. The

dimensionless front position is denoted by S∗. Now we will linearize (D.1) using

the following perturbation equations

P ∗

liq = Λ0 + ǫΛ1, P ∗

vap = Π0 + ǫΠ1, S∗ = S∗

0 + ǫ S∗

1(y
∗, t∗), (D.2)

which yields

Λ0(S
∗

0 + ǫ S∗

1 , y
∗, t∗) + ǫΛ1(S

∗

0 + ǫ S∗

1 , y
∗, t∗)

= Π0(S
∗

0 + ǫ S∗

1 , y
∗, t∗) + ǫΠ1(S

∗

0 + ǫ S∗

1 , y
∗, t∗). (D.3)
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A Taylor-series expansion of (D.3) about the unperturbed interface S∗

0 leads to

Λ0(S
∗

0 , y
∗, t∗) + ǫ S∗

1

∂Λ0

∂x∗

∣
∣
∣
∣
x∗=S∗

0

+ ǫ

{

Λ1(S
∗

0 , y
∗, t∗) + ǫ S∗

1

dΛ1

dx∗

∣
∣
∣
∣
x∗=S∗

0

}

= Π0(S
∗

0 , y
∗, t∗) + ǫ S∗

1

∂Π0

∂x∗

∣
∣
∣
∣
x∗=S∗

0

+ ǫ

{

Π1(S
∗

0 , y
∗, t∗) + ǫ S∗

1

dΠ1

dx∗

∣
∣
∣
∣
x∗=S∗

0

}

.

(D.4)

Equating the terms proportional to ǫ0 in (D.4) gives the following pressure conti-

nuity condition in the unperturbed state.

Λ0(S
∗

0 , y
∗, t∗) = Π0(S

∗

0 , y
∗, t∗). (D.5)

The pressure continuity condition in the perturbed state is obtained by equating

the terms proportional to ǫ1 in (D.4) and retaining the first order terms in ǫ yields

Λ1(S
∗

0) + S∗

1

dΛ0

dx∗

∣
∣
∣
∣
x∗=S∗

0

= Π1(S
∗

0) + S∗

1

dΠ0

dx∗

∣
∣
∣
∣
x∗=S∗

0

. (D.6)

In the above equation (D.6),
dΛ0

dx∗

and
dΠ0

dx∗

denote the unperturbed pressure gra-

dients in the liquid and in the vapour phase, respectively. In our analysis of the

basic state of a geothermal system we considered the following two cases.

1. In the first case we assumed that the fluid is stationary, i.e, ω0 = Ω0 = 0

then (C.1) leads to

dΛ0

dx∗

∣
∣
∣
∣
x∗=S∗

0

= −R3,

dΠ0

dx∗

∣
∣
∣
∣
x∗=S∗

0

= −R1 R3.







(D.7)

Substituting (D.7) into (D.6) gives

Λ1(S
∗

0) = Π1(S
∗

0) + S∗

1 R3 (1−R1). (D.8)

Equation (D.8) represents the relationship between the pressures on either

side of the phase change front.
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2. In the second case we considered fluid flow in the basic state. (C.3) and

(C.7) leads to

dΛ0

dx∗

∣
∣
∣
∣
x∗=S∗

0

= −F1(S
∗

0)

{
C

k
Peci + S∗

0 R1 RR3 − S∗

0 R3 +R3

}

,

dΠ0

dx∗

∣
∣
∣
∣
x∗=S∗

0

= −F1(S
∗

0)

{
C

kR
Peci + S∗

0 R1RR3 − S∗

0 R3 +R1 R3

}

.







(D.9)

Substituting (D.9) into (D.6) yields

Λ1(S
∗

0) = Π1(S
∗

0) + S∗

1 N0, (D.10)

where

N0 = F1(S
∗

0)
C

k

Peci
R

{

(R− 1) +
k R R3 (1−R1)

C Peci

}

.

Equation (D.10) denotes the pressure continuity condition across the inter-

face in the perturbed state with through flow.
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Procedure for continuation

method in Maple

We present a Maple procedure to implement a crude continuation method, which

should be able to track along a solution curve once the implicit plot has suggested

its location. This procedure was used to generate the plots presented in section

4.4.6. Taking the growth rate σ = σguess as the initial guess it finds σ(lmini); it

then increments l (wave number) at each step and searches for σ in an interval

(of width proportional to 2 δ) around the previous output value for σ. It returns

a plot of σ(l), and the output values are also written to a specified file.

> with(Statistics):

> Æ ≡ LHS(4.72)− RHS(4.72):

> Æ1:=subs(Θ0 = C∗RHS(4.59),Æ):

> proc(R3,iS,lmini,lmax,nl,lguess,δ,digits,filout) global S0i;

local i, li, σi, ldata, σdata, fd;

fd:=open(filout,WRITE);

Digits:= digits;
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Sout(R3);

σi:= fsolve(subs(parvals union R3 = R3,S0 = S0i[iS],lmini,Æ1)=0,σ =

σguess);

ldata:= [lmini];

σdata:= [σi];

fprintf(fd,"%f \n",lmini,σi);

for i from 1 to nl do

li:= evalf(lmini + (lmax − lmini)*i/nl);

σi:= fsolve(subs(parvals union R3 = R3,S0 = S0i[iS],l = li,Æ1)=0,

σ = σi−δ*abs(σi)..σi+δ*abs(σi));

ldata:= [op(ldata),li];

σdata:= [op(σdata),σi];

fprintf(fd,"%f \n",li,σi);

od;

close(fd);

return(LineChart(σdata,x
∗coords=ldata));

end:

In the above procedure “parvals” is used as abbreviation for the different param-

eters (for the numerical values see Table 2.2).
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