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Abstract

The push for more efficient operation of power generation stations has

led to the development of advanced alloys designed to cope with the

stresses of running at elevated temperatures. The micro-structure of

these new alloys makes the inspection process difficult due to large

grains that scatter ultrasonic energy. Aerospace components such as

aircraft engine turbine blades are made from similar materials and

pose the same difficulties for inspection. In addition, the complex

geometries of many of these parts hinder the use of existing advanced

imaging methodologies.

The current inspection process involves using both individual trans-

ducers and phased arrays to collect pulse-echo data from structures.

This process is not sufficient for such difficult materials and a new

process must be devised, tested and deployed.

This thesis presents an investigation of new practical techniques to

process ultrasonic array data collected via a Full Matrix Capture.

Two novel signal processing techniques are presented, evaluated and

compared to the Total Focusing Method, which is currently considered

as the gold standard in ultrasonic array processing. A study into effi-

cient imaging has also been completed, which involved development of

an algorithm to focus upon any point through an arbitrary refracting

interface. This algorithm was implemented on a commercially avail-

able graphics card and is able to account for a curved interface in real

time with no prior knowledge of the surface profile.

Spatially Averaged Sub-Aperture Correlation Imaging splits the full

matrix of data into a set of sub-apertures which are imaged indepen-

dently from each other. These images are then combined into two



sets and are input to a two-dimensional cross-correlation algorithm

that outputs a weighting matrix that can be applied to the sum of

all images. Signals that are from legitimate reflectors are highly cor-

related while less-correlated indications are the result of noise from

scattering and multi-path propagation. SASACI has been shown to

perform well experimentally through inspection of defects within mul-

tiple highly scattering welds at a frequency of 5 MHz.

Correlation for Adaptively Focused Imaging aims to correct for aniso-

tropy within difficult materials. The longitudinal velocity within a

difficult material can vary with position and using an average velocity

does not guarantee a well-focused image. For each pixel in an image,

CAFI calculates which samples will be used to calculate the amplitude

of the pixel before cross-correlating the signals from adjacent array el-

ements and shifting the delay to the point of maximum focus. This

methodology is effective when a small area with a known reflector is

being imaged, and for this reason the algorithm is suited to charac-

terisation of reflectors. This technique was experimentally validated

on a block of Inconel 625 with a number of side-drilled holes.
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Chapter 1

Introduction

1.1 Motivation for the Work

Non-destructive testing is an essential component of modern engineering. The

structural integrity of safety critical components such as aircraft wings, turbine

blades and high-pressure pipes must be verified at both the time of manufacture

and throughout the life of the component[1]. There is a strong drive in industry

to save costs wherever possible while maintaining safety[2].

For ‘next generation’ fossil-fuelled power generation stations, greater efficiencies

can be gained through burning fuel at an increased temperature[3, 4]. A greater

efficiency of operation leads to reduced fuel costs and less carbon emission[5, 6].

Generating steam at this increased temperature means that the infrastructure

will need to be resistant to the potential corrosion that will occur at increased

pressures[7, 8]. New ‘superalloys’ have been developed that are suited to envi-

ronments that will subject the metal to extremes of pressure and heat due to

their mechanical strength and resistance to corrosion[9, 10, 11]. These alloys

typically have grains that are large enough to interact with the ultrasonic waves

used for non-destructive testing[12]. These grains scatter ultrasonic energy and
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hinder inspection[13]. Aircraft engine turbines also need to be resistant to a large

amount of stress and are manufactured from similar alloys that are difficult to

inspect ultrasonically. It must be stated that while these advanced alloys are

more resistant to the stresses of high pressure operation, flaws do appear in these

materials and thus they must be regularly inspected[14, 15, 16].

The materials that ‘current generation’ power generation stations use in their

steam piping pose different inspection challenges compared to new power stations.

Many existing power stations are reaching their end-of-life that was designated

at the time of manufacture[17]. A large proportion of these stations are undergo-

ing life-extension programmes to ensure their structural integrity for continued

operation[18, 19, 20]. These power stations require regular inspections to find

any flaws[21]. Potential defects in these structures include voids and creep corro-

sion, which is small cavities in the micro-structure of a material and is caused by

prolonged exposure to high temperatures or pressure[22]. Creep damage spreads

slowly throughout a structure and does not generally pose a risk to the struc-

tural integrity of a component until the voids reach a critical size[23]. For this

reason, it is important to accurately monitor the growth of creep damage and

to fastidiously record all defects within a component so that structural engineers

can make a decision about whether or not to replace it[24]. In order to detect

and size potentially small defects, a sufficiently high interrogation frequency (and

therefore small wavelength, given the two properties are inversely proportional)

must be used to ensure that these defects will reflect a significant portion of the

incident energy[25, 26]. Furthermore, there are a number of welded components

with complex geometries that hinder contact inspection.
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For the aforementioned cases there are difficulties with conventional ultrasonic

inspection. The problem of high rates of attenuation can be overcome by using

probes with a larger surface area to receive more energy and higher sensitivity

of receivers coupled with low-noise amplifiers[27]. The problem of scattering can

be overcome by inspecting components at a lower frequency, but at the expense

of resolution. Imaging components through complex geometries can be done via

pre-calculation of focal laws. This process is time consuming and does not allow

for modifying these focal laws once set. This thesis presents a number of signal-

processing-based approaches for overcoming these difficulties without significantly

reducing resolution, sensitivity or the time taken to generate results.

1.2 Contributions to Knowledge

� A novel process has been developed that allows rapid generation of im-

ages from recorded ultrasonic signals, while accounting for refraction. This

process was developed in collaboration with Dziewierz and McGilp.

My contribution to this work is the idea to split the depth in the imaging

volume to a number of discrete points and interpolating for each pixel. I

also worked on the optimisation algorithm that calculates the time of flight

for a given set of parameters. These times of flight are input to a function,

that converts them to a set of polynomial coefficients that are passed to

the imaging algorithm. This imaging algorithm was initially developed by

Dziewierz for inspecting materials through a flat interface, and was modi-
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fied to use the aforementioned coefficients. McGilp developed the surface

recognition methodology that allows for the arbitrary surface imaging pro-

cess.

� A new imaging algorithm, Spatially Averaged Sub-Aperture Correlation

Imaging (SASACI), was developed to produce images with reduced struc-

tural noise compared to standard TFM images. This process was inspired

by medical imaging literature where cross-correlation has been successfully

used to improve signal-to-noise ratio.

This technique is novel, as cross-correlation of images from different array

sub-apertures to improve TFM-based imaging has not been reported in the

literature.

� Correlation for Adaptively Focused Imaging (CAFI) is a second novel method-

ology that uses cross-correlation to improve ultrasonic imaging of NDE

datasets.

This technique uses cross-correlation to correct focusing in cases where

the speed of sound in a material is not well defined. This can occur in

anisotropic materials where a ray of sound may not take a straight path

through a component, or simply in structures where the speed of sound

varies throughout. Using an average velocity will result in a poor focus

and an inability to accurately size defects. CAFI is shown to overcome this

limitation.
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1.4 Structure of Thesis

This body of work is presented over six chapters. This chapter serves as an

introduction to the work and introduces the concept of ‘difficult materials’ and

the problems that arise during their inspection. It puts the thesis into context

and outlines the novelties of the work completed.

Chapter two is a review of traditional imaging techniques. It starts with the wave

equation being derived from first principles. Well-known laws that govern waves,

such as Snell’s law and Huygens’ principle, are also explained. Basic single-

element ultrasonic probes are introduced and the concept of arrays explained.

Array imaging is also considered and conventional imaging methodologies are

explained. From here, more advanced techniques are discussed. Finally, the

concepts of both mathematical and finite element modelling are introduced and

the benefits of each discussed.

Chapter three tackles the issue of performing the Total Focusing Method through

an interface, accounting for refraction and delivering real-time imaging perfor-

mance. An interpolation and curve-fitting method is used to calculate propa-

gation times with improved accuracy compared to traditional methods. This

methodology is evaluated for both its imaging speed and its ability to create an

accurate image through a curved or arbitrarily shaped interface.

Chapter four introduces a novel signal processing technique that can be used to

reduce speckle noise in ultrasonic images. The technique operates on the premise

that grain noise differs when inspecting from different locations whereas the re-
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sponse from legitimate flaws will remain the same. An existing imaging process is

used as a benchmark and both the methodology and results are compared to that

of the Total Focusing Method. The signal-to-noise ratio is used as a metric of

performance and the proposed technique shows improvement over the benchmark.

Chapter five expands on the premise of using cross-correlation to improve ultra-

sonic imaging within difficult materials. A technique is proposed that can com-

pensate for a varying wave propagation velocity within a material. The problem,

which occurs in anisotropic materials, is explained and the proposed solution

thoroughly explored. The solution is verified experimentally with an industrially

relevant sample and results show the proposed technique is able to improve on

currently used imaging methods.

Chapter six discusses the results of the thesis as a whole. The findings from each

of the three novel methodologies introduced in this thesis are summarised and

potential improvements to each are evaluated. Finally, potential areas of future

work are discussed.
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Chapter 2

Review of Conventional Array Imag-

ing Approaches

2.1 Mechanical Wave Propagation

To understand how a wave propagates through an elastic medium, first consider

a system that consists of a mass connected to a spring, as shown in Figure 2.1.

If the mass is moved from its resting state and then released, restoring forces

will act upon the system until it returns to equilibrium, and these will follow

the laws of harmonic oscillation. During this oscillation, potential energy in the

spring is transferred to kinetic energy of the mass and vice versa. Some of this

energy will be lost as it is converted to heat through friction. The mechanical

properties of the mass and the spring will determine the frequency of this damped

oscillation[28].
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Figure 2.1: A mass connected to a spring

Now consider the same system, but instead of the system being moved out of

its resting state and then released, the system will be continually excited by a

sinusoidally varying wave. In this case, the oscillation of the spring and the mass

will match the frequency of the driving force and will maintain its amplitude

while the excitation force exists.

An elastic medium can be considered as a network of ‘masses’ (molecules) con-

nected to each other by ‘springs’ (elastic binding forces). If this system is excited

by a sinusoidal wave, all of the ‘masses’ in the system will oscillate with the same

frequency. The ‘springs’ will transfer the motion to each ‘mass’ and will also

introduce a delay as the kinetic energy is being transferred. This delay is known

as propagation delay and is one of the fundamental and constant laws that bound

wave mechanics[29].

In an infinite solid or elastic medium, or one so large that its boundaries can be

ignored, there are two kinds of stress that the medium can undergo. Therefore

there are two methods of wave propagation that are possible.
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The first are longitudinal waves, named as such because the wave propagates in

the same direction as the particle motion. They have the greatest wave propa-

gation velocity in any material. The velocity of a longitudinal wave, vL, can be

calculated using Equations 2.1 and 2.2 where κ is Lamé’s constant, G is the mod-

ulus of rigidity, ρ is the material density and β is the bulk modulus of elasticity

for a fluid[30].

vL =

√
κ+ 2G

ρ
(2.1)

vL =

√
β

ρ
(2.2)

For a homogeneous isotropic solid with two independent material constants, the

modulus of rigidity, G, also known as the shear modulus, can be calculated using

Equation 2.3[31] where E is the Young’s modulus (the measure of the stiffness

of an elastic material) and ν is Poisson’s ratio (the ratio of transverse strain to

longitudinal strain)[32].

G =
E

2(1 + ν)
(2.3)
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The second method of wave propagation, shear waves, propagate in a direction

perpendicular to particle motion and can only exist in materials with shear elas-

ticity (i.e. solids). The shear wave velocity, vS, can be calculated using Equation

2.4.

vS =

√
G

ρ
(2.4)

2.1.1 The Wave Equation

Wave propagation has been introduced and explained. Propagation can be repre-

sented in a mathematical way so that it can be analysed and problems involving

mechanical waves can be solved.

Consider a one-dimensional model of longitudinal waves in an elastic bar. Let

the distance along the bar equal to x, the time equal to t, the cross sectional area

equal to Acs, the particle displacement equal to u(x, t) and the axial force equal

to F (x, t)[33].

At any instance in time, a small element in the bar can be represented by a forces

diagram, as shown in Figure 2.2.

From Figure 2.2, the net force to the right can be observed. It is expressed in

Equation 2.5.

(F + δF )− F = δF (2.5)
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Figure 2.2: A ‘forces diagram’ of a one-dimensional bar

From Newtons second law, F = ma, Equation 2.6 can be derived.

δF = ρ
δ2u

δt2
(Acsδx) (2.6)

Hooke’s law states that the elasticity in a bar can be calculated using Equation

2.7 where σ is stress, E is Young’s modulus and ε is strain[34].

σ = Eε (2.7)

The strain displacement relationship is given in Equation 2.8.

ε =
δu

δx
(2.8)

Hence, Equation 2.9 can be derived.

F = Acsσ = AcsEε = AcsE
δu

δx
(2.9)
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Knowing that δF must equal δF
δx
δx, Equation 2.10 can be derived from Equations

2.9 and 2.6.

δ

δx
(AcsE

δu

δx
)δx = ρ

δ2u

δt2
(Acsδx) (2.10)

Equation 2.10 can be simplified into the expression shown in Equation 2.11.

E
δ2u

δx2
= ρ

δ2u

δt2
(2.11)

If E
ρ

= vL
2 and given Equation 2.11, the formula for a one-dimensional wave can

be derived. It is represented in Equation 2.12.

δ2u

δx2
=

1

vL2
δ2u

δt2
(2.12)

The one-dimensional wave equation shows the classic feature of any wave equa-

tion: the second derivative with respect to time on one side, and the second

derivative with respect to space on the other[35, 36].

To solve the wave equation, a displacement field must be found that satisfies the

wave equation itself, as well as the appropriate boundary conditions. Analyti-

cally, it is generally impossible to solve this for both conditions, but if an infinite

material is considered (i.e. a material with no boundaries), a basic solution can

be found.
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Equation 2.13 shows a possible solution for the wave equation, where A and

B are unknown constants representing the amplitude of forward and backwards

propagating waves respectively, f is wave frequency, and ω is the angular velocity

calculated by ω = 2π · f .

u(x, t) = A cosω(
x

c
− t) +B cosω(−x

c
− t) (2.13)

Equation 2.13 can be analysed further, given that the wavenumber can be calcu-

lated using k = ω
c
, and the solution as shown in Equation 2.14 can be derived.

u(x, t) = A cos(kx− ωt) +B cos(−kx− ωt) (2.14)

The complex exponential equation, derived from Euler’s work is shown in Equa-

tion 2.15.

eiθ = cos θ + i sin θ (2.15)

Only the real part of this will exist physically, and therefore Equation 2.14 can

be simplified and written as shown in Equation 2.16.

u(x, t) = Re[Aei(kx−ωt) +Bei(−kx−ωt)] (2.16)
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Since the subject of Equation 2.16 is u, the term for displacement, the previous

derivations can be used to rearrange this equation for strain.

ε =
δu

δx
=

δ

δx
Aei(kx−ωt) = iku (2.17)

Using Hooke’s law, shown in Equation 2.7, the stress-strain relationship can be

written as shown in Equation 2.18.

σ = Eε = ikEu (2.18)

The particle velocity is the derivative of the particle displacement with respect

to time.

u̇ =
δu

δt
=

δ

δt
Aei(kx−ωt) = −iωu (2.19)

The ratio between the particle velocity, u̇ and σ is the acoustic impedance, Z.

Acoustic impedance is the key factor in determining energy transfer from one

medium to another.

Z =
σ

u̇
(2.20)
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The wave equation is linear and therefore superposition can be applied. The

principle of superposition will be explored in greater depth in Section 2.2.2. So-

lutions to physical problems are found by combining a number of simple solutions

to satisfy the boundary conditions of the problem.

If a boundary condition is set such that the conceptual bar ends at x = 0, the

one-dimensional wave equation can be solved for this. From Equations 2.16 and

2.18 an expression can be formulated to calculate the stress at any point in the

bar (Equation 2.21).

σ(x, t) = ikEAei(kx−ωt) + ikEBei(−kx−ωt) (2.21)

The stress at x = 0 is shown in Equation 2.22:

σ(0, t) = ik(A−B)e−iωt (2.22)

Hence A = B. The final solution in terms of displacement is written in Equation

2.23[37].

u(x, t) = A(ei(kx−ωt) + ei(−kx−ωt)) (2.23)
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If Equation 2.23 is considered, it can be seen that there are two waves of equal

amplitude travelling in opposite directions. One of the waves is the reflection

from the end of the bar. Equation 2.23 can be simplified to show that a standing

wave will exist in this bar.

u(x, t) = 2A cos(kx)e−iωt (2.24)

If the waves in the bar are considered, a standing wave is expected if a wave is

being reflected from a perfect reflector (i.e. no absorption) as the reflected wave

will travel backwards exactly 180◦ out of phase.

2.1.2 Waves at Boundaries

In ultrasonic testing, pulse echo inspection is a common method for attempting

to identify flaws in materials. Reflections, and therefore echoes of incident waves,

occur when a wave reaches a boundary. An ultrasonic transducer will transmit

a pulse and then detect any incident waves, i.e. reflections from the transmitted

signal. The signals received by the transducer can then be analysed to determine

the locations of boundaries.

Consider a scenario where a longitudinal wave is travelling in a first medium

towards a boundary beyond which there is a second medium. This boundary can

be considered as planar and of infinite length. Equations exist to calculate the

amplitude of a reflected signal given that the amplitude of the incident signal, as

well as the acoustic impedance in both materials, is known.
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Using the formula derived in Equation 2.23, an incident wave can be represented

by the equation written in 2.25.

ui = Aie
i(k1x−ωt) (2.25)

The reflected wave can be written as shown in Equation 2.26.

ur = Are
i(k1x−ωt) (2.26)

The wave transmitted into the second medium can be represented by Equation

2.27.

ut = Ate
i(k2x−ωt) (2.27)

It must be noted the wavenumber of the transmitted wave changes, as the propa-

gation velocity is different in the new material. For Equations 2.25 to 2.27, k1 and

k2 represent the wavenumber of the longitudinal wave in the first medium and

the second medium respectively. For the boundary between the two materials,

the expression shown in Equation 2.28 is used to relate the amplitude between

each of the waves.

Ai + Ar = At (2.28)
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The pressures acting upon the boundary are also continuous and therefore Equa-

tion 2.29 is also true.

Pi − Pr = Pt (2.29)

Taking Equations 2.30 and 2.31 into account, Equation 2.32 can be derived.

vL =

√
E

P
(2.30)

E = PvL
2 (2.31)

Ek = PvL
2 ω

vL
= PvLω = Zω (2.32)

The stresses in the system can be represented by the expressions in Equations

2.33 to 2.35.

Pi = iE1k1Aie
i(−ωt) (2.33)

Pr = iE1k1Are
i(−ωt) (2.34)
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Pt = iE2k2Ate
i(−ωt) (2.35)

Equation 2.36 can be derived from this.

Z1Ai − Z1Ar = Z2At (2.36)

Combining this with the previous derivations to cancel out At, Equation 2.37 can

be derived, which is the definition of a reflection coefficient.

R =
Ar
Ai

=
Z1 − Z2

Z1 + Z2

(2.37)

Equation 2.37 is the proportion of the wave reflection from a boundary, which is

commonly written as the reflection coefficient, R.

The transmission coefficient can also be calculated from this and is given in

Equation 2.38.

T =
At
Ai

=
2Z1

Z1 + Z2

(2.38)

Equation 2.39 must be true due to conservation of energy.

T = R + 1 (2.39)
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If a second medium is completely rigid, it will not support any particle motion.

All of the energy must be reflected. T = 0 and therefore R must be equal to −1.

If the second medium has exactly the same acoustic impedance as the first, 100%

of the wave will be transmitted. In this case T = 1 and R = 0, meaning that

there will be no reflection from this interface.

If the incident wave reaches the boundary, propagating in a direction perpen-

dicular to the boundary, then the above equations are the only ones needed to

calculate what will occur. The transmitted wave will continue in a direction per-

pendicular to the boundary. If, however, the wave reaches the boundary at an

angle, refraction will occur.

Refraction is calculated using Snell’s law[38]. Reflections are explained first as

they the most simple interaction between a wave and an interface.

The angle of incidence is equal to the angle of reflection.

θi = θr (2.40)

Equation 2.40 is true for both longitudinal and shear waves. For transmission,

the angle can be calculated using the expression written in Equation 2.41. Note

that L stands for longitudinal, and S for shear waves.

vL1
sin θL1

=
vS1

sin θS1
=

vL2
sin θL2

=
vS2

sin θS2
(2.41)
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Figure 2.3 provides a visual representation of the refraction that occurs at a

material boundary. The subscripts I , R and T relate to incident, reflected and

transmitted waves respectively.

Figure 2.3: An illustration of Snell’s law

When the θ2 reaches 90◦, transmission does not occur. The incident angle at

which it will happen is known as the critical angle. This is important for non-

destructive testing applications as if there is no longitudinal wave transmitted

(and assuming that the material is a solid) only a shear wave will be transmit-

ted. Since there is only propagation in one mode, there are many less unwanted

reflections. Figure 2.4 shows what happens at the first critical angle with respect

to longitudinal and shear waves; only the shear wave is transmitted.
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Figure 2.4: The first critical angle

Equation 2.41 can be rewritten to calculate the critical angle for longitudinal

waves.

vL1
sin θL1

=
vL2

sin 90
(2.42)

The equation can then be rearranged for θL1, written in Equation 2.43.

θL1 = sin−1
vL1
vL2

(2.43)

To find the second critical angle, when no shear or longitudinal waves are trans-

mitted, Equation 2.41 can be rearranged in the following way:

vS2
sin 90

=
vL1

sin θL1
(2.44)
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θL1 = sin−1
vL1
vS2

(2.45)

Figure 2.5 illustrates what happens at the second critical angle where no energy

is transferred from one medium to the other.

Figure 2.5: The second critical angle

2.2 Ultrasonic Devices

2.2.1 Ultrasound Transducers

The definition of the word ‘transducer’ is a device that converts one physical

quantity into another[39].
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An electromechanical ultrasonic transducer is an electromechanical device that

converts an electrical voltage into a mechanical pressure wave or vice versa. To

be classed as ultrasound the frequency of the pressure wave must be greater than

the range of human hearing, which is around 20 kHz[40].

There are a number of different types of transducer, each using a different method

of converting the electrical signal into mechanical motion. The most common

type of transducer incorporates a piezoelectric material, which will be discussed

in more detail, but there are also electrostatic, magnetostrictive and moving coil

transducers. These transducers are not limited to ultrasound, but for mechanical

waves in general. The moving coil transducer is similar to a commercial loud-

speaker and has been used in the study of ultrasonic absorption in gases[41]. The

electrostatic transducer has been used to induce ultrasonic waves in air[42], but

is more commonly known for driving high-end loudspeakers[43]. Magnetostric-

tive transducers rely on the property of some materials where they deform when

magnetised[44].

Piezoelectric transducers are manufactured from materials that exhibit the piezo-

electric effect. When a piezoelectric plate is deformed, a voltage develops between

the two faces of the plate. Conversely, if a voltage is applied between two faces

of a piezoelectric plate, a deformation will occur. This is known as the inverse

piezoelectric effect[45, 46].

Commercial piezoelectric ultrasonic transducers are manufactured with a piezo-

ceramic material at their core. Figure 2.6 shows an annotated drawing of an

ultrasound transducer.
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Figure 2.6: An annotated drawing of an ultrasound transducer

In Figure 2.6, the piezoelectric material can be seen in the middle of the trans-

ducer, with electrodes on each face. Electrical wires connect the electrodes to

the cable and to external instrumentation. It is the piezoelectric material that

deforms when a voltage is applied between the electrodes[47]. The backing layer

serves to absorb any energy that is not output from the front of the device. This

is necessary to avoid excess reverberation within the piezoelectric material, which

would potentially inhibit inspection due to the reverberations inducing additional

voltages in the piezoelectric material. These signals would be considered coher-

ent noise. The matching layer serves to better match the acoustic impedance of

the inspection medium to the piezoelectric plate itself. This will be discussed

in more depth in Section 2.2.5. The cable is required to connect the device to

instrumentation, and the case protects the device as it is often mechanically sen-

sitive. These two components also serve to shield the transducer from electrical

interference. A wear layer, not depicted in the figure, is also present and protects

the transducer from damages during general use. It also ensures that the device

is waterproof, if appropriate for the desired application.
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2.2.2 Huygens’ Principle

A problem still to be considered is that of superposition. It has been mentioned

briefly and can be used to simplify the solving of the wave equation. Superposition

will now be considered in greater depth.

The wave equation is linear and this means that if A and B are solutions, A+B

is also a solution[48]. This is the basis for many mathematical methods that

consider wave fields and is can be used to explain how a group of transducers,

known hereafter as an ‘array’, can be used to manipulate a beam.

Huygens, a prominent Dutch mathematician, discovered wave superposition when

he was attempting to determine, given that a wavefront is known, where subse-

quent wavefronts would occur. He proved his theory graphically and it was later

explained mathematically by considering the known wavefront to be an infinite

number of point sources[49].

The principle of superposition can be used to calculate the wave field from a set

of transducers. If a two dimensional image is considered, with length x and width

z, the pressure from a single source can be represented using Equation 2.46 where

rj is the distance from the source, Pj(x, z) is the pressure exerted by source, j,

at a given point and Ac is a complex number representing the amplitude and

phase of the source[27]. The 1√
r

term is necessary for conservation of energy for

a cylindrical wave coming from a line source. A line source has a similar profile

to an element of an ultrasonic array. It should be noted that this equation is
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an approximation and is not valid in the near field (calculated by D2

4λ
where D is

the source width) due to the rapid fluctuations of amplitude that occur in this

region.

Pj(x, z) = Ac
1
√
rj
ei(krj−ωt) (2.46)

This can be summed for all point sources to get the total wave field with all

sources considered. In Equation 2.47, n is the number of sources in the system.

P (x, z) =
n∑
j=1

Ac
1
√
rj
ei(krj−ωt) (2.47)

For an array of point sources, Equation 2.47 can be written as an integral, where

r′ is the distance from the point (x, z) to the point on the array, that is distance

x′ from the centre. a is the width of the transducer.

P (x, z) =

∫ a
2

−a
2

Ac
1√
r′
ei(kr

′−ωt)dx′ (2.48)

Equation 2.48 can often be solved by adopting assumptions, making the solution

only valid in the far field, but greatly simplifying it to the point where it can

be solved analytically. Equations 2.49 to 2.54 show a solution for the field of a

transducer, valid only for the far field.
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The integral in Equation 2.48 can be expressed in terms of polar co-ordinates

where r′ =
√
R2 + x′2 − 2Rx′ cos(90− φ). R is the distance from the array centre

and φ is the angle of the array centre with respect to the normal.

P (R, φ) =

∫ a
2

−a
2

1√
r′
ei(kr

′−ωt)dx′ (2.49)

It is also assumed that P is in the far field and it is assumed that R is much

greater than x′ and so, due to these assumptions, the following is true.

r′ ≈ R− x′ sinφ (2.50)

1√
r′
≈ 1√

R
(2.51)

The integral can then be rewritten taking these assumptions into account.

P (R, φ) ≈
∫ a

2

−a
2

1√
R
ei(k(R−x

′ sinφ)−ωt)dx′ (2.52)

P (R, φ) ≈ 1√
R
ei(kR−ωt)

∫ a
2

−a
2

eikx
′ sinφdx′ (2.53)
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If Equation 2.53 is integrated, the final equation for the field from a signal rect-

angular element in the far field is derived.

P (R, φ) ≈ a√
R
ei(kR−ωt)

sin(1
2
ka sinφ)

1
2
ka sinφ

(2.54)

Huygens’ principle has shown that a line source can be integrated across and a

solution derived for the pressure field of this transducer. An array of ultrasonic

transducers can be considered as a group of sources and thus the pressure field

from an array can be calculated using the above methodology. The field from

each element in the array can be determined individually and then summed to

find the field for the full array.

The directivity function defines how the pressure in a field varies with the angle

from the transducer. The directivity of an element is a function of the width of

the element and the wavelength of the emitted wave.

DF (φ) =
sin(1

2
ka sinφ)

1
2
ka sinφ

= sinc(
1

2
ka sinφ) = sinc(

πa sinφ

λ
) (2.55)

The delay required from each element in a transducer array required to achieve

focus at any point in the far field of the image can be calculated. The centre

element is chosen to have a delay of 0 and the relative time delays for each other

element can be calculated.

tj =
dj − d0
v

(2.56)
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Equation 2.56 shows a simple equation to calculate each element’s time delay,

where v is the velocity in the medium, dj is the distance to element j from the

focal point, and d0 is the distance to the reference element (the centre element,

in this case). This is then converted to a phase delay, Bj, so that the term can

be used in the frequency domain and applied as a transfer function.

Bj = eiωtj (2.57)

With this knowledge, an equation can be written to calculate the wave field in

the far field from an array element, complete with beam focusing and directivity.

P (x, z) =
n∑
j=1

BjDf (φj)
1
√
rj
ei(krj−ωt) (2.58)

Figure 2.7 shows the wave field of a 32 element array employing beam steering.

This pressure field was computed using a software implementation of Equations

2.55 to 2.58. Note that the pressure field from the beam is off-centre due to

the beam steering, and also the complexity of the field within the ‘near-field’

which shows graphically why simple assumptions cannot be made for modelling

the near-field.
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Figure 2.7: A wave field, calculated programmatically using an implementation
of the theory in this section. Shown with a linear scale.

2.2.3 Ultrasound Arrays

An ultrasonic array can be simply defined as an arrangement of two or more

ultrasonic transducers[50]. Each transducer is referred to as an element of the

array. Each element in the array can be driven independently of, or along with,

any other element. This allows for phased array ultrasonic testing. Arrays are

available in either 1D, 2D or annular configurations. Figures 2.8 to 2.10 show

examples of element layouts for each configuration. Additionally, a photograph

of a 2D commercial array (Imasonic, France) is shown in Figure 2.11.

In this thesis, a commercial linear array (Vermon, France) was used for all exper-

imentation. The parameters of this probe are shown in Table 2.1.
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Figure 2.8: An example element layout for a 1D array

Figure 2.9: An example element layout for a 2D array
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Figure 2.10: An example element layout for an annular array

Figure 2.11: A commercial two-dimensonal array

Parameter Value

Centre Frequency 5 MHz
Element Count 128

Pitch 0.7 mm
Layout Linear

Table 2.1: Vermon array parameters for step wedge inspection
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2.2.4 Ultrasound Arrays Versus Single Element Probes

Single element probes exert a pressure load onto the inspection medium, creating

a mechanical wave that will disperse in the medium. The probe will pick up

any received waves and convert them to electrical energy which can then be

manipulated for observation. Due to the wave propagating spherically, reflectors

do not necessarily have to be directly under the probe[51]. This makes it difficult

to locate a defect within a medium if there are a number of off-axis reflectors[52].

This can be partly solved by using a directional probe. In this case the surface

of the probe is slightly concave and will have a depth at which all the emitted

energy is focused at one point[50]. The energy from off-axis signals is reduced

and one can be more certain that any reflections are within the expected wave

path of the probe[53]. With each of these methods the standard way to interpret

this data is to view or process the one dimensional amplitude signal in the time

domain, also known as an A-scan[54].

The benefit of using an array for these problems is that the focus is not fixed

and can be changed on the fly, during an inspection. The wavefront can be

dynamically steered, focused, or both. Furthermore, the use of Full Matrix Cap-

ture allows a user to generate datasets and apply signal processing techniques in

post-processing. The use of phased array also allows for beam steering, meaning

a larger area can be inspected in the same amount of time when compared to

single element inspection.
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There are few downsides to using an array over a single element probe. The first is

cost. To exploit ultrasonic arrays to their full potential, a Phased Array Controller

(PAC) is required. These range in cost from thousands of pounds to hundreds of

thousands of pounds. The connectors for these arrays are also expensive. While

almost all single element probes use standard co-axial connectors, commercial

arrays will use one of a number of proprietary connectors.

Most PACs are bundled with the manufacturer’s software which is used to drive

the array. It is often difficult to export the data from this software into a file that

can be opened by other programs. This is in contrast to a single element probe

that can be operated with a simple signal generator and an oscilloscope.

The final drawback of arrays is the typical element size. Arrays need to be of a size

and weight such that operators can use them comfortably. It means that a large

number of elements are required to fit in a comparatively small space, leading to

a small element size. The narrow spacing is also necessary to avoid grating lobes

which occur when the element spacing is greater than half the wavelength in a

periodic array. This has a direct effect on how much energy each element can

impart to the inspection medium, as well as the sensitivity of the element.

2.2.5 Key Array Parameters for Design and Inspection

Similar to single element inspection, an appropriate ultrasonic array must be

selected for a given inspection. Some parameters are more important than others

depending on the type of inspection.
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The majority of commercial arrays for NDE are either linear (one-dimensional)

or matrix (two-dimensional), and are periodic, meaning that the element spacing

is the same for each element. 1D arrays have larger element sizes leading to

an increased sensitivity and it is generally simpler to create focal laws for these

devices. 2D arrays often offer a complex arrangement of elements and can used for

volumetric imaging. Annular arrays are used when a variable focus is required,

and can be used in place of single element transducers that are focused using

hardware[27].

‘Sparse’ layouts are also available, where the elements are more spread out than a

standard probe and may not be spaced linearly. Care must be taken when choos-

ing a sparse array as if an regular, periodic array has an element spacing greater

than λ
2

(where λ is the wavelength) grating lobes will be present[55]. Energy

distribution patterns, or lobes, will be discussed in greater detail in Section 2.3.1.

2D arrays allow for a complex layout of elements such as the one shown in Figure

2.12, which is the element layout of the array shown in the photograph in Figure

2.11. These complex array layouts can allow for a greater sensitivity over a larger

area. The amplitude of sidelobes can often be reduced in post-processing[56].

The array must also be properly matched to the inspection medium. As with

high frequency electromagnetic signals transmitted along a wire, a significant

impedance mismatch between two media can result in the majority of the energy

being reflected at the boundary and little transfer of energy into the sample itself.

This can be approached in two ways. Arrays generally have a matching layer,

which is an intermediate step between the acoustic impedance of the device and

of the target material. In order to ensure an efficient transfer of energy, matching
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Figure 2.12: An example of element locations on a 128 element sparse array

layers are often complex and include multiple layers of materials. Wedges, which

can be used to steer a beam, can also be used as a tool for matching. It is

common for commercial arrays to be matched to Rexolite[57] or other such wedge

materials.

The centre frequency of a probe is a key parameter in determining the perfor-

mance of an ultrasonic testing system. High frequency waves are attenuated to

a greater extent and interact with much smaller particles within a medium of

inspection when compared to waves of a lower frequency. Difficult materials of-

ten have grains that are of a size that interferes with the propagation of high

frequency ultrasonic signals. The wavelength of the wave determines the size of

particles that will interact with the wave. Generally, grains or particles with a

size greater than half-wavelength (λ
2
) will interact with incident waves. This in-

teraction is desirable when attempting to locate small defects. The drawback of
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using a lower frequency probe is twofold. Lower frequencies lead to a lower spa-

tial resolution as small features will not be resolved[58]. Lower frequency probes

take a longer time to reach an equilibrium after an excitation. The time taken to

reach this equilibrium after the initial excitation is known as the ringdown time.

While the transducer is returning to a steady state after the excitation, any en-

ergy received will not appear as a significant contribution to the energy within

the probe. Hence, a long ringdown time means that areas close to the transducer

cannot be inspected using conventional methods. Figure 2.13 shows an A-scan of

a low frequency probe emitting a signal into a Rexolite sample. The long ring-

down time of this probe can be clearly observed in the first 20µs of this image,

where saturation can also be observed. Problems with long ringdown times can

be overcome using a stand-off, but unless the stand-off has the same acoustic

impedance and ultrasound propagation velocity as the sample, reflections will

occur and refractions will add complexity to the focal law generation.

All ultrasonic transducers have a finite frequency response giving rise to an effec-

tive bandwidth. The bandwidth is measured relative to its maximum amplitude

response in the frequency domain and a transducer is considered responsive until

the magnitude of the response falls below half of the maximum value. A typ-

ical frequency response curve for a commercial array is shown in Figure 2.14.

Bandwidth can be measured in Hertz or as a fraction of the centre frequency of

the array. Commercial probes have a fractional bandwidth ranging between 30%

to over 100%[59]. Bandwidth becomes important for advanced post-processing

where the frequency domain signal is manipulated in order to remove noise and
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Figure 2.13: The response of an element from interrogating a Rexolite block
with 1 MHz linear array

other unwanted signals. A higher bandwidth probe means that there is more

frequency content to work with. It also means that the signal can be more truly

reconstructed.

It is often difficult to find an off-the-shelf commercial probe for specialised ap-

plications, however a number of array manufacturers will manufacture custom

probes to a customer’s specification. In these cases, the customer is expected

to provide the desired element locations, centre frequency and required band-

width. Arrays that have a high fractional bandwidth (>100%) are well suited to

acquisition for the purpose of frequency-domain specific post-processing.

The surface geometry of elements is often not square. The Vermon 5MHz linear

128 element 1D array used in this thesis has elements with a pitch of 0.7mm,

length of 0.5mm in the direction of the primary axis and width of 10mm in
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Figure 2.14: The frequency response for a commercial 5 MHz linear array,
scanned from a datasheet (Vermon, France).

the direction of the secondary axis. This rectangular shape makes the elements

directional. This property is beneficial for a one dimensional array as one does

not want to receive off-axis signals. The physical properties of each element

also reduce the sensitivity to signals arriving from extreme angles. The angular

sensitivity for an array element primarily depends on its width and the operating

frequency.

2.3 Array Imaging

There are many ways to create an image from data acquired from an ultrasonic

array. This section will deal with the concept of beamforming and introduce

array imaging to support understanding of advanced array processing discussed

in subsequent chapters.
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Fermat stated that the path a ray of light takes between two points is the path

that can be traversed in the least amount of time[60] (it is this that gives rise

to Snell’s law, introduced in Section 2.1.2). This principle also holds true for

ultrasound[61].

Instead of considering ultrasound energy as a moving wavefront, it can instead

be thought of as a ray. This simplifies many imaging algorithms.

It must be noted that while images can be created more easily when taking this

principle into account, the wavefront still exists and will contribute to noise if

there are any off-axis reflectors. The algorithms in this section will treat the

ultrasonic wave as a wavefront if more than one element is being excited at any

time, and a ray if only one element is being excited at a time.

The most simple way to display ultrasonic data is via an amplitude scan (A-

Scan). It is a plot of amplitude against time for a single ultrasonic receiver. A

typical A-Scan is shown and annotated in Figure 2.15.

The A-Scan in Figure 2.15 shows an initial excitation, two reflections from fea-

tures within the medium and a larger reflection from the back wall of the medium.

The second reflection from the back wall is also visible.

A-Scans are useful for detecting the presence of a reflector in a material which is

ultrasonically clean (that is, one which does not have large grains). The depth

of a reflector can be calculated, given the knowledge of the wave propagation

velocity and the time where the reflection occurred.
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Figure 2.15: An annotated A-Scan

More information about a defect can be gained through the use of arrays. Arrays

allow a larger volume to be inspected from a single position and also allow for

defect sizing and characterisation. They also allow for representing data using B

and C scans.

The quality of images is often quantitatively measured using a metric known as

Signal to Noise Ratio (SNR). SNR is a ratio of the amplitude of the desired signal

to the amplitude of the background noise and is commonly represented in decibels

(dB).
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2.3.1 Phased Array Imaging

Phased array imaging at its most basic is the use a phased array controller to

excite a number of elements in an array with a set of delay laws intended to focus

or steer the beam. The data received by each element is then processed and

combined in order to create an A-scan. When the transmitted signal from more

than one element is summed to generate a focused wavefront, a set of lobes are

formed[62]. Figure 2.16 shows a typical lobe pattern from an array. This image

was generated by Kummer et al[63]. The largest lobe, travelling in the primary

steering direction, is known as the main lobe. Side lobes are also generated as an

additional effect of generating the interference pattern. These are attached to the

main lobe but radiate energy in undesired directions. These often contribute to

noise by causing off-axis reflections. Grating lobes are outputs of focused energy

created when the element spacing is over λ
2
. These can also contribute to noise.

The choice of element layout can help to reduce the amplitude of these undesirable

lobes[55].

2.3.1.1 The Focused B-Scan

By applying delays on transmission, ultrasonic energy can be focused at a single

point. This will increase the amplitude of reflections from this point, increasing

the signal-to-noise ratio[64] (SNR). By applying these same delays at the time

when the data is received, the transmission delays can be accounted for, and the

contribution from each element summed to create a A-Scan where the energy is

focused.
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Figure 2.16: A typical lobe pattern generated from an array

Figure 2.17 illustrates how a focused B-scan is applied to inspect a range of

locations using phased array. A sub-aperture of the array is used to generate

a focused wavefront which can be moved by shifting the delay laws to different

elements along the entire aperture of the array.

Figure 2.17: An illustration of the focused B-scan

To focus at a single point a frame of reference must first be established, from which

all delays are calculated with respect to the reference point. This is usually chosen

to be the centre of the sub-aperture. The time taken for a wave to propagate from
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the centre of the array to the point at which the beam will focus is calculated

using Equation 2.59, where x is the the distance of the focal point parallel to the

array, z is the distance to the focal point perpendicular to the array, and vL is

the longitudinal propagation velocity. The point can be off-axis, relative to the

array, but is limited by the directionality of the array elements.

T =

√
x2 + z2

vL
(2.59)

For every element on the array other than the centre one, the time taken for a

wave to propagate to the focal point is calculated and subtracted from the time

calculated in Equation 2.59. This gives the delay to be applied to each element. A

negative delay indicates that the pulse should lead the reference time (i.e. should

be excited before the reference t = 0).

On reception, the opposite delays can be applied to that the received A-scans

may be summed together and plotted. This style of processing can be referred

to as delay-and-sum. It is the basis of all of the other focused B-Scan techniques

discussed in this section.

2.3.1.2 Dynamic Depth Focusing

The classic delay-and-sum methodology will result in a processed A-scan which

is focused at the point of interest. All other points will be defocused.
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It is possible to amend the delays applied on receiving in order to focus at multiple

depths in a medium[65]. This is called dynamic depth focusing (DDF) and is

an example of the kind of post-processing available on ultrasonic arrays. With

a single transmission with fixed focus, variable focal laws on receive allow the

modification of focus through a range of points.

DDF quantises the path the beam travels into a number of focal zones. These

zones can be infinitely divided, allowing for a different focal law for each sample

in the processed A-scan, or can cover a large area to limit the number of focal

laws. The latter can be useful when implementing DDF into hardware where

memory and processing time is a concern.

For a focal zone, the focal point is defined as the centre of the zone. From there,

the receive portion standard delay-and-sum algorithm is applied. This is repeated

for every focal zone defined along the beam’s path. In this case, the only true

focus is where the beam is focused at the time of transmission but the pseudo-

focusing performed in DDF makes the a larger portion of the A-scan in focus, as

opposed to only a small range of samples.

2.3.1.3 Sector Scanning

After DDF has been applied, the result will be a well focused A-scan valid for the

beam path from the point of reference on the array, to beyond the initial point

of focus.

48



2. REVIEW OF CONVENTIONAL ARRAY IMAGING
APPROACHES

This can be repeated across an arc to create a sweep of focal points throughout

a slice of a volume. Combined with dynamic depth focusing, a focused radial

image can be created of a 2D slice of a volume with relatively few transmission

events. It is usually displayed as a polar plot, illustrating a function of angle

versus depth.

Figure 2.18 illustrates how delays can be applied to an array in order to steer a

wavefront.

Figure 2.18: An illustration of beam steering, used for the sector B-scan

2.3.1.4 Advanced Phased Array Imaging

The techniques described in the previous section are well established and have

been used in ultrasonics for many years in both the NDE and medical fields. This

subsection will introduce a number of advanced phased array signal processing

methods that are designed to improve ultrasonic imaging via increasing both SNR

and resolution.
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The Phase Coherence Factor (PCF) is a technique that originated in medical

imaging[66] that has since been applied to NDE[67]. The instantaneous phase

of the signal can be calculated using the Hilbert transform. Using a standard

delay-and-sum process, the standard deviation of phases at each point of focus

is found. The standard deviation of the phases is used as an indicator of focal

quality. For a well-focused beam, the standard deviation of the phases is very low.

For an unfocused beam, the opposite is true. Using this knowledge, a weighting

factor can be derived for the image so that the contributions from elements that

are not well focused are minimised.

Minimum Variance beamforming, also known as Capon beamforming[68], applies

an adaptive spatial filter to reshape the lobes of the signal[69, 70]. This tech-

nique has been well established in telecommunications and radar but has only

comparatively recently been applied to ultrasonic imaging[71]. The adaptive

beamforming algorithm minimises the energy received from the medium while

maintaining unity gain in a set direction. The minimum varience beamforming

method was expanded upon through application of the Wiener beamformer[72]. A

range of adaptive weighting functions including Adaptive Sidelobe Reduction and

Multiple Signal Classification (MUSIC) were investigated by DeGraaf[73]. Com-

putational complexity for these methods are a concern in the medical field[74]

where real-time imaging is of utmost importance. Wang presented a minimum

variance beamformer suited to high frame-rate imaging[75], though he does not

address computing power in his paper.
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In delay-and-sum imaging, resolution can be improved through the minimisa-

tion of the main lobe width. This width affects the point spread function of an

imaging system[76]. Jeong presented a method to scale received signals based

on the ratio of main lobe to side lobe width[77]. Sakhaei investigated a similar

frequency-domain technique in order to reduce sidelobe levels[78]. A limitation

of standard phased array processing techniques is that they are generally applied

at the data acquisition stage and commercial phased array instrumentation often

only outputs a processed signal. It is desirable to have the raw data so that data

can be re-processed with modified parameters or entirely new algorithms.

2.3.2 Full Matrix Capture

In the previous section, delay-and-sum beamforming was introduced and reviewed

and the methodologies for constructing an image evaluated. To provide a true

focus for each pixel in an image, a transmission event would need to take place for

each pixel. For a 500 by 500 pixel image, 250×103 transmissions are required. For

a 1 kHz pulse repetition frequency (PRF), it would take 250 seconds to capture

the relevant data to generate the image.

There is another methodology for collecting ultrasonic data from a medium. The

Full Matrix Capture (FMC) process involves pulsing on a single element and

recording the received signal at every element in the array. This is repeated,

pulsing on each element of the array in turn. At the end of the process the time

trace from every combination of transmit-receive pairs has been recorded[79]. An

illustration of the FMC acquisition procedure is shown in Figure 2.19. The data
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is stored in as a matrix of A-scans, h, and individual A-scans are referenced using

the transmit-receive pair (tx, rx) they are associated with. An illustration of the

matrix is shown in Figure 2.20. Individual samples of A-scans are referred to by

their sample index, (ψ).

Figure 2.19: An graphic representation of Full Matrix Capture

Figure 2.20: An illustration of an FMC dataset

Assuming that a medium has a linear response, and the principle of superposition

holds true, the maximum amount of information able to be collected via an array

has been recorded in the full matrix capture. Theoretically, any beamforming

technique can be applied in post-processing with the Full Matrix Capture.
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FMC is also more efficient when creating a high resolution image. For an array

with 128 elements, assuming the same PRF as before, it would take 0.13 seconds

(128 elements ÷ 1kHz) to record an FMC dataset. Any other limitations are

a result of processing power, memory access speed and data transfer between

instrument and PC.

2.3.2.1 The Total Focusing Method

One of the largest benefits of using FMC is that previously impractical imaging

methods are now possible. The Total Focusing Method (TFM) is an example of

this. It is an imaging algorithm that processes an FMC dataset in such a way

that every pixel in an image is individually focused upon.

For every pair of transmitters and receivers, the round-trip propagation time is

calculated to a specific pixel in a given image. This propagation time can be

converted to an index for a sample (ψ) in an FMC dataset, given knowledge of

the FMC’s sampling rate and acquisition delay. The samples from each transmit-

receive pair are summed and this process is repeated for every pixel in the image.

The result is a TFM image. TFM images generally are superior in both SNR and

resolution to focused or sector B-scan images.

An example the TFM imaging process is shown in Figure 2.21. Every element

is used to focus upon a single point and the response recorded for each element,

as if there was a physically focused wavefront at that point. This is repeated for

every pixel in the image to be generated.
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The equation for calculating a 2D TFM image is shown in Equation 2.60[79].

TFM(y, z) = |
∑

htx,rx(

√
(ytx − y)2 + z2 +

√
(yrx − y)2 + z2

vL
)| (2.60)

Figure 2.21: An graphical representation of the variables used in the TFM
imaging process

In Equation 2.60, ytx and yrx are the x co-ordinates of the transmitting element

and the receiving element of the probe, respectively. The z co-ordinate of the

probe are assumed to be zero i.e. that the image is centred around the interface

of the probe and the load medium. htx,rx represents the FMC data set and vL

is the longitudinal velocity of propagation in the load medium. Finally, y and z

represent the discrete location of the pixel to be processed. This is represented

graphically in Figure 2.21.

Attention must be drawn to the orientation of the Cartesian plane which is de-

picted in Figure 2.21 alongside the TFM scenario. This orientation is constant

throughout this thesis and all reconstruction images are to be assumed to be in

the 2D Y-Z plane unless otherwise stated.
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TFM is a straight-forward technique which provides a synthetic focus at every

discrete point in a given area (or volume) of the component under investigation.

It does this by delaying the response from each array element to simulate a

virtual focus at the point of interest. The contributions from each element are

then summed and the TFM result is the signal magnitude at that point. The

application of additional signal processing is common both before and after the

reconstruction of the data. Filtering is often performed to remove electronic noise

and any frequencies present in the signal that are outside the operational range

of the array. After TFM imaging, a Hilbert transform can be applied to the

resultant image in order to produce a smoother image[80].

2.3.2.2 Advanced Applications of the Full Matrix Capture

The Vector Total Focusing Method (VTFM) allows additional information about

the orientation of a crack to be gained[81].

The process is similar to TFM but for the contributions from each transmit

element the amplitude and direction is recorded. These are summed as a vector

and the resulting vector shows the direction of the source from where the most

energy was reflected. This allows a greater understanding of reflector shape,

orientation and type.
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Camacho’s Phase Coherence Imaging, introduced in Section 2.3.1.4, can be ap-

plied to FMC datasets. The principle remains the same, and in fact the process

produces better results due to the fact that there are more samples contributing

to a pixel, meaning there are more samples from which to calculate the standard

deviation of phases.

Li and Li’s Generalised Coherence Factor Imaging is similar to Phase Coherence

Imaging[82]. The Generalised Coherence Factor (GCF) calculates the ratio of

energy in a defined area of the frequency spectrum to the energy in the full

spectrum and uses this ratio to weight the TFM (or focused) image. For this

method it assumes that the frequency profile of the coherent signals is known,

and in fact it assumes it to be the low-frequency area of the spectrum. For

materials that are difficult to inspect ultrasonically, this may not always be the

case. This is a limitation of the GCF technique.

Gongzhang et al investigated methods of exploiting the larger range of frequencies

recorded with wideband arrays. Frequency diversity techniques were used to

remove speckle noise. This technique had the drawback of inserting a number of

artefacts into both A-scans and images, affecting the probability of detection of

genuine defects[83, 84].
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2.4 Modelling Platforms

Modelling is an important factor in designing arrays or post-processing methods.

It allows multiple scenarios to be simulated both quickly and with less effort,

compared to setting up experiments. The manufacture of numerous of arrays

with differing configurations to test design parameters is not economically viable

due to manufacturing time and costs.

2.4.1 Finite Element

The Finite Element method (FE) is a technique for simulating physical effects

on models. Finite Element simulation is applicable in many areas of engineering

due to its ability to solve complex problems and the fact that without it, many

simulations would not be possible and experiments would have to be run every

time data was required[85]. The benefits of being able to gather information from

a simulation as opposed to experimentally are numerous. The first is repeatability.

Each time the experiment is run, the same data will be returned if the easily

controllable parameters are kept the same. The second is ease of use; no complex

phased array controllers need to be worked with, and a suitable sample does not

have to be found. Parameters such as wave frequency can easily be changed and

defects can be added to existing models.

The drawbacks to Finite Element modelling involve validity and time. There

are many external factors when performing an ultrasonic inspection, including

ambient temperature, thickness of couplant and array degradation. It is not
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practical to fully account for all potential factors and assumptions must be made.

Because of this, results from experiment and modelling are rarely identical. The

time taken to run large models can be an issue. Even fairly modest models can

take hours to run with larger NDE models taking days, even on high performance

computers. This pales in comparison to the field of geology where simulations

may be run for many weeks to gather results.

Weidlinger Associates’ PZFlex[86] was validated by Dobson et al to prove that

the approximations that PZFlex makes will result in a valid model by comparing

the results of a model to experimentally gathered data[87].

2.4.2 Mathematical Modelling

In Section 2.1.1 the wave equation was derived, with the following section dealing

with the interaction of waves and boundaries. Section 2.2.2 introduced Huygens’

principle of superposition and equations introduced which can be used to model

the pressure field of an individual transducer of an array. The following section

introduces mathematical modelling in the frequency domain, and a methodol-

ogy for determining signal received by a transducer given an input signal and a

knowledge of the system.
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2.4.2.1 The Frequency Domain

The French mathematician, Fourier, demonstrated that frequency components

in a linear system could be separated and analysed individually[88]. Fourier’s

theorem states that any signal or image can be de-constructed and represented

by a summation of a series of sinusoids[89].

The Fourier Transform is used to convert between the time and frequency domain

analytically. The Fast Fourier Transform (FFT) is used in digital systems to

perform an approximation of the Fourier Transform.

The Fourier Transform and its inverse can be expressed analytically as shown in

Equations 2.61 and 2.62.

g(ω) = F [f(t)] =

∫ ∞
−∞

f(t)e−iωtdt (2.61)

f(t) = F−1[g(ω)] =
1

2π

∫ ∞
−∞

g(ω)eiωtdω (2.62)

Any linear system can be represented as a transfer function and therefore the

effects of propagation through a material can be considered as a transfer function

applied to the input signal.
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This transfer function can be represented as the product of individual effects

of propagation. Figure 2.22 shows a graphical representations of the individual

transfer functions, many of which are a function of frequency, that can be used

to model wave propagation.

H(ω) = Tx(ω)A(ω)BDX(ω)∆(ω)Rx(ω) (2.63)

Figure 2.22: A graphical representation of a transfer function system

In Equation 2.63[90], Tx(ω) represents the output of the transmitter; Rx(ω) is the

characteristics of the receiver; A(ω) is the amplitude reduction due to attenuation;

BD is the component representing the beam divergence; X(ω) represents the

effects of boundaries encountered during propagation and ∆(ω) is the time delay

due to propagation. For a clean material with no features or reflectors, X(ω)

may be set to 1.

Both Tx(ω) and Rx(ω) are defined by the characteristics of the transmitter and

receiver respectively. They are each the product of I(ω), which is the frequency

response of the transducer, and DF (ω), which is the angular sensitivity.

The characteristics of the transmitting and receiving transducers can be consid-

ered as the product of the respective frequency response and angular sensitivity

(directivity) of each transducer.
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The transfer function used to calculate propagation delay can be calculated as

follows where d is the propagation distance. It does not modify the amplitude of

the signal, only the phase. vL can also be a function of ω as different frequencies

may travel at different velocities. If this is the case, the signal will distort over

distance. This is known as dispersion.

∆(ω) = e
−iωx
vL (2.64)

Attenuation rises exponentially with propagation distance and can be represented

by Equation 2.65, where is α the unit of attenuation, measured in Nepers per

metre.

A(ω) = e−αx (2.65)

The loss from beam spread (divergence) can be calculated simply, using Equation

2.66, where x is the propagation distance.

BD =
1√
x

(2.66)

It is now possible to calculate the expected output at a receiving element using

Equation 2.63, given that the transducer characteristics are known, the material

properties of the medium that the signal will propagate through, and the input

wave packet itself.
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2.4.2.2 Application of Mathematical Modelling

A number of commercial software packages use mathematical modelling to calcu-

late focal laws for inspection, such as UltraVision[91] (Zetec, USA) or CIVA[92]

(CEA, France). More complex mathematical models have been achieved, simu-

lating anisotropic materials in order to test image reconstruction methods[93].

Dzieweirz and McGilp designed a process, using the mathematical modelling tech-

nique, to model an array and a point reflector in multiple locations to evaluate the

performance of the array[94]. The mathematical modelling in this paper uses the

same principles as the ones introduced in Section 2.1.1. The Full Matrix Capture

is simulated, the TFM image generated, and key metrics such as sensitivity and

resolution are extracted. The data is compiled to a graph that shows the effective

area of an array for a set of prerequisite metrics.

This process is computationally intensive, requiring thousands of separate simula-

tion and imaging procedures. The process becomes more complex when coupling

changes. When the array is not in contact with the medium to inspected, and

water coupling is used, refraction will occur. A need arose to develop a rapid

imaging platform which would take refraction into account and is the subject of

the work developed in Chapter 3.
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Chapter 3

Focusing Ultrasound Through An

Arbitrary Interface

3.1 Theory

3.1.1 Overview

This chapter introduces a novel approach to dealing with refraction for real time

imaging through a refractive interface. This chapter introduces a novel approach

to dealing with refraction for real time imaging through a refractive interface.

The methodologies and results in this chapter were developed by a research team

within the Centre for Ultrasonic Engineering and the University of Strathclyde.

This work builds upon the original research performed by Dziewierz[95] and was

subsequently extended by McGilp[96] to produce the results presented in Section

3.3.3.2.

In industry, inspection of welds is often hampered by their complex geometries.

A simple solution to this is to use an array on a conformable wedge[97]. Cal-

culating wave propagation times through an irregular interface is an iterative
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process and can take a significant amount of time to complete for a real-time

interactive implementation of TFM. A new method for interpolation of time de-

lays is presented where the entire imaging algorithm is implemented in Compute

Unified Device Architecture (CUDA) C++ and iterative processes are minimised

through a curve fitting procedure. In this chapter, an implementation of the TFM

algorithm that allows rapid, low-latency imaging through an arbitrary 3D curved

refracting interface is presented.

3.1.2 Introduction

The use of arrays in ultrasonic non-destructive evaluation has opened a door to

the application of many different diagnostic methods. Phased arrays can be used

to change the effective aperture size of an array, create an angled wavefront or

focus all the energy emitted from the array at a chosen point.

Focusing energy on an individual point improves the SNR when the point is

imaged but generally decreases the SNR for areas outside the focus. Focusing at

multiple points requires multiple transmissions and altering of focal laws for each

point. This is time consuming and becomes infeasible when an image requires

either a large area to be covered or a high resolution.

Delay-and-sum beamforming, introduced in Section 2.3.1, can be implemented

in post-processing[79]. For this, the data has to be acquired in format known

as Full Matrix Capture (FMC). An FMC is the complete set of time domain
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data from every combination of transmit and receive elements. Theoretically,

any focusing that could be done in transmission can instead be implemented in

post-processing.

A popular method of focusing data acquired via FMC is known as the Total

Focusing Method (TFM). This method uses delay-and-sum calculations in post-

processing to focus energy at discrete points on a high resolution grid in a digital

image. This method allows a higher resolution and SNR than the traditional

focused and sector scans. Both FMC and TFM were introduced previously, in

Section 2.3.2.

The imaging process begins with acquiring a data set. Hereafter, the time domain

signal of an echo will be referred to as an ‘A-scan’. For example, with a 128-

element probe there are 128 ∗ 128 transmit-receive pairs, therefore 16,384 A-

scans are recorded, forming a Full Matrix Capture (FMC) dataset. If only some

combination of transmit-receive pairs are used, the resulting dataset is known as

a Sparse Matrix Capture[98]. For example, if transmission occurs on 32 elements

and on reception 128 elements are used, this results in 4,096 A-scans; however, in

this chapter this second style of data will also be referred to as an FMC dataset.

In the imaging stage, for each pixel in the image, the following operations have

to be performed for each transmit-receive pair:

a) Calculate time of flight of sound along the path between the transmitting

element, through the refracting interface, to the physical location of the pixel

of interest and back to the receiving element;
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b) Identify the sample at which the data from the round distance trip resides and

accumulate the recorded amplitude along with the contributions to this pixel

from every other transmit-receive pair.

In this work, an imaging case is considered where the probe is positioned in, or

in contact with, medium 1 of wave velocity v1, the waves are sent and received

through a curved interface into medium 2 with wave velocity v2, and the image

of reflectors in medium 2 is sought, as depicted in Figure 3.1.

Figure 3.1: Example geometry of the refraction problem

The most basic implementation of TFM has two major drawbacks. The first

of these is the fact that the classic TFM algorithm accounts for only one wave

propagation speed[79]. This means that if the wave travels through an interface
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and reaches a reflector while travelling at a different velocity, the reflector will

not appear correctly in the image. This limitation restricts the use of common

tools in NDE, such as wedges, in conjunction with TFM imaging.

When imaging, a single sample will be selected from an A-scan for each transmit-

receive pair. For a homogeneous material, one can calculate the distance between

the element and the point of focus and divide it by the longitudinal velocity of

propagation in order to calculate the first arrival of the wavefront at the focal

point. For a case where a wave will travel between media the calculation is not so

simple as one must account for the change in velocity between the two materials.

As the wavefront is somewhat spherical for a typical array configuration, when it

refracts through a surface it will do so across a large area as different parts of the

wavefront will reach different parts of the surface first. The point at which the

wave crosses the surface for the shortest propagation time to the point of interest

must be found in order for the wavefront to be treated as a beam to simplify

post-processing.

This problem has been well explored and is known as Fermat’s principle. The

wave that follows this path can be referred to as a ray, as is common in optics[60].

Cassereau et al investigated two ways to approach this problem. One technique,

known as the Fermat’s Surface (FS) method, calculates delays which are applied

to the transmitting elements of an array[99]. This method requires recalculation

of focal laws for every focal point, and is therefore inefficient. Artefacts are often

common in images generated using FS due to abnormally large sidelobes[100].

Time reversal was also investigated. It is an adaptive self-focusing method that

requires no a priori knowledge of the propagating medium[101]. The time re-
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versal method shows promise but requires transmission of a pulse which is then

analysed and used to calculate accurate focal laws for the next transmission. As

the aim is to produce a TFM-like image, which will reduce the impact of beam

divergence[102], multiple focal points are required. Re-transmission for each focal

point is not feasible due to the number that would be required.

An iterative solution to Fermat’s principle was presented by Weston et al[103].

Weston used a curve fitting method to learn the shape of the interface before using

an optimisation algorithm to find the point where the ray crosses the interface.

The limitation of this approach is the time taken for an iterative solution to be

found.

A virtual array simulating each array element was proposed by Fritsch et al[104].

This technique allows rapid computation of focal laws through curved interfaces.

Once the positions of the virtual array elements have been determined, the area of

inspection can be treated as a single homogeneous medium. The estimated prop-

agation times from the method generally had an error of around 2ns, which would

produce sampling errors for an FMC dataset sampled at 100MHz. The maximum

sampling frequency of the Phased Array Controllers used to capture experimental

data for this thesis is 100MHz. Ideally, the error would be consistently <1ns so

that sampling errors would not become statistically relevant.

Tweedy et al applied the techniques described by Brekhovskikh[105] to perform

volumetric imaging using the vector total focusing method[106][107]. Brekhovskikh

focuses on flat layers and only discusses surface waves in curved surfaces. Matuda
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et al combined a synthetic transmit aperture (STA) with the Sign Coherence Fac-

tor method (SCF) to minimise grating lobe noise in images[66]. Fermat’s standard

approach was taken to find the point of refraction[108].

Another popular solution to Fermat’s principle when waves are propagating through

a non-homogeneous or anisotropic media is ray tracing. Ray tracing involves

quantising the 3D space through which the wave propagates. For each discrete

volume, the wave equation is solved so that for each point in time, the posi-

tion of the wavefront is known[109]. Jurado et al developed a mathematical

model that uses a ghost interface to approximate bending of rays through com-

plex structures[110]. The method is based on ray tracing, and the time taken to

calculate the path of a single ray is around 1 second. For an ultrasound array

configuration scenario, there are multiple sources and multiple receivers each of

which would require solving individually. For a 32 element array and a 500 by

500 pixel image, the paths of 8 million rays would need to be calculated. Jurado’s

method is not feasible at this scale. Ray tracing also provides the positional in-

formation of the wavefront at any point in time. For this application, the only

knowledge required is the time when the wavefront reaches a point of interest.

Another solution that deals with arbitrary interfaces was presented by Sutcliffe

et al[111]. They used an iterative minimisation algorithm to pre-calculate wave

paths before capturing data to give pseudo real-time imaging. The huge draw-

back of this approach is the fact that the pre-calculation takes over an hour to

complete, rendering it impractical for true real-time imaging applications.
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The second limitation of TFM is its computational cost. Consider the start of

the imaging process when a full collection of data from every transmit-receive

pair of elements (an FMC dataset) is available. In the imaging stage, for each

pixel of the image, the following operations have to be performed. For each

transmitter/receiver pair:

a) Calculate time of flight of sound along the path between the transmitting

element to the pixel and back to the receiving element

b) Accumulate (i.e. sum) the echo value from respective A-scan memory. In the

simplest implementation of TFM, one would take each pixel, calculate the

times of flight (ToFs) for all combinations of transmit/receive signals, and co-

herently accumulate respective A-scan samples from the FMC data set. This

process results in a large number of loops (for each transmit element, for each

receive element, for all x-pixels, for all y-pixels). Both Lambert et al[112] and

Yiu et al[113] have presented papers which use GP-GPU software to generate

TFM images. While neither of these papers deal with the problem of refrac-

tion, their results will be used as a benchmark for the presented algorithm.

This chapter presents an efficient approach to TFM imaging through an arbitrary

interface. Both the imaging methodology and its implementation are novel. It-

erative processes are computationally inefficient but they are unavoidable when

calculating ray paths through non-flat interfaces. Furthermore, once the interme-

diary point of the ray path is found, two separate calculations need to take place

to find the propagation time from the originating point to the interface, and from
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the interface to the point of interest within the second material. Considering that

this process must be done for each transmit-receive pair for each pixel, there are

a large number of calculations to be performed.

It must also be noted that Zhang et al have investigated a similar technique[114]

that involves using a smaller dataset then extrapolating this data in order to

generate a high-quality image. Zhang proposes generating a sparse grid of known

time-of-flights then interpolating to generate a final image. An in-depth study

of the errors incurred via this method was performed in order to establish the

maximum point separation of the grid before the image quality was affected.

General Purpose Graphical Processing Units (GP-GPUs) are gaining popularity

in the field of ultrasonic imaging due to the number of parallel processes that they

can support. While a modern high-end Intel i7 CPU has 4 cores with 8 compute

threads, modern NVidia graphics cards contain GPUs with 2880 cores, though

only one thread can run on each core. While the CUDA cores are less complex

than a CPU core, it is perfectly suited to do simple mathematical operations.

A GPU’s main drawback is memory latency; that is the time taken to access a

location in memory and deliver its contents to the program. While numerical

operations are very fast, fetching stored numbers from memory takes a compar-

atively long time. Using all of the features available on a GPU, the memory

latency can be minimised, thus accelerating the procedure. Another drawback of

GPUs is that they do not deal with diverging threads (i.e. processes performing

differing operations) particularly efficiently. Cores are clustered in groups of 32,

called a warp. Each warp can only perform the same operation per clock cycle,

71



3. FOCUSING ULTRASOUND THROUGH AN ARBITRARY
INTERFACE

be it reading memory or performing a mathematical operation. If threads on a

warp diverge, cores will spend valuable computing time doing nothing waiting for

other threads to catch up. It is for this reason that the use conditional statements

need to be minimised in parallel GPU computing.

Due to the need to minimise thread divergence, and the fact that the code takes a

long time to run regardless of divergence, the iterative solver for Fermat’s principle

needs to be run as few times as possible.

While propagation time is not proportional to the depth in the material, it is

possible to describe the relationship with a curve. Although it is not known if

the coefficients of the curve can be found directly given the parameters of the

experiment, it is possible to find a small number of propagation times and from

this, calculate a set of coefficients that will describe a depth-time curve for any

transmit-receive pair.

The presented method does this, and as such is fast and efficient while retaining

the accuracy of non-refractive TFM imaging. This enables an implementation of

refractive TFM which is able to produce rapid and accuate results.

3.2 Methodology

TFM imaging is a process which can be referred to as ‘embarrassingly parallel’.

This means that the methodology can be easily split into a number of identical

independent processes. With TFM, each pixel and each ToF can be calculated

independently, and in parallel at the same time as others, from a single FMC
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data set. However, as it will be shown later in this work, the order of calculations

does matter in terms of computational efficiency. Given a relatively simple set

of operations needed for each pixel, GP-GPU computing cards are a good candi-

date for realisation of the TFM process. With their compute-dense architecture,

the memory interface bandwidth becomes the limiting factor in utilising large

look up tables. In fact, due to their architecture, some results are faster to be

re-calculated on the chip as needed, rather than calculated once and stored[115].

When considering implementing the TFM process on the GPU, one should con-

sider taking maximum advantage of various subsystems of the GPU architecture.

In particular, there are a number of memory subsystems, varying in functionality,

bandwidth and latency, and special function units, like texturing units, that can

work in parallel with the main streaming processors responsible for the bulk of

computation.

The classic way of calculating the time of propagation of a sound ray through a

refracting interface is by use of Fermat’s principle of shortest time of propagation.

To solve this problem, various small-scale optimisation algorithms can be used.

Dziewierz described a method for obtaining a computationally efficient, closed-

form solution for the equation describing the time of flight of acoustic ray through

a 3D planar interface[116]. However, the problem now has to be generalized for

arbitrary interfaces. Solving this problem for a planar interface comes down to

finding roots for a 4th order polynomial equation. It was therefore anticipated

that curved interfaces would involve equations such as a 5th order polynomial, or

higher. Although there exist methods for finding roots of such equations[117], a

different approach is used here due to the desire to find a general solution.
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The propagation time between neighbouring pixels is a non-linear, but smooth

function of space. The approach adopted here approximates the exact solution of

the equation that describes propagation delay with an interpolating polynomial.

A polynomial was selected as the interpolating function because of the high effi-

ciency with which it can be evaluated on the GPU, and controllable accuracy of

the solution, as discussed later in this chapter.

3.2.1 Stage 1: Prototype time of flight probing points cal-

culation

a) The imaging space is divided into straight z-lines, as depicted in Figure

3.2[118], with z-coordinates going in a general direction away from the probe.

In this implementation, z is the ‘depth’ coordinate related to some arbitrary

coordinate system in which the probe elements, refracting surface and TFM

image volume is described.

b) In order to iteratively find the point of refraction on a surface, the surface

must first be defined. Early versions of this process required the surface to

be input as a mathematical equation, for example z = 0 for a flat surface. A

methodology has since been developed that automatically finds the shape of a

surface and incorporates this into the solver[119]. This methodology involves

creating a basic TFM image of the surface and using thresholding to isolate the

area where the first reflections occur. It is assumed that coupling takes place

through water and that the first large reflection will be that of the material’s

surface. The estimated surface profile is extracted from the image and input
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Figure 3.2: Location of probe, refracting material interface, image buffer, and
z-line of pixels inside the buffer. The linear memory locations progress down-first,
then right. The third dimension is x.

to a curve-fitting algorithm that smooths the result. Finally, the surface is

converted to a lookup table and uploaded to the graphics card. Due to the

fact that curve-fitting is used on the surface profile, it is expected that this

algorithm will not perform well on specimens with a rapidly changing surface

profile.

c) For each z-line and probe element combination, propagation times for a num-

ber of points along the z-line are calculated using one of the iterative methods

based on Fermat’s principle. The number of points was chosen to be 16, and
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this value remains constant throughout this chapter. Zhang et al explored

a similar technique[114], and investigated the maximum spacing permitted

between points before errors were introduced. The Nelder-Mead simplex op-

timisation method was chosen to find the minima due to its simplicity. Such

an algorithm can be optimised for speed. The Newton-Raphson method was

also investigated but discounted due to the fact it is prone to converging to lo-

cal minima. MATLAB (MathWorks, USA) is a technical computing language

and IDE. Its inbuilt optimisation function1 is a generalised implementation of

the Nelder-Mead method. It was used as basis for a low-level implementation

of the methodology that is far more efficient than a general implementation.

A number of performance enhancements techniques were used, such as loop

unrolling and optimising the code for the desired number of coefficients. This

allowed removal of many conditional statements that will impact the speed of

the process. This is especially important when porting the code to GP-GPU

as the architecture of GPUs does not allow for efficient processing of branches.

The spatial distribution of the points can be regular, or generated using affine

transformation of Chebyshev nodes as in Equation 3.1 where n is number of

points required and xk is the distance of each point from the origin. These

are known as the primary time of flight = f(z) points, where f(z) is some

unknown function that describes the time of flight along the z-line.

xk = cos

(
2k − 1

2n
π

)
, k = 1, ..., n (3.1)

1www.mathworks.com/help/matlab/ref/fminsearch.html
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d) The physical time of flight (in seconds) value is scaled to a normalized value

that maps into the appropriate fraction of the A-scan, assumed to be coinci-

dent with spatial location inside the TFM image buffer. This single multipli-

cation/offset operation at this point saves thousands of processor cycles that

would be needed in Stage 2 to execute the same operation.

3.2.2 Stage 2: Pre-calculation of interpolant coefficients

The primary time of flight data points are divided into two groups. One group is

used to fit an interpolating polynomial, and the second group to estimate the error

of the approximation to ensure accuracy. This transformation of f(z) samples

into interpolating polynomial coefficients is executed using a specialized, non-

branching solver as detailed later in this chapter. At this point, the minimal order

of polynomial is selected in such way as to fulfil the requirement for accuracy of

the approximation, as detailed later in this chapter. The interpolant coefficient

database is segmented and optimised for GPUs’ on-chip cache, enabling rapid

retrieval of the coefficients to the streaming processors.

For a given probe, surface and scene parameter combination, a set of interpolant

coefficients can be calculated once and stored for reuse in delay-and-sum imaging.

If the probe-refracting surface configuration is changing (for example, when the

probe probe is moving over the refracting surface causing the surface profile to

change), re-calculation of this database is necessary. This operation is compar-

atively inexpensive in terms of computing complexity compared to the imaging

process.
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3.2.3 Stage 3: Delay-and-Sum Imaging

For most imaging problems, this part of the process is the most computationally

expensive, and therefore has been designed to benefit from details of the GPU

architecture.

In the GPU, during parallel processing, each thread is made responsible for a

single pixel of the image. The thread block size is configured in such way that

all the active threads in a block process consecutive pixels from the same Z-line

of the image. This allows the threads of the thread block to take a couple of

advantages from the GPU’s memory architecture, as described below.

For this implementation, a list is employed that describes which A-scans from

the FMC buffer will be used in each iteration. This allows use of a single code

base to effectively generate images from Sparse Matrix Capture datasets. This

table is loaded through the constant cache - also benefiting from the broadcast

mechanism, in a similar way to the interpolant coefficient table.

Inside the thread, the outermost and only loop is over the list of A-scans that

contribute to a given pixel. For a given A-scan, the thread utilizes the polyno-

mial coefficients obtained in Stage 1 (Section 3.2.1) to calculate the respective

transmitter-to-pixel and pixel-to-receiver propagation times.

At this point, one should be aware a particular feature of GPU architecture:

shared memory broadcast. The interpolant coefficients corresponding to a single

Z-line of the final are loaded from device memory into shared memory only once

at the beginning of the thread block, and from there, the values are repeatedly
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broadcast to all threads as needed, using a pointer in memory. This is possible

because consecutive A-scans are processed simultaneously across all active threads

of the multiprocessor, in lockstep. One could treat this operation as user-managed

caching.

The threads evaluate the time of flight using an interpolating polynomial with

their respective pixel’s coordinate fed into the Horner method[120]. This opera-

tion maps to a short series of very efficient FMA (Fused Multiply Accumulate)

instructions with no loop. In effect, the required time of flight value for each pixel

is recreated as appropriate. As detailed in Section 3.2.1, the resultant value is

already scaled such that this value is a pointer that the texturing unit can use to

load the appropriate A-scan sample value from the FMC buffer.

Here another feature of GPU becomes useful to accelerate the retrieval of data.

It would normally appear that random memory access is required for the FMC

sample retrieval step. However, since all threads evaluate times of flight for a given

transmit/receive pair (A-scan) simultaneously, and beginning from the top pixel

down, they will request A-scan data that reside at neighbouring and progressing

memory locations, albeit with non-integer stride. The texturing units can load

requested A-scan data through the L2 cache, which is a high-speed memory unit

on the GPU itself. This is very efficient because, typically, an entire A-scan

will fit in the L2 cache. In this study an NVidia GTX 580 was used which has

approximately 1.5 Megabytes of L2 cache memory. From there, the data block is

broadcasted to the texturing units that request it. This way the data is efficiently

distributed to the texturing units, which in turn also operate their own, smaller
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texture cache (depending on the GPU model). The data from L2 cache is reused

as many times as there are pixels per Z-line, or less, depending on the effect of

texturing unit cache.

The texturing units are hardware optimised for this kind of operation as this

is essentially the same operation as 3D graphics texturing itself, which a major

factor upon which the competitive relative performance between various graphics

card models is evaluated. The texturing units select appropriate samples from

the A-scan buffer, and provide additional service of interpolation between A-scan

samples (super sampling), if necessary, maximising the parallel spread of the

computations across the GPU chip. This operation can be referred to as ‘free’

in terms of computational time because as it progresses, the main CUDA cores

are executing other threads, preparing a new batch of requests for the texturing

units.

Finally, the threads integrate the A-scan samples they received from the texturing

units. At this point, the integration operation can be summation (as in classic

TFM) but it can also be a different operation; for example multiplication[121] or

Phase Coherence Factor calculations[66].

Upon completion of integrating all the A-scans, threads store the computed pixel

value in the image buffer, which resides in the global memory. This again is an

operation that benefits from the fact that neighbouring threads process neigh-

bouring pixels. The memory write operation is well coalesced and parallel, and

fully exploits the main memory bus. Importantly, no synchronisation nor atomic

operations are ever needed because by design, no memory write race ever occurs.
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Since the image is processed line-by-line, only the interpolant coefficients related

to that z-line need to be stored in the quickly-accessible on-chip shared memory.

For example, for a 128-element probe and interpolating polynomial of maximum

order of 7, and single-precision floating point format of the coefficients, 128∗7∗4 =

4480 bytes of information are needed to be loaded from global memory per z-

line, but only once for all threads. Each thread working in this z-line re-uses this

information using the broadcast mechanism, reading 7∗4 = 28 bytes of coefficients

from this buffer, up to 2∗128∗128 times per pixel. This saves a significant amount

of time that would otherwise be spent loading data from global memory if the

broadcast mechanism was not used[122].

However, this also means that running more than few blocks of threads per GPU

is somewhat counter-productive, as there is a very limited amount of on-chip

shared memory available. Therefore this process works best if there are enough

pixels in the z-line, and not many z-lines processed in parallel. For images with

a small number of pixels in the z-direction the GPU can potentially be under-

utilised. This is due to the fact that there are a number CUDA cores on a GPU

and multi-threading will not take place by default. If there are fewer z-pixels than

the number of CUDA cores, these cores will remain idle during the computation

process.

Incidentally, it is of practical benefit to have the highest image resolution along the

depth axis (z-line), because in such cases the constructive/destructive interference

between A-scans produces the best TFM process gain (contrast improvement)

and phase accuracy. If fewer than 7 pixels per wavelength resolution are used,
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the TFM process may not achieve its peak process gain due to sampling phase

error[123]. The same applies to other TFM-like algorithms like Phase Correlation

Factor algorithm.

Overall, the process described is extremely efficient and takes approximately 48

hardware cycles per integrated A-scan (this measured value includes all exposed

latencies) per pixel, and is the main source of performance of our implementation.

3.2.4 The non-branching polynomial interpolant coefficient

solver

In order to find the coefficients for interpolants needed for this imaging algorithm,

a well-known least-square method of fitting a polynomial into a set of points by

solving a matrix-quadratic equation can be used.

Typical CPU implementations of this method utilize loops and conditional jumps

to allow single implementations of a code to solve for an arbitrary order of poly-

nomial and arbitrary number of data points, sometimes even reordering the data

first to minimize the numerical errors. However, in this case, the speed of ex-

ecution of the solver being of utmost importance, it was decided to compile a

range of specialized solvers, each taking exclusively a fixed number of data points

and returning a fixed order of polynomial. This approach allows a linear, non-

branching code for each case to be obtained. A subset of statistics on the addition

and multiplication operation count versus number of inputs and polynomial order

has been gathered in Table 3.1.
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Polynomial
order

Number
of input
points

FMA
ops
count

MUL
ops
count

ADD +
SUB ops
count

Total
op
count

4 6 120 182 44+35 381
4 10 192 260 76+36 564
5 8 330 445 76+99 950
5 12 453 571 116+98 1238
6 10 743 976 119+296 2134
6 14 935 1152 167+296 2550

Table 3.1: Computational operations required to compute polynomials

Table 3.1 shows statistics of computation cost for calculating the interpolating

polynomial coefficient as a function of polynomial order and number of contribut-

ing data points. Each version of the algorithm also requires a single reciprocal

operation.

The code has been obtained using Wolfram Mathematica Computer Algebra Sys-

tem, using a method similar to the one Dall’Osso described in detail in Computer

algebra systems as mathematical optimizing compilers[124].

The code obtained only requires multiply-accumulate operations and a single

reciprocal, and uses no jumps or conditional statements whatsoever. The benefit

of such an approach is that such code will execute efficiently on a GPU, solving

multiple z-lines in parallel. It is appreciated that such approach is not well suited

for poorly conditioned inputs, and will allow the numerical errors to surface in

the results, even when using double precision arithmetic. However, as argued in

the next section, in this application, the inputs are always well conditioned and

the observed numerical errors are acceptable.
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3.3 Results

3.3.1 Selection of polynomial order and error analysis

In order to establish confidence in the proposed method, it is necessary to perform

a detailed error analysis of the algorithm. The calculated time of flight errors

come primarily from 3 sources:

a) Inaccurate primary time of flight solver;

b) Inherent method inaccuracy of polynomial approximation;

c) Numerical inaccuracy of polynomial coefficient solver.

In this work, it is assumed that a) is exact; errors incurred by the primary time of

flight solver have been reduced to the point where they negligible. Any additional

error added may be caused by the way computers handle floating point numbers.

Accounting for this eventuality is considered out of the scope of this thesis. Here

only b) and c) are considered as source of errors.

To estimate the end-to-end time of flight calculation error of this process, the

following method has been applied:

1) Prepare a set of pre-calculated times of flight for a typical imaging scenario;

2) Convert the subset of pre-calculated times of flight to interpolant coefficients,

and then back into full grid of times of flight;
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3) Calculate the peak difference between original and processed time of flight

data.

The summary of results for the imaging scenario depicted in Figure 3.2 is gathered

in Figure 3.3 and are shown as a function of the polynomial order used.

Figure 3.3: Mean and peak time of flight calculation errors resulting from using
a polynomial of a given order as interpolant for a given imaging scenario.

The proposed direct no-branch solver returns values that are close enough to the

results of MATLAB’s QR solver to be considered negligible. This holds true up

to an interpolant order of 5. If a higher order interpolant is needed, the QR solver

is recommended.

The significance of these results are as follows. For a source signal sampling

of 50MHz, the useful bandwidth of the sampled signal is considered no better

than approximately 17MHz; full sine wave cycle at that frequency is 58.8× 10−9

seconds long; therefore to obtain phase accuracy better than 1/4 cycle (worst
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case scenario), the error must be less than 1.47×10−8 seconds. From Figure 3.3,

it can be observed that a polynomial order of 5 or higher must be selected for

interpolation. In this case, the phase accuracy for a 5MHz signal will be better

than 1/15 cycle.

Note that the cited timing errors are peak errors and the average timing error

will be much lower. In any case, it is possible to obtain an arbitrarily low peak

error estimate by raising the interpolant order (up to the limit of numerical rep-

resentation accuracy). This will be at the cost of a minor decrease in Stage 2

performance.

It is appreciated that the evaluation method presented here does not give strict

upper bound for error; however, it can be easily repeated for any practical imag-

ing scenario and the minimum required order calculated for a specific imaging

scenario.

3.3.2 Implementation benchmark

The proposed process consists of several stages that can be executed indepen-

dently, and thus, benchmarked independently. In other publications, the overall

performance in practical scenario is typically expressed in frames per second for

a given specific scenario[125, 126, 127]; here a more synthetic approach is taken.

Each stage is benchmarked independently and then combined to estimate overall

performance for a given set of input parameters. These results are shown in Table

3.2.

86



3. FOCUSING ULTRASOUND THROUGH AN ARBITRARY
INTERFACE

Stage Name Options Platform Performance
Unit

Result

1 Stage 1: Calculat-
ing prototype Time of
Flight points

Planar interface
z=0

GPU Points/second
×106

77.9

2 Stage 2: Transform
from time points set
into interpolant coeffi-
cients

8 points into 5th
order, fast solver

GPU Lines/second
×103

23 538

3 8 points into 5th
order, fast solver

CPU 2 960

4 8 points into 5th
order, QR solver

CPU 70

5 Double preci-
sion, 14 points
into 7th order,
QR solver

CPU 68.5

6 Stage 3: TFM integra-
tion

Nearest sample
interpolation

GPU Paths/second
×109

26.7

Table 3.2: Results of benchmarking for each stage

For each stage of the process, an appropriate measure of performance is intro-

duced. For finding the initial times of flight, the metric is time of flight points

calculated per second; for calculating the polynomials, it is lines per second (as

each atomic transform deals with entire image line); for creating the final image,

paths per second are used - as each atomic operation deals with estimating time

of flight over a specific path.

With such metrics, one can trade number of pixels, number of probe elements, and

the Tx/Rx firing scheme against the performance of the particular GPU system

used and frame rate achieved. For any TFM image resolution and number of

elements of the probe, the total calculation cost can be obtained. For example,
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for an image with 10242 pixels, and 64-element probe operating in full FMC firing

scheme, the computational cost of the TFM method is 2 ∗ 10242 ∗ 642 = 8.6× 109

paths.

In the example above, assuming that a polynomial order of 5 is selected, with 8

sampling points, there are 8 ∗ 1024 ∗ 64 = 524× 103 primary times of flight to be

calculated initially, and 1024 ∗ 64 = 65.5 × 103 interpolant coefficient sets to be

obtained in the second stage. To create an image from this data, for each pixel,

Tx-to-pixel time of flight is calculated once and then for each of these, pixel-to-Rx

is calculated, resulting in 10242∗642 = 4.3×109 paths. The symmetry of the time

of flight in the FMC is exploited, halving the actual times of flight combination

count. Assuming that the FMC data is uploaded to the GPU asynchronously,

each frame will take 0.2 sec to compute; image generation takes 82% of the

total time. Therefore any future improvement has to be concentrated in this

stage of the process. One obvious improvement would be to introduce partial

on-chip caching of the calculated times of flight; this option offers potential for

future research. The performances cited in this chapter scale almost linearly over

multiple GPUs, for example, processing times are approximately halved when

comparing an NVidia GTX 580 to an NVidia GTX590, which has two of the

GPUs used in the former. This comparison is not intended to highlight the

differences between hardware platforms, but to show the effects of algorithm

choice (see rows 3 and 4 of Table 3.2).
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3.3.3 Experimental validation

3.3.3.1 Cylindrical Surface

The experimental setup is shown in Figure 3.4. The probe is a 128-element, 5MHz,

linear phased array probe (Vermon, France), and the Phased Array Controller is

a Dynaray (Zetec, USA). The probe is placed over a half-cylinder of solid PVC

material, in which a flat bottom hole has been drilled out. In this process, the

location and shape of the surface have already been measured and input to the

imaging algorithm.

The algorithm returns the expected image; the reflection coming from the hole

is blurred out when the refraction is not taken into account (Figure 3.5). When

the refracting surface is taken into account (Figure 3.6), the reflection is properly

located and focused and the amplitude of the feature is increased by 4.57dB.

The large black patches on the sides of the cylinder reflection are side lobes, as

expected for this probe type and experimental configuration. Figure 3.7 shows

the refracted TFM result in Figure 3.6 with a higher dynamic range.
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Figure 3.4: Schematic drawing of the PVC specimen submerged in water, and
aperture of the 128-element 5MHz linear array. All dimensions are in mm.
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Figure 3.5: The image of the flat bottom hole inside the specimen - no refraction
applied. Guides are shown in the image to illustrate the centre and bottom of the
semi-cylinder

Figure 3.6: The image of the reflector as in Figure 3.5, but with correct refract-
ing surface taken into account. The amplitude of the reflector is 4.57dB higher
and the reflector is correctly positioned and flat. The overlay depicting the centre
and bottom of the semi-cylinder sample are also shown in this image.
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Figure 3.7: The corrected image with a high dynamic range. The correctly flat
back wall is visible at -42dB from the top surface. The 3 black straight lines
exemplify calculated ray paths between the 3 of the probe elements and a pixel in
the image.
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3.3.3.2 Machined Block

The surface of a stainless steel block was machined in order to create a surface

through which inspection would be challenging. A photograph of the block is

shown in Figure 3.8. The area that is to be imaged is highlighted in the figure

via a blue rectangle. The experiments using this block did not use a pre-input

surface profile and instead relied on the software being capable of recognising and

accounting for the surface automatically[119]. All experiments using this block

used a Dynaray (Zetec, USA) phased array controller and a 128 element linear 5

MHz array (Vermon, France).

Figure 3.8: A machined stainless steel 316L block, showing the area to be imaged.
The array was placed on a wedge coupled to the top of the block, relative to the
image.

The block was initially tested from the underside. This was to present a simple

scenario to test the surface recognition algorithm before inspecting the specimen

through the complex surface. A probe was placed on a 14.5◦ wedge and Full

Matrix Capture data recorded.
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Figure 3.9: TFM after incorrect planar refraction

Figure 3.10: TFM after corrected planar refraction
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Figures 3.9 and 3.10 show the uncorrected and corrected TFM images respec-

tively. The automatic surface correction was found to work well with planar

surfaces, as the back wall became visible in the correct position at a depth of

60mm and the side drilled holes can also been seen in the image.

An array was then fixed to a stand, and the block inspected from the machined

side via water coupling. The area of the block inspected is shown in Figure 3.11.

Figure 3.11: The area of the machined block to be inspected

The output of the surface recognition algorithm was checked to ensure that the

surface was being correctly identified. The surface profile is shown overlaid on

the TFM image of the surface in Figure 3.12. It can be observed from the image

that the programmatically identified surface conforms well to the surface seen

in the experimental image. McGilp has performed additional research into the

accuracy of the surface recognition algorithm, but this is considered out of scope

for this body of work[96].

Finally, the Total Focusing Method is applied to the FMC dataset. The resulting

image is shown in Figure 3.13 and with a dynamic range of 20dB. The dynamic

range has been shifted to maximise the reflections from the side-drilled holes.
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Figure 3.12: The surface profile of the machined block, shown with dB compres-
sion

Figure 3.13: The corrected TFM image of the area shown in Figure 3.11
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The three side-drilled holes can be seen clearly in Figure 3.13 and in the expected

locations. From this image, the conclusion can be drawn that the automatic

surface recognition algorithm works well, alongside the TFM algorithm that has

been designed to cope with an arbitrary surface.

To further ensure that the results are accurate datasets were captured from across

the entire sample, processed, and the results stitched together to form an image

of the complete block. The results of this are shown in Figure 3.14.

Figure 3.14: The corrected TFM image of the entire block
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3.4 Discussion

The solution described in this chapter can be viewed as a way of lossy data

compression, where a time of flight look-up table is replaced with a function

taking from a limited set of data, to reconstruct parts of the content of the

original look-up table when and where needed. The efficiency of this solution

comes from transforming the time of flight calculation problem in a way that

maps well to the hardware resources that are available in GPU processors. Due

to the speed of modern processors compared to the memory transfer speed, it is

computationally more efficient to regenerate the data from a ‘compressed’ version

than to transfer the excess data to GPU memory and spend time accessing it.

This chapter demonstrates that advanced imaging algorithms that were previ-

ously considered to be of research interest only, or limited to military or nuclear

applications only due to their cost, can be currently implemented in affordable

consumer grade hardware.

This work also allows the possibility of bringing advanced ultrasonic imaging to

automated applications where classic phased array imaging is currently preva-

lent. The aerospace industry routinely conducts non-destructive testing using

wheel probes to couple an array to a component as a robot co-ordinates with a

phased array controller for acquisition. The wheel is deformable and will there-

fore change shape as the coupling pressure alters throughout the course of a scan.

This is a problem easily solved with conventional phased array but presents a
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problem when varying focal laws are required to perform TFM or similar imag-

ing algorithms. The use of the presented methodology allows real time TFM

imaging in inspection scenarios like this.
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Chapter 4

Sub-Aperture Correlation Imaging

4.1 Background

The objective of developing this novel advanced signal processing method is to

combine time and spatial domain based algorithms to increase the SNR of ultra-

sound images while maintaining an acceptable resolution for defect detection and

characterisation during the inspection of materials with high levels of structural

noise.

TFM works very well on homogeneous, isotropic materials and is often referred

to as the ‘gold standard’ in ultrasonic NDE[128]; however the results produced

from TFM in highly scattering materials can suffer from degradation[129]. The

large grain boundaries within these materials cause incident ultrasonic energy

to scatter which gives rise to speckle noise and lowers the SNR of the resultant

image.

Phase Coherence Imaging proposes using the Phase Coherence Factor (PCF) to

determine whether or not a signal at a given point is predominantly noise or

from a legitimate reflector[66]. PCF calculates the instantaneous phase of each
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A-scan over the whole FMC dataset before applying delays. Unlike delay-and-

sum, PCF calculates the standard deviations of the phases for a focal point.

The lower the standard deviation, the less likely it is that the signal is speckle

noise. The PCF can be used to weight delay-and-sum images, or even TFM.

Experiments in the medical field have shown the PCF is also able to reduce main

lobe width as well as sidelobe intensity. Reduction of the main lobe width is

desirable as it can lead to a potential increase in resolution. In NDE, PCF has

been shown to lower sidelobe levels and improve resolution, but the improvement

is not significant for some materials of interest, high nickel alloys for example[67].

PCF has limitations when applied to data from materials in which multipath

propagation is an issue. Multipath propagation causes phase aberration with

resultant problems in generating an accurate phase coherence factor.

The Generalised Coherence Factor (GCF), proposed by Li and Li[82] uses a sim-

ilar principle to generate a weighting function based on the statistical likelihood

that a signal is predominantly noise. For each point to be analysed, GCF per-

forms the requisite delays before summing for a range of time samples around the

desired sample. An FFT is performed and the frequency spectrum of the signal is

analysed. The GCF is defined by the ratio of low frequency energy in the signal

to total energy. Furthermore, GCF as a weighting function has been shown to

effectively reduce speckle noise.

Dual Apodisation with Cross-Correlation (DAX) has shown promise in reducing

speckle noise in medical ultrasound. Introduced by Seo and Yen [56], DAX uses

two apodisation functions alongside basic Delay and Sum beamforming to create

opposing signals with out of phase grating lobes, which are then cross-correlated.
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Seo proposed four different apodisation methods in his paper: Alternating, Com-

mon Midpoint, Random and Hamming Windowed. The alternating method cre-

ated two opposing apertures consisting of the odd and even numbered apertures

respectively. The random method selects a random set of n
2

elements from the

n element array. The common midpoint method uses the central array elements

in both apertures and assigns the elements from each end of the array their re-

spective signals. The windowing method applies a window across all of the array

elements for one set of signals and uses a rectangular window across the other

set. A high correlation coefficient at a certain point means that both of the sig-

nals are similar and that the signal at the point is likely to be from a reflector.

Conversely, a low correlation coefficient will mean that the signals are unrelated

and are likely to be either contributions from the sidelobe, or speckle noise. DAX

has shown promise in medical ultrasound imaging and is the inspiration for the

technique presented in this chapter.

The motivation behind developing a new method is straightforward. The afore-

mentioned techniques are designed to be applied using an approach based on the

focused B-scan imaging methodology. The Full Matrix Capture records a larger

volume of data that can be used in post-processing and TFM-based imaging tech-

niques can be applied that will offer a higher resolution and SNR while reducing

the point spread when comparing to focused B-scan inspired techniques[79].
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4.2 Theory

4.2.1 Overview

This chapter presents a novel imaging algorithm designed to reduce the con-

tributions from sidelobes when inspecting ultrasonically noisy materials. It has

been called Sub-Aperture Spatially Averaged Correlation Imaging (SASACI) and

combines the focusing qualities of TFM with the sidelobe reducing properties of

DAX[56].

Any ultrasound signal received from a pulse-echo measurement can be thought of

as the sum two discrete signals, reflections from the main lobe and reflections from

sidelobes. The energy reflected from sidelobes is considered to be noise which will

reduce the image contrast and possibly add speckle to an image. SASACI min-

imises the contributions from the reflection of sidelobes. To do this, contributions

from the main lobe must be differentiated from contributions from reflections in

the clutter region. As seen from the flowchart in Figure 4.1, SASACI operates on

an FMC data set and is strongly linked to the Total Focusing Method.

4.2.2 SASACI

SASACI is based on the same principle as TFM, introduced in Section 2.3.2.1,

but aims to extract additional information from the same FMC data. SASACI

creates an image for every transmitting element for which data has been acquired.

The set of images is generated using Equation 4.1, which uses the same general
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Figure 4.1: SASACI Methodology
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concept as the Total Focusing Method. The only difference between Equations

2.60 and 4.1 is that the data from the transmitting elements will contribute

to individual images, as demonstrated by the variable SubTFMtx which is a

matrix of images. These images will be referred to as Sub-TFM images and the

sum of all these images will be equal to a standard TFM image. Figures 4.2

and 4.3 show a graphical representation of this concept. In Figure 4.2, a TFM

image is generated by summing the contributions for each transmit-receive pair

of elements. In Figure 4.3, a separate image is generated for each element, using

every contribution from individual transmitting elements for each separate image.

SubTFMtx(y, z) = |
∑

htx,rx(

√
(ytx − y)2 + z2 +

√
(yrx − y)2 + z2

vL
)| (4.1)

In the SASACI process (see Figure 4.1), these Sub-TFM images are summed

together to create two new images. One of the ways to do this is to sum all

the odd-numbered Sub-TFM images to create the first new image, and all of the

even-numbered Sub-TFM images to create the second new image. Section 4.4

explores methodologies for summing the Sub-TFM images in more detail and

proposes a number of differing ways to apply a weighting to the images prior to

summation.
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Figure 4.2: A simple illustration of the TFM imaging algorithm

Figure 4.3: A simple illustration of how Sub-TFM images are generated

4.2.3 Cross-Correlation

Once two differing images are generated, they are input to a cross-correlation

function, as shown in Equation 4.2, which generates a matrix of scalars that

range between -1 and 1, depending on the level of correlation.

When the images are weighted optimally, any reflections from defects and struc-

tural features will be in the same position in each image. Noise from grain struc-

ture reflections and multipath propagation will differ between the two images and

can therefore be reduced through appropriate signal processing.
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In Equation 4.2, p is the resulting cross-correlation matrix. RX1 and RX2 are

the matrices to be cross-correlated and S defines the number of neighbouring

pixels to be analysed for one matrix element in the cross-correlation.

p(x, y) =

x+S∑
i=x−S

y+S∑
j=y−A

(RX1(i, j) ·RX2(i, j))√
x+S∑
i=x−S

y+S∑
j=y−S

RX1(i, j)2 ·

√
x+S∑
i=x−S

y+S∑
j=y−S

RX2(i, j)2

(4.2)

S can be calculated by the method shown in Equation 4.3 and is a measure of

the number of pixels used for cross-correlation. vL is the longitudinal propagation

velocity, c is the centre frequency of the array, l distance from the centre of each

pixel to analyse in wavelengths, and ∆x is the pixel pitch of the quantised image

measured in meters per pixel. Figure 4.4 shows a graphical representation of the

pixels used for the cross-correlation function. l is set to one wavelength in this

work.

S =
vL · l
c ·∆x

(4.3)

Thresholding is also applied at this stage, meaning points that are highly un-

correlated will be further minimised, the thresholding equation being shown in

Equation 4.4.

W (x, y) =


p(x, y) ·H, if p(x, y) < X;

p(x, y), otherwise.

(4.4)
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Figure 4.4: A graphical representation of how S is represented for SASACI

In Equation 4.4, W is the weighting matrix derived from p, the cross-correlation

matrix. X is the threshold and H is the weight applied to any pixel whose value

is under the threshold. H was set to 0.01 for all of the experimental results

presented in this thesis.

Finally, the weighting matrix W is multiplied by the basic TFM image, as shown

in Equation 4.5 where SASACI is the resultant image.

SASACI = TFM ·W (4.5)

The final SASACI image has the same properties as the TFM image with regards

to sensitivity and resolution but should also effectively minimise reflections from

sidelobes.
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4.3 Experimental Evaluation

4.3.1 Steel Weld

A welded 316L stainless steel sample (Amec Foster Wheeler, UK) was inspected.

This sample has a number of defects within the weld and each of these defects

was inspected in turn. A photograph of the sample is shown in Figure 4.5 and a

scan of the datasheet detailing the flaws is shown in Figure 4.6.

Figure 4.5: A photograph of the welded plate sample

4.3.1.1 Experimental Setup

Data was collected from this sample using a Dynaray phased array controller

(Zetec, USA) and a sub-aperture of a 128 element commercial linear array (Ver-

mon, France). Table 4.1 shows the parameters used for this experiment.

109



4. SUB-APERTURE CORRELATION IMAGING

Figure 4.6: Excerpts from the datasheet relating to AMEC’s 316L welded sample,
showing each defect’s type, shape and location within the weld.

Parameter Value

Array Centre Frequency 5 MHz
Array Aperture 32

Array Pitch 0.7 mm
Longitudinal Wave Velocity 5560 m/s

Filter Passband 0.5 - 10 MHz
SASACI Threshold 0.95

Table 4.1: Parameters for stainless steel weld inspection
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Due to the sample not being completely flat, it was not possible to directly couple

all 128 elements of the array to the sample above each of the defect locations.

Instead, a 32 element sub-aperture of the array was used to collect a Full Matrix

Capture dataset. For each defect, the array sub-aperture was centred over the

defect of interest.

Two defect-free datasets were also recorded; one above the weld and another in

a clean, non-welded, region of the stainless steel sample. These were used as

baseline to which the other results can be compared.

4.3.1.2 Results

Results from each defect will be presented individually as a series of three images.

The leftmost image is the result of the Total Focusing Method on the otherwise

unprocessed data. Regions with defects will show the defect location overlaid

on this image. The centre image is the TFM result after being applied to the

filtered Full Matrix Capture data using the bandpass filter specified in Table 4.1.

The image on the right is the result of the SASACI process. The input to the

SASACI algorithm is a filtered FMC dataset, and the filtered TFM image has

been included as a fair comparison between the two methods.

Figure 4.7 shows the three images from the non-welded area of the stainless steel

sample away from the weld. Figure 4.8 shows the images from the weld, but from

a region free of defects.

111



4. SUB-APERTURE CORRELATION IMAGING

In these sets of images, the backwall can be seen clearly at a depth of approxi-

mately 22mm with no other features in the images. For areas with no defects, it

can be observed that SASACI does not offer an improvement compared to TFM

on a filtered dataset. This is an expected result as SASACI only tends to improve

the images from datasets collected in ultrasonically noisy specimens. Figures 4.9

to 4.15 show the results for defects numbered 1 to 7. These results are presented

and discussed in this section.
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Figure 4.7: TFM, Filtered TFM and SASACI images of a defect-free, non-
welded area of the stainless steel sample.

Figure 4.8: TFM, Filtered TFM and SASACI images of a defect-free area of
the weld in the stainless steel sample.
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4.3.1.2.1 Flaw 1

Flaw 1 is a side-wall crack angled at 35◦ with respect to the normal. It has a

length of 30mm, is 6mm tall and the processed images of this flaw can be seen

in Figure 4.9. The reflection from the flaw is strong and the defect can be seen

even in the unfiltered TFM image. As expected, the filtered TFM image reduces

a significant portion of the noise and allows the defect to be seen more clearly.

The SASACI process reduces this noise (measured by taking the mean amplitude

in the highlighted area - this area is consistent throughout the following results)

by a further 5dB, though the defect is already visible in the previous image and

accurate sizing is possible.

Figure 4.9: TFM, Filtered TFM and SASACI images of Flaw 1 within the
stainless steel weld. The side wall crack can be seen clearly at the top left of all
three images.
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4.3.1.2.2 Flaw 2

Flaw 2 is a lack of side wall fusion. It is angled at 40◦ with respect to the normal

and has a length and height of 30mm and 6mm respectively. The image results

of this flaw are shown in Figure 4.10. It can be immediately observed from the

first of the three images that this section of the weld has much less grain noise

compared to the section in which Flaw 1 is located. The background noise level is

significantly lower and the defect can be clearly seen. The filtered TFM reduces

some of the noise surrounding the backwall and SASACI is able to further reduce

some of the noise surrounding the defect.

Figure 4.10: TFM, Filtered TFM and SASACI images of Flaw 2 within the
stainless steel weld. This defect is a lack of side wall fusion and can be seen
approximately 6mm above the back wall on the left hand side of each of the three
images.
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4.3.1.2.3 Flaw 3

Flaw 3 is a vertical centreline crack within the weld. It is 45mm long and 6mm

tall. It starts at the bottom of the sample and protrudes upwards. Figure 4.11

shows images of the region in which the flaw is located. No useful information

can be observed in the unfiltered TFM image. There is a significant amount of

noise surrounding the back wall which hinders analysis of the image. The filtered

TFM image reduces noise but it is still not clear where the defect is located. The

SASACI image shows further reduced noise, to a point where the top of the defect

can be observed. It should be stated that the experimental setup is not optimal

for detecting Flaws 3, 4 and 5. To detect vertical flaws, inspection should take

place with an angled beam which allows for more energy to be reflected from the

defect. A wedge would allow for this.

Figure 4.11: TFM, Filtered TFM and SASACI images of Flaw 3 within the
stainless steel weld. The centreline crack is expected to be visible in the left hand
side of the images and appear as an artefact just above the back wall reflection.
It is more prominent in the SASACI image.
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4.3.1.2.4 Flaw 4

Flaw 4 is also a vertical centreline crack. It is smaller than Flaw 3, being 40mm

long and only 5mm tall. This flaw is starts at the top of the sample and protrudes

downwards towards the centre of the weld. This flaw cannot be seen in any of

the three images shown in Figure 4.12.

Figure 4.12: TFM, Filtered TFM and SASACI images of Flaw 4 within the
stainless steel weld. Flaw 4 is a centreline crack propagating from the top of the
weld. Although this defect is not visible in any of the three images, the effects of
the crack can be seen as second and third reflections are visible at depths of 8mm
and 16mm.
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4.3.1.2.5 Flaw 5

Flaw 5 is a vertical centreline crack in the centre of the weld. It is larger than the

previous flaws and is 50mm in length and 14mm in height. The top of the crack

can be seen in the unfiltered TFM image in Figure 4.13, however the bottom

cannot be seen due to the noise around the back wall. The filtered image reduces

noise, allowing the top of the crack to be seen clearly. In this case, the bottom of

the crack still cannot clearly be seen due to noise. The SASACI image reduces

this noise further to a point where the location of the bottom of the crack can be

estimated to allow sizing.

Figure 4.13: TFM, Filtered TFM and SASACI images of Flaw 5 within the
stainless steel weld. Flaw 5 is a centreline crack that starts just below the surface
and ends just above the back wall of the specimen. The top of the crack can be
seen at a depth of 8mm and the bottom is visible at a depth of 20mm. These
reflections are most clear in the SASACI image.
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4.3.1.2.6 Flaw 6

Flaw 6 is a lack of side wall fusion and is at an angle of 35◦ with respect to the

normal. The crack is sized 50mm in length and 4mm tall. Figure 4.14 shows

the three images related to this defect. The unfiltered TFM image is very noisy

due to the grain structure within the weld. The bandpass filtering reduces noise

to the point where the defect can be seen above the noise and SASACI further

reduces this noise by around 10dB.

Figure 4.14: TFM, Filtered TFM and SASACI images of Flaw 6 within the
stainless steel weld. This defect is a lack of side wall fusion and can be seen at
the top-right of both the filtered and SASACI images. The defect is clearest in the
SASACI image due to the reduced noise in the image.
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4.3.1.2.7 Flaw 7

Flaw 7 is a transverse crack at the top of the sample and is 40mm long and 4mm

in height. This defect cannot be seen in any of the three images represented

in Figure 4.15. The filtered TFM and SASACI images show clear horizontal

artefacts that are also present in Flaw 4. While the defects near the top of the

sample cannot be seen in any of the images, it is possible that the flaws are

contributing to these artefacts. The orientation of this defect is such that it is

expected to be found. There is currently no explanation for the fact that the

defect cannot be seen in any of the images.

Figure 4.15: TFM, Filtered TFM and SASACI images of Flaw 7 within the
stainless steel weld. Flaw 7 is a transverse crack propagating 4mm into the ma-
terial from the top surface. It is not visible in any of the three images, though
the effects can be seen as a large artefact is visible at a depth of around 13mm in
both the filtered and SASACI images.
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4.3.2 Dissimilar Weld

A dissimilar weld specimen (TWI, UK) with implanted flaws was inspected. The

specimen is shown in Figure 4.16. This specimen has a number of defects, the

locations of which can be seen marked on the surface of the sample. In this

section only one is investigated for the evaluation of this algorithm.

Figure 4.16: A dissimilar weld specimen

4.3.2.1 Experimental Setup

The defect focused upon for this experiment was a 20mm long vertical crack that

began approximately 35mm from the top of the sample, protruding downwards.

A commercial 128 element linear 5MHz array (Vermon, France) was used to record

an FMC dataset using a 45 element sub-aperture of the array. A sub-aperture

was used because, similar to the previous experiment, the specimen was not flat
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and a contact inspection using the full aperture of the array was not possible.

The array was driven by a Dynaray phased array controller (Zetec, USA). Table

4.2 shows additional experimental parameters.

Parameter Value

Array Centre Frequency 5 MHz
Array Aperture 45

Array Pitch 0.7 mm
Longitudinal Wave Velocity 5700 m/s

Filter Passband N/A
SASACI Threshold 0.95

Table 4.2: Parameters for stainless dissimilar weld inspection

4.3.2.2 Results

The Full Matrix Capture dataset was input to both the TFM and SASACI al-

gorithms and the results compared. The TFM and SASACI results are shown in

Figures 4.17 and 4.18 respectively. The images are shown with a 30dB dynamic

range. The SNR was measured in each of these images. The signal was defined

as the area where the back wall and extremities of the crack were expected to

be, and the noise was defined as all other areas. Table 4.3 shows the calculated

signal to noise ratio for each of the algorithms.

Algorithm SNR

TFM 7 dB
SASACI 20 dB

Table 4.3: Signal to Noise Ratio for the dissimilar weld sample
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Figure 4.17: TFM result from the dissimilar weld specimen. The region where
the reflections from the top and bottom of the crack are expected to appear are
highlighted in red.

Figure 4.18: SASACI result from the dissimilar weld specimen. The region
where the reflections from the top and bottom of the crack are expected to appear
are highlighted in red.
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In each of the images, the back wall can be clearly seen at a depth of 85mm.

The top of the vertical crack can also be seen in both the TFM and SASACI

images, at a depth of 35mm and centred. The SASACI algorithm reduces the

background noise of the image to the point where the bottom of the crack can

also be observed. This is visible at a depth of 55mm in the SASACI image and

is not visible in the TFM image. These regions have been highlighted via a red

rectangle in each of the images.

Although the noise is greatly reduced in the SASACI image, there are a number

of remaining areas with an amplitude response close to that of the defect. Tuning

of the SASACI parameters may reduce the amplitude of these indications.

4.4 Apodisation Analysis

In this section, different apodisation methods will be evaluated using results from

experimental data to fine-tune the parameters of the algorithm. Five different

apodisation techniques were trialled and used to weight an FMC dataset in order

to create different sets of sub-TFM images.

4.4.1 Experimental Setup

The SASACI algorithm was implemented in CUDA C++ running on NVidia

graphics cards using the efficient imaging methods described in Chapter 3. An

Inconel 625 step wedge was provided by Siemens (via E.ON) for these tests. An

image of the specimen is shown in Figure 4.19.
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Figure 4.19: Inconel 625 Specimen

A commercial array (Vermon, France) was used to record ultrasonic data. The

parameters are shown in Table 2.1. The array was driven with a Dynaray phased

array controller (Zetec, USA). The Dynaray’s set-up parameters are shown in

Table 4.4.

Parameter Value

Pulse Voltage 50 V
Hardware Gain 40dB

Pulse Width 140 ns
Sampling Frequency 100 MHz

Table 4.4: Dynaray setup parameters for step wedge inspection
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Due to the size of the sample, it is not possible to generate an image from a

single scan that shows all of the sample’s features. Instead, a single feature will

be selected. The feature that the experimental results will concentrate upon is

the Side Drilled Hole (SDH) that is at a depth of 60mm from the top of the

specimen. This is the middle hole in Figure 4.19.

The FMC dataset also had a bandpass filter applied to remove noise in the pre-

processing state. The applied filter was a second order Butterworth bandpass

filter with -3dB cut-offs at 2MHz and 6MHz. A Butterworth filter was chosen

due to its flat frequency response in the passband.

4.4.2 Experiment and Results

4.4.2.1 Benchmark TFM

The resultant image from the experiment defined above is shown in Figure 4.20

with a dynamic range of 40dB. In Figure 4.20, the SDH is central and is at a

depth of 60mm. Due to multipath propagation and the fact that the speed of

sound is not constant in the material, the hole appears as a line in the image.

This is a limitation of the imaging process that SASACI cannot overcome. It

is evident that the longitudinal propagation velocity is set correctly, as another

SDH can be seen in Figure 4.20 at a depth of 10mm. This feature is resolved

correctly in the image due to the fact that is is close to the surface and the sound

energy has less distance to travel and therefore less opportunity for error to be

accumulated in estimating the distance travelled.
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Figure 4.20: A Conventional TFM Image

There are a number of different ways to weight the sub-TFM images before com-

bining them. Seo and Yen[56] investigated four methods of doing this for a

one-dimensional cross-correlation approach. Each of the approaches, as well as a

novel hamming windowing approach, will be evaluated for the current methodol-

ogy. The Hamming window is designed to reduce the amplitude of the sidelobe

closest to the main lobe, but at the expense of the rest of the side lobes being

much higher when compared to a Hann window.

For the SASACI processing a number of variables need to be set, as described

in Section 4.2.2. These values are defined in Table 4.5 and remain constant in

all the results presented in this Chapter. The value of A was chosen to compare

2 wavelengths of data for the cross-correlation algorithm. Multiple values of H
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and T were investigated. The values in Table 4.5 were used in this experiment as

they produce an optimal image. Future work will involve generating an adaptive

processing methodology to set these values algorithmically.

Parameter Value

X 0.9
H 0.1
S 6
l 1

Table 4.5: SASACI Parmeters

4.4.2.2 Alternating Elements Apodisation

Figure 4.21 shows the weighting applied to the transmitting elements to create

the modified aperture. Although 32 elements are shown, any number of elements

can be used with this method and the pattern expanded or reduced as necessary.

In this experiment, a 128 element array was used and the weighting shown is

simply repeated as necessary.

The SASACI image after using the weighting shown in Figure 4.21 is shown in

Figure 4.22. Compared to the TFM image there is reduced speckle noise and the

second, shallow SDH appears clearer.

128



4. SUB-APERTURE CORRELATION IMAGING

4.4.2.3 Hamming Window Apodisation

Hamming windowing is an apodisation technique untested by Seo and Yen, but

is thought to have potentially improved results due to it being designed to reduce

the nearest sidelobe to the main lobe. The hamming window weightings are

shown in Figure 4.23 and the resultant SASACI image in Figure 4.24.

4.4.2.4 Hann Window Apodisation

Compared to the Hamming window, the Hann windowing function has a much

steeper frequency roll-off and will therefore minimise sidelobes. The Hann window

weightings are shown in Figure 4.25 and the results from this apodisation method

shown in Figure 4.26.

4.4.2.5 Common Midpoint Apodisation

Figure 4.27 shows the apertures used for the common midpoint apodisation. Es-

sentially, the two apertures have a number of elements disabled at opposing sides.

This is done to create a pair of images where the position and amplitude of noise

differs between them. The result image is depicted in Figure 4.28.

129



4. SUB-APERTURE CORRELATION IMAGING

4.4.2.6 Random Element Apodisation

The random element apodisation weighting is shown in Figure 4.29. This method

has the limitation of yielding differing results each time the random element

permutations are chosen. Is is possible to generate permutations over and over

until an preferred set of elements are found and this research could be completed

in future. A random (non-optimised) result is shown in Figure 4.30
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Alternating − Aperture 1 Weighting
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Alternating − Aperture 2 Weighting

Figure 4.21: Alternating Apodisation
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Figure 4.22: Alternating Apodisation SASACI Result
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Figure 4.23: Hamming Apodisation
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Figure 4.24: Hamming Apodisation Result
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Figure 4.25: Hann apodisations
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Figure 4.26: Hann apodisations
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Common Midpoint − Aperture 2 weighting

Figure 4.27: Common Apodisation
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Figure 4.28: Common Midpoint Apodisation Result
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Random − Aperture 2 weighting

Figure 4.29: Random Apodisation
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Figure 4.30: Random Apodisation Result
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4.4.3 Evaluation of Apodisation Methods

The results from the apodisation methods discussed in the Section 4.4.2 were

evaluated to quantise their effectiveness. The signal-to-noise ratio (SNR) for

each image was measured and tabulated (shown Table 4.6) so that the best of

the image weightings could be identified. Using the known position for both side-

drilled holes in the test block, the area where the reflection from the holes is above

-6dB in the TFM image is considered signal. Everything else is considered noise.

This method of differentiating signal and noise was chosen so that the poor focus

on the 60mm side drilled hole would not be detrimental to the SNR in either the

TFM or SASACI images. Instead, the SNR will be representative of the mean

amplitude of the speckle noise in the images. A look-up matrix was generated

for the current dataset so that signal and noise can quickly be calculated. This

matrix is shown in Figure 4.31, where the black areas are considered signal and

the white areas considered noise.

In Table 4.6 it can be seen that the alternating apodisation technique is the

best performing in this test scenario. It outperforms TFM by approximately

12dB. The random apodisation method is also effective, but due to the nature of

the randomly generated apodisation weights the results differ each time that the

algorithm runs. A number of averages could be taken to minimise the random

component of these results, but this has not been investigated. Section 6.3.2

discusses this in more detail.
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Figure 4.31: Locations of Signal and Noise

Method SNR

TFM 27.58dB
Alternating 39.55dB
Common 38.78dB
Hamming 31.80dB

Hann 34.03dB
Random 38.68dB

Table 4.6: Comparison of Apodisation Methods

The alternating apodisation method was further investigated by altering the aper-

ture widths. Alternating apertures with aperture widths of 1, 2, 4, 8, and 16 were

created and images generated. The aperture shapes and resulting images can be

seen in Figures 4.32 to 4.39. The resulting SNRs from these methods are shown

in Table 4.7. From this table, it can be observed that there appears to be an
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optimal aperture width, with SNR becoming poorer either side of the optimal

value. In this case, the optimal aperture width was found to be 4 elements wide.

Aperture Width (elements) SNR

1 39.55dB
2 40.29dB
4 40.59dB
8 32.30dB
16 31.30dB

Table 4.7: Comparison of Alternating Apodisation Aperture Widths
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Alternating (2) − Second Aperture

Figure 4.32: Alternating Apodisation with 2x Aperture Width
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Figure 4.33: Alternating Apodisation with 2x Aperture Width Result
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Alternating (3) − First Aperture
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Alternating (3) − Second Aperture

Figure 4.34: Alternating Apodisation with 4x Aperture Width
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Figure 4.35: Alternating Apodisation with 4x Aperture Width Result
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Alternating (4) − First Aperture
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Alternating (4) − Second Aperture

Figure 4.36: Alternating Apodisation with 8x Aperture Width
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Figure 4.37: Alternating Apodisation with 8x Aperture Width Result
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Alternating (5) − Second Aperture

Figure 4.38: Alternating Apodisation with 16x Aperture Width
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Figure 4.39: Alternating Apodisation with 16x Aperture Width Result
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4.5 Discussion

A new signal processing technique for ultrasonic NDE has been proposed and

experimental results demonstrated on a range of industrially relevant samples.

The SASACI approach involves creating two images of the same region. In this

chapter, an investigation into improving imaging using sub-apertures from a single

FMC dataset. It is anticipated that there are other ways to improve imaging

using this methodology, using a set of arrays with differing centre frequencies, for

example.

It was found the optimal way to weight the sub-TFM images is with an alternating

scheme with a 4 element wide aperture. An maximum SNR improvement of

13dB has been achieved compared to a standard TFM image. Visually, defects

appear clearer in SASACI images in a number of test cases, when compared to

a bandpass-filtered TFM image. It can be concluded that this signal processing

method is both novel and effective within the field of non-destructive evaluation

of difficult materials.
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Chapter 5

Correlation for Adaptively Focused

Imaging

5.1 Introduction

Spatially Averaged Sub-Aperture Correlation Imaging (SASACI), described in

Chapter 4, has shown potential in reducing noise caused by large grains[130] but

this technique has a number of limitations. The first is due to the need for a range

of input variables. Hence, the resulting output image is sensitive to the parameter

settings and these parameters require a degree of trial and error in order to select

the values that will give optimal results for a given inspection scenario. The

second major limitation is resolution. While speckle noise is reduced, resolution

is decreased, preventing characterization of any genuine flaws.

A new technique, Correlation for Adaptively Focused Imaging (CAFI), is now

proposed which builds upon the SASACI technique[131]. This technique aims

to solve the problem of generating images of materials with variable propagation
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velocities, while not being sensitive to parameter settings. CAFI is inspired by

the Nearest Neighbour Cross-Correlation (NNCC) technique, introduced by Flax

& O’Donnell in 1988[132].

5.2 Methodology

Correlation for Adaptively Focused Imaging (CAFI) processes FMC datasets

to create images in the same manner as TFM and SASACI, but utilizes cross-

correlation to improve focusing in materials where there are local velocity varia-

tions. It does this by amending the delays applied to each element so that the

cross-correlation coefficient of neighbouring signals are maximised.

A flowchart outlining the cross-correlation methodology for CAFI is shown in

Figure 5.1. The technique processes each transmitting element and pixel indi-

vidually and each iteration of the loop is referred to as a TxPx. First, for each

receive element, the estimated delay (for delay-and-sum imaging) is calculated.

A range of samples is then extracted from the A-scan centred on the calculated

delay. Once this has been completed for every receiving element for a given TxPx

combination, the contributions from neighbouring receiving elements are cross-

correlated using the equation shown in Equation 5.1, where C is the centre of

the signal to be cross-correlated, S is the number of pixels on each side of C to

be analysed and RX1 and RX2 are the signals to be cross-correlated[56]. The

cross-correlation is performed at a range of delays, known as lags, for every pair

of receiving elements. The aim of this stage is to find the number of lags, d,

that results in the highest value of cross-correlation coefficient, p. This value is
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recorded for each pair of adjacent elements. The original delay adjusted by the

calculated lags will result in the optimal focus for each TxPx. The corrected

delays for a single TxPx are normalized to the centre element so that imaging

can take place using the corrected delays.

Figure 5.1: The flowchart depicting the cross-correlation process of Correlation
for Adaptively Focused Imaging

p(x) =

x+S∑
i=x−S

RX1(i) ·RX2(i− d)√
x+S∑
i=x−S

RX1(i)2 ·

√
x+S∑
i=x−S

RX2(i− d)2

(5.1)

Equation 5.1 is repeated for different values of d. d is typically set to a range of

integers, centred around 0, that relate to the number of samples per wavelength

in the signal. Once d has been calculated for each pair of elements within a TxPx

combination, the lags are normalised to the centre element using Equation 5.2
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where nel is the number of array elements. This equation is valid only for the

second half of the array, and must be repeated iterating from the centre element

towards the first in order to calculate D for the first half of the array.

Drx =
rx−1∑
x=

nel
2

dx − dx+1 (5.2)

TFMTxPx = |
∑

htx,rx(

√
(ytx − y)2 + z2 +

√
(yrx − y)2 + z2

vL
−Drx)| (5.3)

The modified TFM algorithm is shown in Equation 5.3 where htx,rx is the FMC

matrix, ytx is the location of the transmitting element, yrx is the location of the

receiving element, y and z are the co-ordinates of the pixel of interest, vL is the

propagation velocity in the inspection medium, and Drx is the delay adjustment

calculated through cross-correlation. The delay adjustment is unique for each

transmit-receive pair. tx is constant for Equation 5.3 and the process is repeated

for every TxPx.

5.2.1 An Introduction to Nearest Neighbour Cross-Correlation

To examine how Nearest Neighbour Cross-Correlation (NNCC) works, a simple

problem with a transmitter and two receivers is considered. A point reflector

in a perfect medium is modelled and it is assumed that there is no energy loss
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due to absorption or dispersion. The diagram for this model is shown in Figure

5.2. A hypothetical scenario will be explored using this model and examine

methodologies of combining the responses from the receivers.

Figure 5.2: An hypothetical setup with a transmitter, two receivers and a point
reflector. Not to scale.

For reference in this chapter, the leftmost receiving element will be referred to as

Rx1 and the rightmost, Rx2. For equations 5.4 to 5.6 a general solution will be

sought, referring to any receiving element only as rx,y. When a signal is referred

to as being combined, it is the summation of the responses from Rx1 and Rx2.

The input to the system is a Gaussian windowed tone-burst. There are 5 cycles

of a 1MHz sine wave, sampled at a frequency of 20MHz and weighted using a

standard Gaussian window generated via MATLAB. This is shown in Figure 5.3.
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Figure 5.3: A Gaussian windowed toneburst of frequency 1MHz

The moment when the tone-burst is applied to the system is labelled as time

t = 0. The combined A-scan trace without any correction for propagation delays

is shown in Figure 5.4 below. The red trace represents Rx1 and the green trace

represents Rx2.

The combined signal is shown in Figure 5.5. Instead of overlaying the signals

on top of each other, as in Figure 5.4, they are now being summed together. It

is apparent that the signals are interacting but constructive interference is not

taking place due to the fact that the signals are not in phase. The maximum

amplitude in the system is still less than 1 which is the maximum amplitude of

our initial tone-burst. Using the knowledge of the location of the receiving sensors

with respect to the transmitter, the round-trip delay can be calculated for each

receiver. A lag (calculated by taking the difference between round-trip delays)

can be applied to one of the signals, thus delaying it with respect to the other.
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Figure 5.4: Two A-Scans overlaid without delay correction

Equations 5.4 and 5.5 are used to calculate each of the delays where Vy,z is the

point reflector defined by its Cartesian coordinates. ty,z is the location the point

of transmission and ry,z is the location of the receiver. These points can be

related to the hypothetical experimental setup shown in Figure 5.2. Equation

set 5.4 calculates the distance between the point reflector and the other points of

interest. tpath and rpath are the distances to and from the transmitting element

to a pixel, p, and from the pixel to the receiving element, respectively.

tpath =
√

(ty − Vy)2 + (tz − Vz)2 (5.4a)

rpath =
√

(ry − Vy)2 + (rz − Vz)2 (5.4b)
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Figure 5.5: Two A-Scans combined without delay correction

Equation set 5.5 uses the times calculated in 5.4 to calculate the delays. Note

that the delay is equal to the difference in time between the receive path and the

transmit path, as everything is calculated relative to the point of transmission.

This becomes essential when a number of receiving elements are employed as a

static point of reference is required.

delay =
(rpath + tpath)− (tpath + tpath)

vL
(5.5a)

delay =
rpath − tpath

vL
(5.5b)

delay =

√
(ry − Vy)2 + (rz − Vz)2 −

√
(ty − Vy)2 + (tz − Vz)2

vL
(5.5c)
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For the example in Figure 5.2, Equation 5.5c can be simplified further. It is

known that the transmitter and receiver have the same y co-ordinate and that

the point reflector and the transmitter have the same x co-ordinate. Taking this

into account, the simplification shown in Equation 5.6 can be derived. Note that

this equation only holds true when the points of interest are orthogonal.

delay =

√
V 2
z + r2y − Vz
vL

(5.6)

The equation is essentially the propagation time from the transmitter to the

point of interest minus the propagation time from the receiver to the point of

interest. When applied to both receiving elements, the delayed signal can be seen

as depicted in Figure 5.6. Again, the red line is Rx1 and the green line is Rx2.

It should be noted that due to the corrected delays, the lines are on top of each

other, rendering the red line completely invisible. This is the expected and ideal

case.

The next image, in Figure 5.7, shows the sum of both the individual A-scans. It

can be observed the maximum amplitude is now 2, indicating that the signals are

now summing constructively. The distance is also at the correct location, at 0.05

meters which is the location of the simulated point reflector.
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Figure 5.6: Two A-Scans overlaid with delay correction

Figure 5.7: Two A-Scans combined delay correction
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5.2.1.1 Nearest Neighbour Cross-Correlation in Anisotropic Materi-

als

Delay-and-sum processing has been considered for a simple system. Let us now

add a layer of complexity to our system. Difficult materials, besides being highly

scattering and attenuating, are generally anisotropic. That is, having properties

that are directionally dependent. Often, a wave will propagate in one direction

at a differing speed from other directions. This hinders the ability to effectively

delay and sum contributions from different receivers. An example of this is now

presented.

Figure 5.8: Two A-Scans overlaid without delay correction (anisotropic model)

The same hypothetical arrangement is used as shown in Figure 5.2, only now the

wave velocity from p to Rx1 is 1530m/s and the wave velocity from p to Rx2

is 1430m/s. Figures 5.8 and 5.9 show that without accounting for propagation

time everything looks much the same as in the more simple scenario. Figure
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Figure 5.9: Two A-Scans combined without delay correction (anisotropic model)

5.10 is different compared to Figure 5.6, as both A-scans are visible now. The

waves are no longer co-incident with each other and when Figure 5.11 is observed,

the waves are no longer summing constructively and the maximum amplitude is

reduced to 1. It can be observed that a deviation of just 3% from the assumed

propagation velocity (1480m/s) is enough to stop delay and sum imaging from

working correctly.

Figure 5.12 shows a snapshot of the two signals. The estimated delays of the

signal are known and with this knowledge, the area where the reflections occur

can be extracted. Within this plot there is no knowledge of where the reflections

are, but the anisotropy is assumed to be mild enough that the desired reflection

will be in the area selected for cross-correlation.
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Figure 5.10: Two A-Scans overlaid with attempted delay correction (anisotropic
model)

The signals can be cross-correlated to find out the delay correction that would

result in the highest cross-correlation coefficient between the two signals. This is

found using Equation 5.1 over a range of delays. Figure 5.13 shows a plot of lags

against cross-correlation coefficient. The maximum value of this plot is taken to

be the optimum refined delay for the pair of A-Scans, which for this case was

found to be 18.

Figure 5.14 shows the overlaid A-scans when the delay of 18 samples was applied

to the second A-scan. The signals recombine and overlap as expected. Applied

to the full A-scan, the final expected result can be seen in Figure 5.15 and the

combined result in Figure 5.16. Note that the location of the reflector has ap-

peared to have moved slightly, from 0.5m to 0.49m. This is due to the fact that
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Figure 5.11: Two A-Scans combined with attempted delay correction
(anisotropic model)

perfect delays cannot be applied due to the unknown precise velocities in the

model. This error is low (2%) and is a consequence of using NNCC to inform the

CAFI algorithm.
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Figure 5.12: A section of the overlaid A-Scans before cross-correlation

Figure 5.13: A plot of tested delays vs cross-correlation coefficient for the A-
scans in Figure 5.12
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Figure 5.14: A section of the overlaid A-Scans after cross-correlation and delay
correction

Figure 5.15: Two A-Scans overlaid with CAFI correction
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Figure 5.16: Two A-Scans combined with CAFI correction
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5.2.2 Nearest Neighbour Cross-Correlation in the Pres-

ence of Noise

For NNCC-based imaging algorithms to be applicable in this work, they need to

be robust in the presence of noise. In the next simulation, random noise is added

to each A-scan. The peak amplitude of the toneburst is 1 and the peak amplitude

of the noise is 1.5. This yields a signal to noise ratio of -3dB.

The combined delay-and-sum signal before NNCC correction is attempted is

shown in Figure 5.17.

Figure 5.17: Two A-Scans combined with added noise

In Figure 5.17 there is a peak at 0.05m, but it is not clear if that is the result

of noise or an actual feature. In this case, it is possible for the noise in each

signal to undergo constructive interference and appear as a legitimate reflector in
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the combined A-scan. In the next set of images, Figures 5.18 to 5.22, the CAFI

technique is applied to the noisy signal to attempt to refocus the delay-and-sum

A-Scan on the reflector.

Figure 5.18: A subset of two A-Scans overlaid with added noise

Figure 5.19 shows the cross-correlation coefficient against lags for the noisy signal.

When compared with a clean signal such as the one in the previous example,

shown in Figure 5.13, the peak indicating the correct number of lags can be seen

to be less prominent. The ideal delay can be observed from the graph to be 19

samples. This differs from the previous example by only one sample, or 50ns.

Comparing the before and after, Figures 5.17 and 5.22 respectively, there is a

marked improvement in effective SNR. The SNR in the after image (peak signal

to peak noise) is 3.0, while in the before image the SNR is 1.4. This may seem
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Figure 5.19: A plot of tested delays vs cross-correlation coefficient for the A-
scans in Figure 5.18

like a small difference but it shows an increase of SNR of 110%, over double the

original SNR. Qualitatively, there is clearly a reflector shown at 0.05m. This is

an improvement over the ‘before’ image.
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Figure 5.20: A subset of two A-Scans overlaid with added noise and corrected
using CAFI

Figure 5.21: Two A-Scans overlaid with added noise and corrected using CAFI
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Figure 5.22: Two A-Scans combined with added noise and corrected using CAFI
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5.2.3 Phase Enhanced Correlation for Adaptively Focused

Imaging

The focus correction can be altered by using a different way to measure the signal

in the cross-correlation. Using the instantaneous phase of a signal for comparison

means that the cross-correlation algorithm no longer depends on signal amplitude.

This makes CAFI more resilient to high amplitude noise that is typically found

when inspecting coarse grain materials[67]. Applying the Hilbert transform to an

RF signal yields the analytical signal with both real and imaginary components, as

seen in 5.23. The instantaneous phase is calculated for each sample by calculating

the phase angle,φ0, between the real and imaginary components of said sample.

Figure 5.23: Finding the phase of an analytical signal using the real and imag-
inary components
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The CAFI process can then be repeated using the instantaneous phases as an

input to the cross-correlation algorithm, in place of a signal’s amplitude. Once

the ideal delays have been calculated, the delay and sum imaging can take place

as before using the original A-Scans. Again, this concept will be demonstrated

on the noisy anisotropic model.

Figure 5.24: Overlaid subset of instantaneous phases

Figure 5.24 shows a sample of the A-scans, overlaid on each other, after the

instantaneous phase angle has been calculated. These signals are then input to

the cross-correlation function, the results of which are shown in Figure 5.25. The

graph shows that the ideal delay is 18 samples, which is the expected value,

given knowledge of the parameters of the hypothetical imaging scenario. This

is an improvement over the standard ‘amplitude-only’ CAFI using result which

yielded an ‘ideal’ delay of 19 samples. Furthermore, the graph is much steeper
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than the one generated from the amplitude-only CAFI. This is a property which

can help to reduce false positives. Delays which are not optimal now have a much

lower cross-correlation coefficient in the phase-based CAFI implementation.

This correct delay is then applied and can be seen in Figures 5.26 to 5.28.

The maximum signal value in Figure 5.28 is 3.8 while the peak noise value is

2.8, meaning that the signal to peak noise ratio is 2.7dB. This is less than the

SNR of the amplitude-based CAFI even though the anisotropy has been properly

corrected for. The reason for the lower SNR is due to the noise destructively

interfering with the reflected signal.

If more A-Scans were modelled and used to build a new delay-and-sum signal, the

phase-based CAFI would eventually outperform the amplitude-based due to the

fact that the noise would start to be averaged out and the signals would combine

more optimally.

In some cases both the phase-based and amplitude-based versions of CAFI fail

to calculate the correct delays. In these cases, the calculated ideal delays are

generally different and will produce different images when each of the delays are

used. This can be used to our advantage as the two different generated images

can be used as an input to SASACI’s cross-correlation algorithm[130] to attempt

to pick out the coherent component of the images.
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Figure 5.25: A plot of tested delays vs cross-correlation coefficient for the A-
scans in Figure 5.24

Figure 5.26: A subset of two A-scans’ instantaneous phases overlaid with added
noise and corrected using CAFI
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Figure 5.27: Two A-Scans overlaid with added noise and corrected using phase-
based CAFI

Figure 5.28: Two A-Scans combined with added noise and corrected using phase-
based CAFI
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5.2.4 CAFI Imaging

In previous examples, a model was used with one transmitting and two receiving

elements. A Full Matrix Capture dataset can have 64 transmitting elements and

64 receiving elements, though both greater and fewer elements are also commonly

used. A slightly different approach is required in order to refine the delays for

each A-scan.

For imaging with CAFI, each transmitter and each pixel are treated indepen-

dently. CAFI will attempt to focus on one pixel for one transmitting element

at a time. For an FMC dataset collected from a 64 element array, there will be

64 A-scans to apply the technique to. In the previous examples, there were only

2 A-scans used. It does not matter in these examples if Rx1 is correlated with

respect to Rx2, or the other way around. The ideal delay, if reversed, will simply

be the inverse. For multiple A-scans, it does matter which A-scan is correlated

with respect to another.

First, the expected delays are calculated for each receiving element using the

speed of sound (generally measured with a pulse-echo test on a block of known

thickness) within the material. A subset (normally around 300 samples) of each

A-scan, centred around where the reflection would be expected (calculated using

the estimated velocity), is copied into an array for each receiving element. Each of

the A-scans is then correlated with its neighbouring A-scan, always with respect

to the element closest to the centre of the array. Once each of the A-scans has

been correlated to each other n − 1 delays will have been calculated, where n is

the number of elements in the array.
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The delays are then normalised to the centre element (i.e. the centre element has

a delay of 0) and the delays are then calculated relative to the centre element.

This is done using Equation 5.7 where delay is the delay to apply to each A-scan,

x is the A-scan of interest, nel is the number of array elements and dci = di − dc

is the normalised delay for A-scan, i, with respect to its neighbouring element

closest to the centre element. If two centre elements exist, dc is calculated by

taking the average of the two.

delay =



nel
2∑
i=x

dci, if x < n
2
;

x∑
i=

nel
2

dci, otherwise.

(5.7)

After these delays have been calculated, standard TFM imaging takes place and

a unique delay is calculated for each receive element while looping through each

transmitting element and each pixel.

This process can then be repeated with phase-based CAFI in order to generate two

different sets of delays and therefore two different images. If this is the case, then

two images have been created, each using TFM with a form of focus correction

to account for phase aberration. Any legitimate reflectors should be subject to

enhanced focusing in the corrected images. Any noise may differ between the

two images since most of the noise in a TFM image is from grain reflections that

will suffer more from multipath propagation. SASACI cross-correlates images

created from the two array sub-apertures to remove grain noise. If two images
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have been generated then the final stage of the CAFI process is to cross-correlate

the focus-corrected images using the two-dimensional cross-correlation algorithm

in Equation 4.2. Once p is found for each pixel, using this equation, any pixel

where p < 0 is set to 0. p is then cross-multiplied with the original TFM image

to give the final CAFI result.

5.3 Results

CAFI was validated experimentally using an ultrasonically noisy material. Two

metrics were used to measure the performance of the technique. The number

of pixels with amplitude >-6 dB are counted. This is an approximate measure

of point spread when imaging a small defect. The area within these pixels is

determined to be signal and anything outside of this is noise. The mean values

of these areas are taken to give the Signal to Noise Ratio (SNR) in dB.

5.3.1 Experimental Set-up

Figure 5.29 shows a block of Inconel 625 which was inspected from the top face

with a Vermon 128 element 5MHz linear array driven by a Zetec Dynaray Phased

Array Controller. An FMC dataset was captured using a 32 element sub-aperture

of the array. The target for inspection is the side drilled hole indicated in Figure

5.29, which is 60mm from the top surface.
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Figure 5.29: An Inconel 625 step wedge of height 180mm. The area to be
imaged is highlighted by an orange box, and the green rectangle represents the
array position.
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The Inconel block is the same specimen used in Section 4.4.1, however array used

to record the data used in this section was positioned at a different point. Due

to the internal structure of the material, the velocities and scatterers within the

sample change through its cross-section. This gives rise to significantly different

results depending on where the array is placed on the sample.

The TFM image of the full depth of the block is shown in Figure 5.30. The image

is shown at a dynamic range of 20dB and has multiple visible defects, one at a

depth of 60mm and another at 105mm. Due to the computational complexity of

the algorithm (in the order of minutes per pixel), only a small subset of this area

will have CAFI applied to it, as depicted by the green rectangle in the image.

5.3.2 CAFI Images and Quantitative Results

Figure 5.31 shows the TFM image at a dynamic range of 50dB. It has significant

contributions of high amplitude noise and the resolution is considered poor. The

SNR of this image is 8.16dB and the number of pixels >-6dB are 179. The main

signal is at the correct depth, which is 60mm although it is not clear that there

is a side drilled hole in the image. The side drilled hole is clearer in Figure 5.30

due to the 20dB dynamic range in the image. The apparent SNR would also be

different due to the size of the area sampled when the noise is measured. This is

due to the maximum amplitude within the area shown being normalised to 0dB.

Sampling a larger area, where noise would be low due to the lack of reflectors,

would result in a lower average noise being measured.
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Figure 5.30: A TFM image of the step wedge sample. Reflections from side
drilled holes are visible at 60mm and 110mm. The back wall is at 0.16m.
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As long as the area where the noise is sampled is the same in each image, a fair

comparison can still be drawn between the imaging techniques used. For the

following results, all areas in the image >-6dB are considered signal while the

rest are considered noise.

Figure 5.31: TFM of the side drilled hole

Figure 5.32 shows the CAFI image with amplitude-based focus correction. The

SNR of this image is 8.59dB which is slightly better than the TFM image. The

pixels >-6dB count is 226 which is poorer than the original TFM image.

Figure 5.32: The side drilled hole with amplitude-based focus correction

Figure 5.33 shows CAFI with phase-based focus correction. The SNR of this im-

age is 7.93dB which is again poorer than the original TFM image but the number

of pixels >-6dB is 164 which represents a slight improvement over TFM. The re-
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sults from the previous two images show that cross-correlation can be potentially

used to improve images due to the differences in both SNR and resolution that

can be achieved via standard focus correction algorithms.

Figure 5.33: The side drilled hole with phase-based focus correction

Figure 5.34 shows the final CAFI images after the cross-correlation of both the

phase-based and amplitude-based corrections. Visually, the hole is present in the

image at the expected depth of 60mm, although there are some other artefacts.

Quantitatively, the SNR of the image is 36.3dB which is significantly higher than

the original TFM image, as well as the intermediary CAFI images. The number

of pixels >-6dB is 6 which shows a large improvement in resolution over TFM.

Figure 5.34: The side drilled hole with the full CAFI method applied
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5.3.3 Discussion

The Correlation for Adaptively Focused Imaging algorithm was inspired by both

Spatially Averaged Sub-Aperture Correlation Imaging and Nearest Neighbour

Cross-Correlation. CAFI has a number of advantages over SASACI, including

a potential for higher resolution images and robustness to parameter setting

which was one of the most significant issues with the practical implementation of

SASACI.

The results shown in this chapter show a clear improvement over TFM, although

the visible artefacts in the final image demonstrate that the technique still requires

improvement.

Method SNR Pixels >6dB

TFM 8.16dB 179
Amplitude-based CAFI 8.59dB 226

Phase-based CAFI 7.93dB 164
CAFI with SASACI 36.3dB 6

Table 5.1: Comparison of TFM and different CAFI methodologies

Looking at the quantitative results in Table 5.1, it can be seen that the phase-

based CAFI and amplitude-based CAFI have different values of SNR and point

spread. This is expected due to the fact that the material has large grains which

contribute to coherent noise. This coherent noise will affect the outcome of the

cross-correlation function and hinder the identification of a defect. As discussed
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in the methodology section, combining SASACI and CAFI has the potential to

create images superior to standard CAFI and this is demonstrated in both the

table and in Figure 5.34.

A limitation of CAFI is that when there is no defect to focus upon, the cross-

correlation function can end up choosing delays where reflections from the grain

will sum constructively and appear similar to a genuine defect. For this reason,

when CAFI is applied to a large area, the SNR can be comparatively low com-

pared with TFM. It is therefore recommended that CAFI is used to characterise,

instead of to determine the location of defects. It is here that CAFI excels and

this can be seen when comparing TFM in Figure 5.31 with the full CAFI method

in Figure 5.34.

CAFI also has a technical drawback, which is its computational complexity, re-

sulting in significant time required to process images. This can be alleviated by

utilizing parallel computing. CUDA based imaging has been discussed in Chapter

3 and this technique of accelerating the imaging process can also be applied to

CAFI as each ‘loop’ of the algorithm is independent from the last.
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Chapter 6

Outlook and Conclusion

6.1 Analysis of Results

A number of novel computational methodologies have been introduced and eval-

uated in this thesis. Each methodology has its advantages and disadvantages as

well as potential for future research and improvements on the technique. These

methodologies will be discussed in the context of the thesis as a whole and related

to the industrial problem described in Section 1.1.

The rapid TFM implementation introduced in Chapter 3 is a solution to two

problems encountered in NDE within industry. Firstly, it allows for advanced

signal processing methods to run in real-time for directly coupled inspections.

This means that operators using these advanced imaging techniques receive im-

mediate feedback. This is a feature currently offered by commercial equipment

manufacturers, but only for traditional imaging approaches. The second prob-

lem it solves is the inspection of curved components using either immersion or

a conformable wedge. In these scenarios, the array is not in direct contact with
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the surface and refraction will occur. Unlike traditional delay-and-sum imaging,

pre-calculating focal laws for TFM-based imaging approaches was not previously

practical due to the time required for computation.

A major drawback of this method is the specific hardware required. The presented

technique is written in the NVidia’s proprietary CUDA programming language

and is therefore confined to running on NVidia graphics cards. Algorithms that

make use of this approach to imaging are therefore limited to hardware supporting

NVidia GPUs, i.e. desktop PCs or high-end laptops. Section 6.3.1 discusses ways

that this technique can be further developed and improved, and will address this

limitation. Another drawback of using the CUDA programming language is the

expertise required to modify and debug the code. The work presented in Chapter

3 demonstrates the TFM algorithm running at a high speed and with refraction,

but SASACI uses a modified version of this in order to exploit the acceleration

offered by using commercial graphics cards. A PCI[66] implementation for CUDA

also exists using this approach. Many more existing imaging approaches can

benefit from this, but modification of the CUDA kernel is not trivial.

SASACI, introduced in Chapter 4, is shown to perform better than the current

‘gold standard’ of ultrasonic imaging on an industrially relevant sample. It has

been shown to improve on SNR using a range of different parameters for SASACI.

The presented imaging algorithm reduces the difficulties associated with inspect-

ing materials with coarse grains. It has reduced background noise in a number

of different imaging scenarios leading to increased clarity of defects. SASACI
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requires parameter settings which need to be fine-tuned in order to achieve an

optimal result. At the moment, a trial-and-error approach is used to optimise

these parameters.

The CAFI algorithm, introduced in Chapter 5, has advantages and disadvantages

compared to SASACI and other imaging algorithms. CAFI uses no thresholding

and therefore is not sensitive to the setting of this parameter. It also offers

the potential of a sharper image resulting from an increased quality of focusing.

CAFI is, however, sensitive to the speckle noise exhibited by grains in difficult

materials. This can cause the algorithm to attempt to adjust focus onto the

speckle. The best results have been observed when the CAFI algorithm has been

used for image enchancement of an area already known to contain a defect.

6.2 Acoustic Research Toolbox

A software package has been created as both an inspection tool and a platform

to demonstrate the imaging algorithms discussed in this thesis. This package has

been named cueART (Centre for Ultrasonic Engineering Acoustic Research Tool-

box). cueART is a LabVIEW-based program designed to enable non-expert users

to use advanced imaging algorithms and view results in real-time. It supports

a multitude of phased array controllers and is designed to be easily modified.

Multiple advanced post-processing algorithms have already been implemented,

including SASACI and PCF, and this software is a work-in-progress with func-

tionality being continually added.
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A key weakness of this thesis is the fact that the algorithms presented are not

compared to each other. If SASACI and CAFI were implemented within an

imaging platform, such as cueART, an in-depth comparison can be made between

the two techniques and they can be evaluated against each another.

In its current state, SASACI and TFM are both functional and use the rapid

imaging process described in Chapter 3, thus they can be used while accounting

for refraction. The software allows the user to modify any imaging parameters

on the fly to enable fine-tuning of algorithms. Users can also switch seamlessly

between the imaging techniques for quick and easy comparison between output

images. This software also interfaces with a robotic system (Kuka, Germany)

and can be used for automated inspection of large components[133].

Future work for this platform involves integrating live surface recognition so that

arbitrary surfaces can be accounted for in real-time on a moving array. This will

allow for rapid sector scanning of industrial components.

6.3 Future Work

6.3.1 Rapid Ultrasonic Imaging

Detailed error analysis shows that the peak inherent error of the interpolant

always occurs near the top of the Z-line, that is, where the non-linearity of the

f(z) function is the highest. One could exploit this fact and split the TFM volume

into two zones, with separate interpolant coefficient databases. Since Phases 1 and
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2 take a small fraction of time taken by Phase 3, this would allow the interpolant

for each zone to better adhere to the original f(z) function, possibly reducing the

required interpolant order, at a very small extra computational cost.

In the current implementation, the full time of flight is calculated for each A-

scan as a sum of Tx-to-pixel and pixel-to-Rx time of flight. At this point, if the

database contains a series of A-scans gathered using the same Tx, the Tx-to-pixel

time of flight value could be cached and only recalculated when advancing to the

next Tx element. In general, depending on the exact Tx/Rx firing scheme, a

range of interpolant caching scenarios or symmetry scenarios could be employed.

It is anticipated that in a practical NDE imaging scenario, only a subset of the

FMC will be actually needed to obtain sufficient image contrast; in such a case,

the field is open for research on optimal firing schemes and related time of flight

caching schemes.

This approach to imaging currently uses a lot of proprietary CUDA techniques

that limit the platforms on which this code can run. In the future, the methodol-

ogy could be ported to OpenCL, a parallel programming language that supports

multiple platforms and architectures.

6.3.2 Spatially Averaged Sub-Aperture Correlation Imag-

ing

The SASACI imaging technique has been shown to increase SNR in noisy images,

but has a user defined threshold. Any areas with a cross-correlation coefficient

below the threshold are further minimised. The threshold is set manually and
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requires some trial-and-error to find an ideal value for each inspection. There

is potential for the threshold parameter to be automatically tuned so that the

algorithm can intelligently select a value for this parameter by sweeping through

a range of values and selecting the one which results in the most optimal image.

The Receiver Operator Characteristic (ROC) can be used to assess the perfor-

mance of inspection methods. The performance of SASACI has not yet been

assessed in this way but for a detailed comparison between different imaging

methods, ROC should be used[134].

One of the aspects of SASACI not fully explored is the random apodisation

technique. A number of random array configurations have been created and

used for imaging. As expected, the results vary depending on the array elements

chosen for each permutation. Data could be collected from a calibration block

with known reflectors and imaged using a range of permutations until the SNR

has been optimised. This is possible by using either a genetic algorithm or a

brute force approach.

6.3.3 Correlation for Adaptively Focused Imaging

Correlation for Adaptively Focused Imaging has shown potential to improve focus

in scenarios where the speed of sound is not constant throughout a material. Cur-

rently the algorithm is implemented in MATLAB and takes a significant amount

of time (in the order of hours for a small image) is required to generate results.

This limits the size and resolution of images being generated by the algorithm.

SASACI has been implemented successfully in CUDA and can be run using GP-
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GPU processing. CAFI can be implemented in the same way, removing the

limitation of resolution and allowing for real-time processing of data. Real-time

processing will make the technique industrially viable.

Finite element simulation can be used to model a range of scenarios quickly

and efficiently. It can be used to test how CAFI copes with different situations.

CAFI can be refined and improved by analysing the result from these modelling

scenarios.

Using the full CAFI methods, different corrected images are produced using

phase-based correction and amplitude-based correction. At the moment, the

technique uses cross-correlation to extract information from this pair of images.

There are other comparison methods which have not been investigated in this

thesis, such as the Best Linear Unbiased Estimator (BLUE) technique[135].

6.4 Overall Conclusion

The aim of this thesis is to present an investigation into signal-processing based

solutions for the problem of inspecting difficult materials using ultrasound arrays.

An approach to imaging through non-flat surfaces was presented which allows

compensation for refraction in real-time. This is a significant improvement on

similar techniques that require either prior knowledge of the sample or more data

than a single FMC.
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Two signal processing methods for image generation have been presented which

are novel and tackle the problem of inspecting materials with large grains or

anisotropy. Experimental results have been obtained from industrially relevant

samples for each of these techniques, and the results discussed with varying de-

grees of success.

In summary, signal processing can be used with traditional data-gathering tech-

niques to improve the quality of ultrasonic imaging and increase the probability of

locating defects. Each of the methodologies presented in this thesis are effective

and have potential to be explored further via future research.
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