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Abstract

Manufacturing techniques have evolved around requirements of the consumer

in the context of competition, with quality assurance central to the 20th cen-

tury paradigm of consumer spending on high value goods, the mainstay of Non-

Destructive Testing (NDT) during this period. Prioritisation of end-use reliabil-

ity lead to a plethora of techniques such as subtractive manufacturing in which

material and energy waste were given attention proportional to their marginal

costs at the time. Mass-produced goods in this value bracket were often guar-

anteed to have homogeneity and so automating their inspection with repeatable,

accurate, yet dull robotic platforms provided a natural extension and boon to

inspections. In recent years, increasing direct and external costs in energy pro-

duction and end-of-life waste have exhibited themselves as an increasing focus in

government and industry on reducing greenhouse emissions through novel man-

ufacturing methods and closing product life-cycles by way of remanufacturing.

Lightweight moulded composites and pre-used parts present a break from the re-

peatable product archetype that robotic NDT is traditionally suited to, requiring
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ABSTRACT v

adaptable inspection processes to scan hosts of parts with minor but geometry-

deforming defects.

Currently, path planning for NDT inspections require either digital represen-

tations to create and simulate inspection routines, or for a lengthy operator driven

jogging procedure that can present bottlenecks to a scanning process. Repeat-

ably manufactured parts in prior production processes were either provided with

a digital model as an accurate template for manufacturing, or were sufficiently

similar that a jogged path could be applied to every part produced. Digital path

planning on moulded and remanufactured parts is not possible in the same way,

requiring extensive metrological inspection prior to planning, with jogged plan-

ning completely unfeasible. Separately, the demand for online path planning for

mobile robotic arm platforms has seen large growth recent years, driven by a de-

sire for remote scanning in hazardous environments and to increase the inspection

through-put of green technology such as wind turbines. In these conditions, a dig-

ital representation of the part is not necessarily available or can entail a lengthy

digital-world to real-world calibration procedure for path planning to commence.

Post inspection, while industrial robotic arms can generally reconstruct NDT

data to sub-mm accuracy, a mobile base with poor or no odometric data can

entail the use of high-cost, fixed volume metrological equipment to reconstruct

data to the same accuracy in order to enable an operator to properly validate,

repair, or sentence the part.
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By taking the novel perspective of minimising the number of mathematical

perspectives necessary for each sub-problem, this thesis investigates the minimal

quantity of data necessary to profile and inspect an unknown free-form part au-

tonomously and independently of additional equipment, and in the subsequent

data reconstruction when multiple scans are taken. Of particular interest is the

dry-dock scanning of RNLI Severn class lifeboat hulls, the targeted industrial

use case scenario. The output is a novel autonomous path planning system using

low-cost RGB/D cameras, laser line sensors and force/torque control that reduces

the path planning and deployment time from up to a month down to several min-

utes. This thesis further provides a novel approach to data stitching with visual

reference markers, demonstrating an optimal accuracy in the order of mm. The

result is an easy to use process utilising Python software that requires no prior

information from a human operator. The process workflow from part placement

to part reconstruction is represented in Fig: 1. It is capable of quickly generating

and then deploying scan paths for fixed or mobile robotic-arm platforms, and of

accurate reconstructing of parts in the latter case.
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Figure 1: A graphical representation of the plan and scan workflow presented by
this thesis. Two options for path planning are presented, either relying on an
operator estimating global curvatures (Chapter: 3), or using a commercial colour
+ depth stereo camera (Chapter: 4).
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Chapter 1

Introduction

1.1 Automatic Ultrasonic Testing

Ultrasonic Testing (UT) is a Non-Destructive Testing (NDT) method whereby a

high frequency sound wave is transmitted through a material and the resulting

signal’s waveform received by a corresponding probe and any irregular echoes

or shadows in the detected signal are used to interpret the presence of defects.

Several other NDT methods exist, each with their own strengths and weaknesses

that are dependant on the material of the part being inspected, its geometry, or

the environment where the scan is taking place. The first NDT method applied

on an industrial scale was visual inspections, seeing legislation mandating its

use in boiler inspections as far back as 1864 [1]. However this approach could

only detect surface level defects, the value of regimes that could determine the

1
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location of defects beneath the surface led to a subsequent rapid adoption of

novel technology within the NDT field. Soon after in the 1860’s, a prototypical

magnetic inspection technique was developed for the inspection of gun barrels

[2]. Soon after it was discovered that x-rays provided high quality cross-sectional

images of bones, it was adopted as an NDT technique. X-ray testing quickly

became the preferred method for quality verification of industrial parts, since the

results were detailed and were produced as a single image, providing a record of

the results and the position of the scan for later interpretation.

While use of sonic testing dates back to the ancient practice of blacksmiths

tapping finished products to instinctively listen for the resonant sound of defects,

it was not until the 1920’s that methods of applying high frequency UT waves

were considered. Research led by Paul Langevin into subsurface sonic ranging

to detect U-boats during the first world war used piezoelectric crystals for their

electro-mechanical properties, creating a prototype method of pulse-echo testing

[3]. However the early equipment necessary for applied industrial UT inspection

was bulky and required a highly skilled operator to operate, simultaneously ob-

serving an oscilloscope while applying the UT transducer to the surface. The

large quantity of data produced coupled to application by hand meant results

could not be logged for further interpretation and were not traceable to a specific

position on parts, as well as introducing sources of human error as the opera-

tor was forced to pour intense focus on both tasks. Due to the complications
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of traceability, and simultaneous interpretation and application, UT as an in-

spection technique from the 1930s to 1940s saw specific and limited applications.

Despite these drawbacks, interest in UT gathered as it could see planar defects

and non-metallic inclusions in hot rolled sheet metals where X-ray inspections

could not, a fact that led to significant research led advancements during the Sec-

ond World War by Britain, the US and Germany simultaneously [4]. Beginning

in the late 1940’s and early 1950’s, a rapid advancement in commercial UT was

spurred on by the technological boom in compact, easy to deploy UT equipment

invented to supplement the war effort. Building on these developments, on-site

UT inspections became a post-war possibility. By the 1950s, the first portable

devices that could be operator applied were developed, leading to the invention in

that decade of the first transportable Automated UT (AUT) platform designed

for inspections within pipe mills called the RTD Rotoscan, seen in Fig: 1.1.

Innovating on the small hand-held transducer design, this device incorporated

one or more transducers linked to a paper chart recording UT data in real time.

These were mounted along the circumference of a rotating mechanical platform

that logged the transducer position, linking UT and position data streams to

solve data traceability issues during pipe scans. By the 1980s its advanced design

was further improved with the second generation seeing use in on-site offshore

inspections. An explosion in interest in reliable data logging and positioning led

to significant developments in mechanically applied UT. By the late 1970s, a pro-
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Figure 1.1: An original 1959 RTD Rotoscan. While the bulky equipment made
it impractical for on-site deployments, its successors building upon its efficient
frame saw use in various on-site situations.

totypical UT deployed mechanical arm for medical applications was invented in

the form of the Combison 202 Kretz, an operator moving the arm into position

to record UT data seen in Fig: 1.2. The three degrees of freedom enabled accu-

rate position and orientation recordings of UT data collected over the patient’s

abdomens.

Advances in the field of industrial robotic arms saw experimental deployments

of ultrasonic tools applied by them begin in earnest in the 1980s. Fixed base

robotic arms, while not practical for on-site deployments, could reduce the strain

on human operators since the arm could apply the probe and collect position-

linked data. Whereas the RTD Rotoscan could record data along a single ro-
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Figure 1.2: The Combison 202 Kretz device would enable recordings of UT data
linked to both the position and pose of the device while an operator guided it
along portions of a patient’s body.

tational axis, fully articulated 6-axis robotic arms could both apply the sensor

using complex programmed paths and record data across an entire part’s volume,

coupling NDT data to the tool’s position and orientation where it was taken.

Meanwhile, the need for on-site inspections remained. Crawler technology

enabled the mounting of NDT sensors to the carriages of remotely controlled ve-

hicles traversing difficult to access geometries. By 1975, remote X-ray scanning

of pipe butt-welds were being completed [5]. The advantages of robotic arms over

crawlers were still stark, since complex geometries could not be fully accessed or



CHAPTER 1. INTRODUCTION 6

scanned by wide-base crawler platforms. As early as the mid to late 1990’s, hy-

brid robotic arm/crawler platforms were being developed to test dangerous and

hard to reach pipe welds within energy and ship building sectors [6, 7], benefiting

from the mobility of the crawler and access-ability of the arm. Innovative hy-

brid applications demonstrated that this approach could reduce the down-time of

plants where they were applied, but still relied on regular and known geometries

for proper path execution. Due to the technological and processing limitations of

the time, hybrid mobile platforms saw less interest and developments than either

fixed base industrial arms or mobile crawlers/drones respectively.

Due to their controller’s scale, their mass, and the platform’s inherent safety

limitations, fixed cells are required by industrial robotic arms - a factor that is

both a boon and a drawback. Novel technology, algorithms and software can be

applied safely within the controlled cell conditions, leading to significant develop-

ments in their application over the past four decades. In scanning mass produced

parts, their accuracy in data reconstructions, sensing within complex materials,

and sensor deployments to the surface of known parts has dominated industrial

focus.

1.2 Industrial Robotic Arm Applied NDT

Widespread robotic inspection cell deployments began in the 2000’s. Dual and

single robotic systems were either mounted with water squirter-jet systems, the
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UT device coupled to the surface through laminar flow streams directed from

the tool’s nozzle, or mounted with UT sensors that were coupled via a static

water-bath immersing the part. An example of a dual robotic cell is show in Fig:

1.3. Though industrial robots have large, immobile fixed-based control stacks

requiring cell deployments, the volume of these cells may be expanded with linear

or rotary axes that either the robots are mounted to or are external to the robot.

Figure 1.3: Dual robotic cell within TWI undergoing through transmission of a
wing part mounted to a rotary table.

To deploy the sensor to the surface as a human operator would by hand, in-

dustrial robots require scan paths to be generated and then executed on their

controllers. The first path programming method involved a human operator

incrementally jogging the robot through its teach-pendant to points along the



CHAPTER 1. INTRODUCTION 8

scan path that were saved for later execution, reducing the time to deployment

when scanning identical parts from a running-cost to an overhead-cost. Later on,

commercially available software that would plan paths over a digital geometric

representation of the component within a virtual copy of the robotic cell opened

up progress towards the repeatable and accurate inspection of parts of increasing

complexity. Since then, methods to accurately digitally copy the robotic cell’s

contents for path planning and deployment within a virtual environment has

become a focus of robotic-arm deployed NDT, harnessing offline path planning

in tandem with intelligent systems to update digital representations to better re-

flect realistic industrial conditions where parts cannot be easily placed in identical

poses and are not manufactured with millimetre accuracy. The outcome of this

focus is a reduced time-to-deploy for repeatable and near-identical parts within

laboratory settings accounting for part-placement error, though still relying on

accurate digital geometric representations of the parts to generate paths.

Core to current general robotic arm developments are the focus on increasing

both ease-of-use by downstream operators and the range of possible areas for

deployment, accelerating the adoption of robotic arms in industrial settings by

lowering the economic barriers of high-cost training and deployment. A new wave

of industrial robotic deployments is being driven by a mixture of open source and

proprietary path planning software such as the Robot Operating System (ROS) [8]

that incorporate cutting edge algorithms as modules to facilitate easy integration,
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or the Real Time Data Exchange (RTDE) package by universal robots allowing

full external control from Python [9].

1.3 Mobile Robotic Arm Applied NDT

Extensive use of fixed base robotic arms within NDT has naturally shaped cutting

edge path planning and deployment strategies, a by-product of which is that

both path planning and robotic solutions are highly specialised when designed

for unstructured, non-laboratory like conditions.

Robotic arms are seen as accurate and repeatable as set out by ISO 9283:1998

[10], but only capable of scanning parts that are known and can comfortably

fit within their work-volume. Meanwhile, crawlers and drones are inherently

inaccurate due to exogenous factors such as wheel-slippage or wind, but extremely

scalable in their scanning volume, and capable of traversing complex scan-paths

under extreme conditions. While the specific NDT sensor dimensions limit the

geometries that can be inspected, tools mounted on crawlers tend to be under-

carriage mounted rendering them unfeasible for highly curved geometries such

as T-welds. Meanwhile, robotic arms though with a higher chance of collision

with the part due to their kinematic structure, are limited only by the tool’s

dimensions and terrain preventing access to the scanning poses.

In tandem to the developments in robotic-arm software’s ease of use, speciali-

sation of industrial-grade robotics has lead to a variety of models on the market in
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terms of size and weight. Collaborative-robotics (Cobots), first developed in the

late 1990’s, are designed for working alongside human operators with stringent

safety requirements compared to their larger industrial fixed-based antecedents.

The development of Cobots from industrial robot platforms also mirrored ad-

vances in UT technology, having smaller footprints and lower masses that over

the past decade has led to a high powered if niche market building them into

mobile platforms. Utilising an established off the shelf Cobot and mobile base

solutions has reduced the need for custom builds and increased the attractiveness

of hybrid solutions for various industries. Cobot-hybrids are of interest for NDT

research and industrial solutions, particularly in on-site deployments alongside

human operators: where traditional industrial robotic arms are too dangerous

to deploy, and custom hybrid solutions too niche to consider for applications at

scale.

1.4 Flexible Robotic NDT: Academic and Indus-

trial Developments

Cutting edge semi - autonomous robotic arm inspections rely upon prior infor-

mation provided by the operator, either of pre-planned paths for part profiling,

or a reference database of expected geometric models. Research in this field

has progressed rapidly, relying on visual and even Ultrasonic real-time feedback,
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optimising the operator’s time significantly. However, wide spread adoption of

autonomous procedures in hazardous or on-site environments, or in scanning de-

formed surfaces are hampered by current process’ reliance on well known and

well structured parts and environment that may be easily modelled by a sim-

ple digital geometric representation. Enabling behaviour to scan full, unknown

surfaces with explicable algorithms would mirror the developments in modern

robotics, providing a host of benefits. Robotic scans would no longer be limited

to known models, further empowering robotic-arm NDT to service a wider range

of traditionally problematic industries where parts can have no accurate digital

geometric representations and whose surfaces cannot be fitted to simple geometric

primitives. Developing approaches to autonomise robotic-arm scanning without

relying on prior information would also reduce the economic cost of highly skilled

operators by optimising their time away from manual scans and robotic path

planning, and towards data interpretation and part validation. In servicing green

industries whose production processes are not lent to producing accurate digital

geometric representations such as additive manufacturing and remanufacturing,

a reduction in costs at the quality assurance stage would increase their competi-

tiveness with carbon-intensive traditional manufacturing techniques.

Further to inspection flexibility, a resurgence in focus on mobile robotic arm

platforms is being spearheaded by various energy industries who are seeking inno-

vative ways to reduce the risk to human operators inspecting components within
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hazardous environments, equipped now with high-accuracy Cobot arms. Several

products combining robotic arms with mobile bases are in development or are

already in consumer markets. Recently released wheel base systems are targeted

towards laboratory environments with prior part information. Products such as

Olympus’ Wind Blade Inspection System (WBIS) [11] can inspect parts of vary-

ing scale, the only limiting factor being the height of the part. The E-blade

by ENDITY [12] fully automates wind turbine blade inspections with a similar

system, using an industrial robotic arm instead of a Cobot.

Mobile robotic arm developments have also attracted a burgeoning interest

in on-site applications. Oil and gas research in particular has long sought after

hybrid robotic base and arm platforms, initially to access and scan pipe weld

geometries to both assist human operators and reduce operation down-times nec-

essary to allow technicians access to hard to reach regions. Recent progressions

in research have led to the development of several platforms that, instead of aid-

ing operators, actively replace them in dangerous environments. Companies such

as PETRONAS and Taurob either offer or are utilising commercial hybrid in-

spection systems for offshore inspections [13, 14]. Similarly, research produced

by institutes and competitions such as ORCA and the ARGOS project have

shown industrial and academic desire for full autonomisation of inspection tasks

in human-centric on-site environments. The winner of the ARGOS challenge can

be seen in Fig: 1.4.
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Figure 1.4: The winner of the 2017 ARGOS challenge by the Argonaut team. The
platform is capable of autonomous visual inspections and condition monitoring
within the human-centric architecture of an offshore oil and gas station.

Industrial hybrid robotic arm NDT solutions with wheel or leg-based mobile

bases have mainly focused on non-contact visual inspection techniques whose

paths have greater freedom in planning and are less prone to collisions. A camera

is mounted to the arm that then observes pressurised vessels, gauges, and other

components a human operator would normally inspect in order to ascertain oper-

ational safety on-site. Cutting edge contact solutions such as Eddy Current (EC)

sensors are also being investigated, though not in the context of full autonomi-

sation, requiring external control to inspect parts. While visual inspections can
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detect probable surface level defects with EC providing greater clarity for metallic

structures, UT is preferable for identifying defects at depth. With an increasing

focus on autonomy in this field in particular, real time path planning is becoming

a focal point of research in this sector. While the platforms have met the techno-

logical challenge, the underlying path planning algorithms have not matured as

fast.

Developments aimed towards the energy sectors also have positive external

utility to multiple sectors. Mirroring developments within the oil and gas sectors,

an avenue of research into robotised inspection within aerospace is the use of light

weight robots that can be manually fixed upon various positions along either pipe

or wing segments, an example of which is shown in Fig: 1.5. A pre-planned path is

then loaded, or a quick manual jogging pattern is completed that is then executed

by the robotic arm.

These robotic platforms, similar to their mobile cousins, are developed to

reach the technical challenges of inspections within difficult to reach locations.

However, the path planning has not developed the same flexibility and autonomy

as the platforms themselves, following in the footsteps of manual jogging or re-

quiring strict digital geometric representations. Similarly, with drone inspections

in aerospace, a reliance on offline path planning or online operator control limits

the application or speed of drone based visual inspections within environments

such as hangers.
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Figure 1.5: A cutting edge proof of concept solution by Hebi robotics, demon-
strating complex curved pipe section inspection by an ultrasonic sensor. The
robot is jogged over the surface, a prior model fitted and a raster scan path gen-
erated for full coverage.

A particular use of real time correction in robotic path planning comes from

infrastructure inspection routines. In 2013 an EU funded project, ROBO-SPECT

was instigated to investigate autonomous scanning of tunnels for cracks. The

result is a system that integrates visual inspection that finds probable cracks,

a laser system for refining the crack geometry, and an ultrasonic sensor for sub

surface concrete inspection. Delivered in 2016, the result is an effective platform

and routine that includes ultrasonic inspection. However, as before the contact

based path planning requires knowledge of the tunnel’s geometry, fitting the point

cloud data to a polynomial spline for subsequent UT inspection. Introduction

of online correction algorithms for such inspections would remove the need for
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expensive laser scanners and enable the profiling of irregular geometries in the

context of infrastructure inspection routines.

Mobile robotic arms have reached several industries, their scalability in in-

spection volume and leaner form singling them out as a leading light of future

developments in robotised NDT.

1.5 Motivation for Research

Improvements in light-weighting robotic platform design and online programming

capability have led to the introduction of commercial and research platforms

targeting arenas requiring flexible scanning approaches, as set out above. The

ease of use and deployment of these platforms furthers the direction of robotic

arm NDT: towards collaborative settings, with scalable-volume delivery, and away

from a reliance on prior digital geometric representations. However the path

planning methods developed still largely rely on human operators to input some

form of prior knowledge in order to deploy, limiting their use in situations where

information is lacking such as in mould manufacturing or remanufacturing.

Mould manufacturing of composites is key to the aeronautic sector, replac-

ing metallic components of greater mass. Unlike traditional subtractive metallic

manufacturing some moulding techniques may result in non-critical defects, the

part deviating from the design digital-twin in a way that does not harm overall

structural integrity. Flexible path planning algorithms would be able to scan
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these components, without requiring lengthy pre-scanning procedures to produce

reliable digital geometric representations of a part.

In closing the product life-cycle, remanufacturing of parts is a key enabler

of reducing global greenhouse emissions. Within the remanufacturing process,

visual inspections are used as an economic viability test of remanufacturing versus

manufacturing a new part. While sub-surface NDT inspections would provide

greater certainty of viability, the uptake of UT or X-ray based inspections has

been slow. Several large-value research projects have investigated the possibility

of robotising aspects of the remanufacturing process. Despite this, robotised sub-

surface inspections of remanufactured parts are not as focused upon. Primarily:

legacy parts, parts that have warped in use, and parts for which intellectual

property issues have prevented the sharing of digital representations in turn result

in a challenge for robotic NDT in scanning these parts. Jogged paths or part

reconstructions are historically necessary to begin scanning parts such as these,

often with a large time cost or need for repeatable pre-scan paths with wide

aperture sensors such as cameras. Flexible online path planning would reduce

the economic cost of remanufacturing by reducing time-to-deploy of robotised

scans, make the inspection process scalable in terms of parts geometries that can

be inspected while providing high quality data for ascertaining remanufacturing

viability.

In combination, fast and flexible online path planning for inspection routines
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would increase the economic viability of certain products that would reduce car-

bon emissions, and would be applicable to various sectors where there is potential

for growth in autonomous on-site inspections such as transport and civil engineer-

ing sectors. It is also desirable to enable such path planning regimes with low

cost sensors, since equipment may be damaged or broken in potential on-site

deployments.

Taking the novel approach of describing the work space with a minimalist

mathematical framework, this work also concurrently provides the minimal set

of sensors required for each task. Taking into account imperfect data from low-

cost sensors, the algorithms developed within this thesis seek to be robust in the

presence of dynamic workspaces, while also ensuring safety of the part and robot

in developed autonomous scanning processes.

1.6 Research Aims and Hypothesis

To complement the current and ongoing research into hybrid platforms aimed for

on-site deployment, this thesis aims to explore the representations of the work,

global, and part spaces to qualify the following hypotheses.

Seeking the minimal number of representations to describe the work-space can

enable development of autonomous algorithmic solutions to robotic scanning of

unknown surfaces with minimal or no prior information. Novel combinations of
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cost-effective sensors and respective software deployments, selected to suit their

complementary perspectives can be used to produce these solutions.

This thesis investigates the little-researched topic of autonomy and full au-

tomation with no prior information in robotised NDT path planning. The fun-

damental objective of this thesis is to provide novelty while assuring industrial

relevance. An industrial use-case highlighted as the target of this thesis is as

follows.

Manual scans of a boat hull within a dry-dock can take up to a week of

continuous scanning, with severe strain placed on the operator. Dry docks

present the dual challenges of having humans work in close proximity to the

platform, and of being significantly less ordered than a laboratory environment.

Moreover, several boat hulls lack a digital geometric representation to plan scan

trajectories or for later data alignment to accurately localise defects. This work

seeks to develop novel algorithms in order to iteratively scan an unknown boat

hull within a laboratory environment mocked up to represent a dry-dock, and

reconstructing the data as a digital representation of the hull.

1.7 Research Methodology

The task of autonomous full surface profiling and reconstruction with a mobile

robotic arm is partitioned by reviewing the mathematical representations of the
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work space. Each part is then investigated by introducing novel approaches, or by

developing previous algorithms tailored to suit an industrial environment, while

also providing generality in order to be able to solve other key academic and

industrial problems at the forefront of robotic NDT.

1.8 Contributions to Knowledge

The specific contributions to knowledge produced by this thesis are as follows.

1. This thesis has demonstrated a novel algorithmic solution to full surface pro-

filing of a part. This solution also shows the robot tool’s frame of reference

is the only necessary perspective for full surface discovery, while requiring

a world-frame to define a stopping condition. The tool’s frame of reference

is also shown to be equivalent to the surface’s tangent plane. This is shown

on a variety of industrial use-case parts with both a linear UT transducer

and short-range Laser distance sensors.

2. The additional perspective of an extrinsic low cost commercial RGB +

depth camera can ensure optimal, rasterised traversal of the surface and

also allow for collision detection and avoidance, enabling the robot to avoid

obstacles, a task not possible with just the tool’s frame of reference and

data. The embedded camera frame also provides autonomisation of part

detection and path planning with multi-scale parts when provided with
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minimal prior information.

3. In combining scans taken iteratively over large structures with limited work-

volume robotic arms, extrinsic embedded frames of reference are capable of

aligning NDT data in situations where relative pose estimates are not avail-

able. This thesis has further shown that 3D data in the form of RGB +

depth (RGB/D) camera collected point clouds can provide higher accuracy

visual marker based reconstructions than traditional RGB visual artefact

alignment methods. This thesis experimentally determines the optimal con-

ditions for maximising data stitching accuracy with an Intel Realsense D415

RGB/D camera.

These contributions to knowledge are published within several journals and

conference proceedings.

1. ’A novel complete-surface-finding-algorithm for online surface scanning with

limited view sensors’, Sensors, 2021. A. Poole, M. Sutcliffe, S.G. Pierce, A.

Gachagan.

2. ’Autonomous, Digital-Twin Free Path Planning and Deployment for Robotic

NDT: Introducing LPAS: Locate, Plan, Approach, Scan Using Low Cost

Vision Sensors’, Appl. Sci. 2022. A. Poole, M. Sutcliffe, S.G. Pierce, A.

Gachagan.
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3. ’Autonomous Robotic Sensing for Simultaneous Geometric and Volumetric

Inspection of Free-Form Parts’, Journal of Intelligent Robotic Systems,

2022. C. Mineo, D. Cerniglia, A. Poole.

4. ’Autonomous, scalable, mobile robotic-arm NDT: stitching digital twins

with visual artefacts’, BINDT: NDT Conference Proceedings, 2022. A.

Poole, M. Sutcliffe, S.G. Pierce, A. Gachagan.

5. ’Force and sound data fusion for enhanced tap testing scanning of compos-

ites’, IEEE Access, 2023. A. Poole, N. Hartley.
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Chapter 2

Review of Previous Works

2.1 Ultrasonic Testing

The primary focus of this thesis is to develop methods of deploying Ultrasonic

Testing (UT) with robotic platforms. This section covers the basic principles of

UT, to contextualise the robotic research which is the focus.

2.1.1 Longitudinal Wave Fronts

Conventional UT leverages the electro-mechanical properties of materials of Piezo-

crystals such as quartz, that expand when an electrical current is passed through

it [1]. The expansion generates a pressure (sound) wave in the neighbouring

medium. Conversely, when placed under pressure a piezo-electric material gen-

erates a voltage, allowing interpretation of a received sound wave. Acting as

25
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transducers, the UT devices allow emitters to receive a signal (Pulse-Echo) or for

a signal to be passed through a medium (Through Transmission).

Sound waves expand spherically, acting as sources for secondary waves when a

material boundary is reached, where a boundary is defined as a change in acoustic

impedance in the medium [2]. Energy conservation causes some of the wave to

be reflected back from the boundary, and some to be transferred through it. The

fraction of the initial energy E0 that is transferred through the boundary ET is

measured by the acoustic impedance of materials 1 and 2 in Fig: 2.1, Z1 and Z2

respectively, given as;

ET

E0

= 4
Z1Z2

(Z1 + Z2)
2 . (2.1)

Figure 2.1: Illustration of energy transmission through media. The arrow size
represent the proportion of the initial energy incident at the boundary.

The shortest time path for acoustic waves to travel from the source to each

boundary point and back is taken [3] due to the wave’s sphere-like (with modifica-
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tions to materials with boundaries or in anistropic media) expansion. Spherical-

like expansion equivalently means a wave takes the shortest time path from trans-

ducer to any other point. The velocity of sound’s material dependency lead to

spatially non-linear routes when there is a change in acoustic impedance such as

when a boundary between materials is met, resulting in Snell’s law applied to

sound [4].

Irregular boundaries from the solid material to another with a lower impedance

such as air [5] are caused by defects within the material, allowing their identifica-

tion from UT imaging. Reflections from discontinuities with low energy absorp-

tion given by Eq: 2.1 are received by a transceiver in pulse-echo testing, or prevent

transmission to the receiver in the case of through-transmission. This thesis con-

siders area scanning with the pulse-echo technique. In this case the optimal echo

response is gained when the back-wall is observed verifying the wave has passed

through the material without impedance by a defect, optimally acquired when

the probe is aligned to the surface’s normal vector. Further, non-isotropic mate-

rials such as composites can propagate UT waves at variable speeds depending

on the angle of incidence [6] complicating defect localisation when the probe is

non-normal to the surface.

In realistic scenarios, UT sources are not point generators and so do not

produce perfectly spherical waves initially. The UT wave-front is modelled as

function with given speed c. The propagation equation within a medium of uni-
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form wave-speed and without attenuation, generated by wave-source (expansions

and contractions of the piezo piece) S is modelled by the pump-modified wave

equation;

∇2ϕ− 1

c2
∂2ϕ

∂t2
= S(ω, x). (2.2a)

Solutions to this equation are in the form of Greens functions G [7], integral

solutions to linear partial differential equations. Greens functions propagating

the wave-front from the transducer’s face x at a given time t to another x̂, t̂;

ϕ
(
x̂, t̂
)
=

∫ ∫
G(x̂− x, t̂− t)S(x, t)dxdt. (2.2b)

In three dimensions, the generalised solutions are ideally placed within the com-

plex frequency domain ω;

G(x, ω) =
1

4π|x|
e−iω|x|/c, (2.2c)

Attenuation of a realistic waveform due to absorption, scattering, refraction, or

diffraction has a non-trivial effect on the amplitude of a real wave-front [8], with

beam divergence considered in Eq: 2.2c. The realistic wave-front’s total ampli-

tude A is modified with a complex wave-number induced in the Green’s function

Eq: 2.2c, resulting in exponential decay from the initial amplitude A0, reliant on



CHAPTER 2. REVIEW OF PREVIOUS WORKS 29

distance d from the transducer, and experimentally determined constant α;

A(d, ω) ∼ A0
e−αdω

d
. (2.2d)

An implication of Eq: 2.2d is that high frequency wave fronts decay at a higher

exponential rate than lower frequencies, resulting in lower signal to noise ratios.

A probe’s frequency is chosen then for both the specific attenuation constant of

the material inspected, and the imaging accuracy required with an enhancement

of one leading to a trade off with the other. Probes cannot be applied directly

to parts, and require a liquid medium to generate wave fronts within. Air has

a very high attenuation rate which, except for very low frequency probes such

as used in Air Coupled Ultrasonic Testing (ACUT), requires a coupling media

such as water or gel between the probe and the part. ACUT probes typically

operate within KHz frequency ranges, whereas the most common and accurate

water or gel applied probes are in the order of MHz frequency ranges, providing

greater defect location accuracy. Additionally, while it does not require a coupling

medium that could be a hindrence to autonomous on-site inspections, ACUT is

further limited to thin materials due to its low penetrative range [9].

Since wave-speed within an isotropic medium is constant for sound, the re-

lationship between wavelength and frequency is crucial in scanning resolution.

Lower frequencies, though their amplitude is carried further through the media,
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have a reduced resolution due to their longer wavelengths that can be key when

defects are masked by other boundaries such as the surface.

The best transducer frequency is dependant on the application due to the

physical laws governing UT propagation. The choice of accurate near-surface

imaging or imaging at depth has to be made for each application. Subsequent

applications of differing frequency probes may be necessary for highly critical

components. Requirement of an application medium for UT has led to the devel-

opment of various transmission methods, from highly controlled laboratory-suited

media, to techniques that require less control but place more requirements on the

robotic coupling that are useful for on-site inspections. These are explored in the

next section, providing context for the choice of probe used in this thesis.

2.1.2 Robot Deployed UT: Coupling methods

Standard coupling methods applied by human operators such as ultrasonic gel

are transferable to robotic deployments, though several coupling methods are not

reciprocally deployed. Methods such as using jets of water with high stand off

distances from the surface require high precision deployment to ensure surface-

normal alignment. This section introduces robot-specific coupling methods, while

the platforms are covered later.

Immersion testing, one of the earliest coupling methods applied with robotic

platforms, submerges the part within water to guarantee that the transducer al-
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ways has sufficient coupling to the part, as shown in Fig: 2.2. In collecting UT

data, the key drawback is wave-scatter within the water-medium. Since UT ex-

pands spherically, curved and complex components can be misaligned when the

UT-probe to part stand off is large, requiring high accuracy and near-contact de-

ployment. From the robotic perspective, while this guarantees constant coupling,

water degradation to transducers and robots can cause a host of issues. The

application of highly specialised tools to repeatable scanning procedures is neces-

sary. Flexible deployment of robotised NDT must utilise more complex coupling

methods, in order to assure the alignment of the probe to the surface’s normal to

within acceptable ranges.

Figure 2.2: Immersion testing of a component. By submerging the component,
the UT sensor, as long as it is appropriately placed and oriented, will be able to
test the part.
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Commonly within industry, robotic systems are equipped with water jet-

Phased Array UT (jet-PAUT) equipment. Water pumped through a machined

tool (or where parts of varying geometries are inspected, 3D-printed) housing the

UT transceiver acts as a couplant with the surface. Laminar flow is induced by

a honeycomb structure, minimising turbulence so that UT waves may propagate

in approximately straight lines, minimising noise [10]. Jet-PAUT systems require

a host of conditions to be met for successful and safe deployment. Bacterial fil-

tering of the water reservoirs and electrical device protection are paramount to

ensure health and safety. The pipes required to convey water to the tool intro-

duces complications such entanglement. These conditions render this deployment

method only suitable for static-cell deployment. In addition, while some indus-

trial robots such as the Quantec range manufactured by KUKA are waterproof

with a rating of IP 65 [11], other platforms require different UT application and

coupling methods to ensure their safety.

Contact probes offer an alternative, containing a two or three-layer coupling

structure. Roller probes are commonly used due to their versatility in component

testing. The outer layer rotates around a central pivot, with a water coupling

medium between the transducer and flexible outer layer. The outer-probe is com-

monly coupled with a thin layer of lubrication so as to guarantee signal transfer

to the part. While this does introduce some safety concerns regarding wetting

the robot the quantity of lubrication required is significantly reduced, reducing
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Figure 2.3: Cross-section of a Conformable Wedge Probe, with a layer of water
sheathed within a wedge that has a well-matched speed of sound. There is a
mixture of solid and couplant contact between the probe and part, however the
additional scattering due to differing contact-offset is negligible when a force is
applied.

risk caused by proximity to unprotected/unrated electronic equipment.

Alternatively, the Conformable Wedge Probe (CWP) is similarly designed.

However, instead of a rolling outer layer the wedge is mostly planar, sliding over

the surface. Allowed to flex when in contact with the part, this probe allows

greater coverage of curved components as the outer couplant layer conforms to

the surface. A schematic of the probe in contact with a part is shown in Fig:2.3.

While there are 3 coupling mediums from transducer to the surface, the

wedge’s refraction index is matched well to the water layer, reducing the number

of effective mediums to two. Since the more viscous water-soluble UT couplant

can be used, risk of water-damage is reduced and may be deployed by a wider

array of platforms with lower waterproof ratings. The main disadvantage of the

wedge probe is, an operator is required to apply couplant to the exterior of parts

before it can be applied, instead of the simultaneous and automated appliance

with a jet-PAUT, or the guaranteed appliance in immersion testing. Since this is
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a minimal cost in operator effort and reduces the risk to electronic components,

it is acceptable in comparison when considering flexible deployment with a range

of non water-proof robotic platforms.

Investigating the flexible and safe deployment of UT methods, the CWP ap-

proach is the most suitable for onsite testing since it does not require reservoirs

for coupling and can be deployed within onsite environments with potentially

low IP-rated equipment for other tasks in the nearby vicinity. Pulse echo test-

ing is chosen over through-transmission as the imaging method, removing the

necessity for cooperative-robot positioning in on-site and cluttered environments

where accurate robot-robot relative position calibration would be inaccurate, if

the positioning either side of the structures of interest were possible at all. While

CWP deployed UT is chosen, alternate NDT imaging methods are available and

are more suited to given tasks.

2.1.3 Other Robot Deployed NDT Sensors

UT is applicable to a wide range of materials with ongoing development investi-

gating novel imaging techniques within non-isotropic materials, small near-surface

defects. Alternatives with greater accuracy, specialisation to specific defects, and

with fewer restrictions on deployment method and medium are available.

Thermal imaging images sub-surface defects within composite components by

heating the part to then measure the black-body radiation of the surface [12, 13],
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without additional coupling media. The wide sensor aperture of the thermal

camera is capable of a larger stand off than UT. While this is an attractive

technology, it is also in its infancy with ongoing research into its effective data

interpretation and deployment [14, 15]. While suited to near-surface defects, its

penetrative depth is hindered by thermal absorption and transmission rates.

Radiography is another alternative, allowing the user to see a range of defects

with high repeatability [16]. However this method is a health risk to human oper-

ators preventing its use in human-robot collaborative and on-site environments.

The requirement for a source-detector dual-robot set up further complicates de-

ployments as the reconstruction accuracy of Computed Tomography (CT) scans

is numerically incapable of detailed reconstructions without tens of microns of

precision. While future deployments may be able to correct robotic error [17],

the risk to human safety still precludes it from on-site deployments.

Microwave testing (Microwave Imaging - MI), with underlying physics and

transmission techniques similar to UT, is a favoured technique for dielectric com-

posites such as CFRP since it is both low risk and responsive to the ply-layups

without the significant wave-speed variations of ultrasound depending on inci-

dence angle [18]. In enabling pulse-echo MI through these media, a coating of

material with a low electromagnetic wave-speed such as metal is required to re-

flect the microwave signal, similar to the function of an air interface in back-wall

UT inspections. While scanning metal-backed structures such as bound pipes
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or with cooperative robots, this is highly effective, it is not suited for on-site

single-robot inspection techniques.

2.1.4 Tap Testing

While Ultrasound uses pressure wave frequencies significantly higher than the

audible range, Tap testing (TT) is traditionally an audible sonic method that has

evolved from its early usage in NDT. Modern applications involve an instrumented

tapping force applied to a surface, with skilled operators detecting changes in a

material’s thickness through the resultant sound or impact-force contact dura-

tion, identifying defects as aberrations in the expected signal of either contact

force or resulting sound [19]. UT is favoured when applied to isotropic materials

or where the material properties allow a low signal-to-noise ratio. However in

materials such as concrete or thick composites, isotropy of the material is such

that measurements become unreliable due to signal dispersal. Near-surface de-

fects can also be difficult to detect with UT when the defect responses are masked

by front wall reflections or are in the near-field of the transducer. Tap testing

is sought out in application to these areas due to its relatively high probability

of detection of defects within complex composites using the sonic response, and

sensitivity to surface level defects with its force response. There are significant

disadvantages of TT compared to UT, force and sound based methods primarily

require and recognise local surface resonance with the instrumented tap, reduc-
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ing defect detection accuracy as non-local resonant nodes are induced and by

requiring a larger defect size than UT in order to be identified.

Its application while popular in certain areas is less prevalent in robotic de-

ployments, however its couplant-free contact transmission and low power demands

make it a plausible candidate technology for on-site inspections of composites,

similarly to how it was applied to remote UAV inspection of concrete elsewhere

[20]. It is also considered for on-site inspections in Chapter: 6 for its penetrative

depth for composites in comparison with traditional UT. UT is primarily con-

sidered over TT in this thesis since it is not limited by surface elasticity as TT

[21].

2.2 Robotised UT Area Scanning

Area scanning of materials is common practice in many industries that require

or seek to acquire high quality product assurances. Critical components will

undergo a scan of their surface, to ensure no defects are embedded either during

manufacturing or in service.

Repetitive, lengthy scanning processes of large parts with relatively small UT

sensors can create the conditions for human error and restricts the skilled opera-

tors working time and focus primarily to deployment. Starting in the late 1980’s,

robotic arm deployment has become the prevalent answer [22]. Their advantages

are a high repeatability in line with ISO 9283 [23], with many industrial robots
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also capable of sub-mm accuracy. From then, their use has become widespread.

In robotic arm deployment, the work-flow of robotic UT deployment can generally

be expressed as the flow-chart in Fig:2.4.

Figure 2.4: Robotic-cell scanning process. The majority of time cost is in the
digital twin/real-part alignment procedure. Tool calibration can also present
significant time delays.

This thesis is written within an industrial setting that has seen a twin-KUKA

KR16 robot jet-PAUT system developed in 2014 [24]. Enabling through trans-

mission and pulse-echo jet-PAUT testing, a custom toolbox was developed to plan

paths over digital geometric representations of parts, pair them with a robotic

simulation, and then deploy them via the teach pendant. Several large-scale

robotic systems have been added to this setting’s inventory in the years since,
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Figure 2.5: TWI’s table and track assisted cooperating KUKA KR120 work-cell.
The table in the foreground is capable of full revolutions, with the integrated
track mounts extending the effective working range of the KUKAs to the entire
cell.

including a multi-axis robotic cell incorporating a multi-link rotary table and two

track-based KR120 robots seen in Fig: 2.5. The advantage of this set-up is that

the inspection volume has increased from 3000mm × 1000mm × 1000mm to a

1000mm× 4000mm× 4000mm, in addition to the 3 additional degrees of robotic

freedom.

Re-use of scan paths and custom built rigs within near-laboratory conditions

are a significant advantage considering repetitive scans of parts with little varia-

tion. Reciprocally static UT deployments, specifically development of immersion

and jet-PAUT deployment methods have accelerated in the past few decades.

Static-arm deployments relying on a simple master-follower architecture are the

chief components of industrial UT with jet-PAUT imaging [25, 26, 27]. Progres-
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sion towards larger work-cell deployments, such as linear-track mounted robots

allow greater work-volumes, and multiple scale scans with the same or similar

accuracy. Cooperative robotic cells have become ubiquitous since their introduc-

tion, and a full list near impossible. Due to this, both the context and primary

focus of this thesis is placed on this setting’s systems.

2.2.1 Collaborative Robots

The research laboratory contains two UR3e’s and one UR10e collaborative-robots

(Cobots) from Universal Robots. With work-volumes of 500mm and 1300mm

respectively, the current robotic scanning work-flow restricts the parts they are

able to scan significantly. As non-waterproof platforms only certified to IP 54 [28],

no robot from the UR range cannot mount the jet-PAUT system, and require

extreme restrictions when applying immersion testing. However, their built in

safety features make up for the lost ability to deploy certain UT coupling methods.

While universal robot platforms are not water resistant, they are not fixed in

place, allowing them to be either static or placed on a mobile base. Accuracy of

the increased work-volume of the KUKA cell places it well for highly repeatable

large-volume scanning. However, in terms of on-site deployments and scans of

parts of varying dimensions, the scalable working envelope of the UR platform

presents greater potential.

Whereas traditional industrial robots seek to maximise the metrics of repeata-
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bility and payload, collaborative robotic arms include accurate embedded force

torque sensors that enable their deployment alongside human operators with min-

imal risk. Similarly to industrial robotic control methods, the UR platforms can

be programmed with both a teach-pendant script and external control.

2.2.2 Alternate Robotic Platforms

Specialised tasks within limited or hazardous environments, such as wind-turbine

blade or internal pipe scanning require robots such as crawlers or UAVs to access

their geometries.

Crawler vehicles and UAVs are commonly applied to specific geometries in

order to fulfill specialised tasks such as bridge scanning [29], tank assessments

[30] and other large-structure scanning [31]. The choice in deployment is be-

tween dexterous, accurate motion with robotic arms, and the practically unlim-

ited work-spaces of mobile platforms unencumbered by heavy robotic arm con-

troller cabinets. While solutions combining the two have been sought since the

late 1990’s [32], current robotic arm path planning methods covered in Section:

2.4.6 severely limit the application of mobile robotic arms, the large majority of

which is application to area-scanning of well known environments.
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2.2.3 Robotics in NDT: Special Considerations

Specific to NDT, robotic platforms need to meet a stringent set of criteria in

order to both meet the standards required of NDT, and ensure the safety of

human operators and parts.

1. In the case of through-transmission or pulse-echo inspections, alignment of

the ultrasonic tool to the part’s normal vector is critical to ensure accurate

identification of defects [33]. For conformable wedge probes, the alignment

issue is critical, since misalignment produces an air/wedge boundary, pre-

venting the wave’s transmission to the part, in addition to the surface/wedge

reflection producing undesirable double reflections that mask signals within

the interior of the part.

2. Robotic platforms need to meet or exceed the defect-placement accuracy of a

human operator. Replacing parts, or sections of parts such as train chassis

that are defective require accurate knowledge of the defect’s placement.

This condition is relaxed in sectors such as remanufacturing and mould

manufacturing. In the former, the part may be deemed more expensive to

fix than to be bought new and would simply be thrown out once a threshold

for defect size or quantity is reached. In the latter, once a considerable defect

such as delamination is detected, the entire part is rendered redundant by

virtue of the structure of the material. Importantly, the path-accuracy for
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UT is only necessary for certain applications such as through transmission,

but the defect-mapping accuracy is critical to NDT’s position in informing

the (re)manufacturing process.

3. The scanning path taken by the robot needs to ensure total coverage of the

part or section of the part considered. For pre-planned paths of complex

paths, a misalignment of the part and generated path can lead to missed

sections of the surface resulting in an incomplete scan. For more flexible

routines, an autonomous path planning module would require either a gen-

erated path to ensure complete coverage, or define completeness of a part’s

coverage.

4. The robotic platform cannot collide with the part, or any human operators

in the work-cell. Particularly for parts such as Carbon-Fibre-Reinforced-

Polymers (CFRP) components, low energy surface impact damage has a

critical effect on structural integrity [34]. In the past, this has been guar-

anteed through a multi-step process;

(a) Accurate positioning of the part relative to the robot so the part’s

digital twin is closely aligned to the actual part’s pose,

(b) simulated path planning to ensure the robot and part do not collide,

(c) alignment of the robot near the initial robotic configuration.

For jet-PAUT, the potential for wire and hose entanglement complicate
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the path planning further, requiring additional iterations of this process for

expert operators to path plan. While some error can be expected in Step:

4a, corrections from a trial-scan can be provided from UT feedback data

[35] further satisfying Condition: 2. For more flexible robotic operations

seeking automatic and autonomous control, software controls are required

to facilitate safe deployment to replace operator intervention.

Meeting the goals of this thesis require satisfying these conditions to ensure

the systems can be deployed within the industrial setting and meet the standards

of ISO 16810:2012 [36]. The standards for robotic ultrasonic testing are under

review in ISO/DIS 24647 and are not available at the time of writing this thesis.

Despite this, the author has composed this list as a minimal and non-exhaustive

set of requirements for robotised UT as a guide for later discussions.

2.3 NDT 4.0

Combining autonomy, prior knowledge, and advanced algorithmic control and in-

ference of NDT inspection systems, NDT 4.0 prioritises a Digital-Representation

(DR) perspective in long term structural health assessments [37]. DRs in this

context cover multiple digitised perspectives including Cartesian geometric mod-

els of the work-space and part, statistical models of the part’s long term health,

and representative models of the robot’s joint-space.
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The NDT 4.0 model applied to robotics has seen an increase in autonomy

with increased computing power. Flexible robotic platforms are explored in Sec-

tion: 2.5.2. For mass and repeatably manufactured products, geometric Digital

Representation (DR) model creation from NDT data is intensely investigated.

While for the industries mentioned in Section: 2.3.1, obtaining a DR from pre-

existing non-digitised or variable geometry structures requires flexibility coupled

to the NDT 4.0 principles of automation and data exploitation and inference from

multiple work-space perspectives, which is also explored in Section: 2.4.

This thesis focuses on the generation of DTs through multiple geometric per-

spectives in order to complement industry 4.0. The platform and deployment

methods are considered for on-site scanning of unknown surfaces, and are not

limited to manufacturing environments. The algorithms produced can be applied

to large, unstructured, or otherwise unknown environments in order to construct

accurate DTs of critical parts or structures within the environment.

2.3.1 Target Industries

Both high-volume industries that traditionally employ NDT such as aerospace,

and newcomers to NDT such as remanufacturing are seeking to move in favour

of the Industry 4.0 target.

Within remanufacturing the prevalence of legacy parts and third-party reman-

ufacturers without access to digital twins has often required reverse engineering
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of components to satisfy demand for components. While remanufacturing is high-

lighted as one of the key growth sectors in order to reduce the carbon footprint

of specific domestic and industrial goods sectors [38], the high costs of limited

labour render the process uneconomical for many industries [39]. The remanufac-

turing sector is highlighted as a chief beneficiary of future robotisation in order

to increase competition with traditional manufacturing processes [40].

Viability determined by autonomous robotised visual inspection is faced by

the challenges of traditionally requiring accurate structural and geometric DTs

[41]. While research in the wider literature targets reverse engineering of legacy

parts [42], these focus primarily on visual data and not robotisation of contact

inspection processes. While UT is not traditionally a part of the remanufacturing

process, the data provided from sub-surface measurements have a positive impact

on the expected life-cycle of remanufactured products [43]. To enable robotic

inspections, reverse engineering to produce a geometric DR is necessary and is at

the forefront of robotic NDT 4.0 as discussed in Section: 2.3.

In the case of industries such as automotive or aerospace manufacturing that

contain high-volumes, the search for higher productivity is driving the move to-

wards Industry 4.0.

Mould manufacturing is used to produce modern light-weight parts within the

aerospace sector, which may with some manufacturing processes result in non-

critically damage such as warping [44]. Though these parts do not match their
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digital-twins, they are considered acceptable for industrial applications. Flexible

robotic path planning procedures are necessary to scan the non-consistent surface

variations these manufacturing artefacts produce.

The focal industry of this thesis and the one that provides the supplemen-

tary industrial use-case are consumers of boats. The Royal National Lifeboat

Institute (RNLI) is a long-term partner of TWI, requiring on-site scanning of

dry-docked boats. Currently, a single inspection can take an operator 36 hours of

manual-scanning resulting in fatigue. The geometric DTs of hulls are currently

unavailable, with noisy LIDAR readings providing the best solution. The aim of

this thesis is in part to provide an autonomous robotic solution that is capable of

scanning these structures with no digital twin. An example comparing the scale

of the front of the hull with a UR10e robot is shown in Fig: 2.6.

2.4 Work-Space Representations

The workflow represented in Fig: 2.4 takes the Cartesian perspective for path

planning in creating raster-paths. Then once the geometric DR is aligned with

the real-part in the work-space, the robotic joint-coordinate (configuration/C-

space) representation is derived. Historic use of DTs has allowed the selection

of two necessary work-space representation, however they are not sufficient when

the DR data available is noisy or incomplete. Additional extrinsic perspectives

are already in use to enable flexibility, as explored further in Section: 2.4.3,
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Figure 2.6: RoboDK simulation of a trolley-mounted UR10e next to an RNLI hull.
The robot will require several iterative scans to cover the entire boat, with no
digital twin currently available of the hull. The shown model was collected with
a LIDAR camera, unable to meet the requisite accuracy for an on-site contact
UT scan and with significant holes that can be seen speckling the surface.

and in calibration of frames of reference in Section: 2.4.2. This section reviews

different perspectives of the work-space, their current use in traditional cell-based

NDT and wider robotics, ultimately culminating with their combined use in the

forefront of flexible NDT inspections.

2.4.1 Cartesian Space

Assuming a world-frame origin and an orientation, oriented positions within

Cartesian space are represented by matrix elements of the non-commutative Spe-

cial Euclidean-3 Lie Group SE(3) [45]. The SE(3) group is a composition of the

Special Orthogonal Lie group SO(3) of rotations, and translation Lie Group R3.
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Each element M can be represented with a 3 × 3 rotation matrix R and 3 × 1

translation vector t;

M =

R t

0 1

 . (2.3)

SE(3) is additionally equipped with a metric;

d(M1,M2) = |log
(
RT

1R2

)
|+ |t1 − t2|2, (2.4)

where |·|2 is the standard Euclidean-2 metric, combining the metric of Special

Orthogonal 3 matrices (SO(3)) [46] and the standard distance metric. More

importantly, SE(3) is also represented as a Lie-algebra se(3) structure of finite

elements. For each element g ∈ se(3), the exponential is expressed as;

exp (g) =
∞∑
n=0

1

n!
gn. (2.5)

This representation is particularly useful in tool calibrations. In solving the

problem AX = XB where A,B,X ∈ SE(3), the solution by [47] utilises the

Lie-algebra components of the known A,B to solve sequentially for X first in

rotation then translation elements, also minimising the covariance assuming uni-

formly noisy data.

For rotations, the exponential is used to express using the Rodrigues rotation

formula [48]. A rotation R given by the exponential of the rotation vector g ∈
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so(3);

R = exp (g) = I + sin (θ) [h] + (1− cos (θ)) [h]2, (2.6a)

where I is the 3× 3 identity, θ = |g| and h = g/θ. The [h] operator is;

[h] =


0 −hz hy

hz 0 −hx

−hy hx 0

 . (2.6b)

The inversion of Eq: 2.6a;

θ = cos−1

(
trace(R)− 1

2

)
. (2.6c)

The angle of rotation requires only one trigonometric inversion, the other oper-

ations are addition and one division by 2. Retrieval of the full rotation vector

is;

g =
1

2 sin(θ)


R21 −R12

R02 −R20

R10 −R01

 . (2.6d)

Although there are several alternate ways of expressing SE(3), the Lie alge-

braic is chosen as it is common in robotics discourse, utilised as the non-essential-

singularity free Jacobian of the end effector [49], in solving hand-eye calibration

as above, and as the coordinate system of the Universal Robotics series [50]. For
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system integration across software packages and platforms, it is both one of the

most commonly used, and the easiest to convert between matrix and vector no-

tations. As the differential lie algebra of the group, features such as gradient

descent are well understood and utilised [51].

Several robotics manufacturers have chosen the Euler-rotation representation

instead, to make the rotations easier to understand. Euler-angles represent ro-

tations as around a choice of three of x, y, z axes, with at least two unique axes.

Euler angles, also known as ’roll’, ’pitch’, ’yaw’ are traditionally used throughout

manufacturing, due to their easy use by humans. However, they suffer a host of

issues such as the gimbal lock (non-essential singularities), and difficulty in angle

composition [52].

Quaternions are an effective representation providing descriptions of rotations

as the lie algebra. The choice of all-round representation becomes one of conve-

nience, and se(3) is chosen.

2.4.2 Projective Space Representation and Machine Vision

Cameras lenses project the space in front of the lens given by a frustum displayed

in Fig:2.7 to a plane, P : V ∈ R3 −→ Π ∈ R2.

Locating an object for scanning within a sequence of 2D frames can enable

relative pose estimation, part localisation, or digital twin constructions using well

investigated techniques from the topic of Machine Vision. Machine Vision pro-
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Figure 2.7: Camera, within its own frame of reference, viewing a part. When
available the depth value of each pixel whose view is seen as rays, is used with
the pixel’s position to calculate the 3D position of points on the surface. The
frustum’s total view is determined by the range of the spherical arc at the focal
point, placed at the origin of the frame of reference.

grams and software such as OpenCV [53] are well used and finely optimised, used

primarily to extract patterns from a single or multiple 2D projected images. Sin-

gle image machine vision applications seek to extract a known geometric primitive

from an image, such as lines, corners or circles. Hough transforms seek geometric

objects such as lines or circles, applying a transformation of the 2D image space

to one that better displays the patterns sought, polling the resultant space to find

the best fit candidates given prior likelihood bounds. Machine Vision techniques

applied to visual data streamed over time is primarily aimed at finding common

points within subsequent images for either relative pose estimation or environ-

mental mapping, a set of techniques known as Visual Odometry (VO). Applied
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to pose estimation and mapping with sequences of images, Hough transforms are

useful in providing environmental information from a sequence of 2D frames, pro-

vided the environment is feature rich, commonly applied to autonomous driving

[54]. Alternatively, gradient methods convert images to gray-scale maps from

which the first or second order pixel intensity gradient is calculated and used

to detect boundaries or corners. This is particularly useful in corner detection

[55], selecting complex object boundaries [56, 57], and camera calibration rou-

tines [58]. Differential edge based detection is applicable to surfaces of greater

range and unknown geometry, but may require results of lower accuracy for image

segmentation as morphological operations are needed to ensure boundary closure.

While traditional applications aim to estimate the relative pose of the platform

between images, when the pose is known with relative accuracy, the environment

can be mapped. Optical flow techniques are enabled by high frequency (relative

to motion speed) monocular camera capture methods, assuming that the image

intensity is a locally conserved quantity between frames and from this determining

the relative velocity of the camera with the environment. Low sampling frequency

or dropped frames reduces motion estimation accuracy, feature based methods

becoming preferable since they require less image-image overlap [59]. Similarly

to optical flow, the Scale Invariant Feature Transform (SIFT) or Speeded Up

Robust Features (SURF) algorithms locate and map features through a differen-

tial intensity metric, though computed for each pixel within a three dimensional
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state-space manifold whose dimensions are the x and y pixel coordinates coupled

to an additional Gaussian smoothing parameter. Visual artefacts recognised and

matched between multiple frames paired with the camera poses are used to trian-

gulate the artefact’s absolute 3D position. Applications of VO within robotised

NDT include part reconstruction and environmental mapping.

An early study into monocular VO applied within NDT showed severe limiting

factors such as reflectivity [60], since accurate maps of defects could not necessar-

ily be drawn breaching Condition: 2. Further work targeted at remanufacturing

demonstrated that a non-reflective part with significant visual artefacts could be

reconstructed with a standard deviation of up to 2.77mm [61]. While this gener-

ates accurate and fully-robotised reconstructions, the proof of concept still suffers

from the issues inherent with reflective parts. Further, the necessary image-image

overlap is up to 80%, requiring vast quantities of information coupled to a high

tool-calibration threshold.

In specific applications, visual methods have succeeded in online corrections

to path planning challenges. While the reconstructed multi-planar projection

perspective is useful in reconstructing non-reflective parts of high artefact density,

the application to reflective or visually uniform surfaces is severely limited to

pre-known path placement. Further, key to all of these methods is the need for

operator intervention, planning initial collision-free paths covering the surface for

the camera to enable surface reconstruction, or during the scan in guiding the
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preferred rasterisation strategy over the reconstructed part.

2.4.3 Embedded Spaces

Complete-coverage trajectories over complex components are studied in full pro-

filing procedures, spray painting parts, and machining of parts to a high grade.

The complexity, interaction, and scale of both the component and sensor informs

the optimised application and path over the surface.

In some wide-aperture/small part scanning tasks such as visual inspections,

the number of poses required for full coverage is relatively small, enabling optimi-

sation of information-gain metrics from a set of discrete positions. Coverage opti-

misation can be selected for static photogrammetric rigs [62], robotically-deployed

[63], or drone-based [64] to optimise the information gain from each position to

minimise the required scan-time and required reconstruction-data quantity.

Surface and tool interaction for limited aperture sensors require a simplified

space to maximise computational efficiency. Particularly for sub-surface NDT

sensors that require a high-tolerance for surface-tool alignment and have apertures

in the order of centimetres, discrete pose optimisation is not practical. An answer

is to introduce functional approximations of the surfaces (for example polynomial

approximations or Fourier transforms) in order to reduce the number of variables,

from discrete poses to differentiable functional vector spaces representing the

surface as embedded spaces.
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Embedded surfaces within R3 are described by an atlas of continuous and

differentiable functions Fi : R2 −→ R3. Parts such as moulded CFRP parts are

often produced with splined representations in Computer Aided Design (CAD)

software [65], allowing such a representation. Welded, printed, or machined parts

cannot necessarily be represented by a single map, and are at best given by a set

of piece-wise functions.

The success of many embedded surface planning regimes relies on first and

second order derivatives of the surface. Given a functional map F : R2 −→ R3,

the first fundamental form I is defined as the correlation of derivatives along the

cardinal differential directions of F (u, v);

I =

∂uF · ∂vF ∂uF · ∂vF

∂vF · ∂uF ∂vF · ∂vF

 . (2.7)

The map acts on the tangent space of F , Tu,vF lowering the dimensionality of

spatial calculations from three to two. Curve length on the surface of F is given;

For each location, the parameterisations of F can be chosen so that I is diag-

onal. Orthonormalising the directions ∂u/vF using the Gram-Schmidt orthonor-

malisation process [66] and subsequent rotation identifies the local tangent plane

to the tool’s reference frame. The Tool’s frame of reference is commonly used in

robotic jogging tasks in order to traverse flat surfaces not aligned to the cardinal

Cartesian space coordinate directions. Non-differentiable points along the em-
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bedded surface may not allow partial derivatives to be computed, however as is

shown in Chapter: 3 realistic tool-flange perspectives acting as surface-smoothing

agents allows us to ignore these.

In scanning surfaces, ensuring the scan intervals are evenly spaced along the

surface is important, which the first fundamental form provides. It defines a

differential scale, and can be integrated to find the length of curves F (cu(t), cv(t))

bound to the surface;

L(c)[T ] =

∫ T

0

√√√√√√√
dcu

dt

dcv
dt

 I

dcu
dt

dcv
dt

dt. (2.8)

However, this perspective ignores the ambient space used to define completeness

of surface-maps and how far a curve has travelled within it, also known as arc-

length. This can be found by measuring the curvature of the part when there is no

prior knowledge, allowing down-sampling of the space while ensuring preservation

of detail. The curvature described by the second fundamental form is necessary

to define cartographic completeness and is explored in Chapter: 3 as requisite

knowledge for an autonomous surface-mapping algorithm.

2.4.4 Extrinsic Frames of Reference

In addition to the tool, other frames of reference may be embedded within Carte-

sian space. They are useful in position-agnostic calibration procedures, allowing
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the operator to reference the tool or world-frame through multi-pose procedures

that are invariant under transformations within the work-space. One dimensional

artefacts are utilised for spiking procedures for 1D sensors such as laser-distance

sensors. 2D artefacts such as chess-boards are utilised to calibrate the 6D camera-

tool matrix. World-frame calibrations also rely on additional coordinate systems

free from the robot’s. The three-point calibration method for robot-to-part align-

ment uses this perspective to enable the operator to specify a tangent plane on

the digital-twin and the part for virtual alignment [67]. Robotic frames of ref-

erence may also be aligned to a work-piece based on visual markers with known

geometries [68].

Visual map building algorithms that enable robotic perception use many zero-

dimensional reference points to either estimate their own relative positioning

through ego-motion estimation programs [69], or to build world maps through

Structure from Motion (SfM) algorithms using their own known relative motion

or a given depth scale coupled to an image-to-image feature matching algorithm

[70, 71]. Incorporating prior information such as known geometric shapes and

scales enables features of interest to be interpreted as extrinsic frames of refer-

ence. Prior information and a well controlled environment coupled to a wide

aperture has made 2D visual inspections the most investigated method of in-

hangar inspections of aircraft with automated drone systems [72]. Correlating

single or multiple features, such as circles or lines found using Hough transforms



CHAPTER 2. REVIEW OF PREVIOUS WORKS 59

[73], to known 3D counterparts can reduce the number of artefacts necessary for

full relative positioning by incorporating prior information, used in methods ex-

plored further in Chapter: 4. Additional 2D sensor perspectives can also improve

relative positioning accuracy.

Structured light cameras and stereoscopic systems utilise two or more well

calibrated cameras to determine distance of objects by correlating the 2D pro-

jection of 3D space onto the lens(es) of the cameras [74, 75]. Collections of

zero-dimensional artefacts in 3D space are correlated through feature recogni-

tion between image frames in order to generate relative motion estimates of the

robotic platform between images. Where the points may be affected by noise, es-

timated transformations are refined through processes such as Iterative-Closest-

Point (ICP) gradient-based methods [76]. Primarily in these methods, the global

alignment perspective that features noise is complemented by local optimisation

processes.

Within noisy or dynamic environments, or in scanning visually isotropic parts

seen in Section: 2.3.1, there are insufficient visual artefacts to form a passive

extrinsic frame of reference in order to reconstruct the robot’s relative pose be-

tween scans. Within robotic manufacturing processes, artificial visual artefacts

such as Quick Response (QR) codes have been used extensively to align the digi-

tised representation of the robot to the work-space. Autonomous localisation is

complemented with artificial markers in industrial and warehouse environments,
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removing the significant visual symmetries of these environments. Unique ref-

erence markers also provide task-information symbolically represented [68], and

route-guides to optimise robotic navigation [77], enabling the robot to have a

richer perception of its environment than that which is available with just visual

data. Aspects of human-collaborative Augmented-Reality (AR) assisted NDT ap-

ply artificial reference markers in visually isotropic environments for this reason

[78].

Extrinsic frames of reference, particularly visually derived frames are ap-

plied throughout the literature in calibration and localisation procedures, with

data interpretation and localisation relative to artificial frames already benefit-

ing human-assisted NDT. Whereas previous sections looked at localised points

given within a specific robotic world-frame, extrinsic frames allow data to be re-

localised if the relative pose of the robot and environment is changed. For NDT

4.0 this is particularly important, assisting in the long term health monitoring

of goods through accurate data positioning with respect to an easily digitally

recognised frame. While the Cartesian representations so far explored real-time

spatial interpretations, the extrinsic frames from the environment and artificial

markers relate DTs to their real-world counterparts. Representations of the work-

space are not all Cartesian, and robotic spaces describing the equivalent compact

Cartesian space are a completely different topology to the SE(3) group. The next

section will explore the space of robotic motion, its relationship with Cartesian
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space, and the limitations of the kinematic map between both spaces.

2.4.5 Configuration Space

Rotational six-axis (6R) jointed robots are used within this thesis, though a num-

ber of other joint types and numbered robots exist. The tool’s pose is manipu-

lated by rotating their joints. Joint positions are related to the robot’s end effec-

tor through forward-kinematic equations P = F (θ) by the Denavit-Hartenberg

parameters [79]. The SE(3) transformation between links i− 1 and i is;

Li−1
i = Zi (θ, d)Xi (α, r) , (2.9a)

where d are the link lengths along the axis of the joint and r the lengths perpen-

dicular, and α describing the angle of the joint’s end point relative to its axis as

rotations in the x-axis, and finally θ is the joint position. The flange’s pose is

then;

F (θ) = Π6
i=1L

i−1
i . (2.9b)

The Configuration space of the robot is given by T6 the six-torus of rotational axis

positions. Allowed joint positions on different platforms describe the branches

of the torus and coverage over it. The KUKA KR6 agilus as an example has

axis ranges of [±170◦,−190◦ 45◦,−120◦ 156◦,±185◦,±120◦,±350◦], that does

not allow motion over the complete torus, with only axis six enabling near-double
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coverage of its 360◦ circular motion space.

While this is restrictive for complex motions, the solution space to the KR6

is limited preventing onerous calculations for C-space paths, ideal for repeatable

and limited-environment applications. More complex and varied tasks may re-

quire more freedom to execute full Cartesian paths within the work-space. The

Universal-Robots series has joint limits of ±360◦, allowing T6 to be traversed

twice, admitting greater flexibility in executing complex or long-distance Carte-

sian paths. However, its admissible solution C-space is vast and can be complex

for direct C-space planning tasks.

The forward-kinematics solution is injective, but not surjective. For a 6-link

robot, the inverse kinematic solution F−1 admits up to 8 configuration solutions

for each Cartesian position in the work-space [80]. The ±2π allowed axis angle

positions admit up to two further additions to the principle-branch cut taken in

inverting the trigonometric functions. The result is 512 = 83 potential inverse

kinematic solutions for each position. Solving for each inverse kinematic solution

at each position then choosing which is best given the current position can be

seen as less efficient than taking an approximation to the configuration for a given

Cartesian position.



CHAPTER 2. REVIEW OF PREVIOUS WORKS 63

2.4.6 Jacobian Planning and Singularities

A Taylor expansion of the forward-kinematics returns;

F (θ + δθ) = F (θ) +
∑
i

∂F

∂θi
|θδθi, (2.10)

the Jacobian relates a small change in the tool position to a small change in the

Configuration position;

J−1δx = δθ. (2.11)

Path planning becomes a calculation of the Jacobian and not the full inverse

kinematics, and is commonly used for online path planning methods [81]. While

the Jacobian can be used for online path planning, it is also informative of the

relationship between Cartesian and C-space. Generalised Jacobians for closed

and open loop manipulators whose governing equations are described by;

F1(x) + F2(θ) = 0 (2.12)

are given by;

J1δx+ J2δθ = 0. (2.13)

Function F1 corresponds to Cartesian restrictions on the motion of the robot,

associated to parallel and constrained robots. This differential relationship was

first described by [82]. When det (J1) = 0, a type-1 singularity occurs, the plat-



CHAPTER 2. REVIEW OF PREVIOUS WORKS 64

form gains a degree of freedom and motion becomes unconstrained. Type II

singularities, when det (J2) = 0 conversely reduce the dimensionality of potential

motions of the manipulator. When a Jacobian-based motion planner encounters

a singularity, the inverse-Jacobian solution becomes numerically unstable, the

magnitude of the right hand side of Eq: 2.11 tends to infinity as the minimum

eigenvalue of the Jacobian tends to zero.

Static cell deployments in Section: 2.2 traditionally check for singularities

along paths, potentially resulting in a re-arrangement of the positioning of the

part. Flexible procedures requiring online corrections may suffer adverse effects,

as the exact C-space position of singularities is unknown. Proximity to singular-

ities can be attained by the function;

C1 (θ) = det (J)2, (2.14)

where for serial manipulators J = J2.

Limited motion due to singularities is such an issue in industrial robotics,

there it is a source of extensive and thorough investigation throughout robotic

literature. One has relied on the analytic Jacobi formula [83] for the determinant’s

derivative [84];

∂

∂θi
C1 (θ) = trace

(
Adj (M)

∂M

∂θi

)
, (2.15)

to find singularities with gradient descent processes. Online methods tradition-
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ally rely on Jacobian or velocity-correction vectors preventing infinite joint speeds

when singularities are reached, perturbing the end effector’s motion in order to

avoid them [85, 86]. For NDT, avoidance of singular poses is incompatible with

Condition: 3, as the entire surface would not be covered. Within NDT, current

robotic path planning methods rely on operator intuition about the placement of

singularities. While paths are determined by the shape of the embedded surface

in Cartesian space, the ability of the robot to enact them is limited by the co-

ordinate relationship between Cartesian and C-spaces. In enabling flexible and

autonomous procedures without a high repeatability for which path planning is

not an overhead but instead a running cost, the C-space perspective is necessary

in determining the position of the path in order to prevent loss of robotic motion

in-scan.

Path Planning in Static Cell NDT

Traditional static-cell NDT coverage path planning is concerned with well de-

fined geometries within a well controlled environment. Path planning for area

inspections falls under the category of Coverage Path Planning (CPP) or Travel-

ling Salesman Problems (TSP), a well investigated topic in 2D environments for

applications of mapping and cleaning.

Traditional DR assisted NDT deployment methods utilise commercial soft-

ware developed for coverage path planning, often also applied to machining and
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painting due to their shared goal of complete optimal-time coverage. Software

packages available include fast suite [87]. In some situations where path planning

software is available, the lengthy process of jogging the robot to points along its

path is also seen as viable [88]. Recent output fuses the two approaches, since

area scans can in some cases require only limited traversal, with the policy (area

to scan) set by an operator [89]. Novel NDT based area scanning utilised ref-

erence edge planning is [90], specifying non-linear bases for covering the part, a

perspective taken into modern autonomous path planning explored in Section:

2.5.2.

Additional functional perspectives further generalise the concept of linear in-

tersection, where surfaces are functionally approximated with basis functions

f : R2 −→ R3. Linear combinations of the R2 parameter basis are used to con-

struct surface paths [91, 92]. Introduced by [93] Morse function decomposition

sub-divides Cartesian space into cells that are then independently rasterised by

linear basis combinations. While they have enabled efficient online coverage path

planning in unknown environments with obstacles [94], cellular decompositions

are primarily applicable to accurate wide aperture sensors used for pre-profiling

and are sub-optimal when points along the target surface are not seen or their

pose misidentified. Topological decompositions similarily split the surface into

sets of mutually compatible sub-surfaces [95] of similar curvature that are capa-

ble of individual rasterisation.
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Through different functional approximations to surfaces, rasterisations are

possible by; 1). associating the surface to a set of paths that are linear with some

basis functions or paths, 2). then finding a full traversal by using this 2D basis.

Alternative coverage methods from other industries primarily rely on discrete

pose optimisations [96], selecting an optimal sub-set of poses that cover the path

, then constructing a path between all of them. The minimal sensor aperture of a

UT tool cannot efficiently take advantage of these methods, as the initial pose-set

generated by discrete methods would need to consider tools of cm-size. Because

of the aperture limitations, NDT methods utilise a basis-spline approach, re-

sampling along two bases functions instead of relying on saturated direct sampling

of a mesh.

Traditional approaches to path planning like these suffer when the surface

representation is noisy or incomplete. Topological decompositions require the

surface curvature to be accurately represented by the DT, otherwise unnecessary

partitions and extraneous surface path segments are created. Traditional splining

or reference edge planning would produce extraneous paths due to the additional

area caused by noise. Most importantly for data collection, even with the extra-

neous paths, without online corrections the surface normal wouldn’t be aligned to

the probe. These reasons provide context as to why accurate part profiling and

DR alignment is the current prominent area of investigation for robotic autonomy

in NDT when applied to the areas mentioned in Section: 2.5.2.
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2.5 Robotic Autonomy in NDT

In many of the high-growth target industries of this thesis, DTs are ill-defined dur-

ing the production stage or are not available at all, requiring novel approaches to

NDT scanning, inspiring growth in NDT 4.0 targeted algorithms and approaches.

2.5.1 Robotic Autonomy and Risk

Several architectures of autonomous robotic systems exist throughout the litera-

ture. A key review [97] advocates for structured control architectures, building

reactive components upon objective aims, responding to uncertain environments

to achieve goals. Core to the argument is that successful autonomous robotic

systems must not be constrained by rigid policy decisions, instead having the

autonomy and sensing capacity to complete them as data changes.

Recently, [98] highlighted the ongoing focus on human-in-the-loop control ar-

chitectures adopted by a wide range of industries seeking autonomous robotic

designs. Autonomous modules assist and complement a human operator- policy

decisions taken by the human are then supplemented with flexible autonomous

robotic processes for planning and optimisation. The specific modules enabling

autonomy or semi-autonomy vary from algorithmic to Bayesian/Reinforced Learn-

ing (RL), and onto Q-learning neural networks.

Advanced autonomy in future applications will allow robotic architectures to

assess risk in task operation with varying autonomy, feeding back to low-level
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operation policy [99]. While this is an advantage in hazardous environments

where reactivity is a sub-component of risk minimisation, this thesis looks at

on-site environments, where time to deployment is not a risk factor.

2.5.2 Advanced Robotic NDT

Path planning for robotic arm NDT is currently implemented semi-autonomously.

Reflexivity to changing situations when enacting a task are kept to a minimum,

and DTs as prior information incorporated during all NDT data collection and

interpretation steps.

Inspection in 2D is a significantly easier problem than in higher dimensions.

Complete coverage path planning for suction or magnetically coupled platforms

such as wheeled crawlers is aided as the surface’s map is naturally flattened by its

method of motion. 2D complete coverage is a well-researched topic, a variety of

algorithms available for both structured and completely unknown environments

[100], with many of the same algorithms successfully applied in well-known, static

3D contexts [101]. The cutting edge framework for autonomous 3D-motion ca-

pable platforms is for prior knowledge to be fitted to the current situation, then

extrapolated from. This is apparent considering semi-autonomous drone scan-

ning procedures such as [102], where machine vision fits a wind-turbine rotor to

current observations allowing localisation of the robot and of any seen defects.

Advanced approaches enabling autonomy in unknown environments still rely on
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learned data such as in Bayesian mapping [103].

Low in-process information availability is affordable for these small, relatively

risk-free vehicles. Non-holonomic vehicles exist along a 2D embedded space,

minimising collision probability unless the terrain is non-smooth and the velocity

of the vehicle large. Meanwhile, drones are capable of traversing 3D paths while

scanning 2D objects, only risking collisions when the path traverses a confined

space or the deployment method is contact-based.

Robotic arms present a significantly greater challenge, capable of 3D motion

yet each link presenting a collision possibility. Visual inspections minimise the

collision likelihood, as a large stand-off is acceptable. Autonomous path determi-

nation [104] and optimisation [105, 106] for visual inspection has been investigated

due to the reduced risk in deployment. However, visual inspection is only part

of the picture; sub-surface defects can still present significant viability issues to

industries such as remanufacturing [107], reducing the expected lifespan of prod-

ucts significantly. Contact NDT is more desirable, but present greater risk of

collisions due to the reduced stand-off. It is due to this that there is a focus on

gaining accurate knowledge of the part and its position relative to the robot in

the literature. The autonomy level of current robotic-arm contact-sensing NDT

deployment is limited by the need to ensure the minimisation of risk.

Autonomous mobile robotic platforms have specialised for given tasks, with

most platforms consisting of a chassis mounted sensor, allowing constant cou-
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pling to gently curved surfaces. Interest has gained in manipulators mounted on

mobile platforms to increase the effective deployment-space of the sensor. The

combination of mobility and dexterity has recently engaged the oil and gas sec-

tor. From visual inspections with arms mounted on non-holonomic chassis [108],

and more recently an advanced Boston-Dynamics Spot robot-dog [109]. These

have all displayed the capability of modern collaborative robotics when applied

to autonomous NDT challenges. So far these platforms have engaged in either

low collision risk visual inspections, single-position scans with little low-level au-

tonomy, or are enabled by accurate DTs with little investigation into either au-

tonomous contact UT area scans with human-set high level policies or alternative

risk minimisation models.

2.5.3 Prior Information in Enabling Robotic-Arm Semi-

Autonomy

Flexibility in robotic-arm path planning modules for area scans initially began

with pre-set paths used to accurately profile parts within the work-cell [110, 61]

so that free form surfaces of uniform complexity and of multiple scales could

be scanned without being seen previously. Autonomous next best view systems

allowed dynamic sensing to reconstruct models of varying complexity [111]. Ap-

plied to 3D data, a proof of concept process for path planning on noiseless point

cloud data was introduced by [112]. A later depth based approach applied im-
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age processing capabilities to fulfil the need for minimal noise when scanning

geometries of which there is prior knowledge [113]. While introducing a level of

autonomy to scanning processes, these all involve accuracy enhancements in prior

profiling tasks and not during the execution of NDT scans. Due to the required

processing of large quantities of UT data, several investigations into enhancing

scans when the DR is not accurately calibrated have focused on offline alignment

optimisation with an a pre-scan procedure [33] for jet-PAUT deployments and in

reconstruction post-scan [114] in simulated immersion tests.

The most flexible models for in-scan UT collection gave dynamic autonomy

to path planning given the policy of full-surface scanning through either fine

adjustments [115] or extrapolating the normal vector offset from the received

ultrasonic energy profile [116]. Modelling the surface with parametric functions,

an example shown in Fig: 2.8, these approaches required; the part to be globally

represented by a set of differentiable basis functions, initial data of a manually

inputted reference edge, and the part to be submerged. The first requirement

severely limits the parts able to be scanned, as machined components presenting

ridges or holes, and manufactured parts of varying curvatures cannot necessarily

be easily globally splined with a single basis set. The final requirement hinders

both the geometry and flexibility of the system as the robot must be protected

from water damage. The targeted autonomy in deployment is only possible with

the supplementary information of a reference curve, and with severe restrictions
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Figure 2.8: Parametric surface required by the program in [115, 116] to scan the
entire surface with semi-autonomy. While for a large section of surfaces, this can
be completed, discontinuities can prevent full surface profiling as each basis spline
in x is extrapolated over increments of y.

on the deployment method.

Computer vision as a mature technology can provide the requisite accuracy,

given ideal lighting and either prior knowledge of the part or significant visual

anisotropy. Meanwhile, imperfect UT delivery methods increased the necessity for

risk-avoidance to be placed in the model-discovery phase emphasising the utility

of computer vision. The use of and lessons in NDT-applied computer vision can

be seen in weld seam tracking.

Due to the well-structured and defined geometry of the weld-seam, this prob-

lem has been approached from several angles. Visual [117, 118, 119], and depth

[120, 121] information has enabled algorithmic autonomous situation-assessments

for on-site scanning. Applying the known model of the weld geometry to the

current information, a weld-seam can be tracked and scanned with adjustments

in-situ. Applied AI processes also utilise prior information, requiring large quan-
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tities of well labeled data [122] entailing that they are tailored to specific and

limited tasks and environments. Most of the above approaches rely on primitive-

shape fitting algorithms, assuming the regularity of the surfaces and weld lines

in order to provide accurate paths. However [121] takes the discrete perspective,

demonstrating an effective tracking method without relying on given continuity,

differentiability, and known-geometry pre-conditions.

Structural scanning for civic and commercial architecture has also adopted a

degree of autonomy. The most advanced robotic contact scanning platform inte-

grates vision, force, and prior global knowledge to scan tunnels with an integrated

robotic arm [123]. This method is of great significance as the architecture allows

for safe and full autonomy at the situational level. While it does incorporate prior

knowledge of the structure, it is capable of parametrised path planning with local

adaptations. While the scale of the platform and delivery method prevents fast

delivery of results using minimal sensor data, it provides a prototypical system

for robotically deployed UT inspection capabilities. Reliance on parametric world

models is not a disadvantage for the specific purpose, it is not an applicable sys-

tem for robotic area scanning. The point to point trajectories are optimised by

[124], optimality does not extend to the base frame of the robot. Since it does not

conduct large area scans, it does not need full Cartesian control, by-passing kine-

matic effects such as singularities. Area scanning in this sector was significantly

advanced also by the earlier work of [125], whose methods of applying a mobile 7
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DoF platform to imprecise paths enabled the semi-autonomous scanning of criti-

cal structures, when a general road-map is known. Relying on either force control

or magnetic adhesion for position corrections of a planar dry-coupled Eddy Cur-

rent probe, the method showed it was at least as good at maintaining contact

with the surface as a human operator. As in [126], corrections to a pre-defined

path allowed defects to be accurately localised. However these approaches are not

suitable for contact coupled, non-planar, deformable probes with couplant since

neither the UT signal through this medium nor pure force-moment can provide

accurate normal-vector estimations. Prior information of the trajectory is also

required for these approaches, and a DR required for defect localisation on the

part. Finally, in none of these studies is the effect of surface curvature on data

acquisition or required path corrections discussed. A similar approach is applied

in Chapter: 3, where a more general system of path planning and delivery is

deployed allowing application to a wider selection of geometries and materials

within on-site environments while also considering curvature limitations.

2.6 Summary

Significant advances in autonomy for situational adaptation in NDT are present

in the literature, specifically for tasks focused on particular geometries. Incor-

porating prior models is the mainstay of these approaches, with the main gain

in autonomy being in situational assessment given rigid policies given by human
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programmers. The closest to full situational autonomy requires prior information

to instead be built into computer vision and surface modelling. Online adapta-

tions to area scanning applications are not well-researched, the most advanced

technique requiring a restrictive UT coupling method to provide accurate online

data. Despite this, the market for robotic autonomy in NDT has never been

greater. The increased focus on specific and upcoming manufacturing methods,

mentioned in Section: 2.3.1, presents an opportunity for autonomous robotic-arm

deployed UT scanning. While medium-level policy setting is well explored for

non-holonomic and drone based delivery systems, autonomy is restricted by the

perspective of narrow task setting. Robotic arm NDT has attained some level of

autonomy in visual scanning and part profiling before scans, but is limited by the

perspective of maximising the available geometric information of the part before

a scan may commence as opposed to during a scan. Further, few investigations

have sought optimisation along with adaptation, instead focusing on maximising

the information available at every step and digital twin enhancement.

To attain the Industry 4.0 standard of autonomy in NDT, flexible in-scan

contact delivery methodologies are necessary to ensure robust, scalable, and safe

deployment platforms and algorithms. Meanwhile, the deployments must meet

the standards of current fixed-cell NDT methods described in Section: 2.2.3 in

order to directly compare to traditional methods of cell-based NDT. Accuracy

and safety must be guaranteed, as well as production of DT’s for future track-
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ing and assessment of potential defects. In partially achieving these goals, this

thesis has sought to take advantage of advancements in modern computing and

robotics in order to enable online autonomy and optimality in policies set by

a human in the loop. This thesis investigates the topic of autonomy through

different representations of the robot’s work-space, their relationships, and how

complementary perspectives can enable autonomous and optimal free-form area

in-process scanning. While this work seeks a set of generalisable solutions to

these issues, there are several limitations to and much potential for improving

the proposed algorithms, provided in Chapter: 8.
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Chapter 3

Autonomous Full Surface Mapping

Through the Tool’s Frame of

Reference

Key to robotic NDT of freeform surfaces is defining full-surface coverage from

an algorithmic perspective. This is a well-defined and answered problem in the

context of well-known surfaces. OLP for full surface coverage is offered by a host

of companies, allowing the operator to select a face that is then automatically

rastered. The rasterisation offered consists of path segments bridged by transition

paths that may require step-overs in the case of surface-probe coupled sensors.

In the context of unknown or poorly represented surfaces, full surface coverage

is an ill-defined problem. To fully scan a surface with no prior information for

105
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NDT applications in an efficient way, it is necessary to;

1. Traverse the whole surface without losing contact and without losing extra-

neous search patterns using high data-volume sensors such as UT,

2. define a traversal stopping condition to prevent an infinite traversal loop.

This chapter sets out the heuristic basis that the author has used to answer this

question in Section: 3.2, the required information for traversal and stopping con-

ditions in three dimensions utilising well known results in Differential Geometry

in Section: 3.3, and experimental results in Section: 3.5.2. Enabling autonomous

full surface discovery, work-flows for current and proposed full-surface scanning

methodologies are shown in Fig: 3.1.

The following sections introduce the impetus and previous research completed

in the area of unknown surface profiling in Section: 3.1. A candidate heuristic

method is explored in Section: 3.2 followed by its heuristic expansion and applica-

tion to embedded surfaces in Section: 3.3 through perspectives from differential

geometry. Finally, software validation, early experimentation with UT sensors

and finally a laser-based deployment method are presented in Sections: 3.5.1,

3.5.3, and 3.5.4 respectively.
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Figure 3.1: The one-step process enabled by the presented algorithm removes the
necessity of accurate digital-twins and world-frame calibration, or lengthy robotic
jogging procedures.
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3.1 Autonomous and Automatic Inspection Pro-

cesses

Covered in Section: 1, industries such as moulded-part manufacturing involve

parts that do not match the original digital twin due to non-critical deformations

that are caused in production. In other industries such as remanufacturing, a

digital twin of the part may not be available. In remote inspection work, the

variety of parts necessary to scan and the degradation due to wear and tear

entail large costs to any digital-twinned platform inspection process. A flexible,

model free process of complete scanning for unknown surfaces would be highly

beneficial to these industries.

Robotic NDT has recently been able to define a 2-scan process to satisfy these

requirements. The first scan reconstructs the part, followed by path planning over

its digital reconstruction. This then enables a subsequent scan with NDT equip-

ment, fully covering the known surface that is within reach of the robot. Methods

of reconstructing part surfaces in the initial scan have been widely researched with

respect to both Photogrammetry and in the field of machining.

In the field of Photogrammetry, automated robotised methods for free-form

surface profiling have developed significantly. Processes involving 3D or 2D cam-

eras have evolved from requiring user-inputted positions [1] to fully automated 3D

model reconstruction techniques. Automated photogrammetry has been applied
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to a wide range of scales, from fine-detail model reconstruction using robotic arms

[2, 3] to large-scale reconstruction using autonomous robots with wide-aperture

sensors [4]. A recent example of photogrammetry enabling a 2-pass scan within

NDT utilising Structure-from-Motion (SfM) [5].

These methods have relied on multiple volumetric inspections of a complex

object using wide field-of-view sensors such as traditional RGB or RGB + Depth

(RGB/D) cameras. This work has considered surface profiling in the case of

limited-range sensors, such as line-scanners or ultrasonic devices that have a field

of view many magnitudes smaller than the inspected surfaces. In the case of laser

scanners, a volumetric pre-scan is not safe for human operators working nearby.

Volumetric scanning of curved objects cannot guarantee surface discovery in the

case of water-coupled ultrasound devices without lengthy re-scanning processes

due to beam divergence and scattering.

Within the field of machining, validation of machining quality or accurate part

profiling when there is no available CAD model has been implemented using Co-

ordinate Measuring Machines (CMMs). CMMs utilising limited field-of-view sen-

sors for full-surface profiling have also been thoroughly investigated [6]. Their use

has relied on spline-surface approximations to predict surface positions [7, 8, 9],

or planar raster-tangent path planning [10]. These methods all require saturation

of user-sampled positions, user input to define surface tangents, or rely on tan-

gents defined by a gantry constrained rasterization pattern. The spline-surface
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approximation method has been successfully applied to ultrasonic-sensor surface

discovery [11]. This method requires that the surface can be defined by a global

spline, as opposed to an atlas of piece-wise smooth splines. This is a disadvan-

tage when inspecting objects with discontinuities such as holes, as these cannot

be captured by a single global b-spline representation. Surfaces with a global b-

spline representation defined by a single function are also known as doubly ruled

surfaces.

CMM specific machinery and software have shown its efficacy in Eddy-Current

(EC) inspection planning previously [12]. While shown to be highly effective

for the high-accuracy requirements of EC systems [13], the guided pre-scan still

entails a two-step strategy to enable high-accuracy NDT sensor trajectories that

are less necessary for deployment methods such as UT that do not suffer from

small variations in surface-probe stand off in the order of millimetres.

The lessened requirement for surface-tool stand off accuracy and consistency

for UT profiling allows online methods to take advantage of dynamic corrections

that contain small errors in positioning at each step, while preventing accumu-

lating errors in alignment. To enable full surface discovery, a search process and

memory structure to discover and store potential surface points for later traversal

are required.
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3.2 Flood-Fill Algorithms

A candidate heuristic process are Flood Fill Algorithms (FFAs) [14] that prop-

agate through maps or networks in order to discover all positions within a con-

nected surface or graph. The pseudo-code for the FFAs abstraction is presented

in Algorithm 1 and accompanied by graphical representation in application to

the 2D image domain in Figure: 3.2.

Algorithm 1: Flood Fill Algorithm Heuristic.
Data: Image, graph, or other connected structure in which ’clear’ and

’boundary’ nodes are defined. Starting node (pixel). Either the
graph must be finite or the node-set bounded by boundary nodes
must be finite.

Data: Collection of ’clear’ nodes path-wise connected to the starting
node.

begin
Begin at Pixel P 1;
Open-List = {P1};
Points-Found = {};
while |Open-List| > 0 do

Pa = Open-List.back();
Points-Found.insert(Pa);
Open-List.delete(Pa);
for direction ∈ {′UP,′DOWN ′,′ LEFT ′,′ RIGHT ′} do

P b = P a + direction;
if P b is new point AND not boundary point then

Open-List.insert(P b);
end

end
end

end
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First iteration Last iteration

Green, diagonal hatching: Found-points
Blue, horizontal hatching: Open-list
Black: Boundary points
Clear: Unknown points

Figure 3.2: Colour Flood-Fill on the plane.

This work has generalised planar FFA heuristics to three-dimensional surface

traversal, inventing the Complete-Surface Finding Algorithm (CSFA). Whereas

FFAs require a pre-known data structure, the novel CSFA requires only curvature

information about the target surface to ensure complete coverage when applied

to sensors of arbitrary dimensions and sensitivity.

Simple stack-based FFA and scanline heuristics are of particular interest in

the simulation section. Scanline implementations choose a preferred direction of

motion for search until a boundary position is reached. When a boundary position

is discovered, the less-preferable step is then taken until a free path is found in

the preferred direction of motion. The resultant path is a traditional rasterization

pattern, which is widely utilised within NDT path planning operations.
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FFAs have been applied in various contexts, due to their simplicity and ver-

satility. In the context of image processing, FFAs have seen ongoing widespread

use in commercial products as a time-efficient method for filling a bounded region

with a given colour [15]. The principle of the bucket-fill programme has been in-

verted to aid segmentation algorithms in 2D and 3D contexts from a user-inputted

mask [16, 17, 18]. In recent years FFAs have aided machine-learning programmes

in object recognition through automatic mask generation [19]. Mixed mapping

and network theoretic implementations have been implemented to guide image

reconstruction. First, FFAs were shown to be as effective as quality guided al-

gorithms [20], and subsequently used to enhance nearest neighbour node quality

optimisation methods in various fields [21, 22, 23].

Further, FFA variants have been extensively implemented in robotic path

planning and control. Discretised potential field variants such as modified CFill

and Flood-Field Methods (FFMs) have been shown to have greater time efficiency

in comparison to Potential Field Methods (PFMs) [24, 25]. FFAs have gained in-

terest in the context of optimal path planning for 2D platforms [26, 27], that has

demonstrated flexibility through effective integration with optimal motion plan-

ners such as the A* algorithm [28]. These concepts have evolved in application

to optimal motion planning in 3D space for UAVs with an exhaustive search pat-

tern [29]. Further FFA integration and heuristic mirroring has shown to enhance

traditional path planning algorithms [30, 31].
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The above Flood-Fill methods have been implemented on data either with a

pre-defined link structure or with a full exploration in each potential direction.

For unknown surface profiling constrained by costly rearrangement procedures

and a limited field of view, these procedures are either non-applicable or signifi-

cantly sub-optimal.

3.3 Full Surface Description

Surfaces in 3D and surfaces of interest are not always directly parameterised by

the plane, as mentioned in Section:1.

Despite potential global disassociation from the plane, perspectives from dif-

ferential geometry are applied in Section: 3.3.1 to the local tool frame of reference

to lift the basic planar FFA processes to R3 and apply them to an embedded sur-

face. Since the traversal method is not directly implemented on the cardinal basis

of R3 but on local continuous variations with the normal, additional guarantees

are required to ensure that distinct points on the surface are not within the same

spatial-position as is the case in 2D pixelisation. In Section: 3.3.2, the surface’s

second order expansions, equivalent to the tool frame’s observed rate of change

of the surface, are used to apply 3D segmentation to the embedded 2D problem.

The combination is a traversal method that benefits from the local isomorphism

to the plane, but are able to cope with topologically complex objects that cannot

be globally and continuously unwrapped or projected to the plane, while also
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describing parameterised surfaces without explicit foreknowledge necessary.

3.3.1 Traversal

Embedded surfaces S ∈ R3 that are described by a function F : R2 −→ S or set

of piecewise- functions that are differentiable are equipped with a tangent plane

TP jM , given by the partial derivatives; ∂uF and ∂vF at a point P j = F (uj, vj).

A position F (u0 + δu, v0 + δv) in the infinitesimal region around F (u0, v0) can

be given by the extension in either tangent direction;

F
(
u0 + δu, v0 + δv

)
= F

(
u0, v0

)
+ δu∂uF

(
u0, v0

)
+ δv∂vF

(
u0, v0

)
. (3.1)

For surfaces that can be seen as embedded Riemannien manifolds, the tangent

plane is isometric to R2 across the entire part [32], however tangent planes can

be derived on any surface at a position that has a locally differentiable structure.

Assuming the surface is locally differentiable in the region of the sensor, new

positions P j
k can be approximated by taking the current position P j and tangent

directions in the local tangent plane ∂k=u,vF ∈ TP jM . Traversal in any of the

four directions ±∂k=u,vF by a distance d hypothecates four new positions P j
±k =

P j ± ∂kF along the surface, in analogue to the FFA heuristic’s ’left’, ’right’,

’forward’, and ’back’ processes.

A sensor arrangement is required to measure the real surface position P j and
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tangent plane TP jM . For a collection of at least three positions on the surface

{qi}N≥3
i=1 , three coplanar but not colinear positions are chosen; q1, q2, q3, and the

vectors v1 = q2 − q1 and v2 = q3 − q1 found. The surface normal vector nS is

extracted using the flange’s current z-axis vector nF ;

nS = −sign(nF · v1 × v2)
v1 × v2
|v1 × v2|

. (3.2)

From a saturation of sensor measurements within a given aperture window, mea-

surements at the fringe of the aperture window approximate the tangent plane

for each of the four cardinal directions instead.

The surface normal describes the plane that is approximately tangent to the

surface, the cardinal differential directions from Eq: 3.1 extracted simply as shown

in Fig: 3.3.

An ultrasonic probe is sought to both scan the material and obtain the nec-

essary data to find the surface normal. By applying a linear phased array sensor

within an immersion bath set-up, the single element Synthetic Aperture Focus-

ing Technique (SAFT) was used as the most appropriate method to approximate

the local surface profile [33]. Measuring the time of flight of each element firing

then receiving a signal, the approximate surface distance is calculated. Returned

signal depths are inaccurate in the case of dipping reflectors, as the reflection is

not necessarily beneath the element. By describing the surface’s potential po-



CHAPTER 3. AUTONOMOUS SURFACE MAPPING AND SCANNING 117

•

Ray-emitting sensor

Z-axis

X-axis, ‘UP’
Y-axis, ‘RIGHT’

Figure 3.3: Extracting the cardinal directions in 3D as an analogue to the di-
rections in traditional FFAs by using the tool’s z-direction aligned to the surface
normal. Grey lines represent iso-lines on the surface.

sition relative to each element as a set of spheres, whose radii are equal to the

time-of-flight calculated distance measurement, the line fitted assuming surface

to probe distance is within the probe’s z direction purely results in points along

the line closer to the probe’s elements than the discovered minimal distance. By

migrating the line’s position, it intersects each sphere only once reflecting that

the minimal probe to surface distance is already measured. The necessary shift

to properly find the surface’s tangent using the dipping reflector algorithm [34]

is shown in Fig: 3.4

Seismic migration surface profiling results for a sinusoidal curved block are

shown in Fig:3.5.

In order to prevent infinite recursion caused by adding already traversed po-

sitions to the ’To-Check’ stack in Alg: 1, traditional FFAs segment space into
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Figure 3.4: Seismic Migration of a wave when profiling a dipping reflector. The
inferred surface (black dotted line) is incorrect, and must be perturbed by an x
and z offset to the correct reflector position (green dotted line).

discretised pixels. It is necessary to segment R3 similarly so that infinite recur-

sion does not happen. However, it is also necessary that each newly hypothesised

position is not within the same spatial segment as the current position. Segment-

ing space so that these two requirements are met prevent infinite recursion and

enable full surface traversal respectively.
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Figure 3.5: Seismic migration on the surface of a curved block corrects the inferred
surface positions from single-element SAFT, projecting them to actual closest
positions.

3.3.2 Segmentation: Traversal and Completeness

Analogue to 2D pixelisation in three dimensions, Voxelisation partitions the space

into boxed segments. For both the the 2D and 3D FFA cases the traversal length

is considered a unit, as is the length of the pixel’s side since the tangent directions

are consistent.

Traversing surfaces within 3D, the tangent directions may vary depending on

the orientation of the local tangent plane. Additionally the current position may

not be at the centre of the current voxel but near a boundary. In order for the

step from one position to another to also traverse to a new voxel, the voxel widths

must be limited. Additionally, the cumulative effects of surface curvature need to

be considered so that in the case of surface inflection, different positions on the

surface can be defined in different voxels.

For a flat surface, the largest single linear step within the voxel is along the
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diagonal, restricting the voxel’s width bound w given the traversal step distance

λ as w ≤ λ/
√
3.

The approximation of the surface as flat deteriorates from the local frame of

reference at a rate that is dependant on the curvature. Between steps m and

m + 1 tangent vectors in the direction of motion v̂m, v̂m+1 deviate towards the

normal vector n̂m and away from the tangent plane by a value δv̂m;

δv̂m = ∂v̂m v̂m · n̂m. (3.3)

The deviation also describing the error in approximating the local surface with

a tangent plane is decomposed in terms of cardinal tangent directions defined in

3.1 by the second fundamental form II [35]. Assuming the surface is locally twice

differentiable, II is framed by the tensor product of cardinal differential directions

∂uF = Fu, ∂vF = Fv;

II = LFu ⊗ Fu + 2MFu ⊗ Fv +NFv ⊗ Fv, (3.4a)

where;

L = −Fu · ∂un̂, (3.4b)

M = −1

2
(Fv · ∂un̂+ Fu · ∂vn̂) , (3.4c)
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and,

N = −Fv · ∂vn̂. (3.4d)

Deviation of the tangent vector towards the normal stated in Eq: 3.5 is;

κδv̂m = IIv̂m. (3.5)

The inflection of a tangent direction away from the tangent plane is bounded by

the maximal eigenvalue of II over the surface κmax;

v̂m · n̂m+1 ≤ κmax. (3.6)

Treating the value λ as the arc-length along the hypothesised surface, the

non-normalised defect of the projected tangent plane direction vector at m + 1

against the current tangent resulting from a small expansion is;

v̂m+1 = v̂m + λδv̂m. (3.7)

Integrating this value to raise it from tangent to position defect, the second

order surface expansion of arc-length λ around Pm is given;

Pm+1 = Pm + λv̂m +
λ2

2
δv̂m +O(λ3). (3.8)
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The positional difference is;

|Pm+1 − Pm| = λ|v̂m +
κmax

2
λδv̂m|. (3.9)

A lower bound for the smallest step in 3D space for distinct points along the

surface needs to be found to prevent voxel-map collisions.

Since δv̂m · v̂m ≈ 0, this can be approximately expanded as;

|Pm+1 − Pm|2 = λ2||v̂m|2 + |κmax

2
λδv̂m|2| ≥ λ2||v̂m|2 − |κmax

2
λδv̂m|2|. (3.10)

The negative term coming from the desire for a lower bound on the error due to

inflection caused by curvature.

Since v̂m and δv̂m are unit vectors the real traversal length is bounded;

λ̂ ≤ λ

√
1− (κmaxλ/2)

2, (3.11a)

and the voxel-widths are limited to the size of the box whose maximum interior

step distance is λ̂;

w ≤
λ
√
1− (κmaxλ/2)

2

√
3

. (3.11b)

The voxelisation that allows full surface traversal requires the curvature in-

formation in order to ensure points within the part considered distinct fall within

different voxels. Where planar FFA algorithms begin with a known structure
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and regular discretisation pattern, the CSFA splits the volume with the prior

knowledge of maximal surface curvature.

An alternate method to voxelisation are hash-tables, assigning each coordinate

a coordinate via a hash function. Hash tables are not limited to subdivisions of

powers of 2, as Octrees are, potentially requiring saturations of positions within

an Octree. Octrees may either place itself within a leaf of another node or subdi-

vide a node, whereas a hash table requires a flexible memory structure to enable

re-hashing of elements in order to expand, contract, or refine the space [36].

Voxels within an Octree environment were chosen over hash-tables for space dis-

cretization, primarily due to their ensured lack of hashing collisions. The primary

advantage of hash-tables is the flexibility of choosing the size and discretisation

of the space. This is potentially an issue for octree implementations since each

smallest leaf width dx in terms of the full space width x must be dx = x/2n for

an integer n, or the compulsory space width xc assigned such that xc = 2ndx.

For large spaces x and small leaf widths dx, n = ⌈log2(x/dx)⌉ that may result

in 2x >> xc > x for small values of log2(x/dx) − n. The strength of Octrees

however are the flexible leaf structure that does not require population of all leafs

or nodes reducing the memory overheads required compared to fully populated

hash-tables of the same volume and accuracy. The scalable data structure addi-

tionally and relatively low memory overheads, requiring just 600KB to partition

an 2m×2m×2m volume into 1mm3 chunks for example, allow the method to be
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directly and quickly applied to static robotic work-volumes and mobile platforms.

3.3.3 Parts of interest

Parts in a variety of industries are commonly designed using splining functions

due to the ease of which their shapes may be optimised continuously with respect

to production properties [37, 38, 39, 40]. Spline modelled parts approximating

the surface with a set of at least twice differentiable functions, admit a tangent

plane and a second fundamental form. Machined parts, or parts produced with-

out a spline function basis set do not meet these requirements. For sharp ridges

or holes, the surface is continuous but not differentiable. However, in deployment

the surface is smoothed by the radius of the laser measurements from the tool’s

centre point. An example of this on the Weierstrass function is shown in Fig:

3.6. The function is a famous historical example of a function that is continuous

but not differentiable anywhere, meaning a tangent at any position is impossible

to find. The smoothing as a result of taking multiple readings to approximate

the tangent plane results in a continuous and differentiable approximation of the

function. Boundary positions cannot be smoothed in this way, this being the

condition to not produce further hypothesised search points. For even strictly

non-differentiable surfaces, the algorithm is applicable on the condition that the

curvature is not so great so that the surface leaves the line of sight and range of

the applied sensors between steps. Large discontinuities such as with a stepped
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calibration block may be smoothed with a set of sensors placed further apart and

with greater range, however this reduces the overall accuracy of the estimates

tangent plane. However, the laser data may be used in post processing to recon-

struct a digital twin without relying on the estimated surface normal’s value so

this would only effect traversal to which it is a boon.

Figure 3.6: Weierstrass function in blue, and in orange the smoothed approx-
imation obtained through a 5-point averaging method. Despite being non-
differentiable at a number of points in this version (and at no points in the
full infinite series expansion), from the perspective of a collection of sensors with
a non-zero distance between them, the function appears smooth.
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3.4 Autonomous Surface Discovery

Each part of the algorithm is laid out in the previous sections with the complete

algorithm presented in Alg: 2. Using the first and second order differential ap-

proximations to surfaces, the result is an algorithm capable of complete discovery

of unknown second order differentiable surfaces. The sensors under consideration

cannot measure the surface normal with a zero dimensional point-like measure-

ment, a factor that enables the practical deployment to cover non-differentiable

surfaces such as corners, provided sensor measurements are still possible.
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Algorithm 2: Pseudo-code for the novel CSFA.
Data: Maximum expected curvature κ, step-size d, and maximum

Cartesian reach ∆X
Result: Discrete object surface positions and normal orientation vectors

coupled to Ultrasonic data.
begin

Octree = GenerateWorkSpace(κ, d,∆X);
// Generates a geometric description of the workspace.;
Operator moves sensor to surface;
GetData() →surface position and normal vector P1, N1;
Open-List = {P1};
Points-Found = {};
// Initialise lists describing where we have been and where we need to
search.;

while |Open-List| > 0 do
P a = Open-List.back();
Open-List.delete(Pa);
// Check that the next selected scanning position is within reach;
if 0 <

∣∣JΩ
a = InverseKin(Pa)

∣∣ then
Move to Ja = minmotion J

Ω
a ;

GetData() → P a, Na, data;
if !data.empty() then

Sensor.zdirection → Na;
GetUTdata();
Octree.insert(Pa);
GramSchmidt(Na) →
{‘UP ’, ‘DOWN ’, ‘LEFT ’, ‘RIGHT ’};

// Orthonormalise the tangent plane to assign an
orientation within the world frame, assigning
positive/negative x and y cardinal directions to
‘UP ’, ‘DOWN ’, ....;

for direction ∈ {‘UP ’, ‘DOWN ’, ‘LEFT ’, ‘RIGHT ’} do
Pb = Pa + direction;
if Pb /∈ Octree then

Open-List.insert(Pb);
Adding a new position to check. Octree checks
ensure closure of the process over a finite surface.;

end
end

end
end

end
end
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In practice, despite only local sensor measurements being necessary to fulfil

the algorithm a robotic platform is necessary for actual deployment. Within Sec-

tion: 3.4.1 the path planning elements specifically related to the UR10e robotic

arm platform are detailed. Surfaces are selected in the following Section: 3.5

due to their unique and specific properties that prove that the algorithm can

be applied to a wide range of surfaces of interest. Initial validation of the algo-

rithm presented in Alg: 2 is shown in simulation in Section: 3.5.1, followed by

experimental validation. While the simulation validation is completed with an

idealised deployment model with a sensor capable of normal measurement from

an infinitesimal surface point, realistic sensor deployments require overcoming

several hurdles. Application of UT sensors for surface normal measurement is

explored in the context of immersion testing in Section: 3.5.3. This is followed by

Section: 3.5.4 in which three low cost laser distance sensors are used instead for

surface normal approximation. Finally a proof of concept for simultaneous laser-

enabled surface discovery and Conformable Wedge Probe applied UT scanning is

provided.

3.4.1 Robotic Control

Singularities and reachability of the robot may impact the profiling process, since

for unknown parts the required robotic configurations cannot be seen in advance.

These issues are incurred by a break in the correspondence between Cartesian
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space and the robot’s fundamental coordinates as introduced in Section: 1, the

possible joint-positions and link structure. In overcoming the spatial limitations

of the robotic manipulator, oriented target-points were converted to configuration

space coordinates. As a proof of concept investigation for the deployment of the

novel CSFA, test pieces were chosen to test the algorithm’s ability to ensure full

coverage on curved and complex surfaces while minimising the risk of collision.

Collision avoidance in the test cases were achieved by placing a motion-length

limit. To maintain full coverage in the case of required back-tracking, any mo-

tion above this joint-space limit would cause the robot to move safely through a

known point above the part. In the case of a convex part, point-to-point motion

was considered admissible within one step if the subsequent point did not require

motion in the current point’s normal direction of more than the sensor-surface

stand off. Since the algorithm requires an initial position to be defined along the

surface, an initial configuration is given at the start. The path-planner then pro-

ceeded to choose the next in Cartesian space, and selected the candidate robotic

configuration with the smallest joint-motion. If the selected point induced a con-

figuration motion larger than the allowed threshold, the point was pushed back

into the Open-List and another chosen until a suitable point was found or only

large-motions were possible. In the latter case, the point with the smallest joint-

wise motion was chosen. The robot was then sent joint-wise position command

motions, avoiding kinematic singularities and ensuring the reachability of target
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points.

3.5 Simulation and Experimental Validation

A variety of shapes were chosen for both software and experimental validation,

owing to their respective properties described in Table: 3.1.

Iteration through inferred surface positions provides an initial pose for the

subsequent sub-processes, and is the only portion of the algorithm that relies

on previous iterations. The surface normal measurement and proceeding surface

discovery phase is independent of the previous discovery step. If the normal mea-

surement and surface position inference methods can be proved to be successful

on a surface with a particular property, then the memory dependent portion of the

algorithm is implicitly satisfied. By the independence of discovery steps, demon-

stration on shapes with specific properties also provides proof of the process on

surfaces combining the respective test-shape features.

In realistic scenarios, surfaces such as boat hulls or wing sections are both

convex in sections and concave in others. Bolt holes, port holes and windows are

described by continuous boundaries that are not connected to the edges of the

surface. Surfaces such as hulls have mixed and continuously changing curvature.

The next part of this chapter involves testing each of these properties in either

software of experimental situations.
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Shape Quality of Interest Reason for Inclusion Inspection
Image(s)

Sphere and
Bowl

Positive curvature surface,
from both concave and
convex perspectives.

Demonstrate the algorithm
on convex and concave sur-
faces.

3.10,3.11,
3.12, and
3.13.

Holed Sur-
faces

Presence of multiple dis-
connected, continuous
boundaries that prevent
traversal along a principle
tangent direction while
the surface re-continues in
that direction.

Show that the algorithm
can handle real scenarios
where the number of pos-
sible directions of motion
are reduced due to surface
discontinuities (e.g. port-
holes).

3.8, and
3.9.

Doubly
Curved
Surface

Non-constant curvature
that varies across the
surface.

Demonstrate the algorithm
is not limited to constant
magnitude or signed sur-
faces.

3.19.

Wing Sec-
tion

Realistic digital twin of a
component that is com-
monly inspected.

Show the algorithm is ca-
pable of providing full and
efficient coverage of a re-
alistic surface in an offline
environment.

3.7.

Table 3.1: Shapes investigated, their key properties, and references to their spe-
cific demonstrations are listed. The result is an algorithm that is able to handle
surfaces combining the listed features.

3.5.1 Simulation Results

Applied in C++ using the Octree package [41], the CSFA is shown to be able to

traverse structures of varying complexity within an offline environment.

Tests on shapes with key non-linear aspects have demonstrated the method’s

total coverage of generalised locally differentiable surfaces. The shapes chosen

have been selected on the basis of surface irregularities that present challenges to

full scanning. Surfaces with cut-outs that are not captured by a global surface

spline representation demonstrated the advantage of the algorithm in handling
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machined parts, or in piece-wise spline produced parts. These are not handled

by the nearest available algorithm. Additionally, curved and doubly-curved sur-

faces were chosen to validate the suitability of the linearisation approximation

method. In this section, surfaces chosen demonstrate complete coverage of locally

smooth parts and parts with cut-outs. By demonstrating on positive, negative

and zero curvature surfaces individually, the iterative and non-recursive algorithm

has been validated for all locally smooth and holed surfaces. The software valida-

tion process is implemented in C++, utilising Simon Perrault’s Octree structure

[41]. Robotic simulations have been generated using RoboDK software with the

Universal-Robotics UR10e as a demonstrative platform, with mesh simulations

presented in MeshLab.

In post-processing, the CSFA has demonstrated the generation of raster-

motions on an aerofoil component with varying step-sizes, displayed in Figure

3.7. This simulation represents a realistic scan upon a digital twin of an aero-

plane’s wing-section, with a discrete scanning increment of both 3mm and 10mm

displaying consistency in rasterisation with both incremental scales. Due to the

relative flatness of the surface a raster pattern was achieved. For more curved

surfaces, over-sampling of the space is observed.

The stack based memory of ’positions to check’ allowed effective full-surface

discovery in the presence of irregular geometries. The method is demonstrated to

avoid surface-holes, later re-scanning areas previously uncaptured in early-scan



CHAPTER 3. AUTONOMOUS SURFACE MAPPING AND SCANNING 133

(a) (b)

Figure 3.7: Demonstration of rasterizing a curved aerofoil component. The
robotic path is traced in yellow, demonstrating the raster-like path obtained.
(a) Sampling distance: 3 mm. (b) Sampling distance: 10 mm.

stages, displayed in Fig: 3.8. Fig: 3.8 demonstrates that the CSFA is adept at

covering complex surfaces without traversing holed regions while still capturing

the whole surface without the planar limits of the plate as input.

Repeatedly holed surfaces present multiple points of return, demonstrated in

Figure 3.9.

The surface linearisation approximation made by the CSFA in order to dis-

cover discrete neighbouring positions is demonstrated to be effective on surfaces

of positive and negative curvature, as in the sphere and bowl. Robustness to local

curvature variations is displayed in Figure 3.10.
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(a) (b)

Figure 3.8: The scan initially misses sections of the pipe due to the shape’s cross-
sectional hole.The missed points are picked up at the end of the scan as there
is memory of surface-positions to check. Points found are marked in blue, the
robotic path traced in yellow. (a) Initial scan-pass, the robot’s flange seen to the
left. (b) End-of-scan.

Figure 3.9: A complex flat plate holed with differently sized voids. The robotic
path in yellow backtracks to allow for full surface discovery, shown by blue crosses,
in the presence of surface-discontinuities.
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(a) (b)

Figure 3.10: Points discovered while simulating a scan on a bowl and sphere of
radius 150 mm with a sampling distance of 3 mm. (a) Concave shape sampling.
(b) Sphere sampling.

The irregular rasterization patterns may be seen in Figure 3.11. Unlike for

surfaces of only one direction of curvature such as in Fig: 3.7 or Fig: 3.8, raster-

ization for double-curvature surfaces is irregular. This incurs inefficient motions

compared to traditional spiral-rasterization patterns.

A horizontal rasterization pattern of subsequent circles resembling traditional

spiralized patterns may be imposed by using a preferred direction vector; however,

they can result in large re-arrangement procedures seen in Fig: 3.12.

Curvature considerations are also demonstrably necessary for full surface cov-

erage of components. Without over-sampling the space based on known surface

curvature, full coverage is not guaranteed since taking a step will not necessarily

take the algorithm to a new Octree-leaf. In turn, the algorithm stops prematurely
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Figure 3.11: Sampling on a concave shape. The robotic path, that can form
irregular patterns without a preferred direction, is shown in yellow. Discovered
points on the bowl are shown as blue crosses.

Figure 3.12: Sub optimal horizontal rasterization of a concave surface. Yellow
trace lines demonstrate costly re-arrangement procedures to discover all the points
shown in blue.

as it aliases the points before and after the step within the Octree map. The effect

of this is displayed in Figure 3.13.
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Figure 3.13: Points in bold display the extent of discovery with no over-sampling
regime. Sampling rate: 1 mm, radius of bowl: 150 mm.

3.5.2 Experimental Results

Operated on a UR10e platform, experimental results were gathered using both a

Matlab and a C++ toolbox. For collecting the UT data, a TCP/IP connection

through Matlab was set-up with both a PeakNDT LTPA pulser/receiver, commu-

nicating with the UR10e through RoboDK, a robotics simulation and interface

software package.

For the tri-laser tests, an external arduino relayed the laser signal through

to an external C++ programme, also communicating with the robotic platform

through a TCP/IP connection.

In the deployment stage, two key test pieces were identified to validate the

algorithm’s practicality in deployment. These were a surface of doubled-curvature
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and a surface with a cut-out. The doubly curved surface has been chosen to show

that with the correct step size, sensors with small ranges may complete the search

process, and that the approximation found for the surface normal is a suitable

one. Moreover, since the important quantity in Octree sampling to guarantee

completeness is the ratio of curvature to step size, the doubly curved surface

shows that the heuristic presented is applicable to surfaces of all curvatures,

given a step size that does not hinder sensor-surface coupling. The part with a

section cut out further validates the approach when the surface is not globally

represented by a global b-spline, as is necessary within the nearest algorithm.

It is important to note that the hardware chosen for completing the scanning

process is the limiting factor, as smaller sensors are necessary to complete scans

on objects that have extreme curvatures.

3.5.3 Immersion UT Probe

Initially, an immersion UT sensor was deployed to cover the surface completely.

By using the single-element SAFT method, the surface’s boundary is approxi-

mated. A linear 64 element 5MHz UT sensor was used to collect data and path

plan in real time. Due to the necessity of using the tangent plane, two sets of

data in perpendicular orientations were collected for each position, with each set

of data processed to approximate the best fit spline for the surface and the four

cardinal tangent directions extracted.
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With the overall set-up seen in Fig: 3.14, the iterative process was tested on

an immersed and curved CFRP component seen in Fig: 3.15.

Figure 3.14: Immersion bath set-up of a 5MHz linear PA sensor mounted to an
UR10e robotic platform. Flange height and orientation as well as speed limits
were in place to prevent submersion or leakage onto the robotic controller.

The key drawback of the immersion probe method was the unreliable surface

response from the probe, resulting in erroneous positions identified at the edges

of each part, highlighted in Fig: 3.16. Further, to protect the robotic platform a

set of safety measures had to be taken to ensure the flange did not go beneath the

water-line. This severely limited the geometries that could be scanned, resulting

in sub-optimal results and a limitation to the parts. The coupling method added

further issues that prevent either scalability in the case of immersion scanning,
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Figure 3.15: Immersion testing of the CSFA with a curved CFRP component.
Complete traversal was hindered by the curvature and necessary height and ori-
entation limitations ensuring the safety of the probe and robot.

or on-site deployment in the case of jet-PAUT.

The images in this section have been compared against provided CAD models

within a MeshLab environment, since algorithmic alignment was impossible with

the fringe artefact positions present.

An alternate coupling method for surface scanning was sought to prevent the

limitations of water-based coupling to the surface. Conformable Wedge Probes

(CWPs) were employed later in Chapter: 4 to scan parts. Due to the limitations

of the variable gating necessary for CWP deployment in accurate surface profile

retrieval, the process of tangent plane extraction required additional sensing ca-

pabilities. The next section describes how three low-cost laser distance sensors

were used to provide high-accuracy tangent plane and position estimates.
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Figure 3.16: CSFA applied to a curved part within an immersion tub. Reflections
from edge positions along the part created phantom signals, examples highlighted
in blue, when the probe was not directly over the part, extending the scan and
reducing the resultant point cloud’s resemblance to the real part.

3.5.4 Tri-Laser

The three hG-C 1030 Panasonic lasers used within the following experiments had

an accuracy in the order of 10µm, several times smaller than the robotic repeata-

bility of 0.05mm [42]. The laser’s class II rating enables deployment alongside

human operators, enabling easy deployment to on-site inspections.

The laser’s viewing range was 30 mm ± 5 mm, limiting the feasible step size

over highly curved surfaces, as height variations of over 5 mm over the step would

remove the possibility of further surface discovery. The laser’s repeatability did

not affect motion planning, as the robot’s own repeatability is in the range of

100 µm. The lasers were held within a 3D-printed cradle displayed in Fig: 3.17.
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Connecting through a COM port and Ethernet-enabled TCP/IP connection, re-

spectively, position data and commands were received and sent to the robot from

a laptop. The CSFA, data interpretation, and inverse kinematics solutions were

coded in C++. The external laptop had an Intel Core i5 processor with the

program built and run from a Visual Studio programming environment.

Figure 3.17: The tri-laser holder, attached to the UR10e flange. The design with
rotational symmetry around axis 6 of the robot minimised the footprint of the
tool.

To represent a non globally smooth b-splineable surface, laminate plates were

placed into a planar pattern with a cut out displayed in Figure: 3.18a alongside
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the point-cloud of collected data displayed in Fig: 3.18b. Full discovery of the

target surface demonstrates the applicability of the CSFA in cases where a direct

path along the surface to every point is not possible. The recollection of hypoth-

esised points to visit allows traversal around corners, completely scanning regions

with no direct path to one another.

(a)

(b)

Figure 3.18: Automatic online profiling and scanning of an object with non-
smooth shape. After a new point is found, the UT probe is applied to collect
data. (a) Non-smooth shape created from arranged plates. (b) Resultant point
cloud collected by the tri-laser and projected to the World-Frame using the live
Joint-position of the robot.

A curved mock-aerofoil segment provided additional experimental data dis-
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playing application to a use-case commonly seen within NDT in Fig: 3.19. The

total time taken for this use-case was 7 min 30 s for 30mm spaced collection

points. Providing a real-world use-case for NDT, the full surface discovery of a

doubly-curved surface with no-prior path planning provides the proof of concept

for single-pass profiling of a complex surface and validation for the linearised sur-

face approximation, while the part is relatively small compared to the robot’s

reach, the strength of this example is in the surface’s extreme curvature. This

use-case validates the application to surfaces commonly seen as complex within

NDT.

Figure 3.19: Point Cloud of a complex doubly-curved surface profiled in real time,
aligned to the CAD model in post-processing.
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Finally, a proof of concept for simultaneous non-contact surface profiling with

the tri-laser platform combined with Conformable-Wedge-Probe scanning was

developed. Each step involves two sub-steps; the tri-laser discovers the surface,

displayed in Fig: 3.20a, the tool reversed and the Conformable Wedge Probe

applied to the discovered position, displayed in Figure: 3.20b.

(a) (b)

Figure 3.20: Automatic online single-pass profiling of a surface. (a) Initial non-
contact surface discovery and profiling with the tri-laser. (b) Subsequent appli-
cation of the Conformable-Wedge coupled UT device.

In deployment, sensor ranges provided the most significant challenge. Since

the tool’s base had a diameter of 50mm, the curvature of parts observed within

that region had to not exceed the viewing range of the laser-sensors in order to
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ensure the tool and part did not collide.

The main source of risk to deployment was an incorrect laser-tool calibra-

tion. During early testing, the sensor’s beam had an orientation offset caused

by printing errors that with larger step-sizes often risking collisions with the

part. For the experimental validation phase, the tool was re-printed to correct

the laser-flange alignment issue, then one laser was calibrated using the standard

four-point spiking method used in robotic tool calibration procedures [43]. Since

there was rotational symmetry of the tool around the z-axis, the other two laser’s

positions were inferred from rotating the initial laser calibration value. To find

the accuracy of the calibrated system, data was collected along a smooth planar

polymer surface, the data fitted to a plane and the error taken as deviation from

the plane. The standard deviation of the absolute error was 0.81mm, however

the mean signed error was O (10−16 mm). This implies that while the laser data

represented an offset from the surface with > 100µm deviation, this was caused

by the 3D printer’s tolerance, displacing each laser from the idealised rotated

position around the flange resulting in an offset that led to deviations from the

plane’s surface, a factor that can be solved with machining of the tool. Given

the lasers range of 30mm ± 5mm, this error did not represent a large risk of

collision since even at up to 3 standard deviations of error at the laser’s minimum

operating distance, the position estimate would only be 10% out of alignment.

Further, while demonstrations were limited by the lack of a collision avoidance
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process, these experiments have proven the algorithm’s capability in autonomous

scanning processes, and applicability to robotic NDT. The main challenge fac-

ing industrial deployment of robotic NDT where parts have no accurate digital

representation is the flexibility of the robotic platforms in use, and their ability

to define complete surface coverage. The author has demonstrated the ability of

this algorithm to overcome this issue in realistic contexts through autonomous

limited-aperture sensor traversal.
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3.6 Conclusion and Discussion

In post-processing, the CSFA has been shown to output a raster-path along ar-

bitrarily locally differentiable surfaces. For doubly-curved surfaces, the rasteriza-

tion pattern becomes irregular and there is an over-sampling of points. However,

the method ensures total coverage of the part which is preferable in NDT to

sparse sampling. The potential applications of the algorithm are not limited to

automatic rasterization procedures. The Octree memory method would allow

fully automated discovery and scanning of structures with any robotic platform,

such as mobile robots traversing a large structure. Further, the traversal method

can be applied with any limited-aperture sensor, enabling a generalised surface-

movement strategy when sensor data is limited. Finally, the discrete-point ap-

proach allows the method to capture surfaces that cannot be globally splined.

The limitation in the case of significant surface discontinuities such as part-edges

is that the process will not necessarily find the other side of the part, the limit

to full surface discovery being then the sensor’s range and aperture size relative

to the discontinuity. In practical deployments the sensor range also limited the

sensor’s step size due to the surface curvature so as to continue full surface dis-

covery. Practical experiments applied to complex cut-out surfaces and realistic

doubly curved aerofoil mock-ups show the real-world application with limited-

range laser sensors. Proof of concept for wedge-probe coupled UT applications

provide the NDT specific aims of this chapter of removing the need to path plan
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for full-surface scanning.

For complex surfaces such as aerofoils or machined plates with cut-outs, the

algorithm demonstrated is safe for deployment. For more complex shapes such as

external pipe-scans, limited knowledge of the environment is necessary to prevent

collisions. Future work will deploy the algorithm using low-cost environmental

sensors to prevent collisions and path planning such as Rapidly exploring Random

Trees (RRT) algorithms to scan complex components.

Future work considering collision prevention is key to the robotic-arm deploy-

ment method. While the presented approach is suitable for drone or crawler

based deployment due to their relatively small profiles, robotic arm complexity

presents a significant challenge when naïvely scanning complex objects.

The simulated extraction of raster-patterns takes advantage of the programme’s

ability to check positions without adding them to the visited bucket. A direction

preference therefore allows the process to fill positions within the given raster line,

and then recursively check positions which have already been visited, without the

need to visit them. The output is the visited stack presenting as a rasterisation

pattern similar to most path planning software. However, in practice the cur-

vature of the part may require the robot to exhaustively visit positions within

the to-visit stack since the hypothesised position may align to a point which has

been visited. The offline version allows this point to be ignored, while the online

version must visit this point to ensure it has been visited. Future work flexibly
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rasterising over the surface without prior knowledge or offline programming is a

key consideration in terms of time optimality.

The CSFA presents a complete surface traversal and profiling method when

the part is unknown, and can be applied to various situations involving au-

tonomous exploration of unknown environments. For the application of robotic-

arm NDT, there are significant short-falls. The work presented in Section: 4

seeks to address these challenges, and present an alternate autonomous scanning

process that builds upon the progress made within this section.
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Chapter 4

Autonomous Collision Free Surface

Profiling, Planning and Scanning

using the Tool’s, the Planar

Projective, and the

Robotic-Configuration Spaces

The algorithm introduced in the previous section has demonstrated an effective

autonomous surface profiling methodology for limited aperture sensors. Despite

defining coverage and closure conditions, collision with the part at unknown posi-

tions remains a possibility. The CSFA, and its single-element ultrasonic analogue

159
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[1] enable the autonomous profiling of an entire surface given stand-off and cur-

vature requirements. Both of these methods, however, utilise discrete positioning

methods so that their speed is incomparable with digital-twin assisted methods.

While the method presented in [1] allows efficient surface coverage, there is still an

issue of collisions with unseen surface points. This is of particular importance for

6 DoF robotic arms, since their complex kinematic relations can admit 8 inverse

kinematic solutions for each Cartesian position, some of which may collide with

the part. For certain industrial robots such as KUKA KR16 arms, the limited

angles of rotation for each joint complicate unknown-part scanning further. In

Fig: 4.1 the limited angles for each joint of a KR6 are shown.

Figure 4.1: Cross section of the KR 6 R900 sixx’s workspace [2]. The limited
angles of each joint are graphically displayed, resulting in a limited work-space
that is further restricted when considering specific poses well within the given
work-volume.
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While this thesis has chosen to use the Universal Robots series due to their ma-

neuverability ensuring their applicability for on-site inspections, presented work

within this thesis seeks to be applicable to static work-cells in industries such as

remanufacturing.

The eight potential solutions are reduced depending on where in the Configu-

ration space the part and arm are, requiring some positions to be either avoided

or for complex re-arrangement procedures to enable the robot to reach additional

positions. Prior knowledge of the part is required to enable the robot to fully

traverse the surface in a way that avoids collisions and ensures full coverage.

This section seeks to address the issues of;

1. Efficient part localisation with a tool that enables further applications,

2. Collision detection using the surface location,

3. Efficient coverage of the part that has been seen,

4. Scanning speeds that can be commercially deployed,

5. Maximising overall maneuverability and minimising the costs of the above

system to enable easy and risk minimised site deployment.

The outcome of this investigation is an algorithm that utilises potentially in-

complete point cloud data with non-trivial depth estimation errors to autonomously

plan paths over unknown geometries. The work-flow of this simple and fast
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pipeline is shown in Fig: 4.2. Extending concepts from the previous section, the

incomplete camera frame perspective is complemented with the tangent-plane

perspective of the tool’s frame of reference to provide full coverage with constant

tool-part contact of the seen part.

Whereas the CSFA mainly utilised the tool’s perspective to fully profile sur-

faces, this section explores further frames in order to efficiently cover the surface

without collisions. Configuration space is utilised to find optimal starting posi-

tions to ensure full coverage of the part without collisions, enabled by additional

environmental information. Environmental information collected flexibly requires

additional sensing of the world frame, seen through the projective space of the

tool.

The projective plane perspective is explored in Section: 4.1 as the perspec-

tive that enables the goal of flexibility in deployment mentioned in 5. Potential

sensors and models are explored to find the optimal candidate sensor platform

for gaining suitable environmental and part information with minimal accuracy,

time, and data overheads. The robot’s configuration perspective is applied to the

collected noisy and incomplete environmental data in order to prevent collisions

in Section: 4.2.1. The incomplete data collected is complemented by online con-

trol strategies in Section :4.2.2 that are taken from the tangent plane perspective,

which was experimentally validated by the CSFA. The novel robotised CW probe

method of deployment is then utilised to produce an additional and novel stream
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Figure 4.2: Part profiling, path planning, and path execution pipeline requir-
ing minimal and noisy/incomplete visual information. The work-flows of path
planning (top) and subsequent scanning (bottom) are presented in different con-
tainers. The top container illustrating the path planning work-flow highlights the
individual image segmentation and planning processes for parts larger (left) and
smaller (right) than the robot’s work-space.

of NDT data in Section: 4.3, informing the operator of surface finish quality,

an indicator of the scan’s overall quality. Finally, experimental results are pre-

sented in Section: 5.5 demonstrating the efficacy of the individually developed
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algorithms and pipeline as a whole on surfaces of selected geometries. Finally,

the proof of concept CW probe tool introduced in Chapter: 3 is developed into

a minimal-footprint modular sensor mount.

4.1 Path Planning from the Projected Plane Per-

spective

Traditional digital-representation applied path planning methods require accurate

digital copies of the part available. In industrial applications [3], pre-scans involve

high-quality reconstructions of parts using next-best-view methodologies such as

in [4]. Point cloud representation quality can be assessed by metrics assessing

deviations in curvature [5], as well as by area lost by the scanning processes’

granularity imposed for example by voxelised data structures, highlighted as a

quality metric in the 2D case in [6]. High quality models are not always necessary

or time efficient. Power storage in remote applications is limited, reducing the

time and motion the robot can scan, plan and then deploy in. While current

models of scan, plan and deploy require precise robotic control and so an accurate

map of the part, sub-optimal spatial maps of the part can be compensated for

in the scan stage with online path corrections. By producing a noisy map that

is then corrected for online, the overall time to deployment and energy cost of

required motions is reduced. Further, for items of interest in remanufacturing a
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full and accurate surface characterisation is not always a necessity for the rejection

of a defective part on economic grounds [7]. Full surface reconstruction of large

parts is considered in Chapter: 5.

Reducing the required time for path planning over traditional methods re-

quiring accurate digital-representations, a sensor capable of capturing significant

surface information within a single shot is preferable for speedy deployment. In

order to minimise calibration time, tool interchange, and risk of collisions a com-

pact, wide aperture profiling sensor that can be simultaneously mounted with the

UT sensor is sought.

Allowing for a general method for path planning, the operator is assumed to

position the probe to face the surface in a way that gains the most information

about the area that needs to be scanned. The surface information gained from

a single position is given by the maximum surface area captured when projected

by line-of-sight to the tool’s frame, an example in the context of a camera lens is

displayed in Fig: 4.3.

The wider the frustum of the sensor, the greater the surface area captured.

Similarly to the step-size moderation introduced in Chapter: 3, complex surfaces

with greater local curvature require greater sampling rates in order to gain enough

information to plan paths over the surface being imaged as mentioned in [5, 6].

The optimal sensor has a wide aperture, with a spatial sampling rate suitable for

high surface curvatures.
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Figure 4.3: 3D data is projected to a 2D surface, given by the lines of sight of
the camera’s frustum. Projected to the viewing plane, the projected images can
also be considered as projected to the sphere centred around the camera’s focal
point (in green). The wider the angle of the lens (highlighted in blue) around the
circle’s centre-line, the more information that is gained. Greater sampling on the
left hand side captures more information about the surface’s curvature.

Optical solutions such as LIDAR, structured light sensors, laser, and camera

arrays provide dense point clouds of parts from static positions.

Static photogrammetric systems can provide accurate digital twins within a

fixed work-volume [8]. However, they require a static work-environment making

them unsuitable for on-site deployments in variable work-volumes. Laser sensors

provide the highest accuracy solutions, with commercial lasers capable of posi-

tional accuracy in the region of tens of microns. Laser line scanners such as those

listed in [9] can provide a sweep of the part from a single flange position. However,

laser systems capable of high accuracy, wide aperture, and high spatial sampling
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rate are comparatively bulky compared to visual alternatives, limiting collision

free motion. Onsite deployment is further limited, high accuracy lasers of class II

or above potentially harming human operators or limiting the work-spaces they

may be deployed in. They may also require a tool-interchange process for low-

payload robotic platforms such as the UR3e. Colour images complementary to

collected point clouds place LIDAR and structured light cameras as the optimal

candidates for a profiling sensor platform. Colour images are extensively used

for surface defect detection in various industries [10, 11], a factor that is highly

complementary to UT that has difficulties in finding surface defects. Mentioned

in Section: 2 LIDAR cameras have seen extensive use within autonomous robotic

localisation, mapping and navigation. However, their performance is optimised

over medium to long range distances. The expected work-cell ranges are 0mm

to 1500mm (1300mm is the maximum range of the UR10e platform), with the

most common data collection range 250mm to 750mm. In this range, the D415

provides greater accuracy than the similar cost Intel Realsense L515 Lidar from

0mm to 500mm, calibrating the radius of a spherical 25.4mm radius artifact with

a 2.1mm radial calibration error compared to the L515’s 6.23mm [12]. The per-

formance of the D415 decreases over the range 500m to 1500m compared to the

L515, with the D415 radial calibration error producing 5.62mm error compared

to the L515’s 3.48mm of error. Despite this, within the expected working ranges

of the two instruments the error metrics are similar [13]. Since the robot must
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take an image from an extended (and not the root) position, and since the robot

can approach the surface to an almost arbitrary distance but not necessarily gain

an arbitrary distance from the part, higher accuracy at closer ranges is deemed

preferable for the application. Structured light cameras project patterned light,

and at least two stereo cameras then interpolate the depth from the patterned

light positions. Commercial platforms such as the Kinect are widely applied as

motion and position sensors, and when coupled to advanced machine learning

for object and motion tracking can be deployed in industrial environments [14].

Alternatively, comparing the latest models of the Intel Realsense RGB/D camera

range, the D435 sensor has a wider field of view, it retains the same pixel-rate as

the D415. While capturing more surface area, information on complex and curved

surfaces is more accurately captured by the D415 [15]. Compact, weighing 72g,

and with a higher sampling rate per degree of field of view than the D435, the

D415 camera was chosen. Shown in Fig: 4.4, the camera was mounted alongside

the CW probe without causing a significant risk of collisions.
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Figure 4.4: The camera dimensions of 99mm×20mm×23mm are non-restrictive
to the robot’s motion.

4.1.1 Computer Vision and Surface Profiling for NDT

An initial study of 2D Visual Odometry and part mosaicing [16] highlighted sev-

eral drawbacks with visual imaging and NDT. The key block to wide-spread usage

is that highly specular surfaces such as polished metal produce significant visual

artefacts. For sectors such as remanufacturing and aerospace that rely on polished

metal or highly reflective Carbon-Fibre Reinforced Polymer (CFRP) samples, this

is a critical issue. A related work found that robotically applied Structure-from-

Motion (SfM) reconstructions can reproduce parts with sub-millimetre accuracy,

once the point clouds had been processed [17]. Key to this method is the presence
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of significant visual artefacts on the part, allowing dense point-cloud extraction

from subsequent 2D images taken at known positions. These studies have pre-

sented significant improvements in reverse engineering of parts for later NDT

scanning. However, the scans taken for these parts are completed by two com-

plex robotic procedures that are operator-specified. The operator must input a

path that is known not to either collide with the part or meet kinematic sin-

gularities, and is entirely reachable by the robot. In order to construct a dense

3D map of the part, hundreds of images with up to 85% image to image overlap

are required to ensure accurate part-reconstruction. This presents the significant

disadvantage of requiring the part to be stationary within the cell while camera

and UT probe tools are interchanged, since the derived CAD model is localised

with respect to the robotic work-space.

A single one-shot RGB/D D415 does not require additional path planning

processes for initial profiling of the part, or hundreds of images to reconstruct a

dense model of the part as a monocular camera does. The depth camera using two

stereoscopic cameras remove the need for triangulation from dense feature maps,

imposing their own on the structure with a structured light projection. Several

autonomous robotic arm [18, 19] and drone based [20] NDT scanning methods

rely on the simultaneous depth and colour image approach. The key drawback

of current depth-map camera deployments are their reliance on primitives such

as cylinders and planes to provide path plans for NDT scans. These reduce the
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flexibility of the system when faced with complex, warped, or unknown surfaces.

The strength of previous related works investigating RGB cameras is their

use of established Computer Vision (CV) algorithms. Structured light cameras

produce colour images and point clouds, empowering the use of a wide range of

CV algorithms, coupling them with single-shot point cloud collection.

4.1.2 Path Planning from RGBD Images

CV and point cloud processing algorithms were used for point-cloud segmentation

to seperate the part from the environment, generating two methods: for parts

larger and smaller than the work-volume. A subsequent point cloud refinement

process was then applied, creating a fully autonomous path selection program.

For parts larger than the work-cell, DB-scan clustering of the point cloud [21]

is used, the closest point cloud cluster to the camera assumed to be the part.

Spatial clustering in this way both highlights outliers in the case of reflections

presenting as closer or father away from the camera than the rest of the part,

and allows the user to set a distance threshold for cluster inliers. A disadvantage

is that the operator needs to be aware of the proximity of objects closer to the

part than this threshold, which is particularly problematic with specular surfaces

causing dense reflections close to the part. This is solved with simple part re-

positioning of refinement of the clustering parameters, however.

For parts smaller than the field of view of the camera, Structural SIMilarity
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indices (SSIM) of an initial calibration image, and a subsequent image with the

part seen. The pixel-by-pixel breakdown of the SSIM map converts the image

to a binary-map, whose contours are extracted. The contours are then used

as an image segmentation method, producing individual regions of structural

dissimilarity between images. As opposed to methods such as the Hough line

or circle transformations that only require single images for image segmentation,

the SSIM is not limited to contour identification of a given geometric primitive

shape. Additionally, unlike classical or probabilistic Hough methods the SSIM

does not require thresholding by the operator for contour detection. While binary

image conversion from the SSIM map does require a threshold, this investigation

has found that this is a formality, as we can include all positive SSIM-indexed

pixels as the 3D filtering process returns the correct region. Flexible alternatives

such as Sobel or Laplacian edge detection also only require single images for

contour extraction, however they may provide incomplete contours preventing

proper image segmentation without further morphological operations reducing

part mapping quality further, issues which the SSIM is less susceptible to. DB-

scan clustering is then implemented, and either the largest or closest point cloud

region chosen, depending on the perspective of the shot and geometry of the part.

Once the part’s point cloud position is attained and normals are approximated,

a rough path for the robot to follow is extracted from the camera’s inherent

rasterisation, shown in Figure 4.5, composed of path segments whose separation
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is determined by the UT probe’s aperture.

Figure 4.5: The viewing frustum of a camera intersects with the part along planes
given by either each row or column of pixels. The planes of this chosen direction
return points along the surface that form a raster-segments. These ordered raster
segments can be reduced (red) if too close together, or regionally padded (blue) if
the smallest distance from one raster-segment to another is larger than the sensor
aperture. Key points (dots) can then be extracted directly from the point cloud
and used as way-points. The overall path combining original (green) and inferred
raster lines (blue) are denoted.

Since the structured light camera requires a coherent projected IR pattern

to be seen by the two receiving lenses, reflections of ambient light result in un-

processed or ’dropped’ pixels that result in non image-rasterised point clouds

when using optimised third party software. This issue was present when using

the python module for Open3D [22] for point cloud refinement in 3D. To solve

this issue, re-projection and rasterisation of retained points utilised a proxy RGB

image as a hash-map of the pixel’s (x, y) positions. The hashing function that
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returns a Red-Green-Blue vector, is applied to a well defined image size and so

avoided hash-mapping collisions issues, the function is given in Eq: 4.1.

q(x, y) = x+ y × xMax, (4.1a)

H(x, y) =

[
mod (q(x, y), 255) ,mod

(⌊
q(x, y)

255

⌋
, 255

)
,mod

(⌊
q(x, y)

2552

⌋
, 255

)]
.

(4.1b)

This hashing method is limited to images of pixel count less than 2553 ∼ 1.7×107,

due to the RGB values limited by the ceiling value of 255.

Though the RGB/D camera is composed of two cameras, their co-planarity

allows the field to view to be merged and simplified to a single camera’s. Ex-

cess information within the point cloud has then been utilised as environmental

information to detect collisions.

For on-site and remote inspections, the operator may only need to scan a par-

tial segment of a structure. An operator-guided region-of-interest based approach

has also been introduced, so that the operator may select a region of the part

on the colour image to scan, an example of which is shown in Figs:4.6. Areas

such as port-holes can be clipped from these regions by excluding pixels covered

by more than one bounding polygon. In this case, hole-covers and plugs may be

produced to allow rasterisation and coverage over these areas even in the case

of contact inspections. In cases such as remanufacturing where a digital twin is
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sought from this process and a prior model does not exist, it may be preferable

to simply scan the part without plugs covering surface discontinuities to retrieve

an accurate representation of the part.

(a) (b)

(c) (d)

Figure 4.6: Image region selection to path creation. (a) The original colour image
seen by the operator. (b) The region of interest is selected. (c) The selected region
cropped and rendered as a point cloud. (d) The resultant robotic path.

The projective-map perspective is able to provide an efficient coverage pattern

of the seen part which the tool’s perspective alone was not able to within the

CSFA. Use of a small low cost D415 camera meant the resulting map contains

noise, particularly on specular surfaces. In order to couple the tool and part

throughout the scan, online robotic control strategies are necessary to correct

these positions. While there is noise throughout the full and unrefined map,

collisions can be prevented by utilising the additional surface points. The next

section discusses application of the tool’s and robots perspectives in providing
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online path corrections, and ensure optimal part-robot safety. Prior information

from the RGB/D images is key to opening up the Configuration-space perspective

to flexible and autonomous routines.

4.2 Configuration Space Pre-Planning and Robotic

Control

To satisfy the system requirement 5, contact methodologies are preferred over

jet-PAUT or immersion transmission methods. The contact method enables the

use of force-control as a solution for in-path position corrections when traversing

a map built from noisy data, ensuring the probe maintains contact with the

part throughout the scan. Force data in the context of robotic UT-NDT have

traditionally utilised roller probe technology, used to provide local corrections to

the estimated position of a known part within the robot’s frame of references

[23, 24, 25]. These examples have, however, used known digital-twin models with

limited positioning corrections required.

The main draw-back of roller probes are the uni-directional speed allowed

along the tool’s axis, due to their linear axis limiting their application to geome-

tries curved in multiple directions. An alternative UT contact measurement de-

vice is the CW probe. Filled with water, the wedge’s material has a near-identical

UT wave-speed as water preventing reflection at the boundary. The CW probe
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has a small conformable-planar aperture that allows application to geometries of

greater omni-directional surface curvature, enabling a greater range of scan-able

surfaces than a roller probe. Shear damage to the CW probe is prevented by

using couplant on the surface. The main drawback of conformable wedges used

within a force control schema is the potential for bursting. This method is not

suitable for sharp surfaces or high forces, which is defined dependant on the probe

material and thickness.

4.2.1 Configuration-Space Path Pre-Planning

Environmental information informs the path planning, and can also prevent colli-

sions in pre-processing. As with digital-twin assisted models of path planning, the

Cartesian poses at each path-position are extracted and in turn are converted to

configuration-space coordinates. A path of length N , each admitting 8 configura-

tion solutions, has 8N potential traversing paths. Each of these paths may incur

collisions, so the initial configuration space is refined to exclude collision inducing

positions. The potential path number is reduced to 8 by considering starting from

the initial position’s configurations and iteratively finding the shortest-gap path

within C-space for each. The process of this function is documented in Alg: 3.
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Algorithm 3: Calculate possible collision-free paths, and the cost of
each path from each potential initial configuration.
begin

for −→p ∈ Path do
−→
Ω p = {

−→
θ i

p = IK(p, i) : notCollision(
−→
θ i

p)} ;
end
for k ∈ {0 : MaxConfigs}, −→p ∈ Path do

//For each configuration space path, iteratively choose the next
best configuration pose;

NextBestConfig(k, p) = i : min
i∈

−→
ΩP+1

|
−→
θ k

p −
−→
θ j

p+1| ;

ConfigCost(k, p) = |
−→
θ k

p −
−→
θ i

p+1|;
end
for k ∈ {0 : MaxConfigs} do

t = 0;
GenCount = 0;
while t+ 1 ≤ |Path| do

//Calculate each path’s cost, the total distance of the path in
configuration space;

if ConfigCost(k, p) < L then
k+1 = NextBestConfig(t, k);
Cost(k)+ = ConfigCost(k, p);
GenCount+ = 1;
t = t+ 1;

else
t = |Path|+ 1

end
end

end
end

Then either the closest initial configuration to the current one can then be

used, the one which will lead to the longest collision-free path (given by ’Gen-

Count’ in Alg: 3), or the one that will lead to the shortest distance travelled in

configuration-space depending on operator preference. The apriori point-cloud

information provides utility through ensuring that large configuration changes
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are not likely when scanning the entire surface, and that the platform will not

collide with the part.

After the ideal starting configuration is decided, the approach towards it from

the current position is calculated using linear motion in the configuration space.

If a collision along this path is found, then a Rapidly-exploring Random Tree

(RRT) framework calculates a collision free path.

Deployment on the Graphics Processing Unit (GPU) with CUDA software

with a parallel architecture as displayed in Fig: 4.7 was enabled by the offline

CSFA. Evenly space points along CAD models of the robot extracted by the

CSFA removed bias due to long triangulations of the robotic model, such as

on cylinders. GPU processing can be significantly slowed by memory transfer

between the host and device memories [26]. Overheads were minimised through

uploading the robotic and part point cloud data to the device memory directly.

Collision detection sends configuration positions in batches to be then processed

on the GPU, returning a boolean value. Memory allocation and transfer for each

configuration check is minimised to 24 bytes to the host with 4 bytes returned.

The collision detection package was developed and tested within CUDA, later

converted to a dynamic-link-library (dll) for wider use within other programs.

The limitation of the pre-scan method is that the uncertainty in the point-

cloud position and orientation may lead to positions being removed without caus-

ing a collision in process. However, the speed command control method requires
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(a)

(b)

Figure 4.7: GPU parallelised collision detection process. In total, the running
memory cost of the operation is: 6 floats sent to device, and one volatile bool
returned. (a) Shows the process mentioned, displaying how the host and device
topologies were optimised to minimise memory transfer costs, with (b) showing
projected points for a given position over the RoboDK digital twin. The tool is
simply modelled as a cylinder in this example due to its variable width modularity,
shown attached to the flange.
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regular updates, rendering an in-process collision detection method for an un-

known surface unfeasible due to latency. The robotic platform has additional

safety features, stopping its motion on collisions minimising risk to the robot and

part.

4.2.2 Local Robotic Corrections

Once the rough surface has been profiled and localised and the optimal starting

configuration and approach defined, the robot is ready to scan with the CW

probe.

The point cloud’s inaccuracies and coupling method of the conformable wedge

probe require the conditions:

1. initial coupling to the surface from the erroneous point cloud;

2. a traversal method that keeps the sensor probe in contact with the surface;

3. direction commands for the robotic platform to visit each way-point in the

path that also compensate for positioning errors;

4. stop conditions when visiting each way-point.

The Universal-Robot’s UR10e platform deployed comes equipped with force-

torque control, enabling the robot to move in a given direction until a force is

felt. By utilising the first point’s normal estimation, the robot is able to couple

to the surface satisfying Condition: 1.
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The Universal Robot’s force control mode also allows users to set directed

forces and admissible deviations while executing a path. By requiring the robot

apply a set force in the tool’s z-direction and allowing deviations in the works-

space dimension that composes the majority of the current tool’s z direction,

the robot was able to maintain contact with the part. Allowing motion in all

cardinal directions resulted in undesirable motion, requiring the restriction to the

direction that gave the largest contribution.

While the CSFA planned paths with static configuration-steps, the goal 4

indicates that fast deployment is paramount to the industrial success of the pre-

sented method. The robotic paths were executed in Cartesian space with ve-

locity control. Setting the position and rotational target velocities for the tool

−→v = [ṗx, ṗy, ṗz, ω̂x, ω̂y, ω̂z] within a control loop instead of by setting static target

positions. While a directed point or planar force/torque sensor has the capabil-

ity to correct for orientation deviations, the conformable wedge probe presented

a non-planar surface that allowed the robot to slip into misalignment with the

surface.

To aid in the high-accuracy reconstruction of the surface, three linear laser sen-

sors were rigidly attached to the flange to collect surface positions during the scan.

In addition to this the live measurements provided on-line orientation corrections,

approximating the local tangent plane as was introduced in Section: 2.4.3. The

laser-measurements provide the approximated surface orientation given by a 3×3
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rotation matrix Rs within the world-frame, while the robot has current rotation

Rr. Universal robots utilise the se(3) convention, with the required orientation

correction given by;

−→ω = R−1
(
RsR

T
r

)
, (4.2a)

where

R (−→ω ) = exp


0 −ωz ωy

ωz 0 −ωx

−ωy ωx 0

, (4.2b)

is the conversion between twist vectors and SE(3) group elements [27]. The

angular difference is converted to angular velocity ω̂ using the average t̄ and

standard deviation σt of previous loop-durations, ω̂ = 0.5 · ω/(t̄ + σt). The

damping factor is used to prevent over-corrections and loss of contact with the

surface with variable loop speeds and unknown geometric factors.

While the force kept the tool coupled to the part, and the lasers kept the tool

normal to the part satisfying Condition 2, data obtained by the RGB/D camera

set the directional speed values ṗ.

Given a rough target position
−→
P t+1, current robotic position

−→
P r, current 3×3

flange orientation matrix Rr =
(−→
dx,

−→
dy,

−→
dz
)
, and target tcp speed s, the values

−̇→p were calculated.
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Taking the projection to the surface’s tangent plane;

−→
dPProj =

((−→
P t+1 −

−→
P r

)
·
−→
dx
)−→
dx+

((−→
P t+1 −

−→
P r

)
·
−→
dy
)−→
dy, (4.3)

and scaling this to the desired velocity; −̇→p = s ·
−→
dPProj/|

−→
dPProj|. When the

remaining in-plane distance from the target is small enough that the robot would

over-shoot in a control-loop cycle, the speed is reduced to the estimated value.

This satisfies Condition: 3. The projection is necessary since point cloud errors

along the surface normal result in jerky motion, with the velocity vector set away

from the target surface while the robot tries to maintain a constant force against

the surface.

Finally, the stop condition for the robot at each way-point is summarised by

taking the current tool position
−→
P r, velocity vector −→v , and way point

−→
P t+1. The

distance q of the robot from the way-point in the plane is;

q =
(−→
P t+1 −

−→
P t

)
· −→v 1

|−→v |
. (4.4)

Once q has reached a threshold value, the robot is considered to have reached

the desired way-point, satisfying Condition: 4. This is represented graphically in

Fig: 4.8.

This method is only suitable for point cloud representation of surfaces that

fulfil the following condition: (a) there is a curve along the surface −→γ (t + δt)
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Figure 4.8: Tracking the tool’s progress over the surface with local orientation
corrections.

that intersects the current and next way-points
−→
P t,

−→
P t+1 such that −̇→γ (δt) ∼

Proj(
−→
P t+1 −−→γ (t)), and (b) the global minima of the parameter q is attained at

only one point along this curve. Point cloud representations of surfaces that do

not follow this can only allow sub-optimal solutions to the path followed, or no

solutions at all.

This process does assume that each point within the point cloud represents the

closest position on the surface. This increases the accuracy threshold for suitable

RGB/D sensors when applied to surfaces of high-curvature. For a surface with

maximum normal curvature κ, the maximal inaccuracy can be δ with δ < 1/κ.

The speed control for the robot is summarised in Algorithm: 4.
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Algorithm 4: Speed control algorithm applied to reach each control
point.
Data: Define acceptable stopping radius r and expected speed s.
begin

for −→p ∈ Path do
−→
P TCP = GetCurrentPose();
t = |

−→
P TCP −−→p |;

sC = s;
while t > r do

−→
P TCP = GetCurrentPose();
L = GetLaserData();
//Constructing the local surface orientation matrix ;
if |L|==3 then

Extract surface orientation matrix: f(L,
−→
P TCP ) = R;

else
Assert the current TCP orientation is the surface’s:;
R = RTCP ;

end
//Project vector difference to surface tangent ;

δ
−→
P = Proj

(−→p −
−→
P TCP

)
;

Update distance value;
t = |δ

−→
P |;

Moderate speed with average loop-time so far ;
sC = min

(
t/d̄t, s

)
;

end
end

end

4.2.3 Force Control

Since the velocity control acts as a Position controller (P - controller), the force

considered is only required to counter frictional forces felt, and ensure the cou-

pling pressure is moderately consistent to assist automatic gating procedures by

minimising corrections requisite in a varying-offset conformable wedge aperture.
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Force control is determined by the Position-Integral (PI) errors experienced

[28]. Determined by the given direction of motion, local roughness and errors

in tool mass and centre-of-mass calibration, the frictional force is not consistent,

with purely P-control used. Under the assumption that the tool is always aligned

to the surface by laser-feedback, PI control is used for correcting the normal-force.

PI controllers are more reliable than full Position-Integral-Derivative (PID) con-

trollers from force-velocity/position control perspectives when applied to cobots

such as the UR10e [29].

Fundamentally, the tangential velocity and force controls act as P controllers,

set to follow the local values required to achieve the global target of attending

each way-point. Meanwhile the normal force, with a desired global consistency,

is a PI controller.

4.3 Friction as a Metric of Surface Finish Quality

While CW probes are more sensitive to sharp corners than roller probes, the

nearly-flat aperture of the sensor presents the advantage of additional information

in the form of surface friction. Corroded parts prevalent within sectors such as

remanufacturing require surface pre-preparation to clean and level rusted patches

in accordance with ISO standard 16809:2017 [30]. In certain regions, operators

may have insufficiently prepared the surface, or the surface thickness may not

allow levelling. In these cases, surface roughness data are advantageous to map
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overlooked regions of the surface in the preparation stage. While laser data

provides high-accuracy surface position feedback, the couplant fills pits on the

surface, presenting it as smooth and preventing it from providing such a metric.

For conformable and flat rigid surfaces separated by a thin film of fluid moving

with a steady velocity [31], the frictional force is a sum of the hydrodynamic

friction due to viscosity, and the asperity or contact force [32]. The hydrodynamic

friction term τ , contact load P , area of the CW probe A, contact friction term fc,

and normal force F define the dimensionless coefficient of friction µ in a mixed-

lubrication regime;

µ =

∫
A
τdA +

∫
A
fCPdA

F
. (4.5)

Contributions of hydrodynamic and contact friction are proportional to the

surface area exposed to each regime. Along the Stribeck curve [33], the hydrody-

namic coefficient of friction is related in a highly non-linear way with the average

load P , wedge/couplant relative speed v, and fluid viscosity ν by the Hersey

number H = νv/P . The Stribeck curve is shown in Figure 4.9.

Tribological studies in relation to robotics have historically studied gear fric-

tion in the field of precision robotics [34, 35]. The CW probe approach is the

first such novel NDT deployment tool that enables the study of surface qual-

ity effects through Tribology. However, within a sprung and moving mechanical

system such as the CW probe tool, multiple dynamic factors effect the actual

frictional force felt. The tool shown in Fig: 4.4 is not always balanced between
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Figure 4.9: Stribeck curve; coefficient of friction against the Hersey number in
the three lubrication regimes.

both springs. Either may be leveraged more than the other, resulting in varia-

tions in probe-surface friction. To prevent this undesirable effect the direction of

motion of the tool, assumed to be the direction of maximal curvature variations

along the tool’s face, was directed perpendicular to the spring’s axis. Variations

in surface curvature transverse to the direction of motion still affect leverage on

the individual springs, as well as mechanical effects of the tool itself.

Since surface preparation quality is not always available from colour images

this novel approach provides an additional layer of information for operators on

the overall scan-quality. For highly robotised processes such as remanufacturing

is projected to be [36], this provides a key quality check on the automated pipeline
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that may then indicate a need for re-finishing and re-scanning of a part.

4.4 Surface Reconstruction

The complete set of laser measurements are then used in post-processing to re-

construct a digital-twin of the part. The UT measurements provide a heat map

from A-scan data, as is traditional in robotised NDT.

The TCP data at each UT measurement was used to project UT data onto

the reconstructed surface, allowing a full 3D digital-twin representation of con-

ventional C-scans. Variations in couplant thickness of up to a millimetre require

the reconstructed surface to undergo a smoothing process. The chosen recon-

struction method is the ball-pivoting algorithm [37], requiring a provided surface

normal. The normal direction of the surface or robot at each discovered laser-

point is provided to aid in this surface reconstruction. The surface is then passed

through a single Laplace filter for smoothing. The advantage of using the laser

data over the RGB/D point cloud is the inherent quality of the data resulting in

fewer smoothing errors.

Once this is complete, the A-scan data are projected to the surface as a C-

scan, as well as the surface friction data and re-made into C-scan and friction

map digital twin models.
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4.5 Experimental Results

An Intel D415 RGB/D camera was used to collect depth measurements, handled

by the realsense2 Python package. The point cloud, colour and depth measure-

ments were then processed using Open3D Python software [22]. A Universal

Robots UR10e platform was deployed, controlled through the Real-Time-Data-

Exchange (RTDE) package and supplemented by the On-Robot HEX E/H QC

force-torque sensor, integrated through UR-Cap software. The tool setup is shown

in Fig: 4.10.

Figure 4.10: The experimental tool, mounting the laser-sensors, force/torque
sensor, D415 camera, and CW probe to the robot’s flange.

The CUDA library was imported into the Python environment and handled

the pre-processing of the paths. For online orientation corrections, three Pana-

sonic HG-C 24V class II laser distance sensors relayed data to the external con-
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troller via an Arduino-uno at a power low enough to prevent surface ablations.

Completed within a laboratory in direct proximity with a window, the the exper-

iments show that the process is robust when exposed to a mixture of low and high

intensity ambient lighting levels to be representative of site-inspection work. The

robotic platform was statically mounted, with parts placed onto a table within

the work-volume. A normal force of 50N was selected to maintain a high quality

UT signal response, while also ensuring the CW probe was not damaged or split.

To test the collision detection pre-planning approach, a large non-planar sur-

face was chosen, representing a wing-section from an aerospace component. A

highly reflective CFRP section was also chosen to demonstrate resilience to holed

and noisy point cloud data. A small metallic plate was chosen to demonstrate the

use of the Structural Similarity Index to the location of small specular surfaces.

Finally, a smooth and rough (0.1 mm ridged) CFRP components were chosen to

test the applicability of surface friction measurements, and a friction stir weld

plate used to validate friction-coefficient imaging.

The robot was capable of significant orientation and positional velocity control

in the presence of a large curvature, as shown in Figure 4.11. In these experiments,

the distance-metric used was not consistently monotonic in the case of inflection;

however, the direction of motion was consistently correct. This agrees with the

requirement made in Section4.2.2, as the surface inflects between points but the

path taken passes local minima in the planar-distance parameter.
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( a) (b)

Figure 4.11: Scanning of a mock-aerofoil sample. The original RGB/D data
poorly represented the surface, with an offset of 5 mm. (a) Robotic -arm deployed
to a mock aerofoil with large surface curvature. (b) Surface reconstructed using
laser-data, waypoints from the RGB/D image embedded.

Principle to the path planning process is the initial collision detection pro-

cedure to remove points that potentially damage the part or robot. The same

wing as used in Figure 4.11 was placed at an angle relative to the robot that

would cause a collision. The result is a successful removal of points that would

potentially cause a collision, as shown in Figure 4.12.

The ability to plan and scan over holed and noisy point cloud data is high-

lighted in Figure 4.13. Figure 4.13a shows the initial point cloud corrupted by

light-interference. The resultant path executed by the robot is shown in Figure

4.13b, shown to cover the part despite the missing and noisy data.
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(a) (b)

Figure 4.12: Scanning of a mock-aerofoil sample. The original RGB/D data
poorly represented the surface, with an offset of 5 mm. Imaged within RoboDK.
(a) Path, and in high-frequency segments the laser-discovered positions on the
part. (b) Original Point cloud of the part and environment.

(a) (b)

Figure 4.13: Point cloud and C-scan of the part. The average error of RGB/D
point cloud poses from the best fit plane of the collected laser data is 14.7 mm. (a)
Point cloud map of a reflective CFRP component. Some sections of the point-
cloud are missing, the surface data is considerably irregular. Visual artefacts
incorrectly placed within the part are circled. (b) Heat-mapped C-scan of the
part. The 5 mm thickness of the CFRP component placed the back-wall signal
within the dead-zone of the 5 MHz probe. The support strut of the part can be
seen within the gated region as higher-heat.

The images shown in Figure 4.14 demonstrates the structural similarity method

of point-cloud selection prior to clustering and refinement. This is additionally re-
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silient to variable lighting conditions, the main drawback of which is the potential

for error when reflective regions are close to the surface of interest, resulting in

artefacts seen in Figure 4.14c. The point cloud of the artefacts and the surface are

then clustered, and the largest or closest to the camera is chosen, resulting in the

surface alone being selected in Figure 4.14d. The operator should be aware of the

placement of small parts so that the surface is not closer to reflective background

regions than the clustering radius.

Both a smooth and a rough CFRP sample were used to test friction data at

variable pressures and speeds. The results are presented as histogram values in

Figure 4.15.

While the measured friction across the surface can differentiate between the

differing surface roughness values, there is a significant change in the rough sur-

face’s measured friction value. Changes in the hydrodynamic friction of the UT

couplant with TCP speed, combined with a mechanical locking of the spring-

mechanism explain the shift in friction values across the observed data. The

mechanical design of the tool allows for an angled locking of the UT’s sprung

support-struts due to the force acting along the strut’s central axis. For rougher

surfaces, the frictional force in this direction is great enough to lodge the probe

and then on the return, dislodges the tool. The angled face of the tool then also

creates a ’bow-wave’ of UT couplant in one direction, allowing the tool to more

smoothly pass over the surface with increased lubrication. The result is a split in
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(a) (b)

(c) (d)

Figure 4.14: Structural-similarity based part localisation and path generation
process for a small metallic block, demonstrating localisation and path generation
on small objects. (a) Calibration image showing just the workcell. (b) Subsequent
image with the part present. (c) Deducted image—kept pixels are shown in
white, discarded pixels in black. (d) Resulting point cloud after remaining point
clustering and selection. The identified part is in blue, extracted way-points in
red.

the frequencies of observed friction values for plates of un-varying roughness, with

principle modes becoming visible with greater speed as hydrodynamic friction in-

creases. This is particularly noticeable on the smooth sample, as an increase in

speed thereby furthers the split in friction values. Both samples see the peaks of

friction inversely correlated with tool load. On the Stribeck curve seen in Figure

4.9, the majority of the tool’s aperture is in the well-coupled region, ensuring
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Figure 4.15: Histogram plot for two different raster paths over two plates of
different roughness values. Results for rough and smooth CFRP surfaces show
the effects of speed and applied force on the frequency of the observed friction
values as a percentage of the total number of observations.

high quality UT data as there is a thick layer of couplant between the tool and

part. This alternating bow-wave effect can also be seen in Figure 4.16.
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At the raster end-points, the misalignment force is seen as spikes in the fric-

tion. The result is that along each raster-line, changes in the friction data can be

accurately gathered. However, these data are not transferable across arbitrary

raster line-paths. For the purpose of informing operators of changes in surface

friction, this is sufficient to highlight potential issues such as significant surface

corrosion within the region scanned.

Scanning of a friction-stir-weld is shown in Fig: 4.16. The ridges of a friction-

stir welded plate, shown in Figure 4.16a with 0.5 mm ridges at the edge of the

weld-line.

(a) (b)

Figure 4.16: Friction analysis of a friction-stir weld shows that measuring the
surface-friction can indicate discontinuities in the surface. The upper section
presented a sharpened lip, avoided for the safety of the wedge. (a) Colour image
of the welding plate. The lower half of the plate was scanned as part of this
analysis. (b) Friction coefficient encountered as a heat-map over the surface.
The accuracy of the frictional values is determined by the size and shape of the
wedge’s surface—in this case, 25 × 25 mm.

In Figure 4.16b, the ridges can be seen as peaks in the observed coefficient of

friction. The normal force control is to maintain consistent contact between the

surface and probe, with surface to probe offset values for the curved sample scan
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presented in Figure 4.17.

Figure 4.17: The maximum signal response for each A-scan used to calculate
probe-surface offset.

The standard deviation of 0.36mm demonstrates the consistency of contact

enabled by both the force-control implemented and the sprung tool deployed.

4.6 Discussion

The two-scale part localisation and path planning methods presented were shown

to be robust to different parts with minimal requirements on the placement within

the work-cell. However, the criticality of initial tool alignment to guarantee full

surface traversal success may require either lasers with greater ranges or operator

intervention to re-align the tool in cases of extreme curvature or point-cloud error.

The front-loading of collision avoidance in path planning stages allows the
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positioning algorithm to react in real-time, correcting position and orientation

deviations in a timely way. However, parallelised methods for simultaneous path

correction and collision detection may require investigation for robotic platforms

that have limited configuration spaces. The UR platform’s joints, unlike many

others, have the advantage of a ±2πrad operating range allowing continuous

motions over more complex shapes. Taking advantage of these data allows full

collision-free coverage of surfaces whose point cloud representations cover all re-

gions of extremal curvature. Future works will investigate integrating this process

with the CSFA to capture positions outside of the initial point cloud but still

within the robot’s working-range.

While both of the part-localisation stages provided accurate surface positions

to use as way-points, for smaller surfaces more appropriate tools such as roller

probes or jet-phased array tools may be preferable to prevent wear and tear due

to sharp corners.

The novel friction metric has demonstrated it is possible to differentiate re-

gions of high and low friction within each raster-segment, providing useful infor-

mation to the operator when a surface may be improperly prepared. However,

a global friction-coefficient metric is not possible due to mechanical effects. The

data collected on flat samples can be explained by the Stribeck-friction model

used, the stick friction encountered at the end points being known and explicable

[31].
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Finally, the speed-control and correction mechanism has displayed effective-

ness in path planning between inaccurate points using local data. The key draw-

back is the limitation to convex-shaped regions of parts. For the use-cases con-

sidered, the method was sufficient, however for use cases that present large holes

in parts, the method may be modified so that the robot retracts within holed

regions of a surface.

4.7 Conclusions

This section has presented a novel method of autonomous robotised UT deploy-

ment that locates the part, plans a path over its surface, approaches the surface

without collisions, and scans the surface. In doing so, the proposed methodology

frees up operator time and enables flexible collision-free UT sensor deployment

to unseen surfaces without the need for a digital twin and without the need for

a lengthy pre-scanning and path planning step - the side-by-side workflow com-

parison can be seen in Fig: 4.18.

The path planning methodology enables greater use of RGB/D cameras ap-

plied to robotised NDT, negating their relatively low accuracy without relying on

limited-information primitives. Online sensor corrections of the robot’s pose and

directions of motion provide a significant bridge from local corrections to global

coverage of parts using limited information. The approach further enables future

part localisation methodologies that may use Artificial Intelligence approaches
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Figure 4.18: Side by side comparison of traditional and proposed work-flows.
Saving time at the path planning stage, the proposed method also reduces the
need for accurate virtual work-space calibration that may necessitate further scans
for full and accurately placed data collection.

to segment work-spaces, potentially resulting in drop-out of surface point cloud

positions due to mislabelling.

Local changes in friction can be mapped to an accuracy within that of the

CW probe’s planar aperture, informing operators of potential issues with surface

preparation and signal gating which is of great interest to the automation of NDT

processes.

Mentioned throughout the text are the process’ limitations. Surfaces with in-

flections between way points may not result in scans that correctly identify way-
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points. This can be solved by introducing multiple frames within a single path

planning step. Small parts undergoing scan procedures in highly reflective work

cells may require operator awareness for successful path planning using the Struc-

tural Similarity method. Path planning over parts smaller than the work-frame

may also result in the probe partially overhanging the surface’s lip. In processing

UT data, the operator needs to be aware of any double reflections that may cause

UT-signal gating issues. For online corrections the laser-distance measurements

may be too widely spaced apart, preventing accurate surface normal alignment.

To avoid this issue, the width of their spacing should be minimised. Finally, the

success of the path planning method is reliant on the camera calibration quality.

The operator is responsible for accurately calibrating the camera tool, so that the

produced paths are accurately placed within the robotic work-cell.

One advantage of the CSFA over this method is its resilience to kinematic

issues such as singularities, due to its iterative path-planning in Configuration-

space. While operator intuition can place parts within the work-cell to avoid sin-

gularities, the goal of autonomous industrial use makes this requirement overly

restrictive. Further, as mentioned in Section: 2.4.5, the configuration-space path

over the part determines the energy and force-control efficiency of the Carte-

sian path. In this chapter, apriori Cartesian knowledge was used to inform the

Configuration-space perspective, so far only used for collision avoidance, in order

to optimise the developed flexible Robotic NDT deployment.
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So far, this thesis has looked at parts for which an accurate digital twin is not

available. Methods creating an STL then path planning over them are extensively

mentioned as the nearest neighbours of the presented processes in the current

and previous sections. In Chapter: 5, this thesis seeks to utilise the current work

to introduce an iterative, portable, and low-risk process capable of simultaneous

global profiling and scanning of parts larger than the work-volume by introducing

further Cartesian perspectives.
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Chapter 5

Extrinsic Planar Frames of

Reference and Scalable NDT Data

Stitching for full-structure

Reconstuctions

Previous chapters investigated the perspectives of the tool and then Configura-

tion and projective camera spaces in order to enable fully automated scanning

within a limited work-volume. In order for the flexible system to be fully utilised,

individual scans at different positions along a part require a method of relat-

ing the robot’s base-poses for each individual scan to one another. The output

of this chapter is a method using visual reference markers as additional, artifi-

212
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cial frames of reference embedded within 3D space. Importantly, compared to

other absolute relative positioning methods, in this novel perspective there is no

definitive world-frame. Metrological equipment tracks the robot’s pose within

its frame of reference, defined as the world-frame. This method takes the novel

perspective of obtaining the relative positioning of scans, as opposed to absolute

positioning. The perspective allows expansion to an arbitrary number of linked

frames, scanning arbitrarily large or small volumes, then reconstructing the data

within a localised frame. Freedom from a world-frame allows easy re-localisation

in the case of re-scanning or in long term health monitoring. Framing the prob-

lem as accurate relative positioning, it becomes a group-theory task where chosen

branches are sought that; include all frames that are within connected compo-

nents of the group, and minimise the estimated positioning error expressed as a

cost. A graphical representation is in Fig: 5.1.

Related inertial and visual relative positioning techniques are explored in Sec-

tions: 5.1,5.2. Section 5.3.1 then presents alternatives to the chosen calculation

process, and the chosen method presented in 5.3. The challenge of estimating the

strength of individual relative transformations requires an accurate cost metric,

investigated in Section: 5.5. Finally, the outcome of a multi-pose scan shows how

it is both successful and complimentary to the methods developed for autonomous

scanning in previous chapters.



CHAPTER 5. SCALABLE NDT DATA RECONSTRUCTIONS 214

Figure 5.1: The problem of choosing the frame from which the others are stitched
to is finding the frame such that minimises the total cost of all necessary minimal
length sub-cycles of the graph. If we chose to minimise the maximal depth of
the graph (equivalent to assuming each frame to frame cost is the same), frame
k would be chosen with included links in green.

5.1 Related Works

While the arm’s position relative to the base is accurately reported, full part

reconstruction requires the base’s position relative to a world-frame for each it-

erative scan.

Mobile platforms are often equipped with wheel encoders that provide Odom-
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etry as to the current position. However, encoder calibration results in displace-

ment errors to accumulate resulting in inaccurate estimates over long ranges,

in addition to extrinsic factors such as water that can cause wheel-slippage [1].

In cases such as inspection in busy industrial environments that would demand

a high TRL level for automotive base safety for deployment, Cobot platforms

such as the UR10e can be mounted onto low-cost trolleys with no inertial data

available as in Chapter: 7. In these situations, an accurate relative position-

ing method is necessary for large-structure scanning reconstructions. It is also

desirable to ensure the positioning is robust in on-site environments to ensure

industrial deployment.

Visual Odometry such as Visual Simultaneous Localisation And Mapping (V-

SLAM) variants are commonly used to construct maps and provide a relative

position of the mobile robot platform [2]. Visual Simultaneous V-SLAM applied

to NDT data collection has been found to be limited to non-specular, visually

isotropic materials from which consistent features can be extracted to provide suf-

ficiently accurate positioning [3]. Further monocular camera positioning such as

ego-motion [4, 5] provides high-quality position estimates, with greater reliability

than wheel odometry in cluttered, steep, and slippery environments [1]. While VO

provides greater certainty and accuracy in mapping than inertial based odometry,

the requirement for feature dense static environments make their application un-

suitable for robotic localisation relative to structures significantly larger than the
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camera’s field of view, in dynamic environments, or for featureless surfaces. The

high data and computational quotient for part localisation with monocular VO

methods provide additional disadvantages when deployed on-site with minimal

operator intervention [6].

A low data alternative that does not rely on feature extraction for single-pose

relative part-robot localisation are 3D Red-Green-Blue-Depth (RGB/D) struc-

tured light cameras. Robotic next-best-view planning using realsense RGB/D

cameras have demonstrated high-quality reconstructions of whole parts within a

static work-cell [7]. In that work, the reconstruction process is limited by the

working envelope of the robot. Further, the time for reconstruction for these is

added to the time for the scan creating a bottleneck, requiring an accurate digital

twin for traditional NDT sensor deployment. The authors recently investigated

streamlining the path planning process using noisy depth-camera data and live

path corrections with force/laser feedback [8]. Accurate reconstructions were pro-

duced from supplementary data collected during the scanning process. The total

visual data required is reduced from many shots to a single colour image coupled

to a noisy depth image, with live path corrections removing the necessity for high

reconstruction accuracy throughout the process, reducing computation and time

bottlenecks. The low cost and volume of the RGB/D camera used minimises both

risk and probability of collisions when mounted parallel to a UT sensor, allowing

flexible deployment without changing tools.
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To provide a global map of the part, multiple-pose localisation mirroring VO

methods is necessary. Several methods for RGB/D image alignment are available,

with global transformation estimates succeeding primarily due to the the fusion of

traditional Computer-Vision techniques with depth data [9, 10]. Iterative-Closest-

Point (ICP) is also a candidate alignment solution. However it is not a sufficient

global alignment method, since ICP requires a relatively high initial alignment

accuracy by virtue of its least squares approach applied to closest-points [11].

Relative positioning systems such as large-scale photogrammetry provide high

accuracy solutions [12], however their work-space is still limited by their working

volume. Further, when re-scanning of a particular area is necessary after the part

or system has been moved, re-estimates of part-robot relative positioning are not

possible.

5.2 Visual Reference Marker Reconstructions

Visual reference markers attached to parts offer a solution for scalable data stitch-

ing methods in the environments and with the parts of interest, and offer a

method of localisation for subsequent scans. Quick-Response (QR) codes that

are commonplace in every day environments are unique, orientable and contain

an abundance of extractable features. The goal of the study is to find the relative

transformation between scanning frames in order to reconstruct the part. The

relations governing the multiple-scan reconstructions are represented graphically
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in Fig: 5.2.

Figure 5.2: Matrix relations between images taken and the relative base frames
of the robot relative to the part. The matrix Q is sought to reconstruct the part
through iterative scans, when images of QR codes are taken at known robotic
poses in each base frame. By finding the image to image transformation M, Q
can be calculated when combined with the robot poses.

Alternative visual markers such as fiducial markers also provide orientable

and unique markers. Image alignment correction using fiducial markers is well

researched, proving a source of high-accuracy reconstructions [13, 14, 15]. QR

codes are chosen in this thesis for the additional data they can be associated

with, with the potential to provide easy reference to long term structural health

information of the part. In instances where geometries are so complex the robotic

paths and relative base positioning are severely restricted, such as automotive fuel

tank inspections, using prior relative robot to part positioning and tool paths that
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are associated with the QR code can reduce path planning costs from a running

cost to an overhead. A complementary investigation in [16] demonstrates how

futuristic NDT data visualisation on a phone or tablet with Virtual Reality is

possible when visual markers can orient the data projection, and link the part to

the digital twin. The introduced method may also be applied to other proprietary

markers. Proof of concept studies have shown that in environments where feature

symmetries are present such as in warehouse applications, QR codes can be used

as navigation key-points and short-path planning aids with minimal data require-

ments [17]. For large-volume reconstructions, QR codes have enabled automatic

key-frame extraction enabling accurate localisation [18, 19]. QR codes have seen

further use in point cloud reconstruction, both in the case of small objects placed

on a QR-calibrated rotating table [20], and as direct visual artefacts in large-scale

point cloud merging for disaster-response robots [21]. They have even seen use

in calibrating industrial robots with a monocular camera [22].

5.3 QR Code Stitching Algorithm

Complementary to the autonomous method presented by the authors in [8], after

the scanning area was profiled with a commercial RGB/D camera a second image

was taken of one or many QR codes. Once the whole part was scanned and QR

codes decoded, the QR code images and their positions within each work-space

are processed.
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Key frames are selected using the individual QR code identifiers. QR codes

are identified and a bounding polygon produced using the Pyzbar python package.

selected through masking the image around the detected bounding polygon.

The Scale Invariant Feature Transform (SIFT) [23] estimates pixel to pixel

correspondences between masked QR code images, producing a Homographic

correspondence between the two images, a one-to-one correspondence due to the

planarity of the QR code. The SIFT algorithm initially creates a 3D discrete

manifold of intensity images convolved with a parameterised Gaussian intensity;

Ĩ(x, y, k) = I(x, y)G(kσ). A difference along the convolution scale dimension is

taken to produce Li,j = Ĩ(x, y, ki)−Ĩ(x, y, kj), along which key points are selected

by finding pixel values that are extrema. Key points are then refined within the

regular 2D manifold I(x, y) to reduce sensitivity to noise and minimise the effects

of local translation invariance of image intensity. First, key points are compared

with local pixels and those that differ by less than a theshold are removed. The

remaining points that show a relatively high ratio of maximum to minimum

principle curvatures within I are removed, as these points are indistinguishable

under local distortions of the underlying manifold due to noise. Finally, image

keys are defined as features identified with local gradients of I. The keys between

two pictures are compared to form a distance bi-graph from which the most

shortest distance pairings are taken and a probability measure is assumed by

finding the ratio of the distances to first and second nearest potential matching
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keys, that is then thresholded to remove low-likelihood matching candidates.

Several other feature detection and matching algorithms exist with SIFT shown

to be the most accurate under varying orientation and lighting conditions, though

not necessarily the fastest [24]. While for real time applications other methods

may be preferable, in this study the algorithm with the greatest accuracy is

chosen.

Planar surfaces whose features are matched may then be used to produce

probable distortion maps between the images. Homographic matrices H, pixel-

wise affine maps between images H : I1 → I2, are given by a 3× 3 matrix;


x′
1

y′1

λ

 =


h1,1 h1,2 h1,3

h2,1 h2,2 h2,3

h3,1 h3,2 h3,3




x2

y2

1

 . (5.1)

The xi, yi coordinates referring to pixels of the ith image, and x′
i, y

′
i, λ referring to

distorted coordinates of the ith image. With at least four corresponding sets of

coordinates the matrix H may be derived up to a scaling factor, resulting in non-

zero values for h3,1, h3,2 and a non-singular value for h3,3. The proper coordinates

(xi, yi) = (x′
i/λ, y

′
i/λ) are obtained by re-projecting the space from R3 → R2.

As feature dense and orientable, QR codes provide accurate Homography

matrices as shown in Section: 5.5. Pixel matching between paired pixels is

then used to match depth information shown graphically in Fig: 5.3, providing
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linked 3D point sets between the camera frames. Singular value Decomposition

Figure 5.3: Down-sampled 3D representation of QR matches, containing 1% of
the image-to image correspondences for visual clarity.

(SVD) method estimates the transformation from the robot to subsequent image

frames. Assuming a Gaussian-error profile, a Maximum Likelihood Estimator

(MLE) refines the transformation estimation between the two ordered point sets

{Imi, Imj} to the transformation Mj,iImi = Imj. Shown to be highly linear

with distance in ranges from 0.5m to 1m [25], point-wise probability of error of

data Pi collected by the D415 was modelled as a Normal distribution;

Error-Magnitude-Probability(Pi) ∼ N (0, σ||Pi||) , (5.2)
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from which the MLE is constructed. The errors for images i and j, ϵi and ϵj are

assumed to have random magnitude with distribution given in Eq: 5.2. The best

fit equation of Mi,j is reduced to;

Pi,α = Mi,jPj + ϵ, (5.3)

where ϵ is modelled as the sum of error of Pi and error propagated from Pj through

the rotation component of Mi,j. The variance of |ϵ|, σ|ϵ| is σ|ϵ| =
√
σ2
Pi,α

+ σ2
Pj,β

=

σ
√

|Pi,α|2 + |Pj,β|2. Due to the error distributions having random orientations,

the covariance of error distribution ϵ is assumed to be randomly and indepen-

dently distributed along cardinal directions;

Covϵ = σϵ


1 0 0

0 1 0

0 0 1

 . (5.4)

Since the magnitude of error is known, the variance along each cardinal direction

can be calculated from the radial equation r =
√

x2 + y2 + z2;

σ2
|ϵ| = σ2

ϵ

((
∂r

∂x

)2

+

(
∂r

∂y

)2

+

(
∂r

∂z

)2
)

= σ2
ϵ . (5.5)

The log-likelihood of a transformation given the correspondence of Pi,αPj,β is then
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described by the exponent of a multivariate normal distribution, proportional to;

log (L(Mi,j|i, α ↔ j, β)) ∼ − 1

σ2
ϵ2

(Pi −Mi,jPj) I (Pi −Mi,jPj) . (5.6)

The MLE of transform Mi,j is then found by maximising;

G = −
∑
α↔β

1

2σ2 (|Pi,α|2 + |Pj,β|2)
|Pi −Mi,jPj|2, (5.7)

that is independent of the scaling term σ.

Images {Imi}Ni=1 collected at corresponding positions {Ri}Ni=1 with a tool T

are related with respect to the world-frame transformation pair Qi,j;

Qi,jRjTImj = RiTImi, (5.8a)

from which the world transformation is extracted;

Qi,j = (RiT )Mj,i (RjT )
−1 . (5.8b)

Sources of error for point cloud transformations Mj,i calculated in the image-

frames are; the Homography matrix, uncertainty in depth measurement position

within a pixel’s width, and the depth measurement error.

Pixel to pixel alignment accuracy can either be thresholded, choosing pixel
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matches that align within a given pixel-wise distance, chosen in this chapter to

be 0.8 pixels, providing the best all round results. Finally, the depth image error

is minimised with the MLE process, and further investigated in Section: 5.5.

Robotic positioning and tool calibration errors can introduce uncertainty in the

relative world-frame pose transformation Qi,j. Robotic positioning errors can be

reduced with joint calibration. The tool calibration procedure from [26] was used

in order to minimise errors of the tool parameters.

A similar concept applied to mobile robotic platforms was applied to allow

a world-frame calibration precision of ±4mm using a 2D camera [27]. However,

this method diverges from ours in two aspects; the use of 2D data requires large

QR codes so that corner identification error is minimised which ours is immune

to, and that our approach creates flexible relative-frame localisation within a free

frame of reference, as opposed to robot localisation to one of multiple well known

world-frames.

The combined group of QR codes after a full scan represent a weighted graph,

where each node’s weight is given by an accuracy maximisation heuristic. The

central node in the graph to be taken as the world-frame is found by maximising

the total of this heuristic over all nodes within the graph. The determinants

of relative positioning accuracy are covered in the next section. Finally, after

the QR code based alignment the combined point clouds for each scan undergo

Coloured - Iterative Closest Point (C-ICP) optimisation [28] to further refine the
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map. This is an additional benefit of using RGB/D cameras for world-frame cali-

bration. The accuracy of C-ICP shall not be investigated in this chapter, since it

is largely dependent on initial point cloud alignment, with poor initial alignment

parameters requiring intensive operator intervention in setting inlier thresholds,

iteration counts, and can produce misalignment with initially incorrect local cor-

respondences.

The group structure shown in Fig: 5.1 can in some cases of lost inclusions or

incomplete point clouds be fractured into sub-structures with un-viable cycles.

In this case, while the key-frames and their links are determined by the QR

code identification process, the transformations and related costs are unknown.

For this reason, the final process engages in an expansionary graph approach,

where the fully connected graph with the lowest optimal cost is chosen as the

key-section. The unknown links between the disconnected components are then

computed from the selection of QR and scan images, and feature transforms

computed between each pair. A RANdom SAmple Consensus (RANSAC) process

[29] is then applied, resulting in a bi-graph of images, from which the strongest

link determined by inlier number is chosen.

The best link is then chosen and used as key-frame for the previously discon-

nected sub-graph, which is then locally optimised using C-ICP. In the case of a

weak-link being retaken, the known existing link structures allow the combined

key and newly added sections to be treated as the key section and optimal central
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frame re-computed.

This process preserves the accuracy of the largest connected sub-graphs, al-

lowing re-calculation of optimal frames and sections when more accurate data is

collected at the cost of less-accurate sub-graphs. In the case of additional costs

of re-taking information, such as distance, high traffic, or other exogenous factors

in regions so that traversal to poorly defined frame transform regions is difficult,

chosen key-sections can be weighted instead by these costs.

5.3.1 Alternate Alignment Method

Previous works such as [27] calibrate a relative pose with respect to the QR code

using just the 2D image data. Prior knowledge of the QR’s dimensions is coupled

to the four observed edge points, allowing an extraction of the QR’s relative pose.

However, QR code corner identification can be erroneous. Taking the reference

image Fig: 5.4, the image is distorted with randomly generated homography

matrices representing changes in planar perspective of up to 0.5m and rotations

of up to π/4rad, showing a mean pixel identification error of 0.13 with a standard

deviation of 0.47.

Solving the Perspective and Pose problem with OpenCV (’Solve PnP’), the

4 corners of the QR code can be identified and oriented as previously described,

and the relative poses of the QR code to the camera P1, P2 extracted. The

Transformation of data from frame of reference 2 → 1, when tool poses T1, T2
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Figure 5.4: Histogram of pixel identification error. Using just corner points for
pose estimation can suffer since the identified corner positions are only accurate
to an order of a pixel. The pixel-wise error is pronounced for larger distances and
small QR codes, necessitating the use of large visual artefacts by [27]. Further,
this error distribution is generated within a virtual environment and not repre-
sentative of real error taken within variable lighting conditions and an imperfectly
calibrated camera intrinsic matrix.

within these frames are known is then;

M1,2 = (T2P2) (T1P1)
−1 (5.9)

Corner identification errors shown in Fig: 5.4 then result in position and orien-

tation estimation errors, adding random noise to the pose estimations of Pi as

shown in Section: 5.5.
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The Solve PnP method implemented in this chapter can use the homographic

decomposition method due to the co-planarity of the points. The 3D positions

−→
X = [x, y, z, 1] are projected to the z = 0 virtual image plane in 2D. The ho-

mography matrix H between the seen points −→u = [u, v, 1] and virtual plane is

calculated, and with a given intrinsic matrix the 3 × 1 x and y axis orientation

vectors
−→
dx,

−→
dy and the translation vector −→

t are extracted as;

[
−→
dx,

−→
dy,

−→
t

]
= K−1H, (5.10)

from which the relative pose can be found.

5.4 NDT Data Reconstructions

Once the relative frame transformations are known, the NDT data can be pro-

jected to the chosen base frame. As in [8], laser data used for orientation cor-

rections then is used to create a digital representation of the part that has been

scanned. The laser data is collected as six-vectors, the position and approximated

surface normal. The pivot-ball reconstruction algorithm [30] then reconstructed

a digital representation of the seen part with the laser data as it is robust to

non-convex parts. The UT data was collected with a 32 element 10MHz 0.3mm

pitch sensor housed within a conformable wedge probe mounted in addition to the

other sensors. The pose of the robot was simultaneously collected with each A-
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scan, and the UT data projected from these known probes to the surface through

a ray-tracing process.

While in [8] the authors projected data over each scanned section, it is now

possible to create 3D NDT data reconstructions of the whole part at any stage.

5.5 Experimental Results

For the experiments, a Universal Robots UR10e platform deployed a Intel re-

alsense D415 structured light depth camera. To process the data, a python

application using Open3D, Universal Robot’s Real Time Data Exchange, Intel

Realsense’ 2.0 SDK, and OpenCV was developed.

A sample set of 56 images were collected with the RGB/D camera, with

varying distances and angles to a static QR code within the robot’s work-frame.

These were used to define determinants of alignment error, with the actual trans-

formation Qi,j = Identity. A data-set of 1460 world frame transformations were

generated from all image pairs.

In order to find the relative poses of QR codes, points within point clouds along

the QR code are first matched with the Homographic correspondence between

images, necessitating a high accuracy in Homographic correspondence between

images. Homography matrix accuracy was quantified using the Structural Sim-

ilarity Index (SSIM) between an image and another image after projection with

the calculated Homography matrix. Robust in the present of shadows, the SSIM
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indicates the quality of a match between images [31], where 1 is a full match. All

Homography matrices between image pairs scored at least 0.97, demonstrating

the accuracy of the projection method when considering relatively feature-dense

QR code images. The results are shown in Fig: 5.5.

Figure 5.5: Homography matrix calibration accuracy scores. Taking Homography
matrices with the QR code images, the second QR code is projected to the space
of the first using the matrices. The SSIM then measures the similarity between
the the first and projected second images. The scores for all image pairs are
presented.

As the next source of image-frame transformation error, the depth image

errors were then checked. For each image pair i, j, the positional error and ori-

entation error in se(3) coordinates [32] were collected. For all image pairs, the

position and calibration accuracy are highly correlated, as highlighted in Fig: 5.6.
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Figure 5.6: Corner plot of the position and orientation position errors for all 1460
image pairs. Corner plot made with the corner-python package [33].

Results from the Sove PnP method mentioned in Section: 5.3.1 are shown in

Fig: 5.7.

In direct comparison, the position and orientation errors of the Solve PnP

method are larger and less centred around zero than in the proposed method.

Angular and positional error is significantly less correlated using the Solve PnP

method than the point cloud method alluding to the random noise incurred in
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Figure 5.7: Position and orientation error distributions for frame of reference
calibration using the Solve PnP method.

corner point identification that is shown in Section: 5.3.1. These results show the

3D alignment method has the dual benefits over the 2D method of; not requiring

knowledge of the QR code dimensions, and a greater accuracy in position and

orientation of relative frame of reference calibrations.

When compared to the nearest initial global RGB/D frame alignment method,

RANSAC feature-based point cloud alignment [34], the Homographic method is

significantly more accurate as seen in Fig: 5.8. Both were tested on the same

data, and despite the significant information present in the QR codes, environ-

mental data prevented the whole-image method from aligning the point clouds
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consistently.

Figure 5.8: Despite both methods using SIFT feature extraction to align depth
images with the same data-set, the Homographic QR alignment method proved
to be significantly more accurate than the RANSAC based method, even within
a static environment.

Since the position and orientation errors of the proposed method are highly

correlated, as shown in Fig: 5.6, optimal calibration parameters were sought

to minimise both. It was found that the inclusion of results closer than 0.5m

reduced the average measurement accuracy. They were removed, and average

world-frame transformation error was collected. In Fig: 5.9, frames containing

the least number of points eliminated from the results on each iteration showing a
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correlation between cumulative QR point cloud density and calibration accuracy.

The optimal configuration for world-frame calibration is 0.5m, from an angle

that maximises the area of the QR code within the colour image. RGB/D images

taken from this range reduce the linear positioning error to 2.5mm and angular

positioning error to 0.005rad.
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To demonstrate the method’s performance, A-scans of a medium sized part

shown in 5.10 were taken in iterative area segments of a part. The part is a 7mm

thick CFRP section with 5 support struts, of which 4 were covered by scans.

As a complementary method to the work developed in [8] three Panasonic HG-

C1030 laser distance sensors of 30mm±5mm range were used in addition to other

sensors for data collection and digital twin construction.

Figure 5.10: Image of the part within the robot cell. The part had to be moved
between scans to allow full coverage.

The fully aligned point clouds were stitched, with the resultant full point cloud

in the presence of environmental and reflective noise presented in Fig: 5.11.
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Figure 5.11: Point clouds of the part aligned to three QR code image artefacts.
Artefacts caused by the reflective surface are highlighted, while the scattered
background due to the part’s movement is clearly seen. Differences in surface
colouration are due to the changes in ambient light affecting image saturation in
each pose.

A digital representation was later constructed from the collected laser data in

Fig: 5.12. The A-scan data collected is then re-projected as described in Section:

5.4, and shown in Fig: 5.13.

Figure 5.12: Point cloud of laser data collected in each frame, subsequently
stitched with the calculated frame of reference transformations.
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Figure 5.13: Ultrasonic data projected to the surface. The C-scan data has
a point cloud representation, with the heat-map colour displaying gated signal
intensity. The area which has not been scanned, highlighted in green, can be
clearly seen for an operator or automated system to conduct subsequent scans,
even once the part has been moved. Fuller coverage of the surface may be better
achieved with full matrix data collection, but this is outside of the scope of this
work. A conformable wedge UT probe was used to collect results, coupled to the
surface with UT gel couplet.

The point cloud of UT data is then converted to an STereoLithography (STL)

format, shown in Fig: 5.14. While missing data easily seen in Fig: 5.13 cannot be

seen, the support struts of the structure shown in Fig: 5.10 can be more clearly

viewed.



CHAPTER 5. SCALABLE NDT DATA RECONSTRUCTIONS 240

Figure 5.14: The point cloud representation of the UT data can be converted to
a digital-twin using the pivot-ball algorithm. A full 3D reconstruction of the part
with UT data allows the operator to interpret and assess the part.

5.6 Discussion and Conclusion

The novel use of QR codes for iterative world-frame calibrations allows opera-

tors to localise scans on large and visually isotropic parts, key to accurate and

repeatable flexible robotic scanning processes. The use of orientable visual mark-

ers for data localisation enables both flexible iterative passes, and complements

NDT - 4.0 data digitisation and positioning for the long term structural health

monitoring of parts with embedded visual markers [16].

While the relative positioning of the camera to the QR code can cause up to

0.6m in positioning error, we have shown this can be reduced to 2.5mm with the

optimal QR-robot stand off. This study has further determined a corresponding

relationship between the point cloud capture number and world-frame calibra-
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tion accuracy, providing the user with an easy to apply set of metrics for data

collection in on-site settings. While other relative positioning methods would

be preferable for low-tolerance scans in controlled or feature-dense settings, this

method advances a previously developed autonomous UT scanning process to

enable its accurate deployment on large-scale parts with few visual features in

industrial environments. The method introduced allows an accuracy that is suit-

able for large-scale NDT applications and allows certain re-localisation, while also

having minimal data requirements.

Directly complementing the already presented work of Chapter: 4, the imple-

mentation of this work within an industrial setting is applied to the industrial use

case of this thesis, stitching C-scans to present a digital twin of large parts in the

context of on-site deployments. Traditionally, this task has required static, cum-

bersome, but high accuracy metrological equipment with a calibration time-cost

of hours. It is now possible to replace this equipment with low-cost, small pro-

file equipment whose one-off calibration takes less than an hour, trading several

orders of magnitude of cost and time for a minor cost in positional accuracy.
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5.7 Corridor Reconstruction

The described process is aimed to aid the reconstruction accuracy of a mobile

robotic manipulator scanning parts of varying scale, so its demonstration at scale

is necessary for validation. To this end a corridor was reconstructed by mounting

a D435 Intel Realsense sensor to a mobile KMR iiwa robotic platform. A series

of QR codes were mounted on the walls, and the corridor profiled as set out in

the proposed method by iteratively taking images of two QR codes at each static

mobile-base position. An image of the final reconstruction can be seen in Fig:

5.15.

Figure 5.15: An image of the corridor point cloud map, the perspective taken
from the end of the corridor. The unified point cloud is down-sampled to allow
rendering.

This approach was deemed too inaccurate, since a D435 possesses a wider

angle of view than a D415 used in the other experiments (85◦ vs 65◦) with the same

number of pixels, reducing the pixel-wise accuracy by up to half. This approach

has shown that even with a reduced accuracy, a floor map can be created with
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the proposed artificial visual artefact alignment algorithm to a degree that would

be informative to a human operator, barring some surfaces such as those with

specular reflections. This is confirmed by overlapping the corridor’s schematic

with the final corridor map as shown in Fig: 5.16.

Figure 5.16: Corridor schematic overlayed with a QR code derived iterative map.
The green arrows show the direction in which images were taken in. After the
significant error caused by specular reflections, the map’s accuracy is significantly
reduced. Before this, the wall sections are clearly matched to the schematic, with
the doorway inlet in the bottom left of the image clearly seen.
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Chapter 6

Force and Sound Data Fusion for

Enhanced Tap Testing Scanning of

Composites

The industrial use case of this PhD thesis is centred on application to scanning

RNLI Severn class lifeboat hulls. While the thesis has investigated workspace

perspectives to produce algorithms that allow full boat hull scanning and recon-

struction with a mobile robotic arm, the NDT sensing approach does not use UT

sensors the thesis originally envisaged utilising. While previous sections investi-

gate the relation of work-space representations to full surface coverage without

apriori knowledge, this appendix investigates the relationship between force and

sound data obtained during tap testing to enhance images for Tap Testing of

252
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unknown or semi-known structures.

Several challenges are faced when inspecting the integrity of Glass Fibre Re-

inforced Plastics (GFRP) boat hulls of varying structure and age within a dry

dock environment. Traditional techniques such as Ultrasound are often unable to

penetrate the composite and its paint coating with an acceptable signal to noise

ratio. Radiographic scans, though accurate, pose a health risk to others within

the dry-dock, resulting in large down-times for other work. The author has turned

to traditional Tap-Testing (TT) due to its success in other similar materials. Tra-

ditionally, TT requires a highly trained operator equipped with foreknowledge of

the structure to discriminate changes in thickness from defects. Use of legacy

hulls and hulls without detailed digital twins complicate the process, since varia-

tions in the hull’s structure may be confused with defects, complex sub-structures

have traditionally required other NDT techniques due to the relative inaccuracy

of the TT method. Exterior damage can easily be assessed with visual inspection

of the outer hull, and so only internal or sub-surface issues need to be considered.

Non-instrumented deployment of TT required a human operator to impact a

surface with either a coin or hammer and resultant changes in the sound used to

locate potential defects. The sonic response as a result of surface vibrations is

also found to be recorded through the force-time history of the impact with near-

surface defects. This was later developed into an instrumented tapping method,

whereby a mass would strike a surface, and either a Piezo-electric piece in rigid
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contact with the mass would monitor the impact force history, or a microphone

would be used to listen to the resultant surface vibrations in order to detect

defects, a graphical set-up of which is shown in Fig: 6.1. An example of the

measured impact force and sound responses are shown in Fig: 6.2.

(a) (b)

Figure 6.1: Instrumented Tap-Testing equipment set-up. (a) depicts the Piezo-
electric force sensor and microphone mounted to the instrumented tap testing
housing, where the mass accelerates towards and strikes the surface. (b), the
resultant flexure of surface results in a pressure upon the mass while it is in
contact with the part that is measured by the Piezo-electric sensor, and sound
emitted by surface resonance that is collected by the microphone.

Building on previous impact modelling [1], the impact is modelled by [2] as a

parallel two-spring system, of contact and defect stiffness. The natural harmonic

frequency’s dependence on defect stiffness value k and tapping-implement mass

m correlates the time of impact τ to probable presence of a defect related to the

stiffness;

τ = π

√
m

k
, (6.1)

where thinner/defective surface regions have a reduced stiffness coefficient. Force-
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(a) (b)

Figure 6.2: Force and sound response examples taken with an EVOTIS tap testing
device. Both Piezo force and microphone sound sensors collect in units of mV .
(a) illustrates the force felt by the instrumented tap testing device during contact
of the tapping element with the part, a semi-sinusoidal wave modelled as a dual-
spring model introduced in Eq: 6.1. The force induces surface modes of oscillation
that result in audible noise heard by the tap testing device’s microphone, shown
in (b).

time used as a proxy for audible acoustic frequency is applied to highly critical

composite testing procedures due to its reliability and repeatability for certain

materials [3, 4, 5], though only accurate to limited depths. The information

within the force-time history has inspired Artificial-Intelligence (AI) approaches

to defect classification as well as identification in aeronautical components [6].

Direct measurement of local stiffness effectively indicates near-surface defects such

as voids but provides less accurate results for measurements within the material’s

bulk.

Audible measurements can provide greater information of defects at depth

within a part. Utilising audible measurements, [7] applied previous work in mem-

brane resonance NDT [8] to determine the detectability of defects using the in-
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duced sound with respect to defect width and depth. This detectability index

assumes the local membrane resonance directly around the defect is significant

within the audible signal if the initial impact contains the defective regions’ res-

onant frequencies, underpinning the theoretical aspects of: [8]. This work also

produced a frequency-independent cost function for assessing structural integrity.

The signal energy of the resultant sound is used to differentiate local structural

depths. The energy E of the signal s(t) heard by the microphone within a discrete

time domain t ∈ [0, T ] is proportional to [9];

E =
T∑
t=0

|s(t)|2. (6.2)

Thicker surfaces are less deformed than thinner parts by equal forces, resulting

in a duller, equivalently a less energetic tonal response enabling the detection of

surface depth. Importantly, this analysis demonstrates that a low-mass striker

induces a wide band of frequencies in the material, allowing imaging in structures

of varying thicknesses. The results are however noisy, as can be seen in Section:

6.3, an issue when the structure is not well-known, potentially leading to an

operator highlighting false-positives for defects within the hull.

Modelling for steel structures has demonstrated that defects’ local resonance

does dominate the signal [10]. Despite this, the key study of TT sonic/force

analysis methods applied to thick composites by [11] shows that the vibrational
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modes of the surface locally and globally need to be considered in order to build an

accurate defect map for thick composites. The additional outcome of this study is

the determination that force and sound combined can provide more information

than either on their own, though without a suitable fusion method.

Several other approaches have sought to fuse or use both force and sound data

to provide more information than either individually. The investigation of [12]

found that the free-vibration sound (after the hammer’s contact period) provides

substantial information of bulk defects. Despite this, non-uniform response and

propagation of surface vibration frequencies produces irregular results over the

surface, highlighting machine learning methods as a necessary method to enhance

signal interpretation. The Neural Network approach investigated by [13] found

that the fusion of force/sound could provide a 100% true negative rate for non-

defective regions, and a high true-positive rate for defects in fibreglass and Balsa

wood samples. While this this is a demonstrably successful approach, there are

two draw-backs of this approach for this use case. Firstly, the necessity for train-

ing data precludes use in this case on-site since a process would preferably be

used on multiple boat-hull types with varying thicknesses due to differing speci-

fications and manufacturing processes. Secondly and more significantly, machine

learning processes require the defective and non-defective regions have unique

depth signatures, which is not the case for the disbonding cases considered. This

is illustrated in Fig: 6.3 where the defect’s sonic signature is nearly identical to
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a non-defective region, due to the part’s varying thickness.

Figure 6.3: Cross-sectional schematic of depth measurement. An cross sectional
image of a realistic hull sample is shown later in Fig: 6.5. While machine-learning
methods applied to TT use prior information in order to detect unique outlier
sonic or force response signatures to identify defects, for this case the varying
depth can result in defect-free classification of defective positions. This issue is
highlighted later with TT data in Section: 6.3

Meanwhile, a subsection of papers investigating Force Reconstruction (FR)

also study the correlation of force and sound responses. Modelling or measuring

the sound produced by an elastic wave within the surface allows the deduction of

impact force and location from microphone data collected from multiple positions

[14]. While in idealised scenarios such as circular or square plates, resonant modes

are derived throughout the literature, for surfaces with either complex shapes or

material characteristics, physical models are considered unreliable [15] while prior

information approaches provide reliable results [16]. Even then, modal spread due

to non-uniform surface features makes prior information incorporation difficult.

However, errors in impact estimation caused by irregular mode propagation im-
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plies that if the force and relative position of the impact to the microphone is

constant, variations in the surface stiffness and depth can be mapped by cross-

correlation variations within the frequency domain.

Applying this concept from a parallel field, this chapter seeks to introduce a

novel approach to TT data processing resulting in smoother and more reliable

maps for structural depth imaging than traditional techniques using only the au-

dible response. The second output of this chapter is a novel metric function that

quantifies and estimates surface non-uniformities as a result of cross correlation

of data in the frequency domain. The process is described in Section: 6.1, then

experimentally validated in Section: 6.3. Applicable to naive mapping of sur-

faces, this method is shown to enable an operator to accurately detect changes,

anomalies and discontinuities in regular features of thick composite structures,

which may be defects or irregular features such as sensor pockets, limber holes or

internal bracketry. The combination of these maps results in a thickness varia-

tion map that more accurately represents the structure, and a defect recognition

process that selects regions of concern.

6.1 Enhanced Resolution Imaging

Several papers have highlighted the effect of non-local modes on the frequency

response of the audible sound, and also the need to separate the two sources

of audible response in order to obtain high quality imaging of components. A
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large portion of TT research has focused on the force-time response alone for

this reason, as it is reflective of local modes of excitation only. While sound

baffling could be used to shield the microphone from globally resonant modes,

this would present significant challenges if robotically deployed as is the goal

application of this technology. Rigid baffles would not conform well to parts of

varying curvature, preventing isolation of the microphone from global resonant

sound sources. Flexible baffles would present an issue for a robot in approaching

the part and when covering the surface, causing snagging issues where a human

operator would simply re-arrange the probe.

Separately, FR approaches such as [17] relate the sound heard at time t and

position −→x due to an impact force F (t) at the global origin by;

s(−→x , t) =

∫ t

0

G(t− τ,−→x )F (τ)dτ. (6.3)

Where G is the Greens function, propagating surface acceleration within the

spatio-temporal domain, since this is directly related to the audible emissions.

Analysing the sonic/force responses in the discrete frequency domain, the force/sound

frequency kernel H takes a matrix form;

Hi,j =
s(fi)F̄ (fj)

|F̄ |2
, (6.4)

where Hi,j is the convolution matrices ith row and jth column entry, and F̄ is the
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complex conjugation of the force-frequency spectrum. Taking a similar approach

to [18], the total sound heard by the microphone is equated to a Rayleigh integral

over the surface, introducing the new Green’s function Ĝ that relates the initial

impact force with the sound emitted from a surface position at a later time. Since,

using the Rayleigh integral approach, the sound emitted from an infinitesimal

position is proportional to surface acceleration that is in turn related to force

propagation. This is an appropriate approach to take. Considering a wave of

depth and frequency dependent on position, where −→x ∈ R, the total measured

sonic response ŝ form the microphone’s position −→q in the time domain is;

ŝ(t) =

∫
R

∫ t

0

Ĝ

(
t− τ − |−→x −−→q |

c
,−→x
)

F (τ)

|−→x −−→q |
dmxdτ. (6.5)

Applying the convolution kernel to the sound heard by a microphone;

ŝ(f) = ĤF (f), (6.6)

and transforming the components of Eq: 6.5 individually;

Ĥ =

∫
R

Ĥx
dmx

|−→x −−→q |
. (6.7)

Eq: 6.2 is modified to only reflect the local modal energies. The matrix Ĥ is

decomposed into Ĥ = Ĥ∥+ Ĥ⊥, where Ĥ∥ and Ĥ⊥ are diagonal and off-diagonal
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components respectively. The literature of impact response and TT stress the

interaction and conversion of locally instrumented forces and their conversion to

global and local modalities. Depth of the part is also a key determinant of the

surface resonant frequency. Under an idealised system, the matrix Ĥ∥ represents

the force directly exciting the local fundamental frequencies, that are also shown

in the force history measurements. The matrix Ĥ⊥ represents modal conversions

to global excitations that differ from local modes due to non-isotropic material

properties and the varying depth of the part, converting the initial impact energy

to sound energy within a broader set of audible frequency bands. Modelling the

interaction of sound and force this way and taking the results of previous studies

it is inferred that the local and global modes are excited by the initial impact,

with the local modes representing an expanding elastic surface wave while surface

stiffness diffuses the vibration energy towards the lower frequency global modes,

seen in Fig: 6.4. As a result of this model, it is expected that that there will be

a monotonic fractional increase in the dominance of off-diagonal elements as the

impact energy is transferred to the global modes, given by Eq: 6.9.

Taking this perspective, the sound energy observed due to excitations of only

the local modalities that reflect the local depth values Eϵ is then reinterpreted

from Eq: 6.2;

Eϵ =
∑
f

|Ĥ∥F (f)|2, (6.8)

that is the first novel evaluation function introduced and named the matrix trace
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Figure 6.4: An instrumented tap causes material vibrations involving both local
and non-local resonant modes. Interactions of the observed force and sound
frequencies describes the conversion rate of energy from local to global resonances.

method. Where parts are of uniform or known thickness, methods such as sim-

ple frequency spectrum filtering would be an alternative to Eq: 6.2, since prior

knowledge of local resonant frequencies could be ascertained. However in cases

where the surface depth is unknown or a calibration model unavailable, prior

knowledge cannot be incorporated. In consideration of the use case and future

deployments with a robotic system, inclusion of prior knowledge and sound baffles

is undesirable.

Accurate local depth measurement allows an operator to identify the hidden

structure of thick composites. While other leading studies of TT utilise depth

data to identify defects through machine learning methods, this is not applicable

when the structure is unknown and of varying depth since a defect can be of

the same depth and contain the same force and sonic response as a non-defective

region, as exampled by the schematic in Fig: 6.3. In this case, the rate of change

of depth information provides greater clarity of the presence of a defect.
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Variations in structure can be measured as a function of the fraction of indirect

force to sound conversion. A proportion of the initial resonant impact spectra

produced by the tap and observed by the force undergoes modal conversions to

non-local modes of vibration. Modal conversion’s impact on the acoustic energy

distribution through the observed frequency spectra reflects the similarity of the

part’s local and semi-local depths. Regions with consistent depth in the semi-

locality will undergo little if any modal conversion, whereas regions with large

depth variations will convert a larger portion of the acoustic energy to modes

different to the local spectra. The second novel function is introduced;

q(Ĥ) =
|Ĥ|22 − |(Ĥ∥)|22

|Ĥ|22
=

|(Ĥ⊥)|22
|Ĥ|22

, (6.9)

where |∗|2 is the Frobenius norm. This metric q provides a metric for semi-

local depth variations that highlights regions of rapid flux in depth. This is

experimentally validated in Section: 6.3.2.

To provide accurate mapping of surface depth, this chapter has introduced the

novel function: 6.8 that considers only local contributions to the sonic response of

an instrumented tap, formally seen as exclusive benefit of the force response met-

ric, but also containing the depth data available to the sonic response providing

local structural information in greater clarity than the commonly used function

Eq: 6.2. While this function is inspired by research within the domain of FR, it
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introduces the novel concept of frequency domain separation using impact force

information unavailable to FR analyses. This chapter has further introduced the

novel metric q in Eq: 6.9, detecting the rate of change of surface depth. Whereas

traditional TT methods rely on depth data alone for defect detection, in cases of

varying depth or unknown structure the rate of change of depth provides a more

informative mapping of defective regions as is shown later in Section: 6.4.

6.2 Lifeboat Hull Component

Critical defects in this analysis are delaminations of the outer GFRP skin from the

internal stiffening members, in particular at the areas where these two components

meet as highlighted in green in Fig: 6.5 to the hull, potentially leading to loss of

rigidity and ultimately structural failure.

Figure 6.5: Cross sectional side-view of the part. Primary areas of interest in
which disbonding may occur are highlighted in green, the secondary areas are
in the outer (lower) composite material. The non-structural layer can be clearly
seen.
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Additional intra-composite delaminations in the outer layer are considered

also, as wear and tear can lead to internal damage. Two artificial defects were

created as back-drilled holes of 100mm × 100mm representing these two defect

types. These are shown from the back of the part in Fig: 6.6.

Figure 6.6: View of the part from behind showing the artificial defects embedded
within the surface. Their dimensions are 100mm × 100mm since defects below
this threshold are not considered critical. Defect one represents a delamination
of the stiffener member, cutting through the stiffener and intersecting the non-
structural core with a depth of 2mm from the outside of the hull. A portion of the
defect is present under the structural foam, represented by the dotted line. Defect
two represents internal tear and wear to the hull’s skin with a depth of 5mm from
the outside of the hull. The image is reflected and rotated anti-clockwise by 90◦

relative to the images produced as a result of scanning later.

A frontal map showing both defects overlayed on the grid used for guiding

scans is shown in Fig: 6.7.
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Figure 6.7: Frontal view of the part, the scanning region is highlighted. Two
scale gradations were used of; 50mm× 20mm for larger maps of the defect, and
10mm× 10mm of each defect individually and the local area around them. The
cross-cutting dotted guides indicate the approximate positions and boundaries of
the internal stiffener bonds holding the non-structural foam core in-between as
seen in Fig: 6.5 and Fig: 6.6.

The depth differentials between each defects and the surrounding hull vary

significantly, with defect one’s cut through the stiffener creating a depth differ-

ential of 35mm, and for defect two, a depth differential of only 10mm. Using

sonic depth imaging metrics, defect one should be significantly easier to identify

than defect two due to the greater difference in defect to surface depth values.

The break in the stiffener member will still however have a similar signature to

the surrounding composite material, reducing the efficacy of machine learning

methods using raw depth information.

A cross sectional schematic of the defects with internal features are shown in

Fig: 6.8.
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Figure 6.8: Cross section of the surface shown from the front in Fig: 6.7, outlining
the structural features seen in Fig: 6.6.

6.3 Experimental Results

Several scans of a Class Severn hull boat were performed, collecting force and

sound data with the hand-held EVOTIS device seen in Fig: 6.9, using stencilled

guides to ensure repeatability and accurate relative positioning.

Figure 6.9: EVOTIS Instrumented Tap Testing device features a square faced
contact aperture to ensure the strike is normal to the surface, consistent force
application, and collects both force and sound time histories.

A C-scan representation is reconstructed by recording the position of each

specific A-scan taken within the grid. The tool was held flat against the surface

using the square aperture to prevent skewing of the striking hammer from the

surface. Though tool-offset error is minimised so that the striking force is consis-

tent, human positioning error is present as the operator misaligns the tool with
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the provided stencil. The data was then visualised in Python, with a logarithmic

energy scale as it better highlights changes in depth. All results in this section

are plotted with x and y axes in units of cm.

The experimental set-up involved the EVOTIS TT device manually applied

over a grid-stencilled part, and the data collected on an external computer, shown

in Fig: 6.10.

Figure 6.10: Experimental set-up of the TT device connected to an external
computer. Data from the device was loaded into the EVOTIS software, then
saved in csv format.

The logarithmic values of sonic response functions described in Eq: 6.2 and

Eq: 6.8 were seen to provide greater imaging clarity. For these reasons, the units

of sound are used for imaging are log (mV ). While prior information analyses

would indicate the local and global modes, the purpose of this chapter is to

present application to an unknown part. The EVOTIS device is calibrated to

ensure that it can identify the back-wall of the triangular wedge and the thinnest

portion of GFRP skin only, providing a realistic scenario in which on-site access

to the part is limited and defect depth unknown.
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6.3.1 Force and Sound Responses

Though the defect-stiffness approach is validated for similar components to those

considered here by [19], contact time results are experimentally found to be in-

sufficient in this use-case, an example of which is shown in Fig: 6.11.

Figure 6.11: Contact time vs Full Energy imaging of a non-defective region. This
scan is taken with the triangular stiffener bond section as seen in Fig: 6.5 and
whose position is highlighted in Fig: 6.7 aligned to the x-axis, the variation in
depth of the bond section shown in the variations of the sonic response, bounded
by the green lines 40mm apart. Contact time undergoes little fluctuation, the
results are constituted mainly of noise. The comparison imaging method shows
depth fluctuations by using Eq: 6.2, highlighting the need for sonic rather than
force based imaging methods.

The sonic response method is the primary candidate for defect detection. The

prior full energy spectrum is compared with both matrix trace and metric function

q in their ability to produce consistent, noise-free depth imaging of parts and in

the identification of defects.
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6.3.2 Modal Conversion

Conversion of energy from local to global modes can be seen in Fig: 6.12. This

data is collected from the full sample region shown in Fig: 6.7, and varying time

sampling windows are taken in order to confirm modal spread from the local to

global. Since the metric value q is independent of total sonic energy, it measures

the distribution of sonic energy in the binary bins of local and global modes. The

observed half-sinusoidal contact period is T = 0.14ms, and time windows t are

taken in proportion to this time period. The data shows that global modes absorb

the majority of energy within one half-period of the contact motion. When the

sampling window is increased to the full sinusoidal period of 0.28ms labeled as

t/T = 1, the energy absorbed by global modes increases from 70% to 90% of

the total sonic energy emitted by the surface, confirming the presence of modal

spread while also confirming that there is significant initial resonance between

the instrumented impact and global modes.

The effect on imaging for matrix trace and full energy methods is also in-

vestigated. The same region is imaged with both methods, presented in Fig:

6.13.

The traditional energy method shows the defects most clearly within one

half-period of the sinusoidal motion, reflecting the local modalities most clearly.

Meanwhile, the matrix trace method produces images better reflecting the un-

derlying smooth depth variations with greater time sampling windows. However,
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Figure 6.12: The metric value q describes the proportion of observed energy
absorbed by global resonance modes. While after one half-period of the sinusoidal
contact motion 70% of observed audible energy is absorbed by global modes, this
increased to 85% within a full contact-period.

imaging with the full energy spread provides clearer indications of the defects. If

the underlying structure is known, the full energy method would provide a clearer

map of defects. However several false positives may be identified with variations

in signal strength, mos clearly seen in-between triangular wedges where in lieu of a

detailed part schematic, it is deduced that the composite skin is of marginally re-

duced thickness. Cost function q is used to identify depth variations with greater

clarity using the energetic spread of modal energy, the mapped results of which

can be seen in Fig: 6.14.

In all sampling regimes the defects can be clearly identified as peaks of the

modal conversion metric. As observed in Fig: 6.12, modal spread increases with

time, initially focused around the defective regions and later highlights regions

of depth variation around the triangular wedges. These results imply that for
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Figure 6.13: Comparison of the matrix trace and full energy methods of defect
imaging within different time windows. The full energy method provides less
consistent depth measurement results than the matrix trace method at higher
sampling times. Axis values are in cm.

Figure 6.14: Metric function q highlights the divergence of surface excitations
from local to global modes with an increased time window. Axis values are in
cm, q is a dimensionless quantity.

defective regions where there is a sudden change in depth, the global modes

resonate with the instrumented tap far more than the local modes, and that the

energy induced in local modes of excitation is dispersed into global modes over

the surface, particularly in regions where there is depth variation such as at the

wedge boundary points.

The image quality for each metric differs in optimal sampling window. The

traditional full energy metric is optimised for a sampling time over just the contact
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period, highlighting the defective regions with fewer peaks elsewhere in the do-

main. Imaging in this domain results in granularity and identical signal response

between the thinner non-defective region surrounding the bonding wedges, and

the thinner defective region cutting through the wedge agreeing with the signal

response schematic given in Fig: 6.8 that invalidates use of machine learning or

spectral filtering techniques used elsewhere in the literature. The matrix trace

method provides an optimal map of the structural features with a greater time

sampling regime, allowing the operator to localise the scan with reference to fea-

tures either with prior knowledge of the part or in accumulating an image of

the part iteratively. In any sampling regime its utility in identification of defects

is at best equal to the traditional full energy method, however, highlighting its

utility in accurately identifying structural features only. However for the metric

q, defects are best recognised in the half-period time sampling regime, with sec-

ondary features such as local wedge depth variation becoming pronounced with

an increased sampling window.

6.4 Defect Identification

Utilising the results of the previous section, the defects and structural features

are imaged in greater clarity with the use of optimal sampling conditions, and

are compared with the full-energy method. Both defective regions are re-scanned

with a spatial resolution of 10mm × 10mm. Defect one is imaged in Fig: 6.15
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and defect two in Fig: 6.16. As seen in Fig: 6.15, the defective area cannot be

clearly seen with either full energy or matrix trace imaging methods. However the

structural features are seen with greater clarity using the matrix trace method.

The metric q highlights the defect clearly in the half-period regime and the wedges

edges, highlighted with vertical white lines, are present in the full period regime.

Figure 6.15: Imaging of defect one. Metric value q taken across two sampling
regimes shows the defective region highlighted in the first sampling regime, the
100mm× 100mm bounds of which are highlighted. The boundaries of the 40mm
wide cross-cutting wedge bond are overlaid in white in the full period sampling
regime, and are seen as positions of depth flux with the q metric. Axis values are
in cm.

When a smoothing filter is applied over the half-period samples of the met-

ric q, the defects become significantly clearer. The smoothing window reduces

noise within the metric, highlighting the spatially significant distribution of higher

values of q that correlate with the presence of defects. In this use-case defects
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Figure 6.16: Imaging of the second defective region. There are no structural fea-
tures surrounding the defect, resulting in a smoother map for the second sampling
regime. The top 3/4 of the defect were imaged, since a strap holding the part in
place seen in Fig: 6.7 prevented access to the remainder of the defect. Despite
the smaller depth differential between the defect and its surroundings, the defect
highlighted with a white box can still be clearly identified. Axis values are in
cm. Both full energy imaging and matrix trace imaging were completed in the
half-period time sampling regime, as the results earlier indicated this sampling
period provided greater clarity in results.

larger than 100mm × 100mm are considered critical, and so a 50mm × 50mm

average smoothing window provides accurate results for this aim. Applying such

a window, it is shown with the novel metric introduced that an operator could

easily identify defective regions where in the full-energy imaging method used for

the sonic response, the operator would struggle to determine true positives when

testing the sample for defects and also in not identifying false positives.

Images showing greater structural clarity with the matrix trace method, and

the location of both defects with the metric q values is displayed in Fig: 6.17.

This process is also validated on the sampling regimes of 10mm×10mm, shown
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Figure 6.17: Both defects are clearly highlighted when the values of q are
smoothed by a rolling averaging window when compared to the sonic method
presented in Fig: 6.13, despite having difference depths and different depth dif-
ferentials with the surrounding surface. Axis values are in cm. Both full energy
imaging and matrix trace imaging were completed in the half-period time sam-
pling regime.

in Fig: 6.18 where both the underlying structure and defects can be identified

with ease.

(a)

(b)

Figure 6.18: Matrix trace method is used to detect the underlying structure of
the part, and metric q identifies defects. (a) The first defective region, with
cross-cutting bond wedge is shown. (b) The second defective region is imaged.
For both defects, the smoothing window applied to the half-period sampled data
shows clearly where the defects are. Axis values are in cm. Matrix trace imaging
was completed in the half-period time sampling regime.
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6.5 Discussion

This chapter sought to identify an effective use of data in identifying defects

within curved lifeboat hulls for which there is no digital twin of the structure

containing thickness or precise material information. The method used is to be

suitable for an automated robotised inspection system for future deployment,

involving a robotic arm equipped with a mobile base.

The thickness of the sample part meant force data was unsuitable, while the

traditional metric of measuring the sound response did not provide a map with

great enough clarity for an operator to accurately identify defects with minimal

prior knowledge of the structure of the part. This could in a realistic dock scenario

result in time lost for the vessel to unnecessary maintenance of non-defective

regions. The cause of this was found to be the interference of global modes of

resonance being excited and exhibited in the scanning procedure, as is suggested

by the advanced literature on Tap Testing. The robotised deployment aspect

removed the possibility of using physical solutions such as sound baffles for audio

isolation since these would present additional risks such as snagging negative their

potential for automatic deployment.

Building upon results used in he area of Force Reconstructions, the matrix

trace method was introduced to give the operator greater clarity of the under-

lying part structure. While the matrix trace method did not provide adequate

indications of defects, the improved reliability of response to different surface
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depths will allow future work to consider this data as a source of reconstruction

algorithms. These future works will seek to produce accurate digital twins and

data reconstructions in the case of mobile robotic deployment where the base’s

odometric readings have a relatively high margin of error, in a similar way to

point cloud reconstructions.

To provide accurate defect identification the metric q was introduced, mea-

suring surface depth variations through the relative spread of global and local

energetic modes. This metric proved that the modal spread from local resonant

modes of interest to global interference modes does occur. With a smoothing

window applied, it was further shown the defects could be easily identified, even

when the surface depth variation was modest and the depth of the defect differed

little from surrounding non-defective regions in the case of defect one.

In cases where prior information can be incorporated, accurate calibration and

filtering of signal response can be used as a way of identifying defective regions

and so remove the need for force data entirely. Further, the device would need to

be calibrated for thicker and stiffer materials to ensure the induction of resonant

material modes, making prior material knowledge preferable in order to reduce

scanning times. In instances of high through-put or parts equipped with digital

twins, the presented methods may be sub-optimal to those using prior knowledge.

Further, these methods are to be tested on a wider range of materials to validate

them for components beyond thick GFRP sections.
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Chapter 7

Industrial Use Case: Dry Dock

Scanning of a Lifeboat Hull

The industrial focus of this thesis is to enable fast, accurate scanning of an RNLI

Severn-class lifeboat hull within a dry dock environment. A novel on-site process

had been developed, which the author helped to conduct. The scanning context

presented several challenges both in robotic deployment and path planning. An

image of the dry dock can be seen in Fig: 7.1.

While some of the maintenance and repair items seen could be moved in order

to manoeuvre the robot into position along the hull, support structures that held

the boat in place could not be. The area that experienced the greatest damage

during operations is the submerged portion closest to the bow, as these experience

repeated impacts when navigating through choppy waters.

285
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Figure 7.1: A Severn-class lifeboat hull mounted within a dry dock environment.
Support structures limited the working volume and provided potential sources of
collisions.

Mounting a UR10e Cobot onto a skeletal mobile frame a digital twin of which

is shown in Fig: 7.2, motion around the structures was possible allowing the robot

to align itself to the side of the boat.

Due to the limited penetrative depth of Ultrasound with the thick Glass-

Fibre-Reinforced-Polymer (GFRP) composite material, data was collected with

an EVOTIS Tap Testing device, explored previously in Chapter: 6.
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Figure 7.2: Digital representation of a UR10e and robotic controller unit upon a
minimalist, mobile, and stabilised base.

7.1 Path Planning and Digital Twin Calibration

To avoid re-calibration of the relative pose of the boat’s digital twin to the robot

for each scan path, the pose of the boat and robot were calibrated to a fixed

datum point. A linear laser distanceometer provided the relative displacement

of the robot relative to the keel of the boat and its the bow. Calibration of

the robot’s pitch was achieved by measuring the displacement of bow and stern

from the floor and linear distance of the bow from the stern, resulting the pitch

angle. Since the floor was assumed to be flat and the robot’s relative pose is

given in 2 dimensions relative to the keel, the yaw was irrelevant. The roll could

not be accounted for and caused issues later on in the process, since there is no

linear datum along the boat orthogonal to the keel. Since these measurements

were taken by hand, they allowed for a measure of human error that could not
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be quantised or reduced with multiple multi-modal measurements due to time

limitations.

The digital twin of the boat was then loaded into the RoboDK (robotic sim-

ulation and interaction software) plug-in for Solidworks for path planning [1].

Each path took from half an hour to an hour to plan, and were completed in

batches while off-site to ensure minimal time to deployment. While the digital

twin of the hull sections provided a good estimate of the hull parts of interest,

they were provided from the manufacturing drawings and so differed from the

actual boat due to warping due to load and fitting to the remains of the hull by

several centimetres. While this is a non-critical deviation from the original part,

a spring mounted tool was used to compensate for the deviation in the tool’s

linear z-axis that allowed up to 40mm of travel. Compounded with inaccuracies

in the digital-twin calibration process, this proved too short a travel distance to

allow accurate collections of data.

7.2 Data Collection

Using the process listed above during the first two days, several issues arose.

While ideally off-site path planning was deemed optimal due to the time costs

of each scan process, environmental issues such as the boat’s support structures

meant that initially the robot had to be aligned to each scanning section, then a

path planned and subsequently deployed. By creating a digital twin including the
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structures, some of these features could be negated but increased path planning

time up to an hour, as the robot’s position had to be optimised to maximise

reachability and minimise singularities over the paths, while also ensuring obstacle

avoidance. An example pose is shown in Fig: 7.3.

Figure 7.3: The mobile Cobot platform is tightly aligned to the yellow support,
enabling maximal coverage and reach.

The digital twin - to - real world calibration process that allowed batch path

planning incurred errors in reconstruction of the part. Errors in the calibration

process, digital twin, and human error in measuring the robot’s pose coupled to

the limited tool travel distance meant some paths to had to be run several times

with subsequent re-positioning of the robot relative to the boat to ensure full

coverage, that ultimately led to deviations from the position used in path plan-

ning and reconstructions. The tool’s design incorporated expected deviations by

allowing up to 40mm of travel distance along a sprung metal extension, allowing
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retraction and advancement along the tool’s z-axis. Coupled to the relative uni-

directional isotropy of the hull closer to the Stern meant that only cumulative

errors within the surface’s normal direction in the order of centimetres could be

quantised, and further could not be assigned to stages of the process.

The listed scanning procedure proved to be too time intensive and produced

too many reconstruction errors, taking 2 days to scan a quarter of the hull. The

path planning process of the team took a different tack in response to the diffi-

culties found. Since large portions of the hull were approximately planar, a linear

relative motion rasterisation path planning program was produced on the con-

troller that allowed repeated use of the code, and a flexibility enabling adaptation

of the robot’s pose and the raster pattern to the local surface shape. The data

was then relatively positioned in reconstruction by adopting the traditional real

world - to - digital twin calibration procedure, whereby the robot’s pose relative

to the datum was recorded for each scan and used for reconstructions, since path

planning was no longer dependant on a well calibrated digital twin.

While this sped the process up and reduced the room for calibration and

human error, the path planning process became a running cost that required the

robot to be free, to check that at all points along the tool remained in contact

with the hull. On average it took half an hour to produce each path. Over the

next day and a half, the robot was able to scan half of a boat section. Due to

the linear path planning, the curved sections provided a significant challenge that
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took a large quantity of time to plan over and subsequently check. This can be

seen in Fig: 7.4, where many scans were required for the bow section that had a

greater curvature than the portion closer to the stern. The linear segments did

not provide a regular and well fitted tiling of the surface, with some sections not

overlapping fully instead extending out by up to 40mm.

Figure 7.4: Comparison of the required number of scans to cover a hull section.
Despite being of similar size, the curved bow-side sections required significantly
more scans to ensure coverage than flatter stern-side portions.

A key issue with both data collection methods was the requirement for full

part reconstruction to check for missed portions of data over the surface, displayed

as gaps between the data shown in Fig: 7.5. The speed of the process could be

refined if a display of previously covered portions was available at the time of

path planning relative to the robot, reducing the overlap incurred by repeated
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referencing to the reconstructed model.

Figure 7.5: The operators have to judge where to place new paths to overlap
with previously covered sections, resulting in small un-scanned portions, leading
to additional path planning time costs.

7.3 Conclusions

The initial and novel application of a Cobot to an on-site environment for large

structure scanning proved the concept and successfully surveyed the hull. Several

areas of improvement were identified. These are broken down into enhancements

of: speed of path planning, ease of use and deployment, and accuracy of recon-

struction.
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With either path planning process deployed, path planning contributed a sig-

nificant time cost, either in manually configuring reachability or in aligning and

re-aligning the robot in order to match the real-world pose of the hull. Partic-

ularly pronounced were the planning and alignment times required over curved

sections of the hull, hampering deployments to more complex shapes found in

other on-site inspection processes. After a covering path set is found during an

initial scan and could be used for subsequent scans, however non-static extrinsic

factors such as the yacht-supports and varying roll and pitch of the hull would

require re-planning and path modifications on each subsequent deployment.

The path planning processes themselves were skill intensive, requiring an op-

erator trained in either the robot’s intrinsic planning process or in third party

path planning software. Scalable deployment of this system to several parallel

inspection routines would be limited by the availability of highly skilled robotic

operators. A simpler planning process would reduce the required cost of retaining

the necessary labour, and the time taken for path generation.

To accurately identify defective regions for repair, the method used of rely-

ing upon a fixed datum introduced several millimetres of error when matching

scan positions. A combination of human error in measuring the datum’s relative

position, error in aligning the robot to the boat hull’s axes, and offsets between

the digital twin and real model all contributed to a model that did not align to

the initial digital twin of the hull with the same accuracy as a track-mounted
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industrial robot.

This thesis has sought to address these issues from the perspective of select-

ing the minimal number of work-space representations and embedded frames of

reference.

In summary, enhance the approach so that it is flexible, scalable, and of

minimal financial and time cost, this thesis has sought to provide developments

in the following areas.

1. Autonomous path planning and simultaneous scanning, removing the path

planning time cost and enabling a greater field of operators to profile sur-

faces with minimal intervention. This would further negate the need to

calibrate a digital twin to the real-world model in cases a digital-twin is

available. This thesis sought to address this issue with a novel, entirely

autonomous process presented in Chapter: 3, requiring no operator inter-

vention to simultaneously plan and scan unknown parts.

2. Aware path planning, able to consider and avoid collisions would reduce

the need for lengthy simulations while considering and avoiding collisions,

making it safe for on-site deployment. In lieu of myriad onsite challenges

and obstacles, the minimalist tool-perspective from Chapter: 3 was built

upon with a commercial, low-cost RGB/D camera environmentally-aware

path planning incorporating collision avoidance, presented in Chapter: 4.
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3. A relative coordinate referencing system that does not introduce human er-

rors that relies on markers that are not in the way of other ongoing processes

(repair, refitting) would enable accurate reconstructions of the NDT data,

and if permanent would enable lifetime part integrity tracking. Such a rela-

tive positioning system would further enable location of uncovered sections

of the surface. In order to provide a low-cost and scalable alternative to

conventional metrological equipment that would be suitable for on-site in-

spections, Chapter: 5 built upon existing relative positioning methods using

Computer Vision with commercial RGB/D cameras to provide an accurate

iterative part reconstruction methodology suitable for on-site environments.

This chapter further evaluated the optimal operating conditions of a D415

Intel Realsense camera for large part reconstructions.
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Chapter 8

Conclusions and Further Work

Manufacturing processes have undergone many cycles of innovation in recent years

aiming to reduce waste of both energy and material. In the context of greenhouse

emissions; remanufacturing, additive manufacturing, and novel light-weight com-

posite production methods are all seen as complimentary routes towards a global

net-zero target. These industries however demand more flexibility from robotised

NDT than is possible within the traditional path planning methodologies. Is-

sues in applying traditional robotic-arm NDT such as the presence of non-critical

part defects disconnecting the correspondence between an idealised digital twin

and real components could hamper the uptake of low-emissions procured vital

components.

While surges in green electricity are leading to greater demand for novel means

of production such as modular nuclear reactors and significant growth in tradi-
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tional methods such as wind turbines globally, in several regions such as south-

east Asia the labour market for NDT technicians remains a low-growth sector,

highlighting the need for greater on-site automation and robotisation to deliver

on energy needs globally.

Focus on answering the challenges of on-site and flexible inspections is rapidly

gaining traction. The need for mobile, flexible systems capable of handling noisy

environments with human operators working alongside inspection processes could

reduce the down time and expense of a range of products, from dock-based

aerospace inspections to intelligently inspecting critical components of a reac-

tor in-service. Reliance on costly, fixed base robotic arm systems has presented a

bottleneck in such situations, requiring disassembly of components to be scanned

off-site, or on-site by human operators.

This thesis has sought to introduce algorithms that inflect the flexibility

required of a mobile robotic system to scan structures of varying scales au-

tonomously. Due to on-site demands and potential wear and tear of equipment,

the minimal number of sensors for each aspect of the problem are desired, with

the cost of each also minimised. To find the minimal number of sensors neces-

sary for each task, different mathematical representations of the work-space were

investigated.

The outcome of this thesis is a complete, easy to use process for autonomous

or user-guided scanning of components without digital twins provided for offline
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path planning. Whereas traditional offline path planning and the requisite real-

world to digital-twin calibration stages could take up to a month of preparation

for a skilled operator, the proposed algorithms reduce this to the order of minutes.

Online path corrections utilising force and laser feedback ensure that even while

using low-quality environmental sensors, the tool is kept in contact with and

perpendicular to surfaces with curvature for tool speeds up to 30mm/s.

By introducing a novel part stitching algorithm using RGB/D data, the pro-

cess may be deployed on a mobile robotic arm scanning a large structure, re-

ducing the costs of larger fixed cell industrial robot set-ups. While large-scale

photogrammetric systems are used to stitch NDT data to within mm accuracy,

they require extensive calibration routines that take in the order of hours for

each set-up, and are further limited by working volumes of tens of cubic me-

tres. The novel part stitching algorithm set out in this thesis requires sensor

calibration only once, can be applied to arbitrary and unknown visual artefacts.

The process further utilises the same RGB/D sensor as previous chapters, that

is both un-encumbering and flange mounted. Experimentally determined opti-

mal measurement conditions provides an accuracy of ±2.5mm and ±0.005rad

for each frame of reference registration, within the same order of magnitude as

photogrammetric equipment.

The industrially relevant portions of this thesis have shown proofs of concept

for increasing the through-put of online flexible robotic systems. The by-product
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of the mathematical investigations for full surface discovery is a novel algorithm

that is applicable in areas beyond mobile robotic arms. The CSFA introduced is a

powerful algorithm for hypothesised surface discovery in real-world environments,

but is also a generalisation of the Flood Fill heuristic that may also be applied

to fully mapping mathematical constructs such as unknown functionals in an

arbitrary number of dimensions.

An industrial focus was placed on scanning a lifeboat hull, the challenges of

which are shown to be met. Mounting a lifeboat within an off-site traditional large

volume industrial-robotic cell would be impractical due to the necessarily large

quantities of resources and time taken to move the boat, as well as considerably

limiting robotic motion to account for the necessary boat-supports placed within

the cell, being both costly and creating a large down-time of the boat as a life sav-

ing resource. The mobile base of the UR10e can instead be manoeuvred around

obstacles and supports, up to the hull within a dry dock. Previous investigations

had suggested on-site use of photogrammetric sensors for tool tracking to later

reconstruct results. The cluttered, noisy environment would have been unsuit-

able, limiting the reconstruction effective range dramatically, would easily have

suffered loss of accuracy with human operators accidentally moving equipment,

extending the down-time of the hull significantly with multiple four-hour long

calibration procedures. Instead the proposed reconstruction method can stitch

the collected NDT data with a low-cost RGB/D camera, requiring one prior sen-
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sor calibration and resulting in an accuracy of the same order of magnitude as a

photogrammetric system costing £100, 000.

To begin traditional offline path planning over the hull’s surface the digital-

twin would require calibration to the real-world placement of the robot, a process

that is both time consuming and inaccurate due to the hull’s large volume. Small

angular errors of the roll pitch or yaw result in large offsets of executed paths

from the surface, requiring lengthy re-calibration and subsequent re-placement of

prior results. The demonstrated path planning and online path correction based

deployment does not face these issues, deploying a real path within minutes,

collecting data to sub-mm accuracy within the robot’s frame of reference, later

contextualised within the world frame during post processing. While each section

of this thesis is demonstrated with use of an Ultrasonic sensor, for the lifeboat

hulls UT was particularly inapt. Use of another sonic NDT method was shown

to retain and enhance the benefits of CWP applied UT over jet-PAUT, though

it provided challenges in terms of defect visualisation and accuracy. These issues

were addressed in Chapter: 6.

8.1 Future Work

Progression of hardware, software, robotic, and sensor systems are rapidly open-

ing avenues of innovation in this field. The algorithms developed in this thesis

have produced several prospective topics of research.
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Primarily, further development is necessary to not simply ensure safety of

human operators and assets with use of Cobots. Methods of sensing dynamic

components of an environment coupled to reactive algorithms capable of task

re-planning are necessary to ensure the robotic platform can work with minimal

down-time alongside human operators.

Obstacles found in on-site environments prevent simple application of the

robot to the surface. In some circumstances, obstacles may be moved by a hu-

man operator requiring a communication method between human and robots.

An algorithm that can detect obstacles to deployment, and that could then in-

telligently schedule scans and secondary tasks between multiple operators would

increase scan through-put in large scale multi-day scans and improve the efficiency

of other tasks such as re-fitting and repair.

Development of autonomous complete object mapping algorithms similar to

or in extension of the CSFA using wide aperture sensors would assist in a variety

of industries. Such mapping enhanced with object segmentation algorithms could

produce accurate digital twins of unknown structures, vital to applications from

industrial asset monitoring through to recording of archaeological finds.

Finally, this thesis has produced fast surface scanning algorithms for when

accurate digital twins are not available. In cases where the part is known but

not well reflected by the digital twin, such as in remanufacturing, the data col-

lected by the algorithms presented may be used to improve manufacturing or
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prognosis capabilities over the course of a product’s lifetime. A natural extension

of this thesis would be to compliment ongoing investigations such as Population

based Structural Health Monitoring coupling visual, tribological, and UT data to

a visual artefact such as QR code, that then either predicts the part’s remanu-

facturing viability or optimises the manufacturing process of other similar parts.

Similar work looking at the fields of computer vision and image segmentation will

investigate enhancing the work developed throughout this thesis in application to

unstructured environments and with parts where a prior digital twin is enabled.
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