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Abstract

This thesis aims to improve existing design processes, increasing efficiency and reducing development costs

through the use of numerical modelling techniques. This is achieved through leverage of existing modelling

software, MATLAB and Zemax, and development of custom integrations, greatly enhancing their current capa-

bilities.

This thesis is comprised of three distinct research projects the first of which details the development of a tool

that enables automated analysis and interrogation of optical modelling systems. This tool was used to make

recommendations in the design stages for a laser product developed at Thales UK Ltd., the sponsor company for

this thesis.

The secondmajor project concerned themodelling of a non-line-of-sight Light Detection and Ranging (LIDAR)

system, using ray-tracing techniques to simulate time-of-flight responses from obstructed scenes. These models

were used to analyse and understand some of the underlying relationships that governed this novel technology,

and the author of this thesis presented these results at the conference Advanced Optics for Defense Applications:

UV through LWIR - Baltimore, United States in 2016 [1].

The final research chapter details the development of a temporal and spatially discrete, numerical model, for

investigating the evolution of gainwithin an activemedium, during the pumping period. Amplified Spontaneous

Emission (ASE) limits the energy available for useful gain and can severely impact the performance of high-

power lasers, especially Q-switched systems. This model confrimed expectations around a novel rod geometry

for suppression in high-power solid-state gain medium that could see benefits for Q-switched systems. These

recommendations are the first steps to securing further investment to progress these designs into the physical

domain and can be used to explore further, at significantly reduced costs.

This project has produced a number of tools to benefit those developing solid-state laser systems.
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CHAPTER 1

Introduction

This chapter outlines and summarises the contents of the remainder of this thesis, aiming to introduce the tools

developed within this body of work, and the motivations behind them. As the optical systems being designed

were, in the primary use case, intended for production, there are many challenges faced when optimising the

design of a system. Each of the following chapters is a self contained piece of work, with its own introductions

and conclusions, making it possible to read and understand each of them in isolation. This introductory chapter

is therefore more concerned with summarising the thesis as a whole, and discussing the common theme that

binds the work herein. Chapter 2 contains a literature review on many of the topics related to the computational

modelling of laser systems.

The overarching theme that runs throughout this body of work then, is the improvement of existing design pro-

cesses, to increase efficiency and reduce development costs, through the use of numerical modelling techniques.

This is achieved, primarily, through leverage of existing, powerful, modelling software by development of cus-

tom integrations, greatly enhancing their current capabilities. Themain software used throughout this thesis, is a

ray-tracing and stray light analysis program called Zemax. By interfacing this with MATLAB, a numerical com-

putational suite, it becomes possible to apply the power of Zemax to simulate the ray-paths of solid-state laser

systems in a number of different scenarios, and automate their analysis. A key theme that features throughout the

entire thesis was minimal duplication of effort; there is little merit in designing and implementing a ray-tracing

tool when one already exists. Another common theme that drives many of the decisions made within this thesis,

is that of fitting into existing workflows; the tools developed here must consider ease of use by the primary target

user, both of these design philosophies are discussed further in section 1.1. Building on the strong foundations

of existing software and integrating them with other computational modelling tools enabled new capabilities to

be investigated.

The thesis is separated into five chapters following this one. The next chapter is an overview of computation

and numerical modelling techniques. Then the three research chapters follow, the first of which details the
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development of a tool that allows for automated analysis and interrogation of optical modelling systems, to aid

in laser design. The second major project concerned the modelling of a non-line-of-sight Light Detection and

Ranging (LIDAR) system, using ray-tracing techniques to simulate time-of-flight responses from obstructed

scenes. Analysing these responses allows for the tracking of moving targets blocked from line-of-sight. Being

able to accurately model these responses for complex scenes enables the investigation of dominant and limiting

factors for these systems, with a much lower cost than physical experimentation. The final research chapter

details the development of a temporal and spatially discrete, numerical model, for investigating the evolution

of gain within an active medium, during the pumping period. Amplified Spontaneous Emission (ASE) limits

the energy available for useful gain and can severely impact the performance of high-power lasers, especially

Q-switched systems. Accurate models that enable the investigation and mitigation of ASE are beneficial when

developing these systems and enable the user to trial new designs to improve performance with a lower cost and

greater speed. Although each of the research chapters contain individual conclusions about the projects they

discuss, a final chapter summarises the major research and concludes the thesis as a whole.

What follows is a brief discussion of the motivations behind the research carried out within each of the projects

in this thesis, in section 1.1. The major findings of each of the research projects are then presented in section 1.2,

including how each of the tools developed during this project were utilised and provided value to the end user.

Finally, the remainder of the thesis is outlined in section 1.3, detailing the structure of the remaining chapters.

1.1 Motivations

The primary goal of this project was to develop tools that would enhance and improve existing laser design pro-

cesses, for a number of different situations. These tools are not limited to the internal, optically active, processes

that occur within laser gain media, but extend to the entire system.

It was decided early on that, should a tool already exists that accomplishes a necessary step in implementing a re-

quired model, then efforts should be made to utilise and integrate that with the existing framework. As nearly all

of the software developed during this project was produced by a single developer, the level of sophistication and

capability achievable in developing a new tool, from the ground up, would be severely lacking when compared

to existing, established software that specialised in a similar job. More could be achieved by leverage of the larger

budgets, bigger teams, more time and specialist knowledge that an established software company had invested

in such tools. Further to this, the tools developed during this project each have real business applications within

Thales UK Ltd., the host company for this project. This means that they will need to be maintained going into

the future and fixed when extended routine use, potentially, exposes errors in their behaviour. Utilising existing

software has the added benefit that this maintenance and error correction is, most likely, conducted by those that

originally developed it. By focusing on integrating these tools with one another to produce new capabilities, the

complexity of the software developed herein is reduced, limiting room for error, difficulty of debugging in the
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future, and the time cost associated with that development, which is at a premium in any project such as this.

Another key consideration, throughout the research, was that all of the tools produced in this project were easy to

integrate into the existing design processes of the intended users, such as optical design and laser engineers. Any

tool will face adoption issues if it is not user friendly and easily understood; developing a new tool that required

a lot of time to understand may result in wasted effort as the intended users base abandons it and returns to their

familiar processes. With this in mind, it was decided that focusing on enhancing the tools that were already in

use during these design processes would result inminimal overhead when introduced to the users. By hiding the

complexities of themodels behind the familiar interfaces of these existing tools it made integrating and adoption

into the design process straightforward and simple.

Chapter 3, the first of the technical chapters, strongly reinforces both of these themes. In developing a tool for

assistance in laser cavity and optical system design, it quickly became apparent that the intended users could

not be expected to learn a new interface to incorporate something new and complex. The tool was intended to

improve and shorten the optical component design process.

As the optical systems being designed were, in the primary use case, intended for production, each of the mea-

surements and parameters in the specification are subject to manufacturing tolerances. These are acceptable

and anticipated deviations from the specification, within which the component can still fulfil its purpose. In

isolation, under perfect conditions, each optical component can be straightforward to design and its behaviour

well understood. The interplay between many components makes it much more difficult to accurately predict

the overall performance, especially when extrinsic factors such as vibration or shock can interfere.

Strict tolerances on a component’s specification have a higher production cost associated with them, as mea-

surements must become more exact, more care has to be exhibited in producing the components. Alignment

tolerances are one of the major focuses of chapter 3, a component that must be aligned to within a few hundred

micrometres will take more time to align than one that only needs to be within a millimetre. When many com-

ponents are placed together in a system, it is hard to anticipate how these tolerances can compound to affect

performance. This leads to strict tolerances being specified as a rule-of-thumb. If the overall system can be in-

terrogated and tested, quickly and in an automated fashion, it becomes possible to investigate what parts of the

specification, if any, can have their tolerances relaxed, which in turn reduces costs.

The second project within this thesis, chapter 4, involved the development of a model for a non-line-of-sight

LIDAR system, for tracking and positioning targets outside the field-of-view. The work outlined in this chapter

was presented at the conference Advanced Optics for Defense Applications: UV through LWIR - Baltimore, United

States in 2016 [1]. This model was based on the experimental work conducted by Gariepy et. al [2, 3, 4] and

only the computational work was carried out as part of this thesis. This system had been developed and tested

under laboratory conditions and gave promising results. In these early developmental stages, the limitations of

the system were still not well understood.
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The system had only been used on small scenes; understanding if the approach could be applied to scenes and

targets on a human scale, in real time, would require much larger testing spaces and more sophisticated optical

systems. A computational model, that allowed the researcher to arbitrarily alter the scene and optical system,

affords the opportunity to understand the limitations of the technique for little monetary and time cost. By

iterating throughmany systems at low cost using themodel, research can then be focused on themore promising

results, limiting room for error and misspent developmental time.

Chapter 5 is the final technical chapter in this thesis and presents the development of a numerical model for

investigating laser gain medium activity for complex pumping geometries, often used in the production of high

energy lasers byThalesUKLtd. Of particular interest in the genesis of this project were gain limiting phenomena,

such as Amplified Spontaneous Emission (ASE) and parasitic effects, that occur at high pump levels within solid-

state lasers. Understanding the limits of pumping power and time, at which these effects begin to surface, or how

certain components and pumping geometries can alter their prevalence, would allow for far better understanding

of how to optimise a laser system to achieve maximal performance.

Many analytical solutions exist for modelling the behaviour of laser systems; many of these, however, are difficult

or impossible to usewhen the cavity geometry is not easily represented in an analytical form. Fundamental object

shapes, such as cylindrical rods and simple mirrors, are well understood and their interactions can be accurately

modelled by analytical representations. Many systems in production, however, will require bespoke components

and configurations that are not well understood and thus no accurate analytical model yet exists for them.

Computer Aided Design (CAD) programs allow the user to develop computational representations of complex,

three-dimensional components and these programs are often used in the design of production lasers systems.

As these tools were already in use throughout the design teams, enhancing the capabilities of the existing tools,

as opposed to developing entirely new ones, would deliver the most benefit for the research investment and keep

with the overall ethos of the thesis. The goal of this project was therefore to develop the capability to accurately

model the behaviour of solid-state laser systems, which could incorporate any object or geometry that these CAD

program could produce. This again would be achieved through interfacing ray-tracing software with a numerical

modelling suite to build a temporally and spatially discrete model of the optical systems, using time-series and

finite-element approaches.

Overall, this thesis aimed to improve the design process for a number of use cases by enhancing the existing

techniques and tools already in use. Developing tools that are easy to adopt and use was a key consideration

throughout and one which steered many of the decisions. By making use of advanced and established software

throughout the project, combining the results of a ray-tracing packagewith a numerical computing environment,

it was possible to achievemore in shorter time-frames than attempting to develop these capabilities from scratch.

10



1.2 Outcomes

Each of the three research projects that comprise this thesis produced many positive results and delivered tools

that were put to use in their respective domains. This section will briefly discuss the major findings from each

of the technical chapters, however chapters 3 to 5 each contain far more detailed discussions of the respective

work.

The optimisation and tolerancing work in chapter 3 delivered a set of tools to quickly assess key points of interest,

and focus for optimisation or cost saving efforts, within a design, in an automated and time-efficient fashion. This

enables searching large combinations of complex optical parameters, across multiple components, with minimal

input from the user, highlighting those areas that most contribute to changes in a system’s performance. The

model was successfully tested, experimentally, for a highly polarisation sensitive optical system giving increased

confidence in its predictions for far more complex systems, that would otherwise take too long to reasonably

test.

Three automated analyses were developed during this project to aid in the design process and allow the user to

quickly identify where their efforts are best placed to improve performance. The first of the analyses, as presented

in section 3.3.2.1, is concerned with finding optimal combinations of component parameters to maximise per-

formance, by considering not only the peak performance, but also the possible deviations when tolerance ranges

are taken into consideration. The second analysis, presented in section 3.3.2.2, seeks to highlight which parame-

ters, both individually and in combination, occur most frequently in the highest or lowest performing subsets of

possible combinations of all parameters within the system, allowing the user to single out those which may need

tolerances adjusting for better mean performance. The final analysis, as detailed in section 3.3.2.3, considers

each of the parameters individually to determine how they contribute to the overall variance in performance,

considering all other parameters to be in pseudo-random states within their respective tolerance ranges.

The second project, concerned the development of a tool that could closely simulate the scene response observed

by a non-line-of-sight LIDAR positioning system. The model was verified against a simple experimental case

and the signal reconstruction for a stationary target was successful. It was possible to design large, complex

scenarios that would have otherwise been difficult to test experimentally due to space limitations. This model

made it possible to investigate the relationships between various factors for consideration when using the LI-

DAR system, such as distance of the target from the point of observation, in a much greater range of potential

scenarios. Utilising ray-tracing approaches made it possible to investigate the paths of individual rays and de-

termine the limits at which the response from a target fell below the background signal. Understanding these

relationships and limitations allows the user to better understand the overall performance requirements when

further development of the system is undergone.

The gainmodelling project, in chapter 5, delivered a fully functional model that could accurately predict the gain

evolution of arbitrarily shaped solid-state gain media and complex pumping geometries, as modelled in Zemax.
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Theresults of an experimental investigation into the gain limiting effects ofASEwere reproduced using themodel

and the simulated results closely matched the experiment. The model was then used to investigate a number of

other pumping geometries and was put to use in making recommendations for designs which mitigated these

effects.

Overall the projects in this thesis delivered on their original goals. In some cases these goals progressed and

expanded as the research proceeded and what was achievable with the available resources became better under-

stood. The outputs from each of the three research projects have been put to use in their respective domains

and have been used to make design recommendations for further developments to other projects. Furthermore,

these tools will remain in operation for future projects, affording the users an expanded repertoire of tools with

which to answer potential questions, without the costs associated with experiment.

1.3 Outline

This section will briefly summarise the content in the remainder of the thesis. Each of the chapters will again be

briefly introduced and their general structure presented.

The next chapter contains the overall literature review for the thesis. This is a broad and general overview of

several themes key to this thesis, modelling of laser systems, computational andnumericalmodelling approaches,

and how they can be applied to laser systems. Although some of the topics presented in the literature review are

not prevalent throughout the remainder of the thesis, they have been included here either to better establish

the context within which this project was conducted, or because they were considered a viable approach for

accomplishing the goals of a particular project at one point. Each of the technical chapters also includes more

specific reviews of the literature relevant to the project at hand. Specifics to any given chapter, therefore, have

been excluded from the literature review.

The following three chapters present the record of original work carried out during this project. The first of these,

chapter 3, details the development of a tool for improving the design process of complex optical systems, with

many parameters, whilst considering the impact that deviations from specification andmanufacturing tolerances

have on performance. The chapter presents three automated analyses that aid the user to focus design efforts for

improvements and optimisation. The tool is tested experimentally and finally applied to a system with many

degrees of freedom and complex, polarisation sensitive components.

Chapter 4 presents thework onmodelling the photon time-of-flight response from an obscured scene to simulate

the results of a non-line-of-sight LIDAR system. A simple experiment illustrates that this model can replicate

the response seen by the physical system, enabling computational estimation of a target position using the same

process. The tool is then put to use determining some of the relationships and limitations that govern the final

performance of such a system.
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Chapter 5 documents the work conducted to produce a temporal and spatially discrete, finite-element and ray-

tracing model to investigate the temporal evolution of gain in laser media, throughout the pumping period. The

modelling process is first discussed and the algorithms presented in detail. The model outputs are then verified

by reproducing the results of a paper investigating laser systems tomitigate the onset of high-power gain-limiting

phenomena, as pumping power and time are increase. Finally themodel is used to investigate other laser systems

and their ability to mitigate these high-gain effects.

The last chapter concludes the work throughout the thesis. Each of the chapters are summarised, including their

major components and the key findings from them. They are then discussed and key lessons learned during

each of the project are presented. Future work for expanding on the tools developed herein is then discussed

and recommendations made for where best to extract more value. Finally the thesis as a whole is discussed and

critiqued in light of the key considerations set out at the start and the results of each of the research projects.

1.4 Hardware and Software

All of the computational modelling conducted throughout this thesis was performed on a PC workstation run-

ning Windows 7 SP1 version number 6.1.7601, with an Intel Core i7-3940XM 3 GHz quad-core processor, and

64 GB of RAM.

The numerical computing environment MATLAB [5] was used throughout. This software was updated twice-

yearly following the standard MATLAB release-cycle, with version 20xxa being released in March and 20XXb in

September, where 20XX is the release year. This work began in using MATLAB 2012a and the modelling tested

and completed using MATLAB 2017b.

The ray-tracing software Zemax[6] is at the core of the modelling conducted in this thesis. Several versions were

used during the project, the earliest of which being Zemax 12 Release 2 and the latest being Zemax OpticStudio

V15 SP1. In Zemax there are several modes of operation. The models in this thesis use the non-sequential

ray-tracing mode exclusively, although other modes were explored for some of the investigations.
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CHAPTER 2

Literature Review

2.1 Introduction

Modelling is an important process in developing physical systems; it allows for critical decisions to be made on

the basis of accurate predictions. Analytical models often provide a good first step in this process but can quickly

become too difficult to implement, or inaccurate, when a system becomes complex. Fortunately, the speed of

modern computation means numerical modelling techniques are easily achievable and often favourable in these

circumstances. One such technique, known as ray-tracing, has become an invaluable, industry standard tool

during the design process for complex optical systems.

2.1.1 Zemax, MATLAB, and Dynamic Data Exchange

Ray-tracing allows for accurate, detailed modelling of the performance behaviour of optical systems. Its usage

and exploitation are at the core of this thesis and in particular a piece of software called Zemax and enhancement

to its core functionalities [6]. The work presented in the later chapters expands upon the capabilities of Zemax,

primarily by interfacing it with the numerical computing package MATLAB [5]. This allows for manipulation

and representation of the data produced by Zemax, using all of the tools available in the MATLAB domain.

Dynamic Data Exchange (DDE) is a method of computational interprocess communication that allows one pro-

gramme to access data made available by another programme. Zemax has a rich macro scripting language that

allows some automation of the program for advanced modelling tasks. With these two technologies it is possi-

ble to control and manipulate Zemax, and its data from any other DDE capable program. Utilising and issuing

DDE commands is simple in the Matlab environment making it straightforward to abstract any complexity into

wrapper scripts and functions.

The design process utilising Zemax is simple, allowing complex systems to be quickly realised. Key performance

characteristics can be interrogated to improve the user’s understanding of a system’s behaviour in a range of
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circumstances. Furthermore, this approach often affords a deeper understanding than is gathered from early

experimental processes and can be accomplished in significantly shorter time-scales, for very little cost. These

benefits make this approach to modelling an attractive strategy for lowering the risk of potential projects.

2.1.2 Models of light

The properties and behaviours of light have been studied at many levels of detail and abstraction. The appro-

priate model for any given task is often the simplest, or most efficient to implement, that considers all relevant

phenomena. Whilst full quantum-electrodynamic simulations provide the most detailed view of a system, they

are far more complex than geometric optics approaches [7, 8, 9]. Furthermore, they are unnecessary when, for

example, the macroscopic properties of a lens are being determined. The long history of optics and photonics

affords the use ofmany different tools, which can be best put to use dependant on the situation. From a computa-

tional perspective, different models determine which algorithmic approaches can be used in their optimisation.

Often as models grow more detailed and complex they inhibit computational techniques that may otherwise

improve their performance.

2.1.3 Outline

This chapter introduces the optical effects most important to the work carried out in this project. How these

phenomena are modelled is then briefly summarised. Section 2.2 discusses some of the analytical and computa-

tional models that are foundational to the work in this thesis. The remaining sections discuss several phenomena

that are of particular interest when optimising the designs of laser systems for defence applicaitons. Section 2.3

then introduces Amplified Spontaneous Emission (ASE) and its performance limiting effect in high power lasers.

Parasitic Lasing is then discussed in section 2.4 and section 2.5 presents some of the models used to understand

Excited State Absoprtion (ESA). Finally, in section 2.6 some methods of modelling the thermal phenomena in

lasers are discussed.

2.2 Analytical models and computational methods

Analysing optical systems for design purposes becomes increasingly difficult with complexity. Several tech-

niques have developed that allow for accurate predictions to be made about the output of such optical systems.

These techniques traditionally involved solving geometric ray equations, but as systems become more complex

these can become incredibly time consuming and difficult, sometimes even inaccurate [10]. Manipulating these

techniques for use by computers allowedmore complex systems to be rigorously analysed inmuch shorter spaces

of time [11] and computationalmethods now continue to develop in order to keep upwithmodern requirements

[10, 12].

This section will introduce some of these methods and the theory that they are founded upon.
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2.2.1 Monte Carlo methods

TheMonte Carlomethodwas introduced in the late 1940’s, as a way of understanding physical systems, for which

deterministic models were unsatisfactory [13, 14]. As a system grows in complexity, the mathematics required

to produce solutions becomes ever more difficult to evaluate, and in some cases may not be known at all. A

practical approach then, to better understand the system, would be to measure the output of multiple samples,

taken with randomly varying inputs. Although certainty can never be reached without sampling all possible

states, due to the law of large numbers [15, 16, 17], the model’s accuracy improves as more samples are taken,

tending towards the mean. This is how the Monte Carlo method works, an understanding of a solution is built

up by examining the results from a large number of random samples.

Random sampling had seen used in earlier instances to solve numerical problems. One of the most well known

examples dates back to 1777, known as Buffon’s Needle [18, 19]. It was found that by repeatedly dropping a

needle onto a surface, marked with equidistant parallel lines. The probability of any needle intersecting a line is

given by,

ρ = 2L

πd
(2.1)

where d is the needle length andL, being greater than d, is the line separation. As the number of needles dropped

increases this method can be used to calculate the value of π, with increasing accuracy [20].

Neutron transport problems were one of the earliest applications of this approach where it saw extensive use

and development in more recent times [21]. This was made possible by the advent of computers, which enabled

individuals to simulate large numbers of random samples both quickly and more easily than was previously

possibly. It is such a powerful and general technique, that it has used across most disciplines of science and

engineering [22, 23, 24, 25].

In modelling light propagation, deterministic methods are often limited to restricted geometries, such as simple

polygons, and uniform or ideal reflection and transmission properties. This is because the functions describing

realistic objects can be difficult or impossible to define.

Monte Carlomethods can be used to interrogate any geometry ormaterial property in thismanner. The required

series of large, monolithic functions, describing the system in an analytical model can be readily broken down

into much simpler forms and then each part sampled randomly. In this case by randomly traced rays interacting

with each part of the system. As more rays are traced, and thus more samples taken, the macroscopic behaviour

of the system becomes apparent. The combined outputs of all the rays emulates the output from the optical

system.
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2.2.2 Maxwell’s equations and scattering media

Consider an electromagnetic field E⃗inc, H⃗ inc incident upon a scattering object occupying a bounded region Γ−,

in three dimensional space R3, where the surrounding medium (Γ+) equals

Γ+ =
R3

Γ−
(2.2)

The total fields E⃗tot,H⃗ tot present in the surrounding medium (Γ+) are equal to the sum of the scattered and

incident fields.

E⃗tot = E⃗inc + E⃗sca (2.3)

H⃗tot = H⃗inc + H⃗sca (2.4)

and, finally, the fields present in the object (Γ−) are known as the internal fields E⃗int,H⃗ int. By using Maxwell’s

equations fields and material equations for the object it is possible to determine the internal and scattered fields

from the known incident fields. Making the assumption that there are no field sources within the space and the

material equations can be assumed to be linear (a safe assumption for low enough field strengths), Maxwell’s

equations simplify to

∇× H⃗(r⃗, t) = ε(r⃗)
c0

∂E⃗(r⃗, t)
∂t

(2.5)

∇× E⃗(r⃗, t) = −µ(r⃗)
c0

∂H⃗(r⃗, t)
∂t

(2.6)

∇ ⋅ E⃗(r⃗, t) = 0 (2.7)

∇ ⋅ H⃗(r⃗, t) = 0 (2.8)

These eqs. (2.5) to (2.8) represent a system of eight equations for the six unknown field components [12]. To find

these unknowns, solutions to these equationsmust be found. Thewave equation can be found frommanipulation

of eq. (2.5) and eq. (2.6).

∇2 × E⃗(r⃗, t) + ε(r⃗)µ(r⃗)
c20

∂2E⃗(r⃗, t)
∂t2

= 0 (2.9)

From this the vector Helmholtz equation can be found by assuming the electric field takes the form E⃗(r⃗, t) =

exp(−iωt)E⃗(r⃗) i.e. is time harmonic [12]. The vector Helmholtz equation is given by
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∇2E⃗(r⃗) + k2(r⃗)E⃗(r⃗) = 0 (2.10)

∇2H⃗(r⃗) + k2(r⃗)H⃗(r⃗) = 0 (2.11)

where 2.11 is the analogous vector Helmholtz equation for the magnetic field. These are differential equations

that require boundary conditions to be solved. A requirement that the total fields are continuous across the

surface of the object is one such condition and the radiation condition is another. The radiation condition states

that the electric and magnetic fields approach zero as r⃗ approaches infinity [12].

Amore complexmodel, encompassing the wave nature of light enables the user to observe effects such as diffrac-

tion and the modal behaviour of laser systems. This is especially useful when beam quality or cavity stability is

important to the system being modelled. For many systems modelling the wave nature of light is not essential

to accurately predict other key performance metrics, such as output power.

2.2.3 Differential equation methods

The techniques that solve the above equations are classified into various types. Those that do so numerically

are called differential methods, such as the separation of variables method (2.2.3.1), the finite-element method

(2.2.3.3), and the finite-difference time-domain method (2.2.3.2)).

2.2.3.1 Separation of variables method

The basic principle behind the separation of variables method (SVM) involves introducing a trial solution for

separating the scalar Helmholtz equation. This solution is then used to produce differential equations for each

of the components which are then solved [26, 27, 28]. With these solutions it is then possible to create wave

functions that solve the vector Helmholtz equation. The incident, scattered and internal fields can then be ex-

panded analogously to these wave functions as long as the wave functions satisfy the Helmholtz equation and

are divergence free. Then by utilising the surface boundary conditions, a set of linear equations are formed that

express the unknown expansion coefficients of the internal and scattered fields in terms of the known incident

field [12, 26, 27, 28]. This method can be use in any coordinate system within which the Helmholtz equation is

separable. While numerically this method is highly accurate, it can take a lot of computational power and time.

2.2.3.2 Finite-difference time domain

In this method time and space are no longer considered continuous and are represented by discrete intervals.

Thismeans that the spatial and temporal derivatives in the above equations are instead finite difference quotients.

This is often done by choosing a grid of regular cells in three dimensions to represent the spatial domain and

then iterating the calculations through a defined time step. This allows for the computation of an unknown
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value to be found in terms of the fields at earlier time steps. This is the equivalent of moving a plane wave or

pulse across the spatial domain in discrete time steps and solving the equations numerically at every point in

the grid for each step. Any object that may act to scatter the field is represented by a change in permittivity ε

at its boundaries [29, 12, 30]. Grids with cell lengths of less than λ/20 are used and time steps should satisfy the

Courant-Friedrichs-Levy condition [31] given by eq. (2.12).

c0∆t ⩽ [ 1

∆x2
+ 1

∆y2
+ 1

∆z2
]
−1/2

(2.12)

In finite difference time domain (FDTD) calculations a defined domain containing the object is considered. It is

beneficial from a speed of computation perspective to consider only the smallest possible domain. This however

can lead to other problems, artificial reflections from the computational domain may occur. This will not only

act to slow down processing speed by continuing to consider radiation that should have been considered to have

left the system, but may also impair the accuracy of the results[10, 29, 12, 30]. Another problem this method has

concerns curved surfaces, using a regular square or rectangular grid, curved surfaces are represented much in

the same way they are in pixelated images. This can lead to numerical artefacts causing inaccuracies. One of the

main strengths of this method is that discretising the spatial and temporal domains mean numerical solutions

to large numbers of simultaneous linear equations like other techniques [12, 10].

2.2.3.3 Finite element method

The finite element method (FEM) involves solving the Helmholtz equation in the frequency domain by dis-

cretising space into defined intervals. Solutions can then be found numerically utilising the object boundary

conditions. This method is similar to the finite difference time domain method detailed in section 2.2.3.2 in that

a grid must be selected for the spatial intervals [32, 33, 34]. By enforcing continuity conditions across adjacent

grid cells , a system of linear equations can be formed. Using techniques such as Gaussian elimination or the

conjugate gradient method for example, these equations can be solved giving values for the field components at

the node points [32, 33, 34]. This method forms coefficient matrices that are well understood and easily solvable

by a computer making it particularly efficient.

Similar issues arise due to the finite computational domain as in the finite difference time domain method dis-

cussed in section 2.2.3.2 Issues also arise from enforcing the radiation condition, due to the nature of the FEM

operating in the frequency domain.
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2.2.4 Integral equation methods

2.2.4.1 Null field method

By making use of the Helmholtz equations and the vector-Green’s identity, it is possible to derive the surface-

integral equation.

∮
∂Γ

dσ(r⃗′) [ iωµ
c0
(n̂+ × H⃗(r⃗)) ⋅ G⃗0(r⃗′, r⃗) + (n̂+ × E⃗(r⃗)) ⋅ (∇× G⃗0(r⃗′, r⃗))]

=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

E⃗sca(r⃗) ∶ r⃗ ∈ Γ+,

−E⃗inc(r⃗) ∶ r⃗ ∈ Γ−.

(2.13)

Here n̂+ is a unit vector denoting the normal that points out of ∂Γ. The second case for this equation correspond-

ing to when r⃗ ∈ Γ− is the extended boundary condition and sometimes referred to as the null-field equation. It

represents the continuation of the incident and scattered fields such that they cancel one another [12, 35, 36, 37].

The null-field method (NFM) first finds the boundary-surface fields using the second branch of the surfact-

integral equation in terms of the known incident field. These are then substituted into the first branch of the

equation making it possible to find the unknown scattered field. Due to the expansions utilised in this method,

it is sometimes prone to convergence issues and can also take a long time to compute. It is however very good at

giving highly accurate results in the far-field [12, 35, 36, 37].

2.2.4.2 Method of Moments

The vector Helmholtz equation can be written as

(∇2⃗̂1 − k20)E⃗(r⃗) = iωµ0J⃗(r⃗) (2.14)

where

J⃗(r⃗) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

iωε0 [εr(r⃗) − 1] E⃗(r⃗) ∶ r⃗ ∈ Γ−,

0 ∶ r⃗ ∈ Γ+.
(2.15)

By introducing J⃗(r⃗) as a volume current density. This enables the Helmholtz equation, a homogeneous dif-

ferential equation with non-constant coefficients to be written as an inhomogeneous differential equation with

constant coefficients, making it far easier to solve. A typical method for solving such an equation is to find

the Green’s function, a solution with a Dirac-delta inhomogeneity. In this specific case this is known as the

free-space dyadic Green’s function and is well understood. Using this Green’s function and the volume current

density defined in eq. (2.15) it is possible to obtain the following

E⃗(r⃗) = E⃗inc + k20 ∫
Γ−

d3r′ [εr(r⃗′) − 1] G⃗0(r⃗, r⃗′) ⋅ E⃗(r⃗′). (2.16)
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Solving eq. (2.16) for the unknown E⃗sca field can be done with many methods. The method of moments (MoM)

is a straightforward numerical approach that replaces the integral with a discrete summation over a finite number

of volume elements [12, 38]. The volume is partitioned into sufficiently small volume elements, allowing simpli-

fying assumptions to be made. This then allows a system of linear equations to be found that can subsequently

be solved using Gaussian elimination or the conjugate gradient method [12, 38].

One of the key advantages of this method is that it can be applied to a wide range of objects including those that

are optically active and , anisotropic and arbitrarily shaped. Also the computation only considers the volume of

the scattering object removing some of the disadvantages differential methods experience.

2.3 Amplified Spontaneous Emission

Following the initial discussions by Dicke [39], further investigations into the effects of superradiance on laser

output were conducted. Some of these investigations were carried out on what is now known to be Amplified

Spontaneous Emission (ASE) , a different phenomenon that will be discussed more thoroughly in section 2.3.2.

If spontaneous emission is being amplified within a gain medium then it will be extracting energy from the

population inversion, this will in turn reduce the maximum gain experienced by stimulated emission that is

available for the laser.

2.3.1 Superradiance

The term superradiance came about due to discussion of the classical treatment of spontaneous radiation in

gases [39]. Previous treatments calculated excited molecules within a gas as radiating independently of one

another. These were proposed on the assumption that the relatively large separation between molecules would

prevent their states from affecting spontaneous emission probabilities [39]. This treatment could not therefore

adequately explain coherent spontaneous radiation effects. A quantum mechanical treatment of the radiation

process considering the whole gas as a single system, developed from research into nuclear magnetic resonance

techniques, delivered a more general model for radiators in a magnetic or electric dipole transition [39, 40].

When an atomic system is coherently excited a macroscopic dipole moment is experienced by the atoms. Spon-

taneous emission can lead to a radiation field which then couples the remaining atoms in the system, resulting in

synchronisation of their radiation fields and collective emission. This phenomenon gathered a great deal of in-

terest and researchwas carried out to better understand and experimentally verify the underlying theory [40, 41].

It was found that if the conditions are sufficient for superradiance to occur then the rate at which the molecules

emit is far greater than it would be for them to emit via incoherent routes and that the maximum intensity scales

with the square of the number of atoms in the system [39, 41, 40].
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2.3.2 Theory of ASE

After this research began to gather interest, it was outlined that a phenomena separate from the one outlined

in section 2.3.1 was being confused with superradiance [39, 42]. Although work had been done previously to

measure the effects of ASE, the phenomena was not properly recognised [43, 44]. Investigations into the theory

of mirror-less lasers showed that, for a medium with a randomly prepared population inversion incapable of de-

phasing relaxation paths, the linewidth of the pulse would be broadened for a superradiant emission, whereas

narrowing had been observed [42, 45, 46]. This narrowing however was evidence of spontaneous emission being

amplified by the gain medium and it was proposed that these effects be described as Amplified Spontaneous

Emission [47, 42, 48]. The first theoretical approach considered a very narrow signal growing to saturation

within a gain medium [49].

Further work was then carried out to understand the theoretical conditions necessary for ASE to occur. Thresh-

old conditions were then derived and related to the active medium length and the inversion density [50, 51].

Consider a length of material L and cross-sectional area a with a population inversion density of n. As Np

photons pass through this volume then the number of atoms that are stimulated to emit is given by

Na =
σrnNp

a
(2.17)

Using the relationships between these values with the Einstein coefficient B and the radiation density

ρ(v) =
Nphν

ac∆νD
(2.18)

Considering a Doppler line shape, we find

σ = c2

8πν2τ21

⎛
⎝
2 (ln 2)1/2

π1/2∆νD

⎞
⎠

(2.19)

It can then be determined that the threshold inversion required for ASE [50], when one spontaneously emitted

photon can induce the emission of another photon after length L, by the equation

nc =
8πτ21
Lλ2ϕ

⎛
⎝
π

1/2∆νD

2 (ln 2)1/2
⎞
⎠

(2.20)

2.3.2.1 Lasing and ASE

With these relationships ASE effects could now be predicted and experimentally verified. Investigating rela-

tionships with other effects, in particular the threshold conditions required for lasing to occur, was also made
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possible. For a population inversion density n = n2 − n1, a relationship can be derived between the length of

gainmedia needed to produce ASE for a given population inversion, Lc, and the threshold length of that material

at which lasing will begin LT [51, 52, 53].

For a population inversion density of n in the excited region of the material, the following two equations hold

nLT =
1

3

8πτ21
λ2ϕ

⎛
⎝
π

1/2∆νD

2 (ln 2)1/2
δl
⎞
⎠

(2.21)

nLc =
8πτ21
λ2ϕ

⎛
⎝
π

1/2∆νD

2 (ln 2)1/2
⎞
⎠

(2.22)

where δ l is the fractional losses after each pass through the laser resonator. Equation (2.22) is a rearrangement

of eq. (2.20) to find the relationship in terms of length for a given inversion density [52, 51]. A direct relationship

between the two values for lasing and ASE can now be made

LT

Lc
= 1

3
δl (2.23)

This tells us that the threshold length of gain material required for ASE to occur is greater than that required for

lasing for the same atomic transition [43]. This can be explained by observing the fact that in a laser resonator,

multiple reflections from the cavity mirrors effectively extend the length of the gain material. Only emission in a

direction that will experience adequate reflections to reach a path length equal to Lc will contribute to ASE [51,

52, 50].

2.3.2.2 Intensity and saturation of ASE

Now consider a cylinder with cross-sectional area a and length L of gain medium, with population inversion

density n = n2 − n1 between two energy levels (denoted by the subscript), at a time t and position x. If Ri is

the rate at which the ith level is populated from a source level with population n0 and Ai is the radiative decay

probability, rate equations for the time dependent population densities can be written [51, 52]

δn2

δt
= − (n2 − n1)

σ

a
[Np(x) +Mp(x)] −An2 −A2n2 +R2n0 (2.24)

and
δn1

δt
= (n2 − n1)

σ

a
[Np(x) +Mp(x)] +An2 +R1n0 −A1n1 (2.25)

where Np(x) and Mp(x) are the number of photons passing through the area a per second at position x in the

positive and negative directions respectively. In the steady-steady state it can be shown that [51, 43]

n2 =
B +C [Np(x) +Mp(x)]
1 +E [Np(x) +Mp(x)]

(2.26)

23



and

n2 − n1 =
F

1 +E [Np(x) +Mp(x)]
(2.27)

The coefficients C, E and F characterise the specific system to be investigated. With these equations the rate of

increase in the number of photons due to ASE over a distance in the steady-state can be caclulated by

δNp

δx
=

FσNp

1 +E [Np(x) +Mp(x)]
+ An2a∆Ω

4π
(2.28)

where

∆Ω = 2Π
⎛
⎝
1 − L − x
[(L − x)2 + r2]1/2

⎞
⎠

(2.29)

Here∆Ω is the solid angle into which the photons can be emitted for a medium of radius r. In this equation the

population n2 is approximated to constant in time as it varies slowly compared to the other terms. For medium

lengths above the threshold for ASE (x ≥ Lc), when amode is excited continuously, the two counter-propagating

waves grow over the entire length of the medium and their interaction with one another is gain dependent [51,

43].

Equation (2.28) can be rewritten in terms of measurable quantities such as the detected photocurrent of a de-

tecting photomultiplier by replacing Np(x) by Ip(x) times a contstant. Figure 2.1 illustrates these values for

a rod of length L and radius r. Where Ip is the detected photocurrent for the wave travelling in the positive

direction and Jp corresponds to the wave travelling in the negative direction [43, 51]. Including a third term Iq ,

representing an amplifier signal, it becomes possible with these three equations for proper calculation of the of

affect ASE in an amplifying system.

δIp(x)
δx

=
K2Ip

1 +K3 [Ip(x) + Jp(x) + Iq(x)]
+ K1∆Ω′

πr2
(2.30)

δJp(x)
δx

= −
K2Jp

1 +K3 [Ip(x) + Jp(x) + Iq(x)]
− K1∆Ω′

πr2
(2.31)

δIq(x)
δx

=
K2Iq

1 +K3 [Ip(x) + Jp(x) + Iq(x)]
(2.32)

where

∆Ω′ = 2π
⎛
⎝
1 − x

(x2 + r2)1/2
⎞
⎠

(2.33)

Here the coefficient K1 represents a loss constant for the medium through non-radiative decay, K2 is the small

signal gain and K3 is a saturation effect coefficient [43]. These equations have no analytical solution but can

be solved computationally by the Runge-Kutta method with the following boundary conditions Ip(t0) = 0,

Jp(L) = 0 and Iq(t0), the amplifier signal seed term, is a predetermined constant value [51].
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Figure 2.1: Illustration of the waves travelling in the positive Ip and negative Jp directions, emitting photons into
the solid angle ∆Ω from a point x, for a rod with length L and radius r.

2.3.3 High-power

For some applications achieving high output power is a key consideration. When pumping a gainmedium, whilst

below the threshold for parasitic lasing (introduced in detail in section 2.4), there are three main processes that

will affect the population inversion density, the pump action, the spontaneous emission decay rate and ASE [54].

The spontaneous emission decay rate will not change for a given gain medium and thus the output power from

spontaneous emission will increase linearly with pump power until the point of saturation or the threshold for

another effect is reached. After its onset, as pump power increases, the output power contribution from ASE

will increase non-linearly and begin to dominate, this can be a considerable problem for optical fibre amplifiers

discussed in section 2.3.5 [55].

If spontaneous emission is being amplified within a gain medium then it will be extracting energy from the

population inversion, this will in turn reduce the maximum gain experienced by stimulated emission that is

available for the laser. A great deal of research has been conducted to try and understand this phenomenon and

novel approaches have been made in attempts to overcome it [56, 57, 58, 59, 54].

Some attempts have been made to model these effects using three-dimensional ray tracing programs [56]. These

methods however can be computationally expensive and often assumptions must be made to make them more

manageable. Thesemodelsmake it possible to predict the Gain Length Product (GLP) achievable in the presence

of ASE based on system parameters such as shape and size of the medium, pumping length, spectral line profile

and Total Internal Reflection (TIR) angle [56]. The gain length product is simply how much gain a photon

experiences along the length of its path through the system.
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Figure 2.2: Normalised fluorescence intensity for a Ti:S laser rod without (a) and with (b) an edge cladding
material. Images are normalised to maximum signal, showing that the signal is far more evenly dispersed across
the medium when the cladding is applied [61].

2.3.4 Solid-state lasers

One method that has been utilised to suppress ASE involves bonding another material to the edge of the gain

medium [58, 57]. This is known as an edge cladding. Edge claddings have to be designed to tight specifications if

they are to work effectively. The refractive index must be closely matched to that of the gain medium to prevent

surface reflections and allow ASE to couple to the cladding material [57, 58, 60].

These materials are then doped with an element that absorbs at the ASE wavelength [57, 58]. Doping a host

material will cause a change in the refractive index dependent on the level of doping and the dopant itself. This

means that a host material that will bond well to the gain medium can be used even if the refractive index

does not match. By adjusting the concentration of the dopant, this discrepancy can be reduced to a minimum

[57]. Room temperature-vulcanised silicone rubber edge cladding materials have been demonstrated that have

refractive indices between 1.42 and 1.54, coveringmany common laser glasses [58]. Another large benefit of these

techniques is that they are also easy to produce and can be applied to large gain media geometries. Figure 2.2

shows how the addition of an edge cladding material can reduce the intensity of fluorescence from a laser gain

medium [61]. The normalisation of the signal shows that the 0.80 - 0.95 signal regions in (a) are more evenly

spread throughout the medium after the cladding is applied, as shown in (b). This image also highlights the

hourglass shape that is common for gain depletion by ASE in cylindrical rods [61].

Another method utilised in many cases is grinding the surfaces of the gain medium. This acts to reduce the

surface reflections. Surfaces are treated with abrasive powders such as boron carbide. When grain sizes lower

than 30µm are used they can have a polishing effect on parts of the material, having the opposite effect to that

desired [62].

Larger grain sizes however have little effect on improving the extraction efficiency. Larger grains can however

lead to more profound defects such as micro-cracks, which can increase the risk of stress fracture [62]. A draw-

back of this technique is the amount of pump radiation that stays within the gain medium due to TIR is reduced,
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resulting in a low pump confinement efficiency [63, 64]. Hybrid approaches to this problem have been investi-

gated and demonstrated [63].

2.3.5 Fibres

ASE can be a considerable problem for fibre systems. Phase and frequency modulated signals are degraded by

noise fromASE because of the potentially long transit lengths although intensity modulated signals do not suffer

from this effect as badly [65, 66, 67, 68]. The presence of ASE in the fibre can lead to optical beating with the

signal. This causes a random variation in intensity and therefore gain variations that will be experienced by the

signal pulse [69]. ASE also contributes a considerable amount to the overall noise in these systems and accurate

measurements of the optical signal to noise ratio is required to estimate the signal’s quality [70]. Noise from ASE

in signals applications can also make it difficult to distinguish between zeros and ones, this places a minimum

energy limit on the system to account for this noise otherwise signal quality is lost.

ASE can also experienceKerr effectswhenmixingwith the signal radiation [65, 66]. This can lead to large spectral

broadening and result in timing jitter for the pulse arrival time [65, 66]. These non-linear interactions can be

reduced by use of in-line filters which limit the degradation and reducing what is known as the Gordon-Haus

jitter [65, 66, 71]. Polarisation can be used to filter ASE as long as there is a significant polarisation difference

between the ASE and the signal. Photonic bandgap fibres consist of a low index core with a cladding formed by

air and silica and offer another solution to the ASE problem. This cladding can be doped to tune the refractive

index, allowing for wavelength specific confinement and can be tuned in such a way that ASE radiation is not

efficiently confined within the fibre [72]. Careful selection of the core and cladding doping elements must be

made in this situation.

ASE can also be of use in some applications where broadband emission is desired [55]. This will be discussed

further in section 2.3.7.

2.3.6 Thin-disk lasers

Thin-disk lasers offer a novel approach to thermal management within solid state laser media. By mounting a

gainmediumwith a large aperture to length ratio to a heat sink, and usingmultipass pumping geometries higher

powers are achievable despite increases in waste heat generation [73]. Further discussion of the thermal issues

in laser gain media can be found in section 2.6.

Increasing the power of these lasers can then be achieved by increasing the pump area of the gain medium.

Increasing the aperture of the gain medium however leads to problems with ASE. The increased aperture means

increased path length for spontaneously emitted photons travelling in the transverse direction. This results in an

increased gain length product in the transverse direction, causing greater ASE [74]. ASE therefore infers a limit

on power scaling by increasing the aperture size of thin-disk gain media, and estimations of these limits have

been made [74, 75, 76].
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Figure 2.3: Path lengths of up to 2L are achievable by spontaneously emitted photons following the path illus-
trated on the left. With an undoped cap, these paths are suppressed and

√
2L is the longest available path, as

shown on the right [76].

Several methods have been proposed to mitigate ASE effects in thin-disk lasers. One involves adding an cap of

undoped material to the thin-disk [76]. Due to the exponential growth of ASE in a gain medium, the longest

path lengths experienced by spontaneously emitted photons are of greatest importance [76]. Path lengths of up

to twice the longest dimension of a gain medium can be achieved by some photons, this is illustrated in fig. 2.3.

By adding a cap of undoped material possessing a closely matched refractive index, this limits long path lengths

experienced due to TIR at the pumping face. Now only photons emitted into a solid angle of 2π 2h
L , where L is

the lateral dimension of the medium and h is its height, experience strong amplification in the medium [76].

Should the ASE within a gain medium experience Fresnel reflections at the boundaries then parasitic lasing

can occur. Bevelling the edges of the thin-disk can prevent this from occurring although due to the machining

process it can limit the usable area of the gain medium [77]. Further discussion of parasitic oscillations and

suppression techniques are discussed in section 2.4.

2.3.7 Sources and other uses

There are many applications for broadband light sources with stringent criteria that ASE sources can match.

Fields such as spectroscopy, medical imaging and fibre sensors, require high beam quality, brightness and in-

tensity. ASE can provide a solution to these requirements [55, 78].

2.4 Parasitic Lasing

Another effect that can occur within a gain medium is the phenomena of parasitic lasing. This is distinguishable

fromASEdetailed in section 2.3. ASE can occur in all directions and at all frequencies in the fluorescent spectrum

of the gain medium although it will be more evident in directions that maximise path length through the gain

medium [79]. Parasitic lasing however forms modes, as some of the radiation will experience reflections and

return to the point of origin with enough coherence to interfere [79]. Only ASE experiencing closed paths and

sufficient feedback will result in parasitic lasing [54].

Parasitic oscillations occur due to a number of processes and are therefore difficult to manage [80, 81]. Any

stimulated emission can form an undesirable lasermode if it experiences sufficient reflections. Fresnel reflections
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at the gain medium boundaries, as well as specular and diffuse reflections from surfaces around a gain medium

can cause parasitic oscillations leading to undesirable modes. This results in a reduction of gain for the desirable

modes and in high power systems can damage components of the laser [81].

2.4.1 Liquid claddings

In systems with a large gain spectrum, such as those required for ultrashort pulses, parasitics can considreably

deplete available gain. Ti:Sapphire lasers have a large gain bandwidth making it well suited for generation of

ultrashort (femtosecond) pulses as well as tuneability over awide range due to the conjugate relationship between

pulse length and frequency components. This also means that transverse lasing can occur at any wavelength

within that range [60]. In section 2.3.4, methods of bonding an absorbant material to a gain medium to suppress

ASE are discussed. As parasitic lasing comes about due to ASE, these techniques will also suppress parasitic

lasing. For broad gain bandwidth media like Ti:Sapphire however selecting a material capable of absorbing the

entire emission spectrum can prove difficult. One novel technique involves surrounding the gainmediumwith a

broadband absorbing dye [82, 60, 61]. This method has the added advantage of allowing the liquid ot be utilised

to cool the gain medium, improving thermal management, a topic further discussed in section 2.6.

2.4.2 Cant edges

Another approach to this problem is the use of cant edges for the laser gain medium [63]. Using bevelled edges

prevents light being reflected by TIR and Fresnel reflections from oscillating between symmetrical surfaces, thus

forming a cavity, an example of which is illustrated in fig. 2.4. Choosing the angles used carefully can prevent

light from being confined in such a way after successive reflections [63, 83, 57, 59]. Using bevelled edges and

carefully chosen angles can also assist with thermal effects experienced in lasers, again, this is discussed in more

detail in section 2.6.

Figure 2.4: Example of a slab constructed with bevelled edges to prevent light being reflected by total internal
reflection [63].
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2.5 Excited State Absorption

In some solid-state gain media it is possible for absorption to occur from levels higher than the ground state.

This is known as Excited State Absorption (ESA). It is often the case that the energy of the fundamental laser

wavelength is sufficient to excite electrons in the meta-stable upper lasing level to higher energy states. Thus as

laser radiation builds within the cavity, more ESA occurs. Gain media with broad absorption cross-sections are

particularly susceptible to this issue, as are many materials used as saturable absorbers. Q-switched systems also

suffer from a large contribution to total losses from ESA. This is due to that high peak population in the upper

lasing level [84].

ESA acts as another lossmechanism in the cavity as the radiation is being used for unwanted absorption processes

and is therefore not able to contribute to gain. If these losses are significantly large it can lead to an increase in

the pump threshold power of the laser and a reduction in its efficiency. Pump radiation can also lead to ESA for

some media which means special attention must be made to the optimisation of the pump wavelength to reduce

this effect, sometimes resulting in utilising pump wavelengths that are not the same as the highest absorption

wavelength for the gain media. Modelling the affects of ESA is possible and in some cases can be simplified with

the inclusion of an additional absorption term. Should the higher-lying level have a significantly long lifetime in

comparison to the upper lasing level, relaxation rate equations may be necessary to accurately determine ESA’s

effects.

Section 2.6.1.3 discusses upconversion, which produces laser radiation with a shorter wavelength than the pump

source, this process commonly utilises ESA.

2.5.1 In Nd3+ doped gain media

Measurements of the slope efficiencies for Nd3+ gain media often differ from those theoretically predicted. ESA

is a considerable factor in these discrepancies and has great effect on overall laser performance [84]. The losses

due to ESA in Nd3+ lead to an infrared emission with a shorter wavelength than the laser radiation, this higher

energy transmission has a non-exponential decay that shortens with higher pump-powers [85, 86].

When ESA occurs at the laser wavelength it remains relatively simple to accurately calculate the overall gain

cross-section for the gain media. The absorption in the excited state competes with the stimulated emission

process, acting to reduce the overall gain cross section (σ) [84, 85, 86],

σ = σe − σESA (2.34)

the stimulated emission cross-section (σe) can be taken from the fluorescence data allowing for straightforward

calculation of the ESA cross-section (σESA). For Nd3+ ions, ESA at the laser wavelength does not occur in YAG

host media, and in YLF and LMA the polarisation of the radiation is important [85]. In most cases within these
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media it does not play significant enough a role in the gain dynamics to considerably alter laser performance

[86].

Calculating the effects of ESA occurring due to the pump source becomes more difficult. In this case the reduc-

tion in efficiency becomes dependent upon the inversion density and pump light penetration into the crystal

[85]. In host media such as YAG and YLF crystals ESA occurring at the pump wavelength is not as much of

an issue as they often have lower doping concentrations than other media and the infrared fluorescence decays

exponentially. However, if the ESA cross-section is of the same order of magnitude as the stimulated emission

cross-section then it can seriously reduce laser performance [86]. ESA occurring from the upper lasing level

due to the pump radiation in the visible region, between 400 and 900 nm, is calculated to have a cross-section

no greater than 10% of the Ground State Absorption (GSA) cross-section in the same region [86]. This means

that ESA only becomes significant at when the excitation density is large, which is often the case for flash-lamp

pumped solid-state systems. Thermal effects that arise from ESA can account for nearly a third of the total

thermal issues, as discussed in section 2.6 [86]. Around the 800nm mark however, very little ESA occurs from

the upper lasing level, meaning high pump intensities at these wavelengths, typical of diode-pumped Nd3:YAG

systems, will not be significantly influenced by ESA.

2.5.2 Calculating ESA

Consider a longitudinally pumped Nd3 solid-state laser emitting around 1.06µm. Making the assumptions that

all of the photons that are absorbed in the excited state do not contribute to laser action and no GSA occurs at

the lasing wavelength (as it is a four level system), it becomes possible to solve equations for the gain evolution.

dIp

dz
= − (σp

0N0 + σp
1N1) Ip (2.35)

dI±L
dz
= ± (σe − σL

1 )N1I
±
L (2.36)

dN1

dt
= σp

0N0Ip − (σe + σL
1 )N1IL − σp

1N1Ip −WN1 (2.37)
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Where σp
0 , σ

p
1 , σeand σL

1 are the cross-sections for the GSA at the pump wavelength, ESA at the pump wave-

length, the stimulated emission and ESA at the laser wavelength respectively. Ip is the intensity of pump radiation

in the gain medium and I±L is the laser radiation intensity in either the plus or minus direction. Lastly N is the

ion density in either the excited (N1) or ground (N0) state and W is the spontaneous emission rate.

The pump threshold and laser output power can then be found by

P th
abs ≅

G2r − 1
2σp

1τ

1 −Θ0

1 −ΘGr
hνpS (2.38)

Plaser = ρdiff (Pabs − P th
abs) (2.39)

ρdiff ≅
hνL
hνp

T

2

2σp
1

σe + σL
1

1

G2r − 1
1 −ΘG2r

1 −Θ0
(2.40)

eq. (2.40) is for the slope efficiency of the laser. Here hνp, hνL are the energies of the pump and laser photons,

G is the single pass gain, S is the cross-section area of the pump and cavity modes inside the gain medium and

Θ and Θ0 represent the transparency of the gain medium above and below the lasing threshold respectively.

It then follows that,

Θ = Θ0G
σP
0 /(σe − σL

1 )G−2r and (2.41)

Θ = e−σ
p
0N0d

Pabs ≅ (1 −Θ0)Pinc (2.42)

G = L−1 = (1 − T

2
− δ)

−1
(2.43)

where Pinc and Pabs are the power incident upon and absorbed by the gain medium respectively. L is the single

pass losses and δ accounts for all fo the intracavity losses that are not due to the transmission of the output coupler.

In the above equations, r is a value that compares the relative magnitude of the ESA to the stimulated emis-

sion cross-section and is defined in eq. (2.44).

r =
σp
1

σe − σL
1

(2.44)

In the continuous wave regime, T, L and δ are generally small compared to 1. This allows eqs. (2.38) to (2.40)

to simplify to,

P th
abs =

Shνp

2(σe − σL
1 )τ
(T + 2δ)(1 − F )−1 (2.45)

ρdiff =
hνL
hνp

σe − σL
1

σe + σL
1

T

T + δ
(1 − F ) (2.46)
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where

S =
π(ω2

p + ω2
L)

2

and F is assumed to be very small [86, 85].

2.6 Thermal Considerations

Thermal damage and stress fracture limits the achievable average output power in solid-state laser gain media

[87]. Damage and fracture of the gain element is not the only problem imposed on laser systems by increased

thermal energy. Thermal issues can affect resonator stability, wall plug efficiency, beam quality and cause bire-

fringence, wavefront aberrations and lensing effects [87]. The following sections will outline these various issues

along with their specific causes.

2.6.1 Heating in solid-state lasers

Background optical absorption of both the pump and laser outputs and nonradiative relaxation are the primary

causes of heat generation in solid-state lasers [87]. In high quality gain media nonradiative decay dominates in

this regard and in four level systems such as Nd3+ gainmedia, this decay is necessary from the pump bands to the

upper lasing level and from the lower lasing level back to the ground state. This necessary decay is due to what is

known as the quantumdefect, the difference between the photon energy required to pump a laser and the photon

energy of the desired output [87]. This excess energy is often the dominant source of heat generation in such

systems. Other contributors to increased thermal effects include nonradiative sites, concentration quenching,

upconversion and excited state absorption.

2.6.1.1 Quantum defect

Thequantum defect of a laser material relates to the difference in energy between the pump photons and emitted

photons. As electrons must be excited to an energy level that is higher than the metastable, upper lasing level,

the emitted photon energies will be less that the energy of the photons required to pump the laser transition

[88]. The quantum defect efficiency can be calculated as the ratio of the lasing and pump energies (hνL and hνP

respectively) given by

ηS =
hνL
hνP

= λP

λL
(2.47)

The difference between these two energies is often lost by fast nonradiative processes [87, 89]. The closer

eq. (2.47) gets to unity, the more inherrently efficient a system becomes.
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2.6.1.2 Concentration quenching

In high doping concentration gain media energy transfer processes between laser ions can occur. This can also

happen in gain media with lower concentration when laser ions cluster together, particularly common when

a host material is used that has a low solubility of the dopant. These energy transfer processes can reduce the

metastable state lifetime and if the transferred energy is then lost through nonradiative processes an increase in

thermal energy occurs. It also causes gain reduction, as energy available for stimulated emission is lost to other

processes, resulting in an increase in the pump power required to meet lasing threshold [90, 91].

2.6.1.3 Upconversion

When an ion emits photons with more energy than those it absorbs this is known as upconversion. This can

occur through various excitation mechanisms that allow the excited electron to move to increasingly higher

energy levels. One such mechanism is sequential absorption by means of ESA as discussed in section 2.5. After

an ion absorbs a photon, exciting an electron to a metastable state, for some species such as Tm3, higher energy

states exist that are metastable and can be reached through absorption of the pump photon energy. This can be

more of a problem for systems with high pump intensities or broadband pumping sources, permitting a wider

range of available transitions [92, 93, 86].

Cooperative upconversion occurs when two excited ions undergo an energy transfer process, exciting one ion

into a higher energy state and relaxing the other. This is more common in systems with high doping concentra-

tions and can become a particular problem if clustering as discussed in the section on concentration quenching

(section 2.6.1.2). Thermal issues arise from upconversion when the multiply excited electrons undergo nonra-

diative decay to reach the higher metastable states. This can also cause a considerable waste of pump energy

producing high energy photons that are not of the desired wavelength [92, 93, 86].

2.6.1.4 Nonradiative sites

Nonradiative sites and the issues they can cause have been a matter of interest for some time, before a thorough

understanding was developed they caused a great deal of discussion about the true quantum efficiency of some

solid state laser systems. In Nd3 lasers, measurement of the quantum efficiency was made difficult because of

the affect nonradiative sites had on the radiative rate [94].

Laser ions when excited will undergo various energy transfer processes with their surrounding environment.

If there are anionic impurities in a gain medium that are sufficiently close to excited laser ions, often highly

efficient, energy transfer will take place between them. These impurities may then undergo nonradiative decay

and are thus referred to as nonradiative sites [95]. This is disadvantageous on two accounts, reducing the energy

available for stimulated emission and increasing the thermal energy in the laser system [89, 87].
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2.6.2 Thermally induced effects

As mentioned in the previous section, not only does the generation of thermal energy reduce the energy avail-

able for gain, it can also have other detrimental effects on laser performance. Thermo-optical phenomena such

as alterations to the refractive index can arise from the thermo-mechanically induced stress-strain dynamics.

This occurs in the form of birefringence, brought on by thermal stress in the crystal [96, 97]. Inhomogeneous

temperature distributions can even cause crystal fracture in solid-state media. More subtle effects however will

be discussed here as these are far more commonly seen in normal laser operating conditions. A summary of the

effects caused by thermal energy in solid-state laser systems is given in fig. 2.5.

2.6.2.1 Polarisation

Materials that are normally isotropic can, when under stress, exhibit birefringence [97]. It is possible for the

thermo-mechanical stress experienced by a solid-state laser material to be sufficient to induce such birefringence

[96, 97]. In systems whereby polarised output is not required then this is not an issue, however polarised output

can be important for many applications. Figure 2.6 shows how a polarised beam is partially depolarised after

passing through a crystal exhibiting birefringence.

This can lead to increased losses in the system. As every time a depolarised beam comes into contact with

a polarising element within the cavity those rays that are not of the correct polarisation will be lost [96, 97].

Figure 2.6 also highlights how the beam polarisation is not altered along the x and y crystal axes. This can lead

to the beam spatial profile altering, if sufficient depolarisation losses are experienced by the depolarised part of

the beam then a cross shaped intensity profile will be observed.

Another effect, known as bifocussing, arises due to the polarisation dependence of the optical path a ray takes

through a gain medium. Whilst pumped the gain medium will exhibit different refractive indices for the radially

polarised parts of the beam and the tangentially polarised parts, illustrated in the depolarised beam in fig. 2.6.

This will lead to two thermal lens focal lengths [96, 97]. Further discussion of this effect is made in the derivation

in section 2.6.2.2.

2.6.2.2 Phase

Due to the temperature dependence of a material’s refractive index, thermal gradients can lead to what is known

as thermal lensing. Solid-state media will often exhibit a thermal gradient in the radial direction, whereby the

outer edges of the medium will be cooler than at the beam propagation axis. As the refractive index of a medium

is temperature dependent this causes a refractive index gradient in the same direction. The result of this is that

the optical path length appears longer through the core of the medium than it does at the edges resulting in a

lensing affect. This phenomena can be further exaggerated by thermo-mechanical affects on the refractive index,

known as the thermo-elastic effect and mechanical stress causing the end faces of the gain medium to bulge so
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Figure 2.5: Summary of the thermal effects in solid-state lasers [96, 97].
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Figure 2.6: A polarised beam experiencing birefringence passing through a crystal under thermo-mechanical
stress resulting in partial depolarisation [96, 97].

that it is in fact longer at the core [96, 97, 98].

Consider a cylindrical crystal of length L with refractive index n0 at a temperature Tc. A ray travels along an

optical path from the crystal face at z = 0 to a distance of z = L + d where d is an arbitrary distance from the

crystal. In the absence of external temperature or stress fields the optical path is

δoff = n0(Tc)L + d (2.48)

Turning the pump on, the optical path becomes

δoffr,θ(r) =
L+∆L

∫
0

nr,θ(T, ε)dz dr dθ + d −∆L(r) (2.49)

and is now dependent on the lateral shift of the ray with respect to the crystal axis r, and on the direction of

polarisation (which can lead to bifocussing). Here ∆L(r) is the expansion of the gain medium due to thermo-

mechanical stress.

Expansion of the nr,θ(T, ε) term leads to

δoffr,θ(r) =

L+∆L

∫
0

[n0(Tc) + (
∂nr,θ

∂T
)
ε
(T (r, z) − Tc)

+ ∑
j=r,θ,z

(
∂nr,θ

∂εj
)
T

ε(r, z)
⎤⎥⎥⎥⎥⎦
dz + d −∆L(r)

(2.50)
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In this equation the temperature derivative of the refractive index is only partial as calculated with constant

strain. Changes in the rod length can be related to the axial strain εz by the equation

∆L(r) =
L

∫
0

εz(r, z)dz = ⟨εz(r)⟩ (2.51)

Here angled brackets denote values intetgrated over the whole length (z-axis).

It can then be shown

⟨εz(r)⟩ = −αT (1 + ν)⟨T (r = 0) − T (r)⟩ (2.52)

Where ν is Poisson’s ratio and α is the thermal expansion coefficient for the material.

Given that the rod length difference is small compared to the entire rod length (∆L ≪ L) and the first-order

terms in eq. (2.49) are much smaller than n0(Tc) the relative optical path length can then be written as

δrelr,θ(r) = δ
on
r,θ(r) − δ

off

= (
∂nr,θ

∂T
)
ε
⟨T (r, z) − Tc⟩ + ∑

j=r,θ,z
(
∂nr,θ

∂εj
)
T

⟨εz(r)⟩

+ (n0 − 1)(1 + ν)αT ⟨T (r) − T (0)⟩

(2.53)

This enables calculation of the path difference experienced by a ray travelling through a pumped gain medium

relative to an unpumped medium. The optical path difference for two parallel rays at radial postions r and 0 is

then

∆r,θ(r) = δrel(0) − δrelr,θ(r) = χr,θ⟨T (r) − T (0)⟩ (2.54)

where

χr,θ = [(
∂nr,θ

∂T
)
ε
+ 2n3

0αTC
′
r,θ + (n0 − 1)αT (1 + ν)]
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HereC ′r,θ is a photoelastic constant, related to the refractive index shift in isotropic crystals under thermal stress

and is a property of the gainmaterial. This term explains the bifocussing, depolarisation and polarisation depen-

dent astigmatism effects that occur due to thermal stresses. The (n0 − 1)αT (1 + ν) term, refers to the bulging

of the end faces. This occurs due to the compression of the inner part of the crystal as a consequence of thermal

expansion of the lattice structure. It has been shown however that this term can predict too high a value if the

diameter to length ratio of the rod is greater than 1.5 and therefore should be taken as a maximal value [98]. The

χr,θ term is referred to as the thermo-optic coefficient.

The temperature difference between the core and edges of the cylinder, integrated over the entire length of the

gain medium is given by

⟨T (r) − T (0)⟩ =
L

∫
0

(T (0, z) − T (r, z))dz = ηhPabs

4πKc

r2

w2
p

(2.55)

Where ηh is the fractional thermal load, Pabs is the absorbed pump power,Kc is thermal conductivity of the ma-

terial and wp represents the radius of the pump beam waist. This equation highlights the quadratic dependence

of the optical path difference on the radial position r, meaning the crystal acts similarly to a thin lens.

Using the paraxial approximation, the focal length of this thin lens can be calculated by

fth(r,θ) =
r2

2∆r,θ(r)
(2.56)

with a dioptric power of

Dth =
1

fth
= ηhPabsχ

2πKcw2
p

(2.57)

eq. (2.57), however, only holds if the beam is not polarised or the photoelastic effect is negligible. Should this not

be the case then the focal lengths will differ dependent on the radial and tangential refractive indices, in which

case bifocussing will occur [96].

2.7 Conclusion

Designing high power laser systems is a complicated, multi-faceted process. This chapter presented some of the

key considerations that must taken into account and introduce some of the methods and approaches used to

model these phenomena. Building robust and accurate models allows the user to quickly investigate and iterate

during the design process, faster and cheaper than physical experimentation allows. The following chapters each

present some of the most relevant work specific to solutions being presented.
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CHAPTER 3

Optimisation and Tolerancing

3.1 Introduction

in the design of complex optical systems, it is common to use purpose-built optical design software packages

such was Zemax [6]. Zemax is an optical design programme used in the design and analysis of imaging and

illumintation systems. Zemax uses ray-tracing to model the propagation of light as rays through an optical

system. Aside from being developed for optical design workflows and optimised to perform large numbers of

complex calculations in parallel, one of the main advantages of utilising Zemax is its extensive object, materials,

and coatings libraries. These enable optical engineers to quickly model and test specific components, without

having to manually encode their properties into the software.

Some systems are reliant on electro-optical processes that are not easily modelled using standard optical design

software approaches, such as Zemax [6], for example those optical systems utilising polarisation phase retar-

dation to control power transmitted through optomechanically Q-switched cavities. Introducing waveplates to

manipulate phase retardation becomes essential to deliver this control. Precise alignment and calculation of

waveplate retardation become key parameters when optimising these systems, the theory for which is discussed

in section 3.2.

Zemax has several in-built tools for optimisation and tolerancing, but none of these adequately handle the re-

tardation values of polarisation waveplates. Furthermore, the tools presented here are designed to be used in

conjuction with those within Zemax to give a broader understanding of the optical systems being modelled.

This chapter presents a set of tools and analyses to enhance the design process of optical systems with many

degrees of freedom. These tools help to find configurations to achieve optimal performance, but also highlight

problematic components in a design and carefully consider the sesnitivity to misalignment of any configuration.

An important aspect of any system that is to bemanufactured are the permissible tolerance ranges for each of the

components. In the case of optical systems even very small perturbations of alignment can have critical effects on
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output performance. Understanding which parameters can afford to have less stringent tolerance ranges, enables

designers to better focus their efforts and looser tolerance ranges often lead to reductions inmanufacturing costs.

By utilising the ray-tracing capabilities of Zemax [6] and automation, through an interface with MATLAB [5],

it is possible to search large numbers of configurations to find these optimal designs. These tools are capable of

utilising custom merit functions to determine optima, by querying multiple outputs from the model in Zemax,

for each configuration. The process of how this automation is achieved is presented in section 3.3.1.

The analyses presented in section 3.3.2 offer the user a quick method for comparing the effects of multiple pa-

rameters. Reducing the n-dimensional output data into a graphical format enables direct comparisons between

every degree of freedom being considered. The algorithms for how these analyses are carried out are discussed

in section 3.3.2.

To verify these tools are applicable to real systems, and to give examples of the analyses introduced, a test case is

presented in section 3.4. Here an example of a typical military, polarisation sensitive, laser is modelled and then

reconstructed in the lab. The results are compared to demonstrate the accuracy of this approach. They are then

analysed using the methods presented in section 3.3.2 and the results discussed. Another major advantage of

this computational approach is the time saved compared to the laboratory testing. The test case in section 3.4 is

limited to only five parameters due to reasonable time constraints, as large numbers of configurations are required

to be tested and each new parameter increases the number of test cases exponentially. Even in the simplest of

cases, where each parameter had only two settings, each additional parameter would double the effort required to

test all cases, growing at a rate of 2p, where p is the number of parameters. The computational tools do not suffer

from this limitation as they can be left to run without supervision. This means it is possible to investigate far

more complex systems this was, an example of which is given in section 3.5. Here 16 parameters are analysed and

the findings discussed to highlight how this tool set enables the exploration of complex optical design problems.

It will be shown that the methods presented in the following sections will allow the users to test the effects

alignment, configuration and polarisation have on complex optical systems. With many systems, such as the

one presented by Lee et. al [99] there are many degrees of freedom that can significantly impact performance.

Tightly controlling the alingment of these components during the manufacturing process ensures performance

matrics are met, but this is costly and in many cases these constraints are perscribed from the experience of

experts. These models inform the user which combinations of misalignments for the many components have

the most significant impact on performance metrics. By identifying these combinations it enables the user to

adjust designs to mitigate them accoringly. The ultimate goal being, to relax the constraints on tolerance ranges

which should, in turn, reduce the cost to manufacture each of the individual components.
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Figure 3.1: The expanded laser setup that the verification design was based on, adapted from [101].

3.1.1 Laser Cavity

This section presents the optical system used for experimental verification of the modelling approach, discussed

further in section 3.4. The laser cavity is presented here to illustrate the types of optical systems thismodelling ap-

proach was initially designed for. For the experimentl verification, sufficient complexity required to demonstrate

the effects outlined in section 3.2 had to be balanced against the difficulties of highly-dimensional problems.

Verifying the model using a laser that was well understood and had general application outside the scope of

this experiment was also an important consideration. This showcases the general application of the modelling

technique, one that is not bound to specific systems in restricted environments. The setup shown in fig. 3.2 is

based on the cross-porro prism resonator fig. 3.1, adapted from [100, 101].

The cross-porro prism laser setup in fig. 3.1 is highly polarisation dependent. The corner cube and porro prisms

all induce phase-retardation, which will affect the output coupling for the laser. This means the two waveplates

must have carefully calculated retardation values to correctly control output-coupling [100, 101].

Typically used in military applications, such as range finders and target designators, designs such as these are

often used when environmental conditions are less than ideal and reliability is more important than optimal

system performance. Systems such as these have been developed in response to extensive testing and application

in the field. The self-aligning behaviour of retro-reflectors maintains performance over large temperature ranges

and makes them insensitive to shock and vibration induced misalignments [100, 101]. The introduction of the

corner cube in this case allows for folding of the resonator. Decreasing the total length is highly desirable when

such systems are to be used in the field.

To achieve this improved reliability, however, precise alignment of the components must be achieved in the

construction of the cavity. To demonstrate how sensitive these lasers can be to the alignment of individual

components, and how the modelling techniques presented in this chapter can be applied to the design process, a

simplified version of the output-coupling optics have been tested. Figure 3.2 shows the experimental setup used

in verification.

A non-polarised 6 mW probe laser will emit a beam incident upon a polarisation beamsplitter. This will cause
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Figure 3.2: Diagram of the example system used for demonstration of this analysis based on the cross-porro
prism resonator fig. 3.1, adapted from [100, 101].

approximately half of the emitted light to be reflected along the rejected path. Theother half will transmit through

the beamsplitter where it will next be incident upon a waveplate. This waveplate will cause a quarter wave retar-

dation of the beam’s polarisation state. The beam will then be reflected by a porro prism and make a second pass

through the waveplate, causing it to be reflected by the beamsplitter along the output coupling path. Finally a

detector will be placed to measure the transmission through the system.

This setup could readily incorporate a gain medium between the porro prism and the waveplate, allowing it to

act as an amplifier stage of an optical system as seen in [100, 101]. This has been omitted in this case as it is not

required to demonstrate polarisation retardation effects.

3.2 Modelling Polarisation in Optical Systems

Ray-tracing programs usually treat rays geometrically, considering position, orientation and phase. This means,

that at a surface, each ray can be completely described by the intercept coordinates, the direction of travel (often

expressed as direction cosines) and the phase [6]. As ray-tracing is primarily concerned with determining ray

paths through a system, Snell’s Law [102, 103] is enough to calculate a ray’s refraction. Amplitude and phase

need not be considered as they do not affect beam direction. For laser design however, both of these properties

are very important.

Polarisation analysis extends ray-tracing programs, enabling them to consider the effects of optical coatings and

interface reflection and absorption. This section will discuss how polarisation analysis is used in the context of

ray-tracing and incorporated into the initial model.

3.2.1 Waveplates

Calculating the effect waveplates have on the polarisation state of an optical system can be achieved using Jones

Matrices. The elements of this matrix can be calculated using eq. (3.1), where Φx is phase offset of the electric

field.
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Using eq. (3.1) it is possible to calculate the effect a waveplate has on a propagating wave using Jones Calculus

[104, 105, 106, 107, 108]. Equation (3.2) gives the Jones vector for the electric field E⃗, describing the field

components in the x and y axes:
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⎛
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⎠

(3.2)

where E0x and E0y are the electric field amplitudes, and δx and δy are the phases in each axis. Jones Calculus

is a powerful tool for analytical modelling of optical systems as it allows the calculation of the electric field after

an element by multiplying the electric field vector with the relevant Jones Matrix for that element [104, 105, 106,

107, 108].

3.2.2 Initial Model

Retardation inducing waveplates modelled in Zemax by placing a Jones Matrix that behaves equivalently to the

desired waveplate into the model [6]. Calculating the elements of this Jones Matrix is done externally to Zemax

using eq. (3.1), whichmust then bemanually input prior to each ray-trace. This process is time consuming for the

user and is more prone to input errors. Once input, however, this enables accurate modelling of how waveplates,

with differing retardations, affect the performance of optical systems. It must be noted that the Jone Matrix ele-

ment is a two-dimensional construct in Zemax and will apply the effects of the waveplate element to all rays that

pass through it, irrespective of any differences in path they might take through a three-dimensional waveplate.

Despite this, the JonesMatrix treatment of waveplates in Zemax gives good agreement with experimental results,

as show in figs. 3.3 to 3.4.

The waveplate’s ultimate effect on the polarisation state is also dependent on its rotational alignment. There-

fore, to test rotational behaviour, each angle must be adjusted individually for each axis of rotation and tightly

controlled rotational tolerances must be enforced. This is both a computational and experimental issue as these

adjustments take time and can be prone to error if done manually. Examining multiple axes of rotation, for each

component, quickly escalates the dimensionality of the problem, introducing associated complexities.

Figure 3.3 shows the results of modelling the rotation of a waveplate in Zemax for one retardation value and how

it compares to experiment. As can be seen, the results closely match that of experimental values and as such, this

type of modelling can be considered a worthwhile method of prediction for certain component behaviours.

To generate computational results presented in fig. 3.3 the waveplate object in Zemax was rotated through 180○

in 5○ increments and the transmission through the system was measured on a detector object at the end of the
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Figure 3.3: Single retardation value modelled for full range of rotations and comparison to experimental values.

optical path. Using this approach is was necessary to manually copy transmission values from Zemax and input

them into a graphing program (Excel in the case of fig. 3.3) for every ray trace. Due to significant manual effort

required, testing large numbers of rotation and retardation combinations becomes infeasible. The resource bot-

tleneck becomes dependent on the user’s interaction speed instead of computational speed or model efficiency.

Trying to remedy this bottleneck was the initial consideration for this project. The solution to was gradually

developed and expanded upon to comprise this chapter.

3.2.3 Initial Findings

Whereas the modelling data represented in fig. 3.3 took a considerable amount of time to generate for a single

retardation value, fig. 3.4 is a surface map of every combination of retardation and rotation values. Furthermore,

it was generated automatically, with less manual interaction required by the user than the single slice view in

fig. 3.3. The blue slice depicted in fig. 3.4 is the point at which the retardation, and therefore data, matches

fig. 3.3 (although phase shifted). Not only is far more data produced using this method, presented in detail in

section 3.3, it is quicker to do so than the previous work flow. This whole process is automated, meaning the

user can simply input the ranges and step sizes they are interested in once, and leave the computer to generate

the data. The plotting and data manipulation functions available in MATLAB also make it possible to visualise

in the manner presented in fig. 3.4, which Zemax would otherwise be incapable of.

It is from this initial case that other analysis methods have been developed. Their details and outputs will be

discussed in section 3.3.2. How the tool set generates data for analysis is the topic of section 3.3, the algorithm

will be presented and discussed alongside some of the technical details of its implementation. In section 3.6 the

tool set will be discussed in a general manner, with special attention given to its strengths and weaknesses as well

as how it could be extended and developed further.
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Figure 3.4: Transmission percentage throughwaveplate for full ranges of both retardation and rotationmodelled,
with slice drawn at point where rotation matched with single rotation value in fig. 3.3.

3.3 Methods

This section discusses how the data is generated for the analyses presented in section 3.3.2. The algorithm used to

automate Zemax for data collection is presented, alongside brief consideration of design decisions made during

its implementation. Finally the experimental design and setup is discussed. Due to the nature of the analyses,

and dealing with large numbers of parameter combinations, a large number of measurements were required to

be made to verify the approach. This meant a lot of effort put into experimental design was essential to reap

adequate results, as discussed in section 3.4.1.de

3.3.1 Data Collection

All of the analysis done utilising this tool kit begins with the same algorithm for generating data. A description

of the algorithm will be the subject of this section. Figure 3.5 depicts a flow chart of the process.

The first and most crucial step in the process of modelling any optical system is to generate the model within the

Zemax environment. Any analysis done using these tools will be dependent on the accuracy of this model. In

fig. 3.5 this has been compressed to a single step as it may often be the case that themodel is generated by another

user and generic Zemax modelling is not the topic of this thesis. Here it is assumed that accurate models can be

generated prior to the invocation of these methods.

Once the model has been generated the components of interest must then be identified. Each component will

have a number of parameters relating to a degree of freedom in the manufacture and alignment of that compo-

nent, for example tilt in each of the cardinal axes. Each object to test and the properties of those objects must be

clearly defined. It is then important to define the range over which to vary these parameters. For the purposes

of verifying this model experimentally, the potential configurations of the system will be generated using simple
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Figure 3.5: Algorithm for gathering data from Zemax.
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Table 3.1: Example Zemax inputs table.

Input Mirror X-tilt Mirror Y-tilt Waveplate X-tilt Polariser Z-tilt
1 -2.0 -2.0 -1.0 -1.0
2 -2.0 -2.0 -1.0 0.0
3 -2.0 -2.0 -1.0 1.0
4 -2.0 -2.0 0.0 -1.0
5 -2.0 -2.0 0.0 0.0

… … … … …
225 2.0 2.0 1.0 1.0

interval sampling for each component. A set number of samples will be taken, at regular intervals across the

entire tolerance ranges for the selected components. For example it may be required to test the system tilting

a lens in the X-axis by ±2 degrees from the normal and taking sample points every 0.5○ degrees. Once these

definitions are made they must be translated into the corresponding object and parameter numbers within the

Zemax environment.

Each unique object-parameter can be viewed as a single dimension in the test space. The total number of per-

mutations (P ) of the system to be tested is given by eq. (3.3)

P =
N

∏
1

tmax − tmin

s
(3.3)

where N is the total number of object-parameters, tmax and tmin are the maximum and minimum values in the

tolerance range and s is the step size for each dimension. An inputs table is then formed in MATLAB where

each column corresponds to a degree of freedom in the system, in this case a parameter-object combination.

Each row is then a unique combination of values for each of the degrees of freedom to be tested. Table 3.1 is

an example of what this inputs table might look like for four degrees of freedom totalling 225 unique parameter

combinations. With this inputs table then a results table can be made where each column represents a metric

or detector to be measured in Zemax and each row is a result from the corresponding row in the inputs table

allowing for easy reference of data values to the object-parameter values that produced them.

With the parameter values determined it is now required to define which columns in the inputs table corre-

spond to which object-parameter numbers in Zemax. It is also necessary to define which objects in the Zemax

environment MATLAB will query as a detector. Once this is done, the Zemax object can be inspected to ascer-

tain appropriate data types to query from it, which can then be done using the associated command from the

MATLAB-Zemax automation toolkit, developed as part of this thesis and underpins this work.

The remainder of the algorithm in fig. 3.5 depicts the process of generating all of the data. For every point in the

results grid, firstlyMATLAB assigns the appropriate value to each object-parameter. It then ensures the detectors

are clear and runs a ray trace, the detector data is pulled from Zemax into MATLAB and placed into the correct

point in the results table. This process is then repeated for every point in the results table until allP permutations

have been tested and stored.
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It is clear to see that this process is very general and can be used to produce large amounts of data with minimal

input. The sampling scheme can easily be adapted to whatever best suits the current model and data require-

ments.

3.3.2 Analysis

This section will describe in detail some of the analyses performed using the data generated by the algorithm

in section 3.3. Aiming to maximise transmission, it is crucial to understand how the tolerance ranges on key

components affect the polarisation state of the light through the system. This allows for identification of the

components and parameters that lead to the greatest change in transmission and therefore indicates which tol-

erance ranges need to be most tightly controlled. Each of the methods described in the next subsections start

from the finishing point of the data generation algorithm as stated above.

3.3.2.1 Finding Maxima

Determining the optimum state in a real optical system can be incredibly difficult. In the base example presented

here, maximising transmission through the system is the primary goal. Finding the highest value within the

results is trivial using MATLAB but the maxima may not be the optimum solution. Some permutations may

have high transmissions at the given point, but even a slight variation from that set of parameters could cause

large variances. To manufacture a system with parameters so close to a maxima as this would require very tight

tolerance ranges, increasing the time and cost to required to build the system with the necessary precision. The

purpose of this analysis is to find a result within the set, thatmeets a set of conditions and continues tomeet those

conditions for a given number of steps away from that point in each dimension. Figure 3.6 shows the algorithm

used here to perform this task.

Firstly criteria must be set to search for results within the set. In the example given here the highest point above

a threshold value of 97.50 % was defined as the search criteria. Any logic can be used here though to determine

the subset, a figure of merit could be used to define which results where interesting depending on how they were

generated initially. Once this is done MATLAB can seek matching results and test further for stability.

How far to step away from the point must then be defined for each dimension. This can be done individually for

each, or a single value can be set for all. It is important to note here that the greater the number of steps taken

in each dimension, the longer this analysis will take. Large numbers of steps not only increase the analysis time,

they also reduce the likelihood of finding a stable point. A balance must be found for highly sensitive systems,

ultimately it is the distance from the test point that is important for manufacturing purposes but steps sizes that

are too large might miss variances that have significant impact on performance.

Once these parameters are defined MATLAB can then perform the search for a stable point. This typically

begins with the results set being searched in descending order when sorted by output of the merit function. As

mentioned earlier, the subset can be ordered in any way deemed appropriate, or not at all. The algorithm then
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Figure 3.6: Algorithm used to find maxima that match threshold conditional for given number of steps in all
dimensions.

starts at the first point, which will be referred to as the test point, in the subset and queries the input parameters.

Then, for each dimension it queries every point plus or minus the given number of steps for that dimension.

Should the algorithm encounter a point within the step boundary that doesn’t meet the performance criteria, the

test point does not meet the stability condition set earlier. The algorithm will then move onto the next test point.

It may be the case that a point within the given number of steps of a test point is not within the initial data

set. If the user is interested in these extreme values outside of the initial data set, it is possible for MATLAB to

quickly send a series of Dynamic Data Exchange (DDE) [109, 110] commands to Zemax to run a ray trace for

that configuration. This allows for the ad hoc discovery of new stable points that may not have been initially

considered.

If the algorithm finds that all points within the given number of steps from the test point for each dimension
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Figure 3.7: Algorithm for analysis comparing frequency of unique parameters to results of interest.

meet the threshold criteria, then a stable result has been found. At this stage, the algorithm can terminate and

return the result, or continue until a predetermined stopping condition set by the user is met. If more than one

result is found, further analysis can be performed to rank the results by user set criteria.

3.3.2.2 Parameter Frequency

Thismethod aims to compare input variables amongst results of interest from the data set, to see if any particular

inputs occur more frequently or are more strongly correlated to these results. This can then act as a first step in

discovering why certain behaviours arise in complex systems and can assist engineers in isolation of causes. The

algorithm is shown in fig. 3.7.

The user must then assert conditions that define the subset of results that are to be investigated further for com-

monalities. For example all results containing a transmission above or below a threshold value could be searched

for to make up the subset of results. The wrapper function created in MATLAB has been written to allow for

such searching to be done for one result output with ease. It is possible however to utilise any search criteria

that satisfies boolean output simply by changing the search logic in the wrapper function. Realising far more

complex search cases is therefore straightforward.

Once the search criteria have been determined, the subset of results that match are then collected. The algorithm

then steps through each of the results in this subset and counts each occurrence of a parameter. These count

values are stored for every parameter in every dimension. This allows for comparison between steps within a

dimension and also between parameters.

This analysis is discussed alongside an example in section 3.4.3.
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Figure 3.8: Algorithm for comparing variance of standard deviations andmeans of each parameter across unique
results.

3.3.2.3 Variance Dominance

Discovering which variables lead to the highest variance in results can allow for a number of optimisations. That

is the aim of this analysis. It is beneficial not only for understanding of the system but also to aid in further

modelling efforts. The algorithm utilised to perform this is given in fig. 3.8.

Firstly the results and input data is taken and organised into a suitable format to allow for ease of processing. It

is then required to determine the total number of dimensions and number of steps in each. Once this has been

done the analysis is done on each dimension independently as they are looped through.

For a given dimension, the parameter values are stored. It is then required to build buckets to store the parameter
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specific result data in. For each parameter there will be a number of results equal to the total number of results

divided by the number of steps taken in the given dimension. This subset of the results will therefore contain all

permutations of the system whereby the given dimension was set to the current parameter value. In this respect,

similarities can be drawn to Monte-Carlo analysis, in that for this subset of results one parameter is set and all

others are in a variable state.

Further to this, smaller bucketsmust be created to hold the analysis results. Two of equal size for each dimension,

large enough to contain one value per parameter. Once the subset has been determined the mean and standard

deviation of all of the results are taken and stored in the smaller buckets. This is done for each parameter inde-

pendently and the process is repeated through each dimension.

This analysis is discussed alongside and example in section 3.4.3.

3.4 Case 1: Experimental Verification

It was necessary to perform experimental verification of the modelling approaches presented in this chapter. An

optical system that exhibited transmission dependant on polarisation was required. This system is described in

detail in section 3.1.1.

One of the key objectives of this work was delivering a toolset that quickly and accurately predicts the output

of complex, polarisation sensitive systems, with many parameters. This meant any verification would need to

consider multiple parameters and many configurations. Section 3.4.1 discusses the decisions that were made in

designing a sufficiently complex system, that could feasibly be tested.

3.4.1 Experimental Design

The purpose of this experiment was to demonstrate the accuracy and applicability this modelling approach has.

Considering many degrees of freedom when optimising complex, polarisation sensitive, optical systems is one

of the toolset’s main advantages. Verifying the model’s application to highly dimensional problems, in an exper-

imental context, requires careful consideration of the experimental design.

Sufficient complexity must be shown to fully test the model, but considering many degrees of freedom leads to

far greater numbers of configurations to be tested. Each new configuration introduces more potential for error.

Misalignment of components during adjustment or data recording inaccuracies increase in likelihood as the

experiment grows. Furthermore, the time required to perform the experiment increases polynomially with each

new component-parameter introduced. Balancing the requirement for complexity with a reasonable set of input

parameters was the focus of the experimental design.

The rotation of the waveplate about its z-axis has a significant effect on the transmission through the system.

Due to this, the components were rotated about their z-axis, along the beam path, until maximum transmission
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Table 3.2: Parameters used in the experimental verification of the model presented in chapter 3.

Component Parameter Values (degrees) Step Size (degrees)
Polariser x-Axis rotation -2 to +2 1

Pockels cell x-Axis rotation -2 to +2 1
Pockels cell z-Axis rotation -2 to +2 1
Porro prism y-Axis rotation -1 to +1 1
Waveplate Retardation 90, 180 and 289 -

through the system was observed. This alignment was then used as the basis for the rotations to be tested.

Table 3.2 lists the parameters that were varied during the experimental process. Five degrees of freedom were

selected for the purposes of this experiment. Essentially the same experiment was performed three times, once

for each waveplate retardation value. The order in which the parameters are listed in table 3.2 is also the order in

which each of the parameters were adjusted through their full range. It should be noted that, for this system the

rotations are not abelian. For each waveplate, the system was aligned to a defined base state as per the model.

This state corresponded to a state whereby each of the components had zero degree rotation. These transmission

values were in good agreement with the model.

Once aligned to the base state, each of the components was then rotated to the lower bound of its given range, for

example -2 degrees in the case of the polariser. This was considered the first configuration and the transmission

through the system was recorded. The polariser was then rotated in 1 degree increments to +2 degrees, with

transmission recorded for each configuration. Once at the top of its range of values, the polariser was returned

to the bottom of its range and the Pockels cell was rotated a single degree to its next value and the process

repeated. Each component was adjusted in this order to minimise the number of adjustments reducing potential

for introducing alignment errors. Each of the three waveplates, having retardation values of 90○, 180○ and 289○,

was tested in a total of 375 configurations.

The parameters in table 3.2 were chosen for having a significant effect on the transmission through the optical

system and could easily be adjusted. These input parameters lead to a total of 1125 unique configurations.

3.4.2 Analysis and Discussion

All of figs. 3.9 and 3.11 are figures of the same data. Figure 3.9 presents the data for each of the waveplates

separately, in the order that it was taken (as detailed in section 3.4.1). As can be seen from these three graphs,

the data collected from the Zemax models (depicted as solid lines) is close to the data observed experimentally

(shown here as coloured crosses). Some parameters affected the system transmission far more than others. The

cyclic appearance of the graphs occurs when dominant parameters were adjusted from the higher, back to the

lower end of their value ranges. This is most apparent for the 90○ and 180○ waveplates, where three large steps

occur in the data at configuration 126 and 251. These steps correspond to the Pockels cell z-axis rotation being

rotated from +2○ to -2○ , as the porro prism was rotated to its next state. The Pockels cell z-axis rotation did not

exhibit the same dominant effect in the case of the 90○ waveplate, as shown by the absence of this cyclic behaviour
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Figure 3.9: Transmission for each configuration of the test case, presented in the order of measuerment. The
top (blue) graph corresponds to the results using the 90○ waveplate, the middle (green) shows the results for the
180○ waveplate, and the bottom (red) for the 289○. The crosses on the plots indicate the observed results from
the experiment which are consistently lower than the modelled results, shown by the line.

in the first graph.

Figure 3.11 is a single figure, with the same data sorted in ascending order of transmission. The data from all

three waveplates is plotted as model-observed pairs, in the same colours as fig. 3.9. This gives a clearer perspec-

tive on how well the modelled data matched that observed in the laboratory. For all three waveplates it can be

seen that the model predicted higher transmission than that observed. This is expected, in this case absorption

was not taken into account in the model, it could however be easily introduced. Also, in the model all compo-

nents are perfectly aligned to the desired values and no shock or vibration is taken into account. Vibrations and

misalignments can be introduced during the adjustment for the experimental process, both of which can lead

to reductions in the transmission for a system this sensitive. It may also be possible that these discrepencies are

caaused by a callibration error with the detector. The experimental results are approxiamtely 100 µW on average

lower than the model, within the range that callibration errors could reasonably account for.
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Figure 3.10: Close-up of the first 25 results from fig. 3.9 to highlight agreement between the modelled and ex-
eperimental results. The top (blue) graph corresponds to the results using the 90○ waveplate, the middle (green)
shows the results for the 180○ waveplate, and the bottom (red) for the 289○. The crosses on the plots indicate the
observed results from the experiment.

Figure 3.11: Transmission for each configuration of the test case. The data is exactly the same as that depicted
in fig. 3.9, but for purposes of viewing these graphs have been presented in order of ascending power. The top
(blue) graph corresponds to the results using the 90○ waveplate, themiddle (green) shows the results for the 180○

waveplate, and the bottom (red) for the 289○. The darker lines of each colourindicate the observed results from
the experiment which are consistenly lower than the modelled results.
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3.4.3 Advanced Analysis

This section presents the application of the analyses from section 3.3.2 to the data produced for this cavity. These

analyses were designed to assist the identification of combinations of components and parameters having the

greatest impact on performance.

3.4.3.1 Parameter Frequency

Figure 3.12 shows the results of the analysis presented in section 3.3.2.2. In this case, a threshold of 50% trans-

mission was set. Each row corresponds to a single degree of freedom and each column corresponds to a step

from the aligned configuration, as detailed in table 3.2. As can be seen from the fourth row, there are only three

columns with results because there are only three configurations for the Porro prism y-Axis rotation. In this

case, for each grid square, the percentage is calculated from the 125 corresponding configurations. In all other

cases, each grid square is representative of 75 possible combinations.

For each parameter configuration, the total number of data points thatmeet the condition is counted and divided

by the total. Darker colours mean that a larger number of the configurations with that parameter at that value

met the threshold condition, transmission lower than 50% in this case. This allows for quick comparison between

configurations to see if any parameters in particular are more common in the set defined by the condition.

Similar frequency (colour) for all squares in a row indicate that the parameter has no configurations that are

significantly more likely to meet the condition. An example of this is the x-Axis rotation of the Pockels cell in

fig. 3.12, each configuration occurs with a similar frequency within the sub-50% transmission results. In contrast

the z-Axis rotation of the Pockels cell has a larger range of frequencies for each configuration. As the Pockels cell

is rotated towards +2○ the frequency of results falling below 50% transmission increases. This indicates that this

parameter in particular should be investigated further and more tightly controlled.

3.4.3.2 Variance Dominance

Figure 3.13 presents the output of the analysis discussed in section 3.3.2.3. These results are drawn from the

subset for the 289○ retardation waveplate. Each of the four graphs then represents one of the four remaining

parameters. The mean and standard deviations for all of the results in the subset, where the graphed parameter

is at the value on the x-axis, are then calculated. The mean for each parameter-value is plotted as a black cross

and a band is then calculated that encompasses all values within one standard deviation of the mean at that

parameter value.

This allows us to clearly see which parameters, at which values, dominate the output of the entire system. Bands

that are thinner, having a smaller range, indicate parameter-values that greatly affect performance. Wider,

broader range bands show that the configurations including this parameter-value were influenced more heavily

by other degrees of freedom. Further to this, parameters with bands that remain flat and steady across all values
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Figure 3.12: The output from the parameter frequency analysis outlined in section 3.4.3.1. Each cell in this grid
corresponds to a parameter value that has been tested, note the blank cells at step number ±2 for the Porro prism
y-Axis tilt as only three values were tested. The cells are shaded according to the percentage of results that fell
below a 50% transmission threshold. The darker shading corresponds to a higher percentage of all results taken
at that measurement falling below the threshold.

indicate that variance in this parameter doesn’t greatly affect performance.

As can be seen from fig. 3.13 the Pockels Cell alignment has a strong effect on the transmission through the

system. The z-Tilt exhibited a broad range of means, from 23% transmission (1.01 mW) in the -2○ configuration

to 45% transmission (2.32mW) at +2○ . The small tight band indicates that the performance varies relatively little

with adjustments to the other parameters. In this case, aligning the Pockels Cell with a positive rotation about

the z-axis may exhibit a more optimal output. The x-Tilt of the Pockels Cell shows a broader band and, thus, a

less significant effect on the output, but a clear asymmetric distribution of the means can be observed about the

0○ alignment. It would indicate that although a higher mean output may be seen, for all configurations, with a

1○ negative rotation about the x-axis, slight deviations from this point in either direction would lead to a drop in

transmission.

Both the Porro Prism and the Polariser x-Tilt have broad bands compared to the Pockels Cell z-Tilt. This is

due to the aligment of the crystal axis along the z-Axis. Misalignment along this axis introduces birefringence

leading to a larger phase shift and, therefore polarisation rotation, of the light passing through the crystal.
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Figure 3.13: The output from the variance dominance analysis outlined in section 3.4.3.2. For each parameter
at each value, all results were collected and the means calculate, displayed here as black crosses. The pink bands
encompass one standard deviation of those results either side of the mean. Tighter bands indicate a parameter
value that has a more significant impact.

The Polariser also shows very little variance in the means between the three possible values. This particular

degree of freedom does therefore not need ot be controlled as strictly as others being considered in this system.

Knowledge such as this should enable optical design engineers to make better decisions and relaxing alignment

tolerances on components could ultimately lead to reductions in manufacturing cost.

3.5 Case 2: Complex Systems

This section is an example of how these tools can be used tomodel vastlymore complex and general systems. One

of the limitations in understanding tolerance ranges for multiple components is how they interact with one an-

other. As the system becomes more complex, the number of degrees of freedom increase and testing all possible

combinations becomes unmanageable. The system measured in section 3.4 had three parameters (Pockels Cell

x-Tilt and z-Tilt, Polariser x-Tilt) with five possible discrete values, and two parameters (Waveplate retardation

and Porro Prism y-Tilt) that had three values. Even this simple case led to 1125 combinations to be measured.

Including more parameters increases the time taken exponentially and thus experimentally investigating many

more parameters becomes unfeasable. The primary benefit of this approach is that, through computation and

automation, vast numbers of parameters can be investigated thoroughly and at a lower time cost.
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The remainder of this section will present the same analyses performed in section 3.4, on amore complex optical

system, considering many more degrees of freedom.

3.5.1 Design

The system used in this section will again be based on the typical laser-rangefinder schematic as presented in

fig. 3.1. As shown in fig. 3.14 the setup is almost identical to the one used in section 3.4 with the addition

of a Corner Cube. The laser will first make a single pass through the corner cube before passing through the

remainder of the system. This will add a further source of phase retardation which must be accounted for. It

should be noted, the axes of rotation are defined in reference to the table.

In the perfectly aligned case it was found computationally that a waveplate with a 130○ phase retardation, with

a z-axis rotation of 60○ , gave the maximum transmission. For this example a single value of phase retardation

will be tested with ±2○ tolerance, to highlight how deviations in this parameter affect performance.

In this example 16 parameters will be investigated in total, the x, y and z-axis rotations of five components and

the phase retardation of the waveplate will be varied from their base state by ±2○ . The z-axis is defined as parallel

to the beam as it exits the laser, the x-axis is defined as being perpendicular to the page and the y-axis is defined

as being perpendicular to detector face. Table 3.3 lists each of the individual parameters and the range of values

to be tested.

The plane of the polariser is rotated by a few degrees around 45○ about the x-axis in the base state and thus the

range differs from the other components, as does the waveplate z-axis rotation and phase retardation, having

values other than 0○ in the aligned base configuration.
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Figure 3.14: Diagram of themore complex system for demonstration of analyses. The axes of rotation are defined
in reference to the table.

Table 3.3: Parameters used in the complex system demonstration analysis, where each axis of rotation is defined
in reference to the table. Step-size has been ommitted from this table due to the random nature of the Latin
Hypercube Sampling outlined in section 3.5.2.

Component Parameter Values (degrees)
Corner Cube x-Axis rotation -2 to +2
Corner Cube y-Axis rotation -2 to +2
Corner Cube z-Axis rotation -2 to +2

Polariser x-Axis rotation 43 to 47
Polariser y-Axis rotation -2 to +2
Polariser z-Axis rotation -2 to +2

Pockels cell x-Axis rotation -2 to +2
Pockels cell y-Axis rotation -2 to +2
Pockels cell z-Axis rotation -2 to +2
Waveplate x-Axis rotation -2 to +2
Waveplate y-Axis rotation -2 to +2
Waveplate z-Axis rotation 62 to 66
Porro prism x-Axis rotation -2 to +2
Porro prism y-Axis rotation -2 to +2
Porro prism z-Axis rotation -2 to +2
Waveplate Retardation 125 to 135
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3.5.2 Sampling Scheme

Although the computational approach to modelling these systems is quick, the high dimensionality of the data

still precludes an exhaustive search of all possible configurations. If sampling were to be carried out in a similar

fashion to section 3.4, a single point on each whole degree value for each parameter, then there would be a total

of 516, more than 150 billion, combinations. For the system modelled here, it takes approximately 0.2 seconds

per configuration to calculate the transmission in Zemax, were every combination to be investigated in this way

then it would take over 950 years to calculate all transmission values.

Another advantage of a computational approach is the ease with which more complex sampling methods can be

applied. Latin Hypercube Sampling (LHS) [111, 112, 113, 114, 115] is a method for sampling multidimensional

distributions in a near random manner. It is an n-dimensional extension of a Latin Square. Placing a square grid

over a two dimensional distribution and sampling from each row and column only once is the basis of a Latin

Square. Extending this to an arbitrary number of dimensions is the premise of LHS. This method of sampling

a dataset reduces the clumping and undersampling of certain parameter spaces that can occur from random

selection.

This is applied to the data in this example by first selecting how many samples will be taken of the data set. The

range of each parameter is then divided into many evenly sized segments. A random point is then chosen falling

within each of these segments and this process is repeated for all parameters. The list of points for each parameter

is then shuffled and combined with the others such that each segment for each parameter is only ever present in

one solution. This method is useful for generating well distributed random samples and is often used when the

measurement of those sample solutions is computationally costly [111, 112, 113, 114, 115]. It is well suited to

the analyses presented here as it allows a more thorough exploration of the solution space than discrete, defined

intervals.

In this example we have chosen to take 2 × 104 samples. This means for the 4○ range of values each parameter

can take, each segment within which a sample may be generated will be 2○ × 10−4 wide.

3.5.3 Analysis and Discussion

With 2× 104 measurements, each parameter having unique values for every sample, it is possible to observe the

data with a varying degree of granularity. This is accomplished by regrouping the samples into larger segments

for each of the parameters and aggregating the results. In the case of this example 20 grouping segments were

chosen, each comprised of 1000 samples, and the analyses presented were performed on the mean results from

these larger (0.25○ ) grouping segments. Controlling the granularity of the analyses is simply a case of altering

the size of these grouping segments to include more or fewer samples in each.
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3.5.3.1 Parameter Frequency

Figure 3.15 is the result of the analysis presented in section 3.3.2.2 performed on the grouped segment mean

transmission values for this example. The threshold condition considered here is the same as in fig. 3.12; for

each of the parameters at each value, the proportion of results falling below 50% transmission are compared.

Rows with little variation in colour indicate that they have less influence on the system across themeasured range

of inputs. Rows with larger variations in colour, such as the Pockels cell y-Axis in this case, indicate that they play

a more dominant role in the variance of transmission across the sample. The Pockels cell y-Axis row shows that

fewer than 10% of the measurements made when the parameter was between ±0.5○ had a transmission lower

than 50%. When this parameter was in the -0.5 to -1.75○ and the 0.5 to 0.75○ ranges, however, between 60 and

70% of the measurements made had transmissions lower than 50%. Less pronounced, but similar variance is

shown for the Pockels cell x-axis, with a broader range about 0○ within which fewer low transmission results

occur.

Interestingly, the Porro prism and the Pockels cell z-Axes rows both show higher proportions of measurements

falling below the threshold when close to the aligned case. This indicates that the system as a whole may be more

stable with a deviation from orthogonal alignment for these two parameters.

The remainder of the graph being almost homogeneous, with nearly every cell falling in the 30 to 40% range,

indicates that the Pockels cell alignment dominates the output of the system.

Conclusions could be drawn from this that tightening the tolerance range for the Pockels cell x-axis and y-axis

to ±0.5○ would increase the overall stability of transmission for the entire system. This might make it possible

to relax other tolerance ranges, reducing the cost to manufacture.

3.5.3.2 Variance Dominance

Figure 3.16 shows the results of the analysis presented in section 3.3.2.3 for four of the parameters. These graphs

were chosen as all of the others were very similar. Mean transmission for the other parameters remained steady

across all values and each of them had broad, straight bands.

For each parameter the mean transmission is taken for each of the grouping segments and plotted as a black

cross. The band is then plotted to encompass the all values within a standard deviation of the mean for that

grouping.

Partitioning the results in this way treats all other parameters as in a random state within their tolerance range.

This enables direct comparison between parameters and how transmission varies across their tolerance range.

Similar to the results presented in section 3.5.3.1 both the Pockels Cell x-Tilt and y-Tilt show the largest range

of means. The Pockels cell y-Tilt graph is the only one to show transmission above 90% for any value, indicating

that it is dominant in the system across such a large tolerance range. Any deviation from the aligned state greater
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Figure 3.15: The output from the parameter frequency analysis, outlined in section 3.4.3.1, performed on the
complex example. Each cell in this grid corresponds to a parameter value that has been tested. The cells are
shaded according to the percentage of results that fell below a 50% transmission threshold. The darker shading
corresponds to a higher percentage of all results taken at that measurement falling below the threshold.

than 0.75○ in either direction leads to the mean transmission falling to below 80% for all other configurations.

The size of the bands also strongly indicate which parameters have the most influence on the transmission. The

peak of the Pockels Cell y-Tilt graph has a very small standard deviation band despite all of the variations in

the fifteen other degrees of freedom. As the deviation increases and the mean transmission drops, the band also

becomes wider. This shows that once misalignment reaches a certain point, other parameters have a greater

relative affect on the mean transmission than the Pockels Cell y-Tilt. This is due to the aligment of the crystal

axis along theyz-Axis. Misalignment along this axis introduces phase shift and polarisation rotation, due to the

birefringence of the crystal. Close to the aligned state, minor misaligments have a significant impact on the

performance of the system.

Although shallower and broader, the peak on the Pockels Cell x-Tilt graph also shows a large decrease in mean

transmission as misalignment increases. The band in this graph remains broad across all values. This is due to

how dominant the y-Tilt is on the result set, where large variations in the y-Tilt alignment will greatly affect the

mean for each of the x-Tilt values.

The Porro prism z-Tilt graph is interesting as there is a 16.3% range in the mean transmission values and the

minimum occurs at no deviation from the aligned case. The maximum falls within the -1.25 to -1.5○ grouping

segment, but a rotation in the positive direction has amean transmission only 1.7% lower. The band also remains

fairly equal in width across all values, so none in particular have a stronger affect on the mean. The slope around

the ±1.5○ is also not as steep, but does decline, meaning that the mean transition would be more stable. This
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Figure 3.16: The output from the variance dominance analysis, outlined in section 3.4.3.2, performed on the
complex example. For each parameter at each value, all results were collected and the means calculate, displayed
here as black crosses. The pink bands encompass one standard deviation of those results either side of the mean.
Tighter bands indicate a parameter value that has a more significant impact.

would make the ±1.5○ more suitable for an optimum configuration for transmission stability, than the 0○ state.

Other than the Polariser x-Tilt, all other graphs appeared flat with wide bands. This meant that the rotational

alignment had a smaller effect on the transmission than those parameters selected here. Also the phase retarda-

tion of the waveplate also had less of an effect than the Pockels cell and Porro prism alignments.

The Polariser x-Tilt does not show large variance in the mean transition and the band remains broad across the

entire range of values. This has been included to highlight what the results from a less significant parameter

would look like using this analysis.

3.6 Conclusion

The techniques and analyses presented in sections 3.3 and 3.3.2, build on the capabilities of Zemax. They allow

for answers to difficult questions concering the interplay of multiple parameters and thier effect on performance

and enable the possibilities of further advanced analysis. Although the base example given in this report is that

of a polarisation sensitive set of optics, all of these techniques are as general as the non-sequential capabilities of

the Zemax software allow. Other example systems, with differing questions, could highlight worthwhile paths

of development for the tool set.
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Section 3.4 verifies how closely the results produced using this computational method imitate those gathered in

the laboratory. Discrepancies arise due to the incomplete nature of the underlying models used within Zemax.

Firstly, the ray-tracing model does not take into account diffraction effects which means the shape of the beam

through each component would be different to that observed in reality. Secondly, for the model used in sec-

tion 3.4, bulk absorption and surface coatings have not been considered, as these were not a core requirement

from the users that led to this initial investigation. This accounts for the higher transmissions observed across

almost all of the modelled values, when compared with the experimental. Despite this, the model gives a good

understanding as to how the system behaviour changes as multiple parameters are altered.

In this case only a single output parameter is being considered, transmission to the detector. Increasing the

number of outputs recorded is trivial and does not significantly increase the computation time. This means

the model will readily accommodate systems for which a performance metric, or merit function, is calculated

through a combination of measurable output parameters.

The output from the analysis presented in section 3.3.2.2, as seen in figs. 3.12 and 3.15, gives the user a quick

method for viewing which parameters, at which values, meet the desired condition. The examples presented

here merely look at those transmission values falling below the 50% threshold, which is useful for identifying

troublesome configurations and dominant parameters, as evidenced by fig. 3.15. It is possible to specify more

complex logic however, enabling the user to investigate all degrees of freedom quickly and at a glance, for any

criteria thatwas desired. Expanding on the logicmakes this a very powerful tool for exploring highly dimensional

data sets in a visual context, making it possible to quickly identify those parameters that are most crucial to the

performance of the system overall. This would enable a production engineer to specify a set of conditions that are

key to the performance of a system and the model would be able to quickly present which parameters most often

breached those conditions. It would be simple to extend the process here to record each performance metric

during the data collection stage and present the findings for each both separately and in a single view, if a proper

merit functionwas defined. The production engineer could then quickly gather and assess essential performance

data from a design and understand which parts of that design might need adjustment. The ultimate goal being,

to enable tolerance ranges to be relaxed and reduction in design and manufacturing effort and, therefore, cost. It

would also be simple to invert the threshold and identify which component parameters are seen most frequently

in highly performant combinations. This would enable a quick method to refine an initial design, enabling the

user to make sense of the interplay of parameters across many degrees of freedom.

Figures 3.13 and 3.16 present a single dimensional look at the highly dimensional solution space. They enable

the user to understand how a system’s performance varies according to the subject parameter of each graph.

Clear, distinguishable differences between individual parameters enable conclusions to be drawn about not only

how parameters affect the performance, but also how they are affected by others in the system. This analysis

also enables quick identification of problematic parameters or value ranges. As is the case with fig. 3.15, the top

two graphs show that the Pockels Cell x-Tilt and y-Tilt greatly reduce the overall system performance when they
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deviate more than 0.5○ from the aligned state. This means that priority can be given to these parameters when

determining manufacturing tolerance ranges. For other parameters, these small deviations have less of an effect

and their tolerance ranges can therefore be reduced, ultimately reducing manufacturing costs. A production

engineer could, therefore, use this analysis to identify which parameters are most sensitive to misalignment

within the system. As was the case presented in section 3.5.3.1, a small subset of the parameters dominated the

variance across all combinations. This allows the user to quickly identify where best to refine or refactor a design

and provides a quantifiable measure against which to test tolerance ranges.

The algorithmpresented in section 3.3.2.1 enables the user to explore the solution space in an automatedmanner.

Although not presented here, it would be simple to extend the model so that is was capable of accepting custom

merit functions. This would enable it to score each of the potential solutions found using this method, making it

is possible to find configurations that meet many stringent criteria simultaneously. Furthermore, it is possible to

query multiple outputs from Zemax. This means merit functions finding a balance between power, beam shape

and polarisation state for example, could be used to optimise the system in anyway the user sees fit. It also ensures

that the configuration foundmeets the stability requirements, as set by the user, by searching neighbouring values

in all parameters so that optima near steep declines in performance are not suggested.

Overall, this tool set enables engineers to quickly investigate systems with many degrees of freedom. It presents

highly dimensional data in an intuitive, graphical format and quickly highlights areas to focus on when optimis-

ing designs.
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CHAPTER 4

Non-Line-of-Sight LIDAR

4.1 Introduction

The models developed and presented in the other chapters of this thesis are concerned with modelling, through

ray-tracing, the internal phenomena of laser systems. This chapter presents a model that is also reliant on ray-

tracing, but of an application of laser technology. Many of the tools and techniques underlying the other models

are applied here in subtly differentways. Thenon-line-of-sight LIDAR technique attempts to retrieve the position

and track movements of target objects that are not directly in line-of-sight. This model allows the user to test

the potential limits this technology, which would otherwise be difficult to ascertain due to current technological

limitations or available laboratory space of sufficient size and shape. Later in the chapter relationships between

the limitations imposed by target size, angle, distance, and position are investigated.

The ability to detectmotion and to track amoving object that is hidden around a corner or behind a wall provides

a crucial advantage when physically going around the obstacle is impossible or dangerous.

Laser illuminated detection and ranging (LIDAR) is a technique that allows for accuratemapping andpositioning

of objects over large distances. This is accomplished by sending a laser signal to the target and recording the time-

of-flight of any reflected signal [116]. Figure 4.1 illustrates this process: the pulse is emitted from the device and

is incident upon the target; a portion of this light is then scattered back to the detector and the time-of-flight

is recorded. One clear limitation to this technique, however, is that it can only be used for objects in direct

line-of-sight.

In recent years, technologies have emerged that seek to overcome the line-of-sight limitation, making it possible

to observe objects that are obstructed from view. Although similar technologies have been demonstrated using

radar [118, 119] and reflective surfaces to steer the light around obstructing objects, LIDAR based techniques

offer many advantages over these other methods. It has been demonstrated, that imaging and positioning of

an object can be achieved using a signal that has undergone multiple scattering events. Using LIDAR based
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Figure 4.1: LIDARmeasures the distance to a target bymeasuring the time-of-flight of a laser pulse illuminating
the target and then scattered back to a detector. Here, a pulsed light source illuminates the scene with periodic
short pulses. A SPAD sensor records the arrival times of returning photons with respect to the most recent light
pulse, and uses those to build a timing histogram [117].

techniques [116, 120, 121, 122], this can be achieved in real-time and will work in any environment without

need for reflective elements, making it far more suitable for handling unknown conditions and a wider variety

of possible scenes.

Velten et. al have shown that is is possible to scatter light around an obstacle using flat vertical surfaces, such as

walls or doors [120, 123]. Raster-scanning a laser beam enables illumination of the hidden scene from multiple

points. Then, using a streak camera with picosecond temporal resolution, the backscattered light from the scene

is detected. Using this approach, they could reconstruct full three-dimensional images of objects hidden from

view [120, 124]. Acquisition times for enough data to build such an image are long, meaning this can not be

done in real time for moving objects. And although the object reconstruction is accurate, the raster-scanning of

the laser beam can introduce mechanical complications with regards to precision.

Based on a method of imaging through opaque barriers [125, 126, 127], another solution has been presented

using light originating outside the field-of-view [128, 129]. When a hidden object lies between a light source

and a scattering surface such as a wall, that is in line-of-sight, a speckle pattern is present in the reflection of

that light from that surface. It is possible then to use post-processing to analyse that pattern and reconstruct the

shape of the object. This approach therefore allows for use of surfaces, within field-of-view, to obtain information

about hidden scenes. Thepost-processing stage is fast and only requires a single image to reconstruct information

about the hidden scene. It is, however, reliant on a light source being placed behind the object of interest, directly

illuminating it, limiting the applications to specific cases. Other methods have been explored for creating images

through diffusing media using time-gated techniques [130].
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Figure 4.2: Reconstruction of images for hidden objects. (a) The capture process involves taking a series of
images of the dashed line segment of thewall, with a streak camera. The laser pulse is raster-scanned to illuminate
the scene from multiple points. Some of the light then scatters to the object and back to the wall where it is
detected. (b) Examples of the normalised intensity images collected by the camera for a each pulse. (c) The
reconstructed shape of the hidden object after the post-processing algorithm. Figure reproduced from Velten et
al. [120]

4.1.1 Non-Line-of-Sight Detection and Tracking Model

Retrieving information about objects hidden from view and tracking their movements could see a number of

real world applications. This chapter discusses a model of the method presented by Gariepy et al. [2]. This

approach is capable of determining the position of a non-line-of-sight target and monitoring its movement,

in real time, at the human scale . This technique eliminates the requirement for a close by wall, door or highly

reflective scatterer, by utilising the floor as the imaging surface, relaxing some of the constraints on the real-world

application of this technology. This was achieved using a two-dimensional array of single-photon avalanche

diode (SPAD) detectors [2, 3, 4, 131, 132, 133] operating in time-correlated-single-photon-counting (TCSPC)

mode [134, 135]. TCSPC is a method for detecting low light level signals by counting single photons from a

periodical source and reconstructing the waveform from these counts over multiple repetitions.

SPAD detectors have extremely high sensitivity capable of detecting single photons with high temporal resolu-

tion. This allows for light from a laser pulse to be detected after multiple scattering events and the recording of

precise time-of-flight for the returned photons. The high sensitivity of these cameras also means fast acquisition

times and being an array of pixels gives a two-dimensional image, making it possible to track a moving target

in sub-second time scales. The precise (approximately 50 ps) temporal resolution is achieved because of the de-

tectors operating in TCSPC mode. TCSPC involves measuring arrival times of individual photons, emitted in a
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single pulse and scattered back from the scene. Multiple pulses are then fired each second and a histogram of the

arrival times can be accumulated. These histograms are then analysed and comparisons made to isolate moving

objects from static background [134, 135]. Section 4.2.2 further explains this technique, and how position is

retrieved from the temporal data.

Being able to determine the target’s position, with centimetre precision, illustrates how this technique could be

used to track the movement of an object that is obstructed from line-of-sight. This approach is also able to track

target movement in real time.

4.1.2 Time-Resolved Non-Sequential Ray-Tracing Model

The remainder of this chapter concerns the method proposed by Gariepy et. al [2] and developing an accurate

approach to modelling experiments of this kind. These models provide a means to better understand the pro-

cesses and, furthermore, the technological requirements to expand upon this work. Similarly to other chapters

within this thesis, ray-tracing models will be developed, leveraging the complexity and power of the Zemax op-

tical modelling software. These models will allow the user to examine each point in the path of each ray, from

the laser, through all scattering events, to termination. This affords the user the ability to fully understand the

distribution of rays as they traverse the scene and thoroughly interrogate how the size, shape, and positioning

of objects within the scene, affect the target positioning calculations.

Demonstration and experimentation with this technique poses a number of difficulties, especially when regard-

ing the spatial and temporal limitations of the approach. Being able to computationally model the response from

a broad range of scenesmitigates some of the difficulty organising the large experimental scenarios required. This

gives researchers a low-cost, low-risk method to priotitise further experimental work in development of non-

line-of-sight target tracking approaches at human scales, without the need to secure scarce resources such as

large laboratory spaces. It also enables a method for quickly evaluating what effect different sources or detector

optics would have. Furthermore, Zemax is capable of modelling highly complex optical systems and sources.

This enables users to test new components that they may not yet have access to in the laboratory. Reducing this

barrier makes exploration of novel configurations and components quicker and easier, which may highlight the

need to develop other enabling technologies. It also allows for the quick, automated, optimisation of the existing

system through computational testing.

Section 4.2 presents an experiment involving non-line-of-sight targets, fromwhich time-resolved photon count-

ing measurements are taken. The method for retrieving the position of a target object is then introduced in

section 4.2.2, giving a brief outline of the algorithm and the mathematical basis. Section 4.3 then discusses the

modelling approach presented here, whichmakes use of non-sequential ray-tracing to determine how light, from

a laser source, scatters within a scene with multiple scattering elements. The data collected from experiment is

then used to verify results from the model in section 4.5. The model is then used to further investigate the tech-

nical requirements and understand the limitations of this approach in section 4.6. The model is then used to

71



investigate some of the underlying relationships between objects within a scene, such as target position, target

size, and the angle and distance of the detector from the initial scattering surface, in section 4.7. The model

confirms a number of expected spatial relationships in this section which allow for quick estimation of expected

signal power from a scene, the determining factor in distinguishing the detectability of a potential target.

4.2 Methods

This section covers how the data is collected and the process of determining the position of a non-line-of-sight

target. Figure 4.3 illustrates a scene, encompassing a laser source, a target, a scattering surface and a detector.

To determine the position of a target at point ro, light must travel from it to the detector. Each detector in the

array images a point in the field-of-view, point ri on the wall in this case. The scene is illuminated with a laser

pulse, emitted at a known time, incident upon a scattering surface, point rl, as shown in fig. 4.3. Some of this

light is then scattered from point rl onto the target at point ro. Finally, a portion of this light scatters to point ri

on the wall and to the detector.

Asmany scattering eventsmust take place to interrogate the hidden scene, only a very small fraction of light from

the laser pulse will scatter from the target to the detector. Described here is the simplest path the ray could take

and return from the target; other scattering events will occur, dependant on both the positioning and geometry

of other scattering surfaces. Furthermore, many paths exist that do not reach the target at all and these will in

fact dominate the return signal. While it is possible to gate the detector to eliminate some of the background,

it requires prior knowledge and understanding of the scene in order to do so effectively. Section 4.2.1 discusses

how the background signal can be removed from the return, isolating the response from the target.
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Figure 4.3: An example ray path scattered by a non-line-of-sight target. The light is first scattered by the wall,
some toward the target. The target then scatters some of the light incident upon it back toward the wall. Finally
a portion of that light is scattered onto the detector.

4.2.1 Background Subtraction

There are two methods for removing the background from the data set recorded by the detector. The first, and

simplest, is only possible when a target free backgroundmeasurement can be taken. The secondmethod, involves

takingmultiplemeasurements from the scene and using the statisticalmedian of response histograms to estimate

the background signal. The median is used due to its sensitivity to changes in the scene [3].

When a target free background measurement can be taken, then a threshold after subtraction can be used to

determine the target signal. For each set of data a response is considered to be foreground, scattered by the

target in this case, if the condition in eq. (4.1) holds

P(t) −B(t) >Threshold, (4.1)

where P(t) is the count in the histogram bin, with the target and B(t) is the count in the corresponding back-

ground bin, at time t. Typically, threshold values in the 10-15% range of the background signal, B(t), make for

clear, easily distinguishable peaks with minimal loss of data.

If it is not possible to take a backgroundmeasurement, which is a likely scenario outside of laboratory conditions,

then the background must be estimated. This can be achieved with enough accuracy, by comparing the median

response from multiple data sets, for the same scene, recorded at different times. If the target is moving, then

the peak that corresponds to the signal scattered by it will move in time, as the target becomes closer or further

away. It is expected that the speed of the target may potentially affect the size and shape of these peaks. Faster

moving targets may cause the peaks to appear shallower and wider temporally. Objects within the scene that are

not moving, such as the walls and ceiling, will give response peaks that vary on a much smaller scale and are thus

easy to isolate.
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Figure 4.4: An example of how a typical signal looks before and after data processing. A histogram of arrival
times is build up for each scene, shown left. Background subtraction allows for isolation of the target signal and
fitting of a Gaussian to the signal’s peak ⟨ti⟩, with standard deviation σti , shown right. This figure is taken from
Gariepy et. al [2]

.

This self-referenced background can be calculated with only a few acquisitions, in a matter of seconds. Should

the target be stationary in this time, this method will not pick them up, as it only discriminates between moving

and stationary objects in the scene. If the target begins to move however, locating it can begin as soon as the new

background has been calculated.

For the case of verifying the model presented in this chapter, the simpler background subtraction technique has

been used on the modelled data that relies on using only the known target rays in Zemax.

4.2.2 Position Retrieval

As has been stated above, the method for locating objects outside field-of-view relies on the recorded histograms

of time-of-flight for the emitted photons. The response signal is gathered from all photons that land back onto

the detector after multiple, random scattering events. As the histograms are built up over many pulses, they

give the probability distribution for the arrival time of photons scattered back from the scene. After background

subtraction, detailed in section 4.2.1, the remaining information is the probability of arrival times for photons

scattered by the target.

It is then possible to map the time-of-flight information into a spatial probability density for the position of

the target. If multiple detectors are used, the separate probability densities for each can be simply multiplied

together: more detectors means a more accurate position can be retrieved for the target.

For a single detector, an arrival time will be recorded for each of the photons that is scattered from the scene.

This time ti is how long a photon takes, travelling at speed c, to scatter first from the centre of the laser pulse on

the initial scattering surface to a point on the target r⃗o = (xo, yo) and then to the point on which the detector

is centred r⃗i. Possible locations for the target point r⃗o include all points on the surface of an ellipse defined by

eq. (4.2) [2, 3, 4, 136].

∣r⃗o − r⃗l∣ + ∣r⃗o − r⃗i∣ = ti × c (4.2)

where ∣r⃗o - r⃗l∣ is the distance from the centre of the laser point r⃗l on the initial scattering surface to the target and
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∣r⃗o − r⃗i∣ is the distance from the target to the point at which light is collected, r⃗i. Note that this method assumes

only single scattering events occur within the scene, from the target. Secondary and tertiary scattering events

add a source of error for this technique, but occur with low probabilities so as to be insignificant [2, 3, 4, 136].

Solving this equation gives an infinite number of solutions, lying on the surface of an ellipsoid with foci at r⃗l

and r⃗i. All possible scattering locations that can generate signals at the detector, at time ti, lie on an ellipsoidal

surface with evenly distributed probability.

In the absence of uncertainty in the measured signals, the data collected by the detector corresponds to a prob-

ability density Pellipsoid, for finding an object’s location, given by eq. (4.3) [2, 3, 4, 136].

Pellipsoid(r⃗o)∝

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1, if ∣r⃗o − r⃗l∣ + ∣r⃗o − r⃗i∣ = ti × c

0, otherwise
(4.3)

It is possible to restrict this set of solutions by searching in a plane parallel to the floor. Bymaking the assumption

that a target’s centre of mass will give the strongest return signal, a single plane can be selected at half the target’s

height. This also assumes that targets will not move significantly in the vertical direction. This is dependent on

the types of target for the application, but can easily be changed and allows the ellipsoid to be collapsed into an

ellipse. An error ∆z, for estimating target height, can be introduced which will at worst be of the same order as

the error ∆r⃗o, for determining the target coordinates. It will, however, be typically much smaller, decreasing as

targets move further away.

A simpler form of eq. (4.3) can be written in elliptical coordinates, illustrated in fig. 4.5, as eq. (4.4), using r⃗l and

r⃗i as foci

Pellipse(r⃗o)∝ δ(ϵ − cti), where ϵ = ∣r⃗o − r⃗l∣ + ∣r⃗o − r⃗i∣ (4.4)

The proportionality sign here is as normalisationmust occur over the surface of the ellipse, according to eq. (4.5),

such that the probability of finding the target somewhere on the ellipse is equal to one.

∬ Pellipse(r⃗o)dr⃗o = 1 (4.5)

Uncertainties in the measured signals can be caused by a number of factors such as jitter in the laser or detector

systems. Also the target, laser spot and detection point, all having a finite size, giving rise to uncertainty in the

returned signal. From the experimentally recorded signals it has been found that these compound uncertainties

have a Gaussian form [2, 3, 4]. As a result of this, the general expression for the probability density Pellipse(r⃗o)

becomes eq. (4.6)
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Figure 4.5: A simple illustration of the ellipse of equivalent time-of-flight for a ray incident on a target at point
r0 and another non-equivalent ellipse scattered from the same target, but from point r1. For many rays scattered
from the target, the point at whic these ellipses most-overlap gives the highest probability of location.

Pellipse(r⃗o)∝ exp [−(ϵ/c − ⟨t⟩i)
2

2σ2
ti

] (4.6)

where ⟨t⟩i is the mean arrival time for the isolated signal, and σti is the standard deviation.

As the probability densities for each detector are multiplied together, it becomes necessary to add a uniform

probability density to Pellipse. If a single detector has a zero probability for a point, it will multiply all other

probabilities by zero also. These occur because of the simplification of the ellipsoid to a two dimensional ellipse

and the estimation of the target surface to a single point. The three dimensional ellipsoids will all overlap with

the target surface, however, there is no guarantee that the ellipses will all overlap and indicate a single point.

Adding the uniform probability ensures that no information is lost, should a single detector not fit the signal.

Then the probability of finding the target in the search space P(r⃗o) considering the probability densities of all

detectors Pi(r⃗o) is given by eq. (4.7)

P(r⃗o) = N
n

∏
i=1

Pi(r⃗o) (4.7)

where n is the number of detectors in the array, Pi is equivalent to P for each individual detector plus the added

non-zeroing constant and N is a normalisation constant [2, 3, 4].

4.3 Model

The process for modelling experiments such as those outlined in sections 4.4 to 4.7, is presented here. Having

accuratemodels allows users to quickly investigate a number of practical considerations about the experiment for

little cost andwithout the difficulties associatedwith securing large laboratory spaces. These initial investigations

can then be used to guide practical experimentation and develop better understanding. Figure 4.6 gives an
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Figure 4.6: The process for building and analysing scenes, enabling the location calculation for a non-line-of-
sight target.

overview of the algorithm used for building and analysing scenes to locate targets hidden from line-of-sight.

The first step required involves building a model of the scene in the ray-tracer, in this case Zemax. Utilising

commercially available software allows for implementation of high accuracy models exploiting optimised and

efficient ray-tracing algorithms. Non-sequential Monte-Carlo ray-tracing models simulate optical systems by

casting rays and allowing for them to interact randomly with the objects defined in the scene. In most cases it

is possible to model a scene using only the objects and tools within Zemax. However, if required Zemax allows

for importing of more complex objects, such as those generated by three-dimensional computer aided design

programs.

The scene construction is straightforward and can have as much or as little detail as the scene demands. Floors,

walls and ceilings are constructed of simple rectangular objects with dimensions and orientations corresponding

to the scene, as shown in fig. 4.7. The target is placed in four separate locations to demonstrate the differences in

scene responses and the ability to distinguish between them.

4.4 Verification

This section describes the experiment used to verify the modelling approach presented in section 4.3. The en-

tirety of this practical work was carried out by the team at Heriot-Watt University and these results were then

processed by the author [1, 136].

The results from the model are compared to those gathered using a single pixel SPAD detector and laser source.

Five configurations of the scene will be measured and modelled. The aim of this experiment is to demonstrate

how themodel can produce time-of-flight data that is similar to that collected by a physical system. Only a single

detector will be used in this case, meaning position retrieval of the target will not be possible, as this is not the

aim. Section 4.7.3 discusses retrieving the position of hidden targets using this model.
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Table 4.1: The X and Y coordinates for each of the target positions to be used in the experimental verification of
the model. Distances are measured from the laser spot on the wall, as illustrated in fig. 4.7.

Position X (cm) Y (cm)
1 -73.5 -98.0
2 -48.5 -93.0
3 -61.0 -110.5
4 -58.0 -47.0

4.4.1 Experimental Setup

Figure 4.7 illustrates the scene measured in the experiment. A 780nm wavelength laser source is placed 160 cm

from a wall, to be used as the first and last scattering surface in the ray path. In this experiment a single pixel

SPAD detector is used to collect the scattered signal. Light is coupled into the detector by a 1.27 cm, 20×, 0.40

NA lens and a 105µm, 0.22 NA fibre-optic cable. The lens collects light from a point 24.5 cm to the left of the

laser spot. The target in this case, is a cardboard square, 14.9 cm on each side, oriented at 45○ to the wall and

then placed in one of four positions as given in fig. 4.7. The fifth configuration is the same scene in the absence

of the target, giving a result for the background signal from the scene.

The laser illuminates a spot on the wall with 1 mW average power, running at a rate of 80 MHz, with a 10 fs pulse

length. The SPAD detector is operating in TCSPC mode, this means that for each pulse only a binary result is

recorded in each of the 64 ps bins, meaning that the detector only records the difference between observing any

or no photons. If more than one photon is detected within that period, the detector simply counts one. The pulse

length must be very small in comparison to the size of the detector bins.

As multiple pulses are fired, theses bins are accumulated over the acquisition time into histograms. Information

about the scene is then gathered from the shape of these histograms. Should the objects within the scene move,

these histograms will change significantly.

Observing the scenewill generate unique histograms of response signals dependent on the target’s location. After

processing, each signal can then be used to predict a position for the target.

It should be reiterated here that once themodel has produced time-of-flight data for the response signal, the post-

processing to determine the position of the target can be treated in exactly the same manner as experimentally

collected data.
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Figure 4.7: The experimental setup involves directing the centre of our laser spot onto a wall 1.6 m away. A
14.9 by 14.9 cm, square target is oriented 45○ to the wall and placed at various positions. A fibre-coupled SPAD
detector collects the backscattered light from a point on the wall 24.5 cm to the left of the laser spot [1, 136]

4.4.2 Non-Sequential Ray-Tracing

The albedo of the target and background scattering surfaces used in the experiment were approximated to be

20%, which is a number often used for targeting models [137] . Therefore, an 80-20 Lambertian scattering

function was applied to each surface in the model, including the target, meaning the surfaces absorbed 80% of

the incident light and scattered 20%. A Zemax source object was used tomodel the laser, this enables full control

of the output to closely match that used in the experiment, which were chosen to replicate the parameters used

in the original demonstration [2, 3, 4, 1, 136]. The laser’s wavelength was set to 780 nm in the model.

Finally, a single SPAD detector was set to absorb all rays incident upon it, eliminating the potential for rays to be

countedmultiple times. Themodel differs from the experiment here in that the detector will count every ray that

strikes it. The real SPAD detector pixels each record a binary flag, this flag is set to true if anything is detected

within the same time bin, therefore, if the same detector pixel is struck multiple times in a single window, only

one event is recorded. The model will only take a single run as opposed to the real system which builds up these

counts over multiple pulses. It would be posisble to enhance the model to consider phenomena such as jitter,

dark counts, and finite detection efficiency.

For each of the scenes, rayswere traced inZemax in simple ray-splittingmode,meaning that only one path is con-

tinued in themodel and the overal intensity is reduced with each bounce. All of the analysis is then performed in

MATLAB. As the ray database contains all of the spatial and intensity information about the ray at each interface,
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a great deal can be accomplished during the post-processing in MATLAB. The ray-tracing software has a limit

of 4×109 rays, a number of 1.5×109 was chosen for the modelling here. Although increasing the number of rays

does improve the model accuracy, there is a significant time increase for the model as the program approaches

its limit,1.5×109 was determined to be a good balance between accuracy and speed. Firstly, once a ray-trace has

completed and the resulting ray database has been saved, the binary output file is read into MATLAB. From each

of the ray segments, total time-of-flight can then be calculated from the lengths and summed over the whole ray.

A histogram is then constructed, counting how many rays fall within 64 ps bins from zero to the longest time-

of-flight ray. This simulates the detector’s 64 ps timing resolution and ensures the modelled data resembles that

from the experiment. When rays are incident upon an interface they are labelled with the corresponding object

number in Zemax, this makes it is easy to isolate which of them have scattered from the target by selecting only

those rays with the appropriate label. This allows for perfect background subtraction, which can help to mitigate

some of the computational limitations of tracing a very small number of rays, compared to the light used to

interrogate a physical scene. Once the histograms have been built, both the experimental and simulated data

can be compared for time-of-flight to target, as described in section 4.2.2.

4.5 Results

For the experimental data, a simple background subtraction scheme was utilised. For each set of experimental

data a response was considered to be foreground, scattered by the target in this case, if the following condition

held:

P (t) −B(t) >Threshold

where P(t) is the count in the 64 ps bin for the scene interrogated with the target. B(t) is the count in the same

bin, for the signal recorded of the background scene, at time t. The threshold value in this case was chosen to be

10 % of the background signal, B(t).

For the modelled data, those rays that had hit the target were extracted and placed into histograms with bins at

the same positions. Figure 4.8 shows the two sets of data, corresponding to the target response at position four.

The modelled data in blue, clearly overlaps with the experimental data in red. Both are measured in arbitrary

units as the experimental data results from emitting a far greater number of photons when compared to how

many rays can be traced. The model, in this case, also doesn’t account for quantum efficiency or detector noise;

these could both contribute to the differences in shape between both signals.

This difference in treatment of the background subtraction enables this modelling technique to yield results,

comparable with experiment, and is the only point at which the post-processing differs from the real system.

Computational limitations of the ray-tracing make multiple traces costly, each one taking several hours for the
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Figure 4.8: Histograms of response signal from target in position four. The data collected from experiment is
displayed in red and measured against the right hand y-axis, and data from the model in blue and measured
against the left hand y-axis.

scene described in section 4.3. The number of rays returned also means that the same background subtraction

technique used on the experimental data leaves the modelled data unusable, as the small sample size leads the

median to become less reliable as a proxy for the background signal. The background subtraction used in the

model also leads to differences in the appearance of the histograms, as can be seen from section 4.5. The smoother

rising edge of the experimental data histogram is caused by a combination of the threshold subtraction and the

jitter both in the laser and the detector. The SPAD used in this experiment had an electronic jitter of 120 ps,

leading to the delay of many of the counts, smoothing the appearance of the signal. It is also suspected that

the median response background subtraction approach, also causes the long trailing end, observed in the target

response histogram, to be lost and, therefore, not considered when fitting the Gaussian to determine flight time.

Table 4.2 compares the mean and standard deviation of the modelled time of flight results, to those gathered in

the experiment. For the target in positions 2-4, the differences in mean time-of-flight between the model and

experiment are all less than 0.4 ns. The first target position sees a larger difference in these means of 1.28 ns. This

variance may be due to the lower number of rays incident on the target as it is moved further away from the wall,

an affect discussed in more detail in section 4.7.3. The standard deviations of the results from positions 3 and 4

are also close at less than 0.2 ns, showing that the target position curves are have close peaks and similar width

for these positions. The curve for position 1 is far broader when calculated from the experimental data, position

4, however, is the opposite, whereby the experimental data produced a narrower curve than that of the model.

This variance, again, may be attributed to the relatively low number of target rays in the model, compared to the

experiment. For positions 2-4, these results correspond to differences in estimated round-trip path length of less

than 12 cm for a 5 cm target.
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Table 4.2: Mean response time (and standard deviation) from target for both experimental and modelled data
for each of the four target positions, given in table 4.1.

Mean Target Response
Position Experiment (ns) Model (ns)

1 8.53 (± 1.88) 9.81 (± 1.23)
2 8.42 (± 1.16) 8.49 (± 0.92)
3 10.06 (± 0.88) 9.93 (± 0.99)
4 6.10 (± 0.94) 6.48 (± 1.47)

4.6 Discussion

As can be seen from the results presented in section 4.5, this is an accurate approach to modelling LIDAR ex-

periments involving scattering events. All of the modelled results have returned similar response times from

the target to those calculated from the experiment. The results also show comparable standard deviation, corre-

sponding to similar spatial precision when calculating range to target, for both the modelled and experimental

data. As it is possible to perfectly isolate the target response using the model, small photon counts are not lost

to the background, resulting in no loss of information.

As this model produces comparable results to those gathered from experiment, it provides a means to quickly

model arbitrary scenes and apparatus for non-line-of-sight LIDAR experiments. Investigation of technical re-

quirements and the limitations, for any given scene, can be conducted computationally, such as the maximum

distance of the detector to the first scattering surface, that still allows for the target position to be resolved. By

using this model, it is possible to investigate scenes that would be difficult to construct given physical constraints,

such as acquiring very large lab spaces, or constructing complicated scenes. It also permits a deeper understand-

ing of the affects, that different objects within the scene have on the detector signal and the resolvability of the

target signal. This is investigated further in section 4.7.

Figure 4.9 gives two views of a more complex room simulated in Zemax. The dimensions of the room in this

case are 1 by 1.2 m with a 0.6 m wall separating the 10 by 30 cm target from the emitter and detector. Again

all surfaces have an 80-20 Lambertian scattering function applied to them and 1.5 × 109 rays were traced. The

response from this room is shown in fig. 4.10, with the total response given in blue and only those rays that hit

the target overlaid in red. As can be seen, the response from the target is small compared to the early reflection

from the environment, The secondary peak at the trailing end of the data arises from the reflections caused

by the walls at the far end of the room. The origin of these secondary peaks is not straightforward to prove

from the experimental data, the model allows full exploration of the entirety of each ray path, making it easy to

determine. it may be possible to isolate individual components by covering each of the background scattering

surfaces with absorbing material. Although small compared to the size of the signal from the back wall, it is

possible to isolate the target in the experimental case. This can be achieved by either taking a background signal,

as done in section 4.4, or when that is not possible, using the median signal over several seconds serves as a good
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Figure 4.9: Top-down and rotated view of a more complex scene model in Zemax. Here the black square rep-
resents a detector surface, rectangular objects make up the walls and floor in blue and grey respectively. The
orange rectangle in the centre of the room is the target. Finally the red cuboid, not required, has been added as
a visual reference point for the laser source. Note that of the 200 random rays, drawn in red, none are reflected
back to the detector region.

Figure 4.10: Graph depicting the response from the model presented in fig. 4.9. The full response signal in blue
and only the rays that hit the target have been overlaid in red, highlighting how small a proportion of the rays
returned from the scene can be used to determine the target position.

estimate for the background. This however only allows you to detecting moving targets, as anything stationary

will be considered background using this median subtraction technique. [3, 4].

As the ray database contains all of the spatial and intensity information about the ray at each interface, a great deal

can be accomplished during the post-processing inMATLAB.Once the rays for a scene have been traced,making

quick comparisons between many different setups can be accomplished through processing. For example in the

case of a camera based system, as proposed byGariepy et. al [2], varying the camera’s field of view through a range
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of potential values would be straightforward. Beginning with a flat surface as a detector, accepting light from

any angle, searching for rays scattered only within a particular geometry would allow the user to simulate the

response from a different field of view. This process could then be optimised using a merit function to determine

the best field of view for experiment. Although not explored in this work, many parameters could be determined

in this manner including pixel pitch, camera optics and source properties.

Techniques have been presented that allow formore precise location of a target, at the cost of requiring additional

spatial information. This can be achieved by raster scanning [120] or use of a camera [2]. Themodelling approach

discussed in this chapter is compatible with thesemore complex techniques. For the sake of verification however,

the simpler case of a single pixel and static source was used.

4.6.1 Eye-safety

Tracing large numbers of rays into a scene allows for a good estimation of the probability of return from a target.

To track the motion of human-sized targets in large spaces, sub-second time-scale position retrieval must be

accomplished, processing the experimental data at Hz rates or higher. As scenes become more complex and

larger, more signal is required to ensure an adequate response from a target to distinguish it from the background.

This translates to a requirement for more photons, and thus higher energy pulses, for physical systems. If this

technology is to be deployed to track motion of uncooperative or unaware human targets, then eye-safety must

also be considered, as accessible emission limits will define the limitations for maximum pulse energy.

The following calculations weremade, using themaximum accessible emission limits for a Class 1 laser, from the

safety standard documentation [138]. At a wavelength of 780 nm a single pulse must be limited to 38nJ, with a

photon energy of 2.55×10−19J this gives a total of 3.14×1011 photons per pulse. Were a source with a wavelength

of 1530 nm used, a single pulse is limited to 8µW. Therefore for a 1ps pulse, 6.16×1013 photons of 1.30×10−19J

can be emitted and still be considered Class 1, a factor of 196 increase in the number of photons. To acquire the

data necessary for positioning, however, many pulses must be emitted. The Class 1 limitations for repetitively

pulsed lasers are more restrictive, reducing the average permissible power emitted to 0.57mW at 780 nm and

10.12mW at 1530 nm. This still gives a factor of 34.8 increase in the number of photons that can be emitted for

the longer wavelength system, offering proportionally shorter acquisition times. Tracing the scenes at both of

these wavelengths gives no significant difference in the response, because surface roughness on typical objects

is on a scale much larger than these wavelengths. One factor that may limit the improvement in acquisition

time for a longer wavelength source, however, is detector efficiency and temporal resolution. It would also be

important to investigate other efficiencies for using different wavelengths, as factors such as quantum efficiency,

albedo, and scattering efficiencies could have a significant effect.

Determining if useful data can still be obtained within safety limitations is dependent on the scene. This model

could be used to determine whether or not a target is resolvable by lasers, within safety regulations, for a given

scene,With long enough acquisition time, any scene can be successfully interrogated. Due to the random scatter-
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ing nature of surfaces typical in most scenes of interest, more power will correlate with faster acquisition times,

eye-safety regulations limit the maximum permissible power for use in real world applications. Section 4.7 dis-

cusses some of the relationships determining how the specific make-up of a scene affects the response observed

at the detector and, therefore, how these power limitations affect the ability to detect a target for a given scene.

Increasing the number of detectors used in the location of an obstructed target could drastically improve the

acquisition time for a scene. This is realised in relation to other methods in the literature in the work by Gariepy

et al. [2, 3, 4]. Modifying the collection optics could also have a significant impace on acquisition times and the

minimum viable pulse energy for a scene. Although not conducted here, this model could be utilised to explore

both of these approaches.

4.7 Scene Limitations

This section utilises the model to demonstrate some of the underlying relationships, between scenes and the

apparatus parameters, for this positioning method. The outputs are discussed in the context of optimising per-

formance and addressing the limitations of the technology. Many of these relationships are dominated by Lam-

bertian scattering, which scatters the total incident power out into a partial sphere from the point of incidence.

4.7.1 Detector Range to Scattering Surface

This part of the investigation looks at the variation in power on the detector as it is moved further from the

scattering surface. The model consists of the two main scattering surfaces, the wall and the floor. The laser

source is placed 1 m from the wall, the detector is place 1.7 m from the wall, collecting light from a point 0.245

m to the left of the laser spot. A virtual square object with 2 mm sides was placed on the wall, centred in line

with the centre of the detector. To simulate the requirement of collecting light from a single point, only light

that’s final scattering event was on this virtual object was recorded.

No collection optics were modelled in this instance, the detector was simply modelled as a plane surface. It is

possible to mitigate the effects that detector range to the scattering surface with a sufficient detection scheme.

Furthermore, Zemax allows the user to fully explore detection schemes to see how theywould impact themaking

this a valuable tool in the design of these systems.

The target is a constant size 0.2 m square, kept in a constant position at 0.3 m from the detector point on the

wall, at an angle 45○ from the wall normal. The target centre, laser source, and detector are all 0.5 m above the

floor and the wall is 1.0 m tall. The setup can be seen in fig. 4.11.

Figure 4.12 shows the detector range investigation results, where total power is indicated for each detector dis-

tance. The relationship between power and distance is the same for both the scene response and target incident

rays, with power diminishing as distance increases. It is difficult to determine where the detector noise floor

would be for a given scene using this model, as only a single light source (the laser) is used in the model, and it
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Figure 4.11: The model used to determine the relationship between response signal and distance of detector
from initial scattering surface. Multiple detectors are placed at regular intervals from the surface. They do not
interact with rays, allowing for each configuration to be tested simultaneously.

Figure 4.12: Total power measured on detector, against distance of detector from scattering surface.

would be computationally expensive and time consuming to simulate enough rays to use the same background

subtraction method that is used with the real system. This is to be expected for a Lambertian scattering surface.

The wall in all of these experiments is modelled as an 80-20 Lambertian scattering surface, which closely resem-

bles the behaviour of a matte white wall, with an albedo of 20% [137]. Lambertian scattering scatters the total

incident power out into a partial sphere from the point of incidence. As this is the case we know the intensity

I at any point on the surface of that sphere must obey an inverse square law, namely I = I0/r2, where I0 is the

intensity at point on the scattering surface and r is the distance from that point ie the radius.

It can be expected then that a plot of the inverse of the square root of themeasured signal, r = 1/I1/2, should form

a straight line. This relationship is observed in fig. 4.13, where the power measurements of the target-incident

rays have been transformed accordingly and the distance of the detector from the scattering surface is measured

across the x-axis. A line of best fit has been plotted to further illustrate this relationship, which in this case has
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Figure 4.13: Inverse square root of power incident on detector against distance of detector from scattering
surface. A straight line of best fit highlights the relationship, the intercept of which corresponds to the mean
power incident at r = 0, on the scattering surface.

an R2 value of 0.983. This line also has an intercept of 2057 which, when translated back to power, equates to

236.34 nW. A virtual detector of area 4 mm2 was placed on the scattering surface at the detector point ri, where

a mean power of 212.40 nW was observed from target incident rays. This demonstrates that the inverse square

root transform of the power measurements holds well and the line of best fit can act as a means of estimating the

total expected power from incident rays at point ri. The close fit of this r = 1/I1/2 relationship highlights the

substantial loss of available signal as the detector moves further from the scattering surface.

This inverse square relationship will mean that acquisition times for any scene will increase proportionally to the

square of the distance to the scattering surface. In determining themaximum range that this method can be used

at, the minimum response require from target-incident rays must be understood. The observed background sig-

nal will also fall off at the same rate, meaning that the background subtraction for typical scenes should not be

significantly hindered until the target-incident power falls to within noise levels. The acquisition time for any

scene will be specific to the scene observed, target and detector parameters and the power of the illuminating

laser. Should acquisition time increase, the minimum resolvable spatial precision that the method could achieve

for positioning the target suffers. If the acquisition time reaches the scales at which a potential target could travel

significantly, within the scene, this minimum achievable spatial precision increases in line with the scale of that

movement. Very short acquisition times are desired as the method assumes that no significant movement can

occur in the acquisition time frame. As stated however, this can be accommodated for by improved detectors

and signal collection or increased illumination power from the laser source. Acquisition times will scale in-

versely proportionally to any increase in the power detected. There are, however, practical limitations on these

improvements and they are somewhat dependent on one another. For example, a certain level of laser power

output will lead to bleaching of the detector, for a given scene, this would need to be remedied by improved
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detectors or signal processing. Complex signal processing methods come at a computational and therefore time

cost, which can limit the achievable performance.

4.7.2 Detector Angle to Scattering Surface Normal

In this section we investigate how the angle of the detector, from the scattering surface normal, affects the re-

sponse. The total power on the detector from all rays and the power from rays incident upon the target are

compared.

Figure 4.14 illustrates the setup used. The detector is collecting light incident upon the wall at a spot 0.245 m to

the left of the initial scattering event. A virtual square object with 2 mm sides was placed on the wall, centred in

line with the centre of the detector. To simulate the requirement of collecting light from a single point, only light

that’s final scattering event is from this virtual object was recorded. The target is kept at a constant 0.2 m square

size and in a constant position 0.3 m from the detector collection point at an angle of 45○. The detector is kept

at a constant distance from the wall of 0.2 m and the angle is varied from 0-60 ○ by steps of 1○The target centre,

laser source, and detector are all 0.5m above the floor and the wall is 1.0 m tall.

Figure 4.16 illustrates the total power of the target incident rays, observed on the detector, for the various angles

through 0-60deg. The variation in power throughout this range follows no trend and can be attributed to the

relatively low ray sample numbers and random nature of the model. As the surfaces in this experiment have

been modelled as Lambertian scatterers, the observed power at any given angle can be predicted using Lambert’s

Cosine Law [139]. Lambertian scatterers are often used in targetting models for defence applications. Normal

to an ideally diffuse scattering surface, the intensity observed I0 is given by eq. (4.8)

I0 =
I cos(θ)dΩdA
dΩ0 cos(θ)dA0

(4.8)

where dΩ is an angle into which rays are scattered from the surface area dA0. At angle Θ to the normal, the

scattering area appears as dA and the proportion of rays scattered in to the solid angle is given by Icos(Θ)dΩdA

[139], which reduces to 0 at an angle of 90○, as the perceived area of the surface increases. Figure 4.15 illustrates

this relationship. This relationship tells us that we expect to observe the same power regardless of angle between

observing and scattering surface normals.

Figure 4.16 and section 4.7.3 also illustrate that the compound angle, between the detector and the target surface

normals, has no significance on the power observed for lambertian scatterers. If there were to be significant

variation in power with observing angle then the acquisition time for scenes would be directly impacted. The

slight variation seen in fig. 4.16 is from the relatively low numbers of rays that could be traced using the approach

presented here. The computational limits of the ray-tracing program mean that only 4 × 109 rays can be traced

to sample each scene. As more rays are traced, the variance between these measurements decreases.
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Figure 4.14: Several detectors placed equidistant from the detector point on the scattering wall, at 0-60○ angles
between the surface and detector normals.

Figure 4.15: Observed intensity (from a Lambertian surface for a normal and off-normal observe, where dA0 is
the area of the observing aperture and dΩ is the solid angle subtended by the viewpoint aperture [140].

The results presented throughout this chapter do not consider surfaces with a strongly specular scattering com-

ponent. In reality, many surfaces exhibit significant specular reflection. The objective for testing each of the

factors presented here was to highlight some of the core relationships between target and detector position for

these systems. Modelling differing far more complex surface types is possible with Zemax and this model would,

therefore, be capable of investigating these relationships.
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Figure 4.16: Total power on detector from target incident rays was measured for equidistant detector positions,
with angle between the detector and scattering surface normals was varied from 0-60○.

4.7.3 Position of Target

In this section the model will be interrogated to look at how varying the position of the target, within the scene,

affects the response on the detector. In this case three detectors were used to interrogate the scene. Each was

placed at equal distance of 1 m from the scattering surface and separated by 100 mm from one another. A square

target of with 50 mm sides was then placed within the scene and both its distance from the scattering surface

and its angle to the surface normal were varied. The distance from the target’s centre to the detector point on the

scattering surface was increased from 100 to 1000 mm in 100 mm steps. The target’s angle from the normal was

increased from 0 to 60○ in 5○ increments. The target centre, laser source, and detector are all 0. 5m above the

floor and the wall is 1.0m tall. Other than more target positions and the additional two detectors placed 100mm

apart, the model here is identical to that presented in fig. 4.7 illustrating the experimental verification.

For each of the distances, the mean power from target-incident rays that were observed by each of the detectors

can be seen in fig. 4.18. As the target moves further from the scattering wall, the power seen on the detector

rapidly decreases. Figure 4.18 is shown on a logarithmic scale as the power change is so great, from 222.81 µW

at 100 mm to 15.20 nW at 1000 mm.

Figure 4.19 shows an interesting relationship similar to that as seen in fig. 4.13. Section 4.7.1 demonstrated the

inverse square relationship that the power observed had with distance from scattering surface. Following from

that, as the light travels from the initial scattering point to the target and back to the detector point, two inverse

square relationships should therefore be observed in conjunction. Good agreement is seen with the fourth root

power dependency, on target distance from the detector point, as expected. This trend is illustrated in fig. 4.19.

It can be seen from fig. 4.19, that the fourth root of the incident power varies linearly with distance. Although

there is a difference in distance from scattering point to target and target to detector point, making the assump-

tion that they are equal provides a good estimate of expected power as distance of target changes. The R2 value

90

dkloi
Highlight



Figure 4.17: Illustration of the scene for used to determine relationship between target position and response.
Here three detectors are used in positions d1, d2, d3 and the overlapping probability densities calculated from
their time-of-flight histrograms are used to estimate the position of the target. Both angle and distance from the
scattering point will be varied as the target is moved through positions P1 to Px.

Figure 4.18: Mean power variation measured against target distance from detector point
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Figure 4.19: Translated inverse fourth rootmean power variationmeasured against target distance fromdetector
point

of the best fit line is 94.37 % showing that it is a strong linear fit. The intercept however falls below zero in this

case, preventing meaningful comparison to the power on the wall as this would result in an non-physical value.

This comes about, in part, due to the assumptions about path length made and the uncertainty in the data. The

lower number of target-incident rays at larger distances make predictions more difficult as the sample size di-

minishes. At shorter distances, the path difference between scattering point to target and target to detector point

also impact on the accuracy. As this path difference is larger, relative to the whole path length, the assumption

made when plotting this graph and the inverse fourth root relationship has a greater impact. The method does

illustrate the underlying relationships however and confirms the expected behaviour that the power would vary

with the inverse fourth root of the target distance.

It can be seen then that as the target moves further from the scattering/detector points, on the initial surface,

the acquisition time must increase to compensate for the loss of power observed back at the detector. A tenfold

increase in target distance would translate to roughly a thousandfold increase in acquisition time to observe the

same power.

Another consideration here is the total time-of-flight of the entirety of the laser pulse. For every 1m the target

moves from the scattering point, the total time-of-flight increases by 2× (1/c) = 6.67× 10−9 seconds. The laser

used in section 4.4.1 ran at 80 MHz, which means there is only a 12.5 ns gap between pulses. If the total-time-of

flight for the target-incident rays exceeds the time between pulses, there will begin to be overlap. This overlap

would make it impossible to take meaningful readings, as the light taking the shortest path, from the scattering

point directly to the detector, cannot be gated. The repetition rate of the laser illuminating the scene would then

need to be reduced to afford more time for each pulse, further impacting the acquisition time.

Similarly to section 4.7.2, the results here showed insignificant variation with the target’s angle to the scattering

surface normal. As eq. (4.8) states, the power observed is constant regardless of angle. Only should the target (or
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Figure 4.20: Map of results from the target position experiment. With a purple cross indicating the laser spot
on the scattering surface and the origin, the grey crosses represent the points on the scattering surface from
which the detectors gather light. A red cross indicates the actual position of the target’s X-Y centroid. A black
cross indicates whereabouts the model predicts the target to be. Finally each coloured area around the predicted
position represents a confidence interval for the target’s location, as predicted by the model.

detector) rotate about its own axis, would there be a significant impact on the observed power, as this effectively

changes the aperture size through which these observations are made. This effect would be lessened in the

real case due to the three dimensional nature of real targets. Whereas the change in aperture for an observed

plane varies greatly as it rotates, this is not true at all for spherical or cylindrical targets. The use of planes in this

experiment serves as a first order investigation into these effects, ensuring constant conditions. Amore thorough

examination into target shape could yield more accurate results in this context but is beyond the scope of this

work.

Using eq. (4.5), predictions could be made for the target positions from the time-of-flight data gathered from the

model. By combining the probability maps, from each of the three detectors, it becomes possible to construct

probability regions for locating the target. Figure 4.20 illustrates how these look when mapped, with the highest

likelihood region in yellow and the lowest in dark blue. Also the target location in red, the scattering point

in purple and the three detector collection locations in grey are marked for reference. The target’s predicted

location, noted by the black cross here, is selected as the highest probability location within the searched space.

Both the target’s actual coordinates and the prediction are located within the small, highest probability region.

In fig. 4.20 the wall exists at y = 0, on which the laser spot and detector collection coordinates are located. It can

also be seen that a second region, with equivalent confidence bounds as that inwhich the target and prediction are

located, can be found beyond the wall. This is a product of the mathematics involved in making the prediction,

using these methods either of these regions could likely hold the target. This method will always produced two

regions of equal probability such as this, as these have equal distances from the foci of the ellipse. Often, these

secondary regions occur within line of sight of the detector or, as in this case, beyond an obscuring surface which

allows for them to be easily excluded when making predictions.
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Figure 4.21: Zoomed map of positioning results.

Figure 4.21 is a closer view at the target location fromfig. 4.20. In this case the distance from the prediction to the

target coordinate was 18.4 mm. Over all of the predictions made using the model, a mean accuracy of 30.2 mm

was achieved. Experimental results have seen precisions in the region of 25.4 mm [2, 3, 4] but these have used

1024 detectors in arrays and are not limited by computational power limiting ray numbers when interrogating

the scene.

4.7.4 Target Size

It is expected that the final power on a detector, from target-incident rays, would increase as the size of the target

increases. This section investigates how target size affects the response at the detector.

With the target and detectors kept at a single position, the model used here is similar to that depicted in fig. 4.13

considering only a single detector position. Both the target and the detector are kept at constant positions and

angles. A square target was used of varying surface areas increasing from 10 to 100 mm2 in 5 mm2 increments.

The target centre, laser source, and detector are all 0.5m above the floor and the wall is 1.0m tall.

Figure 4.22 shows the results from this investigation. As can be seen, the response on the detector from target-

incident rays increases linearly with the target area in mm2. This again can be predicted through use of eq. (4.8),

as the observing aperture increases in size, so does the observed intensity. In this case, the target can be consid-

ered to observe the power scattered from the wall. Increasing this will, in turn, lead to a higher proportion of the

illuminating laser pulse being incident back on the detector point. From this we can conclude that acquisition

time should decrease linearly as target surface area increases.

Increasing the size of the target does also affect the background signal. As a higher proportion of the light is

incident upon the target, less will illuminate the background scene. This effect was observed qualitatively from

the model, however, the limiting nature of the computational approach prohibited quantifying this effect. The

size of the background surfaces compared to the target, for a typical scene, means accurate investigation of this
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Figure 4.22: Total power on detector and power from rays incident upon target against size in mm2.

relationship would require a much larger number of rays than the limits of the software. Lower intensity peaks

from signal scattered by the walls behind the target were observed for larger targets, despite their relatively small

size, compared to that of the walls. This is due to the projected size of the target, upon the wall, being much

greater than that of target. This behaviour, of blocking signal from the background would be further affected

by the orientation of the target within the room, in relation to the obscured walls and the target’s distance from

them.

Another consideration is the variation in precision when calculating the position of larger targets. The precision

of this detectionmethod is limited in part due to the finite size of both the target and the detector collection point.

The mathematics presented in section 4.2.2 assume that the detector collection point and the target location, are

singular points in space, which is not the case in reality. Increasing the size of either will increase the amount of

light that successfully interrogates the scene at the cost of being less certain as to where their centre point is. As

we are only concerned with finding a point in space that the target occupies, assumed to be the centre of mass,

precision with which this point can be predicted decreases as target size increases. This is due to there being a

greater number of locations from which target-incident rays can be reflected, increasing the potential number

of possible ray paths, leading to a larger range of time-of-flights.

Figure 4.23 shows that minimum positioning accuracy does increase rapidly with target size for the smaller

targets. Precision in this case has been measured as the distance travelled by light in one standard deviation of

the time-of-flight measurements. As larger sizes are measured, the precision plateaus at approximately 330 mm.

It is believed this is a side-effect of the limitations of the model. As the larger targets return many more rays to

the detector, this increase in number of target-rays observed is balancing the increase in the position precision

value due to size. The experimental results also report precisions in the range of 250 mm and the model plateaus

at 330 mm. An increase in the number of detectors and a much larger sampling of rays, which in the model
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Figure 4.23: Variation of precision for time-of-flight calculation against target size.

are limited by computation time, would improve these minimum precision values. This may indicate that this

model, due to its limitations, may not be best suited for precision investigations for this technique.

This model has shown that the size of the target greatly affects the response from the scene. A lower limit on

detectable target size would be dictated by the background subtraction and noise in the detection method. Al-

though larger targets will give better response and thus faster acquisition times, they do so at the cost of preci-

sion. Non-cooperative targets, of roughly human size and shape, are the most common use-cases intended for

this technique and such should not vary too greatly, but with longer acquisition times and sufficient background

subtraction, much smaller targets can also be tracked successfully.

4.8 Conclusion

A novel approach to modelling non-line-of-sight LIDAR ranging and positioning experiments has been pre-

sented. The model was successfully verified against experimental results. It has been shown that this model can

be used to simulate results for this positioning methodology, providing new avenues for investigation into such

systems. Through use of commercially available, optical modelling software, it is possible to quickly generate

new scenes and investigate the effect varying components may have.

The model was used to investigate how a number of spatial parameters affect the application of this positioning

approach. The inverse-square law forms the foundation for some of the more dominant factors which would be

most likely to limit the accuracy and precision of this technique. Any change leading to a reduction in power

on the detector, from rays that hit the target, will require a proportional increase in signal acquisition time to

determine the target position with comparable precision. To reliably track moving targets, the target must move

a distance no greater than its own size during the acquisition period. For human targets, this can limit the

maximum acquisition to a few hundred ms [2].
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The distance between detector and scattering surface was tested by placing a number of detectors interrogating

the same scene at increasing distances. Power measured on each detector was then compared, a significant

inverse-square relationship was observed as shown in fig. 4.13. For every doubling of distance between the

detector and scattering surface, the power received would be quartered. This, therefore, limits the maximum

distance at which the detector can be used and still recover a strong enough signal in a short enough acquisition

time to track a moving target.

The angle between the detector and scattering surface normals was also tested. It was proposed that Lambert’s

Cosine Law [139] would apply here and that there would be no significant variance in power as the angle between

these two normals were varied. The results in section 4.7.2 demonstrate this to be true. This means no special

attention must be paid to optimise the angles between detector surface and that of the unknown target.

The effect that the target position itself had on the techniquewas also tested. Both the angle between the scattering

surface normal and distance of the target centre from the initial scattering point. Similarly to section 4.7.2, the

angle between the target and scattering surface normals has no effect on the power incident on the detector. As

eq. (4.8) states, the power observed is constant regardless of angle. The target distance from the scattering surface,

however, had the greatest effect on the observed power of all the parameters tested. Similarly to the model in

section 4.7.1, since light from the initial scattering event is reflected to the target, an inverse square relationship

is observed between power and distance of the target from that scattering point. For light to be observed at

the detector, it must be reflected back to the scattering surface at the detector collection point. Figure 4.19

shows that an inverse fourth root relationship between the target distance and the scattering point gives a good

approximation of the power expectation as the target distance varies. This wouldmeant that, should the distance

between a target and the scattering surface double, only a sixteenth of the power from target-incident rays would

be observed, requiring a proportional increase in acquisition time.

Finally the effect that target size had on observed power was investigated. Figure 4.22 shows the proportional

relationship between an increase in target size and the observed power on the detector. This would mean that,

as target size grows, acquisition times will decrease. It would also indicate that the lower limit on target size, for

tracking and positioning by this technique, would be limited by the noise and background subtraction. Variation

in precision was also investigated using this model. Although it was anticipated that precision would decrease as

the target size increased, this effect was not observed in the model for the larger target sizes. Figure 4.23 shows

that the precision value plateaus at approximately 330 mm. It is believed that this is caused by the limitations

of the computational approach. As so few rays are returned from the target for each scene, the increase due to

size is leading to an improvement in precision as the sample increases which is partially balancing the expected

decrease in precision. Improved ray-sampling of each target and a deeper look into the effect of size on precision

would make for a worthwhile extension to this project.

For each of these factors, the acquisition time has been discussed as the parameter mostly affected. The laser
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used in section 4.4.1 ran at 80 MHz, which means there is only a 12.5 ns gap between pulses. If the size of

a scene increases and the time for a photon to complete a round-trip of the scene breaches this 12.5 ns upper

limit, overlap between pulses begins to occur. It would be difficult to distinguish which pulse a photon originated

from and there would be significant risk of losing information. Therefore, the repetition of the laser source would

have to decrease. This would have a knock-on effect of further increasing acquisition time, which also has an

upper limit in the hundreds of microseconds before targets moving at a average human speed will begin to blur

the positioning technique. One simple approach for reducing acquisition times, that has been demonstrated by

Gariepy et al. [2, 3, 4], is to use an array of detectors. It would be possible to use this model the investigate how

increasing the number of detectors affects the observed response power.

The limiting factor in using this modelling approach is the time it takes for the ray-tracing to complete. Using

post-processing to vary parameters of interest such as field of view, or pixel pitch, in the case of a camera can

mitigate some of this by reuse of a single ray database. Utilising post-processing and automation of the ray-

tracing, it would be possible to develop optimisation routines to select components for improved experimental

results. This would be a promising continuation of the work presented here.
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CHAPTER 5

Amplified Spontaneous Emission in High-Gain Solid-State Lasers

5.1 Introduction

In the design of Q-switched lasers, it is often desirable to maximise the achievable energy storage in the gain

medium prior to switching. Amplified Spontaneous Emission (ASE) can critically limit this achievable energy

storage when gain reaches a threshold level. This limiting effect can be made worse by internal reflection in the

gain medium, making the effective path length through the high gain region longer, increasing the likelihood of

spontaneously emitted photons being amplified [56, 141]. Total internal reflection (TIR) can further cause ASE

to strongly influence the performance of these systems [56]. Being able to identify how ASE develops within

a specific gain medium and which paths through the system lead to the highest gain would enable designers

to better understand this performance limiting phenomena. Gain media geometries and pumping schematics

would be adjusted to limit those paths that most contribute to ASE. New and novel designs, that limit ASE, could

be tested quickly and easily, without the need for costly manufacturing of bespoke components.

Many comprehensive theoretical and analytical models of ASE exist[80]. These analytical models, however,

are difficult to implement for all but the most conventional of gain media geometries and pumping schemes.

Modern high-gain solid-state lasers, like those used in defence applications, often have very complex designs

that are optimised for a number of factors, including the overall size and weight of the system [99]. To fully

understand the development of ASEwithin such laser systems a three-dimensional, time-dependentmodelmust

be developed.

A quasi-analytical techniquewas first used by Lowenthal et al. [141] to calculate theASE effect in laser gainmedia

with small aspect ratios. Due to the limitations of the existing technology, many simplifications weremade to the

model to make numerical computation feasible. A cylindrical coordinate system was used, allowing for some of

the integration of the ASE over the volume to be computed analytically. Gain and flux were also only allowed

to vary along the amplifier axis, being uniform across the cross-section. The authors state that performing these
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calculations in three-dimensions would be computationally expensive and an iterative time-step approachwould

be required to evaluate the effects of ASE[141].

Fully three-dimensional time dependent models had been developed previously [142, 56] but, again, were too

costly to run with the technology available at the time. Lu et al [56] built upon the quasi-analytical approach

used by Lowenthal et al. [141] to address this issue. This was attempted at the Lawrence Livermore National

Laboratory to better understand the effects of ASE on face-pumped slab laser geometries [56]. Non-saturable

absorption, ASE line-narrowing, and total internal reflection (TIR) were accounted for in this model, allowing

for rapid determination of the gain-length product of rays travelling through high-powered slab amplifiers.

This model relied on two equations, one for the normalised ASE intensity and another that relates the ASE to a

reduction in gain for any point within the laser medium. These were required to be solved self-consistently in

order to determine the affects that ASE had on the laser amplifier [56]. The three-dimensional nature of both of

these equations was a major limitation of the model at the time. Both would require significant computation to

calculate the distribution of gain and ASE across the laser amplifier, meaning the model was essentially limited

by the technology available.

To reduce computation time certain approximations weremade. Firstly, the gain and intensity distributions were

only allowed to vary along the z-axis of the amplifier. This meant that the ASE intensity was only computed at

the centre of the gain medium and assumed to be uniform across the cross-section for each of the z-positions.

The model also assumed that no reflection occurred at the end surfaces of the slab amplifiers, limiting the path

of the spontaneous emission through the gain medium. The pumping model was also limited to only include

those rays that would exhibit total internal reflection (TIR).

Despite these assumptions, when compared to experimental results, good qualitative agreement was found. This

model, however, is optimised for specific use cases, slab amplifiers. The assumptions listed above may signifi-

cantly impact the applicability of this model to more complex gain media and pumping schemes.

More recently Albach et. al [54] developed a model to investigate the effect ASE had on YB 3+ slab amplifiers.

This model used a Monte-Carlo approach and was able to estimate stored energy density for a given point in

three dimensions within a gain medium. The calculations relied on estimating the local depopulation due to

ASE as a function of position, much in the same way as Lowenthal et al. [54].

This model also uses a number of approximations to simplify the calculation. Firstly, the pump power is taken to

be uniform across the gain medium, much in the same was as Lownethal et. al [141], and all surfaces are consid-

ered to be perfectly absorbing for spontaneous emission. The model also ignores multiple internal reflections as

the surfaces of the gain medium. The authors conclude that, although this assumption may work for gain media

with aspect ratios of approximately one, such as cubes, thick slabs, and spheres [54], any geometries that exhibit

significant internal reflection and TIR this could be problematic [54]. Gain media that are thin compared to the

transverse show much stronger depopulation due to TIR when compared to thick crystals [54].
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Developing a fully iterative, three-dimensional, numericalmodel for the effects of ASE on laser gainmedia would

afford a greater understanding of the factors in cavity design that greatly impact it. In Q-switched lasers and

laser amplifiers maximal energy storage is often a key design objective. It would be possible to test multiple

configurations of gain media, pumping schemes, and optical designs to minimise the gain depleting effects of

ASE. A fully iterative model would also allow the user to better understand at what point in the pumping period

ASE begins to have a significant impact and enable them to adjust accordingly.

Although the existing models give good agreement with experimental results, they rely on artificially simple

pumping schemes or assumptions around gain distribution. Many laser systems have highly complex pumping

arrangements which can severely impact the gain distribution [99]. Diode stacks being one such example that

give distinct striping of available gain within the gainmedium. Utilising ray-tracing to first model these complex

distributions before calculating the gain depleting effects of ASE may give a closer insight into the behaviour of

ASE in these systems. This would allow the user to more easily explore and discover more optimal pumping

schemes, cavity designs, and novel gain media to improve performance.

5.1.1 Numerical Gain Model

Themodel presented in this chapter will build upon the work and suggestions of previous quasi-analytical meth-

ods [56, 141, 142, 54]. One key difference in this approach, however, is the use of ray-tracing software to calculate

three-dimensional, discrete models of the pump absorption within the gain media. Similar approaches have had

success in several cases for designing lasers with complex pumping requirements [143, 144, 145, 146, 147, 148,

149, 150]. This approach uses the ray-tracing software Zemax [6], a commercially available optical design pack-

age. As an industry leading product, Zemax offers many benefits to this type of analysis, including large surface

and source libraries, allowing users to quickly model systems with known components and materials, without

having to define their properties each time. It is also possible to save and extract ray databases, holding infor-

mation on each interaction a ray has as it passes through the system. This allows the exact ray trace results to

be reused on multiple specifications of the system to compare performance. These benefits, along with the tool’s

high accuracy and ability optimise optical designs, make it commonly used in the design of systems for defence

applications [99].

Zemax allows the user to measure pump absorption from any material or component in the system by defin-

ing it as a detector. This functionality is at the core of this model. By dividing the gain material into discrete

three-dimensional pixels, known as voxels, it becomes possible to see the three-dimensional pump absoption

throughout the gain medium.

Zemax does not, however, calculate gain. In thismodel, the pump absorption profile and the ray tracing database

will be extracted and further analysed in MATLAB [5]. The evolution of gain, within the gain medium, will be

calculated in discrete time-steps for each of the voxels. The rays passing through these voxels at each time step

will then have their energy recalulated according to the gain they experience and the energy available in each
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voxel will be updated accordingly. This will result in an iterative, discrete, three-dimensional model of the gain

distribution.

Despite advances in computational power, it is still necessary to make a number of approximations to make the

model computationally feasible. It will, therefore, be vital to verify the predictions from the model. To do this,

an experiment concerning ASE from the literature [59], has been replicated. The same set-up will be used, in this

model, as was present in the physical experiment. Achieving comparable results should indicate the effectiveness

of this model to the modelling of ASE in solid-state lasers. This will then give confidence in predictions of the

model in other systems, enabling ASE reducing design decisions to be tested more quickly and easily.

5.1.2 Chapter Outline

Section 5.2 will discuss the model in detail. The algorithms for calculating the energy distribution at each time-

step and for each voxel are presented. This section will also discuss how the ray-trace and pump absorption from

Zemax are used to calculate spontaneous emission. Finally, some of the limitations of this model are presented.

In section 5.3 the approach to verifying the model is detailed. The experimental setup and results from the 2010

paper by Huß et al. were chosen to test the model against. Section 5.4 then discusses how the results from the

model compare to those from the paper.

Section 5.5 will see the model used to predict the performance of other systems. The energy storage properties

of a novel laser gain geometry is tested against a typical square rod and the results presented here.

Finally, section 5.6 summarises the chapter. Recommendations are made for improvements to the approach

taken here and next steps in furhter developing this model.

5.2 Model

This section will discuss the process behind the numerical modelling of Amplified Spontaneous Emission (ASE)

in solid-state lasers. An overview of the entire process will be presented here, then each of the component pieces

of the model will be discussed in further detail.

Figures 5.1 to 5.2 presents the algorithm this model uses to calculate power output, from a laser, considering the

effects of ASE. The process begins with determining the absorption of the pump, discussed in section 5.2.1. It is

then necessary to calculate the gain across the medium and seed spontaneous emission rays, which is discussed

in sections 5.2.5 to 5.2.3. These rays lead to energy lost from the system and gain depletion, the processes for

which are considered in section 5.2.5. Section 5.2.6 then presents how the final power seen at the detectors is

determined.

Figures 5.1 to 5.2 illustrate the procedure that this model follows. Each of the steps presented will be discussed

in detail, including the mathematics underlying the physical phenomena that are being model. Although the
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Figure 5.1: This flowchart summarises the initial steps in building the optical model in Zemax and MATLAB.
Once pump absorption has beenmeasured, the gain and flourescence can be calculated inMATLAB.This is used
to define then build the spontaneous emission Zemax RayDatabase (ZRD) which is converted back toMATLAB
for the second, iterative phase of the model.

model is cyclic in some places, as many processes depend on dynamic values that are updated continually, this

section will try to follow the figures from top to bottom, where possible.

Constraints relating to both available time and the current hardware and software limitations, lead to a trade-off

that dictates the performance of this approach. Lowenthal and Eggleston first presented a model for small as-

pect ratio laser oscillators and amplifiers but, having far less computational power available to them, deemed it

infeasible at the time [141]. Lu and Dong [56] later used this approach to model slab lasers but made simplifi-

cations, such as assuming transverse pump homogeneity and only considering rays that undergo Total Internal

Reflection (TIR) [56]. Ideally, one would model a single ray for every photon emitted, in each time-step.

For photons of wavelength λ, forE Joules of emitted energy the number of rays,Nr required is calculated using

eq. (5.1)
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Figure 5.2: This flowchart summarises the calculations in MATLAB for each of the rays and voxels, at each time-
step. Energy extraction and gain are calculated in an iterative manner for every ray and the voxels available
energy is updated accordingly.
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Nr =
Eλ

hc
(5.1)

where h is Planck’s constant and c is the speed of light. Therefore for 1 µJ of energy emitted, at a wavelength of

1064 nm, 5.356 × 1014 rays would need to be traced to account for each photon. Zemax, however, is only capable

of tracing 4×109 rays in a single trace. As all of the rays are calculated independently, it would be possible to run

many ray-traces to get the numbers required, but for even relatively simple optical systems a trace with 4 × 109

rays can take an hour (for a typical desktop workstation). It would be possible to reduce the length of the time-

step so that an even smaller number of spontaneously emitted photons are released, but this would take longer

still, as the calculations in the model that aren’t related to the ray-tracing would be repeated with the increased

number of time steps. Also, as the system is pumped throughout the simulation, the time-step length would

have to be adjusted to accommodate the dynamic changes in emitted power, meaning that the model’s accuracy

suffers. Using the approach taken here, as the number of rays traced increases and the time-step length decreases,

the model more closely approximates the real system.

The approach taken here then, is to calculate the total power emitted at each time-step and divide that evenly

amongst the total number of rays to be traced. This directly contributes to the distribution of where the sponta-

neously emitted rays originate, which is discussed in detail in section 5.2.3.

5.2.1 Absorption

Determining an accurate pump and absorption profile is the basis of this model and what differentiates it from

analytical solutions. By utilising Zemax to design the optical system and trace the pump ray-paths, complex

geometries can be easily simulated. Figure 5.3 compares the pump profile of an Nd:YAG rod pumped by a

diode stack as seen by an Infra-Red (IR) camera, on the left, with the simulation in Zemax for the same pumping

geometry on the right. As can be seen themodel closely resembles the real systemallowing for accuratemodelling

of complex pumping schemes, something that is not easily achieved with entirely analytical approaches [99].

Figure 5.3: Nd:YAG rod pumped by a diode stack as seen by an IR camera (left), compared to the modelled
pump profile in Zemax for the same pumping geometry (right).

105



Figure 5.4: An example ray-trace from Zemax. Paths and material absorption are calculated for each ray as it
passes through the system [59].

The pump profile is determined according to the rules underlying the Zemax ray-tracing software. Figure 5.4

illustrates a Zemax ray-trace, calculating paths and absorption as rays pass through the optical system [59]. Once

the system has been designed and the correct materials and coatings placed on all of the components, a number

of rays are traced randomly from the source. As the ray-tracing usesMonte Carlo [22]methods a greater number

of rays gives a pump profile more closely resembling the real system. In the case of the model for ASE presented

here 4 × 109 rays were used, the maximum number of rays permitted by Zemax. These rays pass through the

system and Zemax recalculates their power, phase and direction at each interface. Should the rays pass through

an interacting medium, such as the laser rod, it is possible to record how much energy is absorbed.

Absorption is recorded in Zemax through the use of detector objects and any object in Zemax can be made into

a virtual detector. This allows the object to record information about the state of the system at each time-step,

without it interfering with the simulation in the same way a real detector might. By assigning a number of pixels

in each of the cardinal axes for a detector object, it is possible to control the resolution with which the object

records this information. A detector then has nx ×ny ×nz× = V number of cuboid voxels, where nx, ny, nz are

the number of pixels along each axis and a voxel being the three dimensional extension of a pixel. ThisASEmodel

will operate by considering each of the voxels as a separate unit of gain medium, in an array. The absorption for

each of the voxels can then be taken to be the input power for the gain equations, discussed in section 5.2.5.

Once the pumping rays have been traced through the system, total absorption for each voxel can be calculated.

For a single voxel, the energy absorbed from each ray is determined using eq. (5.2) and the path length that

ray has taken through the voxel. One of the key benefits of using Zemax for the absorption calculation is that it

supports a vast library ofmaterials and is capable of handling custom absorption spectra, allowingmostmaterials

to bemodelled easily. The intensity of a ray leaving a voxel, Ia, can be calculated using Beer-Lambert’s Law [151],

given by eq. (5.2)

Ia = I0e−αl (5.2)

where I0 is the intensity of the light entering the voxel, α is the absorbance of the material and l is the path

length of the light through the voxel. Absorption for each ray can then be calculated as I0 − Ia, assuming that

the medium is far from saturated.
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This must be done in the order with which the ray intersects with each voxel along its path, as the absorption in

one voxel reduces the total energy available to subsequent rays that may intersect it. This is repeated for every ray

to determine the total energy absorbed from the pump by each voxel. With use of three dimensional ray-tracing

and proper treatment of surface coatings and material properties, it is possible to accurately simulate pumping

profiles for complex cavities and pump sources.

One key aspect of this approach is the discretisation of the time component of the model, as discussed in sec-

tion 5.2. This allows for the absorbed pump power to be converted into an energy value at each time-step This

discrete method allows the energy for each voxel to be depleted, by spontaneous emission, before calculating the

next time-step. Section 5.2.2 discusses the process of determining the gain seen by rays passing through each

voxel. Once the absorbed pump energy has been calculated, for each voxel, the same value is used throughout

the pumping phase. Although this has not been utilised here this could easily be altered, as the pumping power

can be adjusted manually or by applying a time varying function to the pump values in MATLAB. This would

allow more complex time-variant pumping to be considered with this model, if desired.

5.2.2 Pumping, Gain, and Spontaneous Emission

Once the absorbed pump power for each voxel has been retrieved from Zemax, population inversion and avail-

able gain can be calculated. With an accurate model of the population inversion, it is then possible to determine

the distribution of spontaneous emission throughout the gain medium, which is discussed in section 5.2.3.

The fluorescence energy spontaneously emitted in the initial time-step must be calculated to allow for the indi-

vidual ray energies to be set. This is also required to determine how much energy is available for gain at the end

of the time step. This model breaks the calculations for ASE development over time into discrete steps. A time-

step is defined and the gain and fluorescence is recalculated at each time-step. To get each ray’s initial energy,

we must calculate the pump energy absorbed in the initial time-step and the proportion of that which is lost to

spontaneous emission.

Firstly, the energy within each voxel Ev must be calculated. For the first time-step, this is simply a case of

multiplying the length of the time-step δt1, by the absorbed power for each voxelAv which is determined by the

pumping model in Zemax, Ev = δt1 ×Av . The rate of electron excitation to the metastable level, for each voxel

Rpv , can then be found by eq. (5.3)

Rpv =
EvQ

Vvhνp
(5.3)

where Q is the quantum efficiency, νp is the frequency of the pumping light, h is Planck’s Constant and Vv is

the volume of the voxel [101]. Some of the electrons that are excited within the time-step will decay during that

time, this decay must be accounted for when determining how much gain is available, which could then amplify

spontaneously emitted photons, for each time-step. Assuming a square pump pulse, the maximum number of

107



electrons raised to the metastable level nv from the ground state n0 can be given by eq. (5.4)

nv(tp) = n0Rpvτf [1 − e(−tp/τf )] (5.4)

where τf is the fluorescence lifetime of the metastable level for the gain medium [101]. Since the total number

of electrons raised to the upper level during the pump pulse is given by n0Rpvtp the fraction in the metastable

level at the end of the pumping pulse, the storage efficiency ηst, is given by eq. (5.5)

ηst =
1 − e−tp/τf

tp/τf
(5.5)

From eqs. (5.3) to (5.5), it is then possible to calculate the gain for each voxel gv at the end of each time-step

using eq. (5.6)

gv = Rpvtpηstσe (5.6)

whereσe is the spontaneous emission cross-section for the gainmedium [101]. Equation (5.6) is used to calculate

the gain for each of the individual voxels in the gain medium at the end of the first time-step.

For subsequent time-steps, the same process applies with regards to the absorption of additional pump energy;

however other phenomena affect the available gain, such as gain depletion by spontaneously emitted rays. Gain

depletion is included in this model and discussed in section 5.2.5. If the pump source is defined as constant and

continuous, then the same amount of energy will be incident upon each voxel at every time-step. To determine

the energy within each voxel after each time step, the amount of energy already present within the voxel must be

known. Gain depletion is of particular importance when considering ASE, as large amounts of energy could be

extracted by spontaneously emitted rays at each time-step, this is discussed in detail in section 5.2.5.

Using discrete time-stepsmakesworkingwith gain values, expressed as a per centimetre value difficult, especially

when considering changes during each time step. For this reason, the energy stored in each voxel made the

calculations easier to compute. For each voxel, the population pumped into, and remaining in, the metastable

level at the end of the time-step nv is given by eq. (5.7)

nv = Rpvtpηst (5.7)

and the energy stored in a given voxel Ev , after the first time-step, can be determined by eq. (5.8)

Ev = nvhνlVv (5.8)
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where νl is the frequency of the photons relaxing from the metastable level. From these equations we can then

also calculate the amount of energy that is fluoresced in the first time-step Ef using eq. (5.9)

Ef = (1 − ηst)
Ev

ηst
(5.9)

Equation (5.9) gives the energy fluoresced from a single voxel, which is used to determine the origins of the rays

to be traced. As discussed in section 5.2.5, each of the rays in this model share the same initial energy, equal to

the total fluoresced in the time-step divided by the number of rays being traced.

Due to computational and algorithmic limitations, assigning individual energies to every ray at origin causes

the modelling time to increase beyond reasonable limits. The compromise here, by giving rays equal energy,

causes those parts of the gain medium that are furthest from the pumped region to see a greater proportion

of the spontaneously emitted energy then they would in reality. Section 5.2.3) discusses the methods used to

account for this somewhat through ray placement, by strongly weighting the origin for every ray towards that

more intensely pumped region.

5.2.3 Seeding Rays

Once the population inversion has been calculated for a time-step it is then possible to determine the distribution

of spontaneous emission rays throughout the gain medium. Zemax is only capable of tracing 4 × 109 rays in a

single trace, a small number when compared to the number of spontaneously emitted photons. Each ray must

then be given a proportion of the total spontaneously emitted energy.

Although the rays are traced randomly, the distribution of where they originate within the gain medium is not

homogeneous for most pumping schemes. Considering the voxelised gain medium, voxels containing a greater

absorbed energy are far more likely to spontaneously emit a photon than those with less energy. Figure 5.5

presents the pumping profile for an Nd:YAG rod, the darker blue end of the rod shows that very little of the

pump is absorbed. This will mean fewer photons will be excited to the metastable level and this section of the

rod will exhibit far less spontaneous emission than the brighter red and green section, where absorption is much

higher.

Section 5.2.3.1 describes the method used to weight each voxel when determining the random distribution of

emitted rays.

5.2.3.1 Roulette Wheel Selection

Roulette Wheel Selection is a method used in computer science, commonly in genetic algorithms [152], when

weighted random selection of competing candidate solutions is required. In the case of this model, it has been

used to randomly select voxels to emit rays, weighted by the proportion of the total absorbed pump energy in
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Figure 5.5: Pump absorption profile for an Nd:YAG rod, as calculated by Zemax. False colour is used here to
represent variation in absorption where dark blue corresponds to low and red to high absorption.

the system.

For any voxel i, the probability of it being selected to emit a ray ρi is equal to the absorbed energy in the voxel

ai divided by the sum of all absorbed energy for every N voxels, as shown in eq. (5.10).

ρi =
ai

∑N
j=1 aj

(5.10)

This is accomplished using the algorithm shown in fig. 5.6. Firstly the pump energy absorbed in each voxel is

calculated using the ray-trace of the source in Zemax, as discussed in section 5.2.1. The absorbed energy in each

voxel i is then scaled by ai/amax giving a ratio of absorbed energy relative to amax, the maximum absorption by

a single voxel in the gain medium.

Then to determine which voxel a ray j will be originating from, a random value rj between 0 and 1 is generated.

A voxel i is then chosen randomly, if that voxel has a relative absorbed energy ai/amax > rj , the ray’s origin will

be within that voxel. Should the converse be true ai/amax < rj , another voxel is chosen randomly until one is

selected that meets the criterion. This process is then repeated until each of the required rays has been assigned a

voxel. The origin coordinates are then generated randomly, within the boundaries of the voxel. Finally direction

cosines are also generated randomly, with respect to each of the cardinal axes. These six data points, coordinates

and directions in all three axes, are then saved as a source file readable by Zemax, for tracing the spontaneous

ray paths.

There are many other methods for selecting origin points for each of the rays in the system. Completely random

sampling was tested in the first instance and gave good results. This method, however, leads to homogeneous

energy density throughout the gain medium. For end pumped systems, the majority of the pump energy will be

absorbed at one end of the rod. Many rays will intersect the boundary of the gainmedium at less than the critical

angle, immediately transitioning to the surroundingmedium. In end pumped systems the concentration of light

escaping at first incidence, is much higher, closer to the pumped end of the rod and relatively much lower at the

opposite end. Seeding ray origins truly randomly leads to an even spread of this escaped energy. In the lower

pump power regime where ASE is not dominant, this can lead to great spatial inaccuracies in the model, as the
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Figure 5.6: A flow-chart of the Roulette Wheel Selection (RWS) algorithm, used to place the ray start locations
throughout the gain medium [152].

distribution of the escaped energy in the model does not reflect what is observed in reality.

It would also be possible to trace an equal number of rays originating in each of the voxels. The energy available

to those rays would then need to be scaled, dependent on their origin voxel to allow for an accurate energy

distribution across the model. This can lead to tracing a large number of rays that have low relative energies and

never see any amplification, having very little effect on the model. The ray-tracing in Zemax (in the case of this

model) would still incur a large computational cost for little improvement in accuracy. Furthermore, scaling

individual rays would add another complicated step to the process.

Roulette Wheel Selection (RWS) enables sampling all of the voxels within the system whilst favouring those that

have the largest absorbed energy, and rightfully eliminating those voxels that see no energy at all from the pump.

Figure 5.7 illustrates the difference between the two sampling schemes. These two images are of exactly the same
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Figure 5.7: Zemax rendering 1000 rays of the fluorescence modelling for two ray placement schemes. The left
image shows rays placed entirely at random, the right image shows samenumber of rays placed using the Roulette
Wheel Selection algorithm [152].

rod, both being pumped from the left face. Within each of the rods are 1000 rays as traced by Zemax. The left

hand image shows rays that have been generated completely randomly whereas the rays in the right image have

been generated using RWS.

As can be seen, the RWS rays strongly favour the pumped end of the rod but there are still some rays generated

in the less pumped region. The truly random rays are much more evenly distributed throughout the rod, having

equal chance of being seeded in voxels that have seen no pump absorption or those that are strongly pumped.

5.2.4 Ray-tracing and Losses

Once the ray’s origin points have been generated, as discussed in section 5.2.3.1, their paths must be traced

through the system. Each of the rays is given the same power at origin and they are traced independently of

one another. The loss each ray experiences as it travels around the system is calculated by Zemax at each of the

interfaces.

Interactions at interfaces can be handled a number of different ways in Zemax. In this model the method used

is called Simple Ray-Splitting [6]. For every interface event a portion of the ray may be transmitted or reflected,

dependent on polarisation and the interface properties. Simple Ray-Splitting selects which path to follow, that of

the transmitted or reflected light, at random weighted by the proportion of light reflected and transmitted. The

energy that would have remained in the path that is not followed is simply subtracted from the ray’s total energy.

This leads to a single path for each of the traced rays that diminishes in energy at each of the interfaces.

Rays can terminate in one of three ways following this method; they exit the system and are not reflected back

onto any of the modelled surfaces, they reach a maximum number of intersections (computational limit on the

number of interface interactions a single ray can have) or they reach a minimum power threshold. In this model

the minimum power threshold was removed. For inactive optical media, there is no phenomena by which a

ray can gain power as it travels through the Zemax model and it therefore makes sense, from a computational

perspective, to stop calculating the paths of rays that have become very weak. When gain is introduced to a

system even very weak rays can encounter great amplification in their power and have significant influence on

the system. This is of key interest when studying ASE. Unfortunately, the computational limit to the number of

intersections a single ray can experience is limited to 4000. This may be inadequate for a ray that experiences
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significant gain throughout it’s path so as to counteract the interface losses and it is not uncommon for rays

to reach this limit. Investigating these rays in particular, by filtering the ray database for rays that have been

terminated artificially due to this condition, highlights potential high-gain paths within the system.

It is possible to split every ray at each interface in Zemax, but this causes the size of the ray database output

file to become very large and greatly increases the number of paths through the system. Following this splitting

method would yield a model that more closely resembles the physical phenomena. The compromises required

to run this model could further be eliminated with improvements in algorithm efficiency and computational

power, which would be promising avenues for future development efforts.. Care would also need to be taken in

calculating the order in which the ray branches are resolved, as they could potentially deplete the gain another

branch could experience as it passes through the gain medium.

Once these rays are traced, themodel can then calculate howmuch, if any, gain they experience. This is discussed

in section 5.2.5.

The same ray paths are used for all time-steps in the model, which is another limitation due to computational

resources.

The choice was made to use the same ray-trace throughout the mode. This is a slight compromise in the model

accuracy for systems wherein the spontaneous emission distribution changes significantly, and can also impair

the voxel sampling statistics depending on the initial rays. This is discussed in more detail in section 5.2.7.

5.2.5 Gain and Depletion

Once the ray paths have been traced in Zemax the next step is to calculate their interactions with the gain

medium. In this model, each ray is treated independently and sequentially, meaning that gain is calculated

for each ray, from its origin to termination, before the next ray is considered. This allows for the gain to be

depleted, limiting the energy that can be extracted from each voxel. For each time-step the rays are selected in a

random order so that one ray is not guaranteed to always deplete the gain of a voxel that another passes through

just because it precedes it in the ray table.

Each ray is given equal starting energy, as calculated by eq. (5.9). The Zemax ray database is read into MATLAB

and the voxel intersections are calculated. The voxels that the ray passes through and its segment length through

them is then calculated. For the first voxel this will be the distance from the origin to a boundary edge (the

voxels are cuboid, regularly sized and spaced). Then with the second voxel the ray passes through, for example,

this length will be the distance between this first boundary intersection and an exit point, intersecting one of the

voxel’s five other faces. This is repeated for all subsequent voxels on the ray’s path, until the ray leaves the gain

medium, or meets its termination point calculated by Zemax.

These voxel segment lengths must then be multiplied by the gain values for each of the corresponding voxels

to calculate how much gain each ray experiences. The gain coefficient for a voxel i, of volume Vv , is given by
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eq. (5.11)

gi =
Eiσe
hνlVv

(5.11)

whereEi is the energy in the voxel and σe is the spontaneous emission cross-section for the gain-medium [100].

The gain experienced Gij , for a ray j, passing through a voxel i can then be calculated by eq. (5.12)

Gij = egilij (5.12)

where lij is the length that the jth ray passes through the ith voxel. For the first ray segment, the ray starting

energy Efj is then multiplied by Gij to get the new ray energy Enj upon leaving the voxel.

This treatment, however, allows for a ray to extract more energy than a voxel has. To ensure this does not occur,

a maximum condition must be enforced on how much energy a ray can extractEx, that is, all of the energy from

the voxel. Therefore the new ray energy Enj must be calculated using eq. (5.13)

Enj =min{EfjGij ,Efj +Ei} (5.13)

whereEi is the total energy in the ith voxel. Thenew gain coefficient value for the voxel gin can then be calculated

using eq. (5.14)

gin =
(Ei −Ex)σe

hνlVv
(5.14)

where Ex is the energy extracted from the voxel. This process is then repeated for each of the voxels along the

rays path until the ray hits a object boundary in Zemax.

Once all of a ray’s segments have been traced, the results are stored and the next ray can be calculated. This

process of sequential gain depletion ensures that the finite energy put into the gain medium, via pumping, is

conserved as no thermal losses are considered here. Each ray following the first will see a unique gain array as it

passes through the gain medium to its termination point. After every ray has been treated in this way, it is then

necessary to move on to the next time step.

For time-steps after the first this process is repeated in a similarmanner. The only significant difference being that

the gain medium already has an amount of energy stored within each of the voxels. To determine the population

at the end of the next time step, the electrons excited from the ground state and the remaining population must

be considered. Equation (5.15) can be used to determine the remaining population in the metastable level n2i,

after gain depletion has occurred.
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n2i =
(Ei −Ex)e(−∆t/τf )

hνlVv
(5.15)

where e(−∆t/τf ) accounts for the decay of those electrons to lower levels through spontaneous emission and ∆t

is the time difference from the previous time-step. The storage efficiency ηst of the electrons pumped from the

lower level can be calculated using eq. (5.5), and the number of electronsRpv∆t, given by eq. (5.7), wherein the

pump time tp becomes∆t. The stored energy value for the ith voxel at the start of the next time-stepEin is then

given by eq. (5.16).

Ein = hνlVv(n2i +Rpvηst∆t) (5.16)

With the new energy values it is then possible to calculate the new gain in each of the voxels using the stimulated

emission cross-section σe. The final value required is the fluorescence energy emitted in the next time-stepEfn.

This must account for the spontaneous emission of the population already in the metastable level at the end

of this time-step n2i and the spontaneous emission lost during the next pumping window, as calculated using

eq. (5.5). This can be done using eq. (5.17)

Efn = Vvhνl
nvox

∑
i=1

Rpv∆t(1 − ηst) + n2i[1 − e(−∆t/τf )] (5.17)

which takes the efficiency terms from eqs. (5.15) to (5.16) and attributes the electrons lost from the upper state

population to spontaneous emission. The energy is then calculated by multiplying by the laser photon energy

hνl. This new fluorescence energyEfn is then used to define the starting energy of the rays in the next time-step.

Efn is divided by the number of rays in the ray-trace and the gain calculations for the time-step can proceed.

Once this process has continued and all of the necessary time-steps have been calculated the model is complete.

5.2.6 Final Energy Detection

At the end of each time-step, once gain calculations have been completed, it is possible to determine the energy

seen by any detectors. There are two types of detector that will be considered here, those that represent physical

detectors such as photodiodes and those that are virtual.

Zemax is capable of recording the state of rays non-destructively, in a way real detectors can’t, for any object they

come into contact with in the model. This is a type of virtual detector, the object does not even need to have a

physical counterpart in the real system, but Zemax can allow for the collection of useful information from these

objects. The voxels in the gain medium are calculated in this way, a cuboid object is placed in the same space

as the optical gain medium within the Zemax model but is not optically active, the rays ignore it during the ray

trace. This object can then have a resolution defined in a number of pixel in each of the cardinal axes (xyz) which
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determines the size, spacing and number of voxels, distributed regularly and evenly throughout the object. These

voxels can then record properties of the rays that pass through them, such as incident flux and polarisation. They

are also capable of recording information about any interactions that occur within them, such as energy absorbed

by a material, which is how the pump absorption is calculated.

The other type of detector used in thismodel, are those that represent real detectors in the physical system. These

can be modelled simply, as flat objects that absorb rays that intersect with them and record their properties, or

more accurately, behaving as the physical detectors do.

Once the detectors are defined and the model complete, it is then possible to review the energy incident upon

the detectors. For each of the rays that interact with a detector object, at the end of each time-step, the total

gain-adjusted energy is summed, giving the final energy.

This process is repeated for every time-step. The number of time-steps to consider is determined by the length of

time the user wishes to model the system for and the length of the time-step to consider. A more representative

and accurate model of the system is achieved by shortening the time-step, at the cost of increased computational

time, as this remains the same for each time-step.

5.2.7 Limitations

This section will go into more detail over some of the compromises made in this model. Many of the alternatives

presented here were tested before a final decision was made, to ensure they did not compromise the accuracy

of the model too greatly. The driving factor in many of these decisions were the time taken for the model to

complete. Increased computational power and algorithm efficiency would be promising avenues for further

development.

In section 5.2.4 the decision to use a single ray-trace for the entirety of the model was made. A fuller treatment

would be to recalculate the weights for every voxel according to eq. (5.10) at every time-step. As the metastable

level is depleted each time-step through amplification, as discussed in section 5.2.5, the distribution of energy

throughout the gainmedium could drastically change. This would lead to the fluorescence for the next time-step

to also differ. It would then be necessary to recalculate the origin voxels for each of the rays and retrace the new

ray-paths. These steps, however, take a significant amount of time compared to the rest of the calculation and

recalculating for every time-step causes the model to take an unacceptable amount of time. Furthermore, the

process of converting the ray database to MATLAB requires saving a file, which is typically several gigabytes in

size, to disk and is often one of the slowest computational operations. If all ray-traces are to be saved for further

analysis, storage space quickly becomes an issue having to store hundreds of these files. Initial trials of this fuller

approach were conducted and saw only marginal variations at much greater a computational cost.

In section 5.2.5 it was stated that gain depletion is calculated on a ray-by-ray basis and rays are selected in a

random order. It would be possible to calculate the temporal order in which each of the ray-voxel intersections
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occur, for all rays, and then follow this ordering for depletion purposes. This would be a further area for devel-

opment on this model and may give a more accurate representation of the gain depletion phenomena for higher

numbers of rays. With the limited number of rays traced in this model this ordering has less of an effect, as

multiple rays passing through the same voxels would be far more common with a greater number of rays.

5.3 Verification

To verify this model, an experiment concerning ASE from the literature [59], has been replicated. The same set-

up will be used, in this model, as was present in the physical experiment. Achieving comparable results should

indicate the effectiveness of this model to the modelling of ASE in solid-state lasers.

The experiment used here will be the one presented by Huß et. al 2010, in ”Suppression of parasitic oscillations

in a core-doped ceramic Nd:YAG laser by Sm:YAG cladding” [59]. This experiment demonstrates how Sm:YAG

cladding is capable of suppressing parasitic oscillations in cylindrical Nd:YAG laser rods, reducing the role ASE

has in gain depletionwithin the gainmedium. By introducing anothermediumaround the laser rod, that absorbs

the 1064 nmwavelength light, any spontaneous emission that travels transverse to the barrel of the rod sees large

losses. By increasing these losses, less energy can be extracted by some of the spontaneous emission rays that

will not couple to the intended cavity mode.

This experiment was chosen as it had comparisons of multiple rod geometries and the measured effect of ASE

on the system. It also illustrates the temporal evolution of fluorescence from gain media, both with and without

ASE suppression. Replicating these results would be a good indication that this model can be used to assess the

affects of ASE.

This section will first present the laser pumping scheme used in both the model and experiment. The absorption

profile in the laser rod, as generated by Zemax, will be discussed for the Sm:YAG clad rod in comparison to

a homogeneously doped Nd:YAG rod. The results from the literature will then be presented and discussed, for

both the Sm:YAG clad and unclad rods. Then the figures produced by this model will be compared to those from

the literature. Finally, other findings from the model, regarding the energy extraction in this pumping scheme,

will be presented.

5.3.1 Pumping Scheme

In the experiment a DILAS GmbH, N7F-806.7-1000Q-H207 quasi-continuous wave diode laser was used as the

pump source, with a peak power of 1kW and a pulse duration of 200 µs. The pump laser was temperature tuned

to 806 nm wavelength, with a 2.5 nm full-width half-maximum (FWHM) spectral width [59]. This was then

passed through an 800 µm diameter, 0.22 numerical aperture fibre. The pump light, output from the fibre, was

modelled as an area emitter with the same size as the fibre core with equivalent properties in Zemax. This same

set-up was modelled in Zemax for the purposes of the model.
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Figure 5.8: A two-dimensional aggregation of the Pump profile as calculated by Zemax for the pumping scheme
presented by Huß et. al [59].

The dichroic mirror of the laser cavity was coated onto the laser rod, modelled as anti-reflective at 808 nm and

high-reflectivity at 1064 nm wavelength, using Zemax’s coating functionality. The other end of the laser rod had

an anti-reflective coating, at 1064 nm. The properties of the coatings used in the experiment are not detailed

in the Huß paper. Due to the computational limitations affecting the model, as discussed in section 5.2.7, the

coatings were set to be perfect transmitters and reflectors at the specified wavelengths. That is, the anti-reflective

coatings transmitted, and the high-reflectivity reflected, all of the power at the given wavelengths. Absorption

by the coatings was set to zero.

Two 30 mm long and 4 mm diameter cylindrical, composite core-doped, Nd:YAG laser rods were used in the

investigation. Both rods had YAG with 1.0 at. % Nd3+ cores of 2 mm diameter and different cladding materials,

one with undoped YAG and the other doped with 4.0 at. % Sm3+. Both rods also had polished barrel surfaces.

The light from the source pointwas then focused, a distance of 2.5mmfrom the end of the rod, to achievemultiple

internal reflections. This was achieved by using an 8 mm focal length lens.

The volumetric detectors allow for examination of the three-dimensional absorption profiles, of objects within

Zemax. For detectors assigned 51 pixels in each of the three x, y and z axes, the absorption profile for both the

core-doped rods are similar, fig. 5.8 shows the absorption for undoped YAG clad rod. These profiles match those

of their comparative examples, presented in the Huß paper, affirming the accuracy of this pumping model. As

can be seen a second maxima occurs approximately 6 mm along the rod due to internal reflection of the pump

light by the rod’s polished sides. There are little reflections at theNd:YAGand cladding interfaces, as the refractive

indices are very similar. It should be noted, the small black lines on the left edge of the pump absorption profile

in fig. 5.8 are pixel markers from the Zemax software.

5.4 Results

This section will compare the results from the Huß paper, to those produced by the model. Figure 5.9 show the

intensity on the photodiode over time, for both the of the core doped rods. A number of pumping powers are

used to illustrate how the development of ASE limits the maximum achievable intensity in the YAG clad rod.

118



Figure 5.9: Comparison of the time-resolved fluorescence measurements of the Nd:YAG laser rod with both the
Sm:YAG (a) and YAG (b) cladding, as presented by Huß et al. [59]. Note, the photodiode intensity is presented
in arbritrary units [a.u.].

The rods are pumped for 200µs and the decay of the fluorescence intensity ismonitored on the detectors to a time

of 1000 µs. The YAG clad rods plateau to a steady-state, above a pump power of 145 W. As shown in figs. 5.9

to 5.10, the onset of this plateau occurs earlier as the pump power is increased, indicating stronger parasitic

effects as the potential gain increases. In the absence of parasitic effects, the fluorescence on the detector would

plateau higher and at a later time, as population inversion would be able to build. In contrast to this, the Sm:YAG

clad rods do not plateau as pump power increases. The cladding suppresses these parasitic effects by absorbing

energy from rays that travel transversely across the rod. This reduction in energy means those rays are not able

to deplete as much gain, as they are not able to stimulate as many photons, when travelling through the pumped

regions of the rod. It should also be noted that higher intensities are recorded on the photodiode for the Sm:YAG

clad rod for all pumping powers above 76 W, with the peak intensity reaching almost double that achieved by

the YAG clad rod at its highest pumping power.

Figure 5.10 shows the time-resolved fluorescence signal from both rods, pumped at equivalent powers, nor-

malised for direct comparison of signal shape. The YAG clad rod reaches a steady-state plateau before 50 µs

whereas the Sm:YAG clad rod keeps increasing throughout the pumping period. The decay is also noticeably

different for both rods, being much steeper for the YAG clad rod. This indicates the parasitic oscillations in the

YAG clad rod deplete the gain much faster than in the Sm:YAG rod. As the rays oscillating within the rod can

achieve higher intensities, due to ASE, they can stimulate more emission from the population inversion limiting

the maximum steady state gain and leading to faster decay. This explains why an elbow is seen in the decay more

prominently for the YAG clad rod.

These results, showing the clear differences in performance between the two rod types, were replicated using the

model. A time-step of 2.5 µs was used for all of the models. Seven pump powers at; 11, 77, 145, 276, 394, 500

and 592 W were investigated for comparison with the Huß paper results.

Figures 5.11 to 5.12 show the same results as presented from the paper in fig. 5.9, for a number of different
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Figure 5.10: Comparison of the normalised time-resolved fluorescence for the Nd:YAG laser rod with both the
Sm:YAG (red line) and YAG (black line) cladding, as presented by Huß et al. [59].

Figure 5.11: Modelled results of the energy observed on the detector in each time-step for the Sm:YAG clad rod
for several pumping powers, giving good agreement to the experimental results shown in part (a) of fig. 5.9.

pumping powers, for the Sm:YAG and YAG clad rods respectively.

Table 5.1 higlights the difference between the two claddings, comparing the final energy stored in each at the end

of the 200 µs pumping period.

As can be seen, in comparison to the results from the Huß paper, this method can closely simulate the behaviour

of ASE and parasitic effects on laser performance. This allows for a better understanding of the ASE process

during, and after, the pumping cycle by enabling the user to quantifiably test and measure the effects changes in

the system have on this behaviour. This affords users the capability to investigate multiple pumping schemes to

consider whichwould best reduce these effects, prior to spending time ormoney building them in the laboratory.
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Figure 5.12: Modelled results of the energy observed on the detector in each time-step for the YAG clad rod for
several pumping powers, giving good agreement to the experimental results shown in part (b) of fig. 5.9.

Table 5.1: Comparison of the energy stored at the end of the 200 µs pumping period for both the Sm and YAG
clad rods, according to the model.

Energy Stored
Pumping Power (W) Energy Input (mJ) Sm (mJ) YAG (mJ) YAG/Sm (%)

11.00 2.20 1.28 1.27 99.69%
77.00 15.40 8.94 8.71 97.38%
145.00 29.00 16.83 15.91 94.51%
276.00 55.20 32.02 28.71 89.68%
394.00 78.80 45.67 39.72 86.98%
500.00 100.00 57.92 49.35 85.21%
592.00 118.40 68.53 57.63 84.09%

5.4.1 Energy Extraction

This model also allows for investigation of processes that can not be readily monitored, or directly measured,

in a physical experiment. This is achieved using virtual volumetric detectors that can cohabit the same space as

physical objects, that do not interfere with the optical phenomena. One such example of this are the detectors

used to determine the three dimensional pump absorption profile, within the laser rods.

As the rods are discretised and each voxel is modelled separately, it is also possible to monitor all of the processes

that occur within each of them. Knowing exactly how much energy is extracted from the gain medium at each

time-step, enables pumping scheme optimisations to consider that as a metric. This is something that can not

readily be achievedwith experiment, as there is no directmethod for differentiating the energy fromfluorescence

at a given time and that from gain.

Figures 5.13 to 5.14 shows the sum of the total energy extracted, from each of the voxels at every time-step, for

the same two pumping schemes presented in figs. 5.11 to 5.12. This data is produced by totalling the new ray
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Figure 5.13: This figure shows the total gain energy extracted from all voxels at each time step for the Sm:YAG
clad rod.

Figure 5.14: This figure illustrates the total gain energy extracted from all voxels at each time step for the YAG
clad rod.

energy Ein, presented in eq. (5.13), for each of the voxels at each time-step. This is straightforward to record

during the calculation in MATLAB and output as a separate result to the ray energy.

Similar to the YAG clad rod’s total intensity graph in fig. 5.12, the total gain energy extracted reaches a plateau

that occurs earlier as pump power is increased. The Sm:YAG rod results, however, increase throughout the

pumping period and do not reach a limit. The scales of both figures should also be compared, with the YAG clad

rod reaching a maximum at 72.1 W for the highest pump power, whereas the Sm:YAG rod only reaching 3.1

W. This highlights the considerable inefficiencies caused by ASE when parasitic oscillations are not suppressed.

Comparing the 592 W pumping power results, after 100 µs the rays in the unclad rod are extracting 72 W
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of power and those rays in the Sm:YAG clad rod are extracting 1.1 W. Despite this large difference in energy

extraction, a 2 mm square detector object, placed at a distance of 5 mm parallel to the longitudinal edge of the

rods, in both models, indicates both rods are emitting roughly the same energy, approximately 0.44 mJ in the

time-setp, or 2.2 W. This highlights how much energy is wasted by parasitic effects and that proper treatment

of ASE can decrease wasted energy by almost 14 mJ each time-step, or 70 W, in the case of this system. Wasted

energy will, ultimately, limit the maximum available energy stored within the gain medium, which can be a vital

parameter in Q-switched systems.

5.4.2 Gain Depletion

This section will briefly compare the output from the model, both with and without gain depletion. This means

that, when gain depletion is considered, after a ray have passed through a voxel and extracted some of the energy,

the next ray that should pass through the same voxel will experience lower gain, until the gain is entirely depleted

or the time-step is complete. When gain depletion is not considered each ray will experience the same gain

passing through the voxel, regardless of any other rays that might have also passed through it. This should

highlight the considerable difference gain depletion can make to discrete spatio-temporal laser gain medium

modelling.

In this section a newmodel will be built to demonstrate these differences. In Zemax, a 3000W circular source ob-

ject of 2mm diameter, with a divergence of 20○ was used to pump a 1%, homogeneously doped, square, Nd:YAG

rod of 40 mm length and 5 mm width, at 808 nm wavelength. The model was run for 1000 µs to observe the

fluorescence output on a 2 mm square detector placed parallel, 5 mm from one of the longitudinal edges of the

rod. Using virtual volume detectors that contain the rod, it was possible to observe that 1200 W of power was

absorbed throughout the entirety of the gain medium.

Figure 5.15 shows the output the model with gain depletion, in blue, and without in red. Without any gain in

the system, we would expect 1200 W of 808 nm pump to produce a maximum fluorescence output energy of

0.911 mJ at 1064 nm wavelength in 1000 µs; this highlights that the model goes non-physical before 250 µs. For

the model considering gain depletion the fluorescence slowly climbs reaching 700 mJ. The fluorescence climbs

to an more than 30 times the available input energy. In this case, the power output only plateaus when the rate

equations underlying the population inversion calculation reach an equilibrium steady-state and ground state

bleaching begins to occur.
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Figure 5.15: Comparison of two models for laser gain, both with and without gain depletion for a 1%, homoge-
neously doped, square, Nd:YAG rod of 40 mm length and 5 mm width, pumped at 808 nm wavelength.

5.5 Predictions

Having proven that this method of modelling solid-state lasers gives good agreement with experiment, it can

now be used to predict the extent to which parasitic effects, such as ASE, limit energy-storage, a vital parameter

in Q-switched laser systems. In this section different rod geometries have been investigated, using the model,

to compare the effects ASE has on their performance. As can be seen from section 5.4, this model accurately

predicts the time-resolved fluorescence output for solid-state laser rods experiencing ASE and parasitic effects,

at a number of pumping powers. This allows the user to model and compare other interesting rod geometries
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prior to physical experiment, enabling them to test multiple designs and better understand their performance,

whilst considering gain depleting phenomena. This, in turn, will enable them to test designs for lasers systems

more quickly and at less cost, giving closer insight into how ASE may be affecting performance.

5.5.1 Gain Medium Geometries

One method of limiting parasitic effects and the impact ASE has on the maximum achievable performance of

a laser gain medium, is to alter the geometry of the gain medium [54, 79]. Doing so can reduce the prevalence

of total internal reflection of fluorescence within the medium, which can significantly increase possible path

length. Two rod geometries have been compared in this section using the same pumping scheme as discussed in

section 5.3.1. The first is a square rod typically used in defence applications such as target-designation or range-

finding, optimising the performance of these types of laser are important because reducing the power demand

to produce the same pulse strength can lead to smaller and lighter designs. The second rod is triangular, a design

that will be tested to see if it exhibits any beneficial properties with regards to ASE suppression.

The 30 mm long square rod, with 2.63 mm sides was compared to a rod with an equilateral triangular faced rod,

also 30 mm long and 4 mm on each side. This ensured that the pumping surface area, and therefore the pump

intensity, of both rods were equal for the purposes of this comparison. The rods are homogeneously doped 2%

Nd:YAG, typical for lasers used in defence applications [101], and had their central axis aligned with the centre

of the pumping optics. These rods were modelled as having polished surfaces, again typical for defence lasers of

this kind [99]. Both rods were pumped at nine different powers, 0.5, 2, 10, 50, 250, 500, 1000, 2000 and 4000

W. This was to investigate the performance of these rod geometries over a large range of pumping powers, from

low to high gain, and examine how parasitic, gain depleting effects inhibit their performance. Time-steps of 5

µs were used for the model over a typical Q-switched pumping period of 200 µs [99, 101].

The square rod shape was chosen as it is very common in many laser systems for defence applications [101]

and understanding its performance, in relation to other rods aids in a better understanding of how these gain

depleting phenomena limit typical lasers.

The triangular rod shape offers a look at how an unconventional geometry might assist in the mitigation of some

of these effects. Long paths within the laser rod and cavity, that aren’t coupled with the laser output mode,

contribute significantly to gain depletion. Total internal reflection leads to many long ray paths forming within

the laser rod. Rays incident upon the surface of both cylindrical and square rods can experience significant

internal reflection, at a wide range of angles. This leads is due to subsequent reflections occurring at angles

very similar to the first reflected angle. For example should a ray, travelling perpendicular to the longitudinal

axis of square rod, be incident upon the inner surface at an angle of 40○ to the normal and be reflected, it will

strike the next surface at 50○ and will continue in this manner in a closed loop around the inside of the rod.

Should this ray experience enough gain along this continuous path to counteract any losses, such as absorption

or transmission at the surface, then the ray will continue to deplete potential gain from the system. Although
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this two-dimensional path, transverse to the length of the rod, does not make up the bulk of the random paths

through the system, should it experience enough gain it can quickly grow to become a dominant effect on laser

performance.

The triangular rod, however, has 60○ angles between each of the surfaces. The same 40○ incident ray, as described

in the previous paragraph, will strike the second surface at 20○ to the normal, meaning thatmuch smaller incident

angles are allowed after multiple reflections, which in turn are less likely to exhibit total internal reflection. The

60○ between each surface means that rays incident at greater than 60○ will not see the same pairs of angles

through all of the reflections, as they do for square rods. Rays over 60○ experience multiple changes to their

incident angles along their path. For example, a ray with a 70○ angle will strike the second surface at 20○ to the

normal, then be reflected back toward the first surface, where it will have an incident angle of 30○ .

This limitation of the size of angles that can persist along a ray’s path, within the rod, should decrease the number

of rays experiencing long paths, and thus reduce parasitic oscillations. Comparing this rod shape to the more

conventional square and cylindrical rods, should verify this hypothesis. It is for these types of comparisons that

thismodel was originally intended, where developing potentially difficult or costly components would previously

hinder experimentation.

5.5.2 Pump Profiles

Figure 5.16 shows the pumping absorption profiles for the triangular faced rod on the right and square rod on the

left. The longitudinal profile shows that most of the pump is absorbed in a very short distance. In the triangular

rod longitudinal image, the left side of the absorption profile corresponds to one of the corners of the triangular

face, whereas the right is parallel to a flat side. Compared to the absorption for the square rod in fig. 5.16, it can

be seen that less light is reflected from the left back into the centre of the rod.

Identical pumping was used for both rods, centred along the rods longitudinal axis, this leads to the similar high

absorption circular pattern at the centre of both rods.

Figure 5.16: Both transverse and longitudinal pump absorption profiles for 2% Nd:YAG square rod (left) and
triangular rod (right) as modelled in Zemax.
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5.5.3 Results

Figures 5.17 to 5.18 presents the the energy measurements of the spontaneous emission for both rods. Energy

wasmeasured by a 2 cm square detector, parallel to the longitudinal edge of the rod, 2 cm away near the pumping

edge. The results for multiple pumping powers are shown over the 200 µs pumping period. The square rod on

the left shows that, as the higher pumping powers are used, the output energy on the detector begins to plateau

earlier in the pumping period. The upper limit of energy detected does, however, increase through the entire

range of pumping powers.

The triangular rod does not appear to reach this plateau in the same way that the square rod does, but steadily

increases throughout the pumping period for all of the input powers. The absolute energy at the end of the

pumping period is lower than that of the square rod, for all pumping powers except the highest of 4000 W. Some

of this can be attributed to the reduction in total internal reflection of pumping power, meaning some pump light

incident upon the rod is lost before being absorbed. This can be seen in the longitudinal pump absorption profiles

presented in fig. 5.16, where the square rod clearly shows pump absorption further along the rod compared to the

triangular rod, despite being the samematerial. Total internal reflection causesmore of the pump light to remain

in the rod for absorption, for the square rod. Most of the difference, however, occurs because the spontaneously

emitted rays do not experience significant internal reflection. This results in the rays that are fluoresced, and hit

the detector, have not depleted the gain as much, and thus the triangular rod storing more energy.

It should also be noted, however, that at the highest pump power of 4000 W, the triangular rod does exhibit

more energy on the detector. This higher power also increases steadily towards the end of the pumping period,

whereas the square rod plateaus around 100 µs.

It is also possible, using this model, to examine the total energy extracted from gain by all rays throughout the

pumping period. Figures 5.19 to 5.20 shows this value for both rods at each of the pumping powers. For the

square rod, the shape of the energy extracted graph follows a similar pattern to the detector energy graph in

fig. 5.17. The amount of energy extracted increases as the pump period continues and reaches a plateau. For the

triangular rod in fig. 5.20, however, it seems that the increase in extracted energy reaches a plateau within the

first few time-steps of 5 µs. For the highest pump powers, it appears that the energy extracted also continues to

increase throughout the pump period, in line with the continued increase in detector energy shown in figs. 5.17

to 5.18. Table 5.2 shows the comparison for energy stored at the endof the 200muspumping period for both rods.

It is interesting to see that the triangular rod isn’t as efficient in the middle pumping powers, but significantly

outperforms the square rod for the highest pumping powers. This indicates that a lot more of the absorbed

energy remains stored in the rod compared to the square rod and is not depleted as much by ASE and parasitic

phenomena when gain is high.

The triangular rod geometry is effective at suppressing the gain depletion by ASE and parasitic oscillations for

high pumping powers. As these simulations have been carried out in the absence of a cavity, the results are highly
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Figure 5.17: Energy observed on the 2 cm square detector over 200 µs for the square rod at pumping powers of
0.5 to 4000 W.

Figure 5.18: Energy observed on the 2 cm square detector over 200 µs for the triangular rod at pumping powers
of 0.5 to 4000 W.

applicable to Q-switched lasers. The triangular rod geometry emits lower fluorescence at all but the highest

pumping powers and time periods. This means, that for Q-switched operation, the triangular rod would hold

more of the gain at the moment of switching when in the high power regime.

Table 5.2 higlights the difference between the two claddings, comparing the final energy stored in each at the end

of the 200 µs pumping period.
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Figure 5.19: Total gain energy extract for all rays over 200 µs for the square rod at pumping powers of 0.5 to
4000 W.

Figure 5.20: Total gain energy extract for all rays over 200 µs for the triangular rod at pumping powers of 0.5 to
4000 W.

Table 5.2: Comparison of the energy stored at the end of the 200 µs pumping period for both the square and
triangular rods, according to the model.

Energy Stored
Pumping Power (W) Energy Input (mJ) Square (mJ) Triangular (mJ) Square/Triangular (%)

4000 800.00 76.27 210.14 36.30%
2000 400.00 62.75 108.11 58.05%
1000 200.00 47.97 55.17 86.96%
500 100.00 35.47 28.06 126.41%
250 50.00 23.88 14.43 165.43%
50 10.00 4.80 3.37 142.19%
10 2.00 0.98 0.90 108.79%
2 0.40 0.20 0.21 93.65%
0.5 0.10 0.05 0.06 91.13%
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5.6 Conclusion

Amethod formodelling the effects of parasitic, gain depleting phenomena, has been discussed and presented. By

utilising ray-tracingmethods, accurate and detailed pumping and absorption profiles, for complex laser systems,

can be analysed. This offers an advantage over analytical methods, whereby it becomes prohibitively difficult to

model all but the simplest of geometries.

Making the spatial analysis discrete, using a finite-element approach, then enables the modelling of small, lo-

cal behaviour within the gain medium. Treating each voxel as an individual set of laser equations allows for a

three-dimension representation of the gain dynamic throughout the medium. Random rays are then emitted as

fluorescence and traced again to see how they travel through the system, giving an accurate representation of

the spatial output from the laser. Coupling this with a discrete temporal analysis then allows the development

of gain, within the laser rod, to be examined throughout the pumping period, and not just in steady-state.

The model was verified using the results from a paper on the effects of ASE on a cylindrical rod geometry [59].

Modelled results closely match the shape of those from the paper for both rod types. This showed that significant

reduction in parasitic effects could be achieved, by the use of an absorbing cladding around the active gain mate-

rial in the laser rod. Matching these results so closely indicates that, the approach presented here, is appropriate

for these phenomena.

Finally the model was used to compare the effects of ASE on two other rod geometries, a square rod and a rod

with a triangular face. Themodel showed that the significantly less fluorescencewas observed from the triangular

rod and less of the available gain energy we extracted throughout the pumping period, when compared to the

square rod. This indicates that the triangular rod shape may be well suited to suppressing gain depleting effects

in high pump power Q-switched laser operation.

There were many aspects to this model and it heavily relied on the interconnection of multiple systems and

techniques. It was designed to fit easily into the work-flow of laser engineers already using the Zemax ray-

tracing tool to design laser systems. One drawback of the its complexity means little time was spent optimising

the individual processes, resulting on some aspects of the model taking hours to complete a the required time-

steps for a single laser. The transfer of data from Zemax to MATLAB also depends on the generation of multiple

GB sized files. Which can be problematic for some systems. Improving these computational aspects of the

model would be a worthwhile, first-step, in continuing development. Making the model faster and less resource

dependent would allow for fast iterations within the design process of both the lasers being modelled and the

model itself. A thorough review of the codebase developed for this model by an experienced computer scientist

would no doubt find many areas for improvement and optimisation of the algorithms and data structures used.

There are several large changes to the approach that could be adopted that would also dramatically improve run-

times, such as introducing dynamicallly size time-steps that adjusted to shorter lengths at the periods of greatest

change in the system.
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Another development to consider for this model, would be retracing rays that terminate due to a minimum

power threshold condition being met, that see enough gain to overcome that threshold. The default behaviour

in Zemax is to terminate rays that reach 0.1% of their original power to save computational power tracing rays

that have little effect on the system, this condition is switched off in this model. When gain is considered, some

rays that would drop below this threshold might instead remain above it. Enabling the minimum relative power

condition such as this, then retracing those rays terminated by Zemax that experience gain, would allow formore

rays to be traced by discarding only those of little significance and investigatingmore ray-paths that Zemaxmight

consider high loss.
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CHAPTER 6

Conclusions

6.1 Introduction

This chapter will aim to summarise each of the three main projects comprising this thesis. The motivations

and foundations for each of these projects will be discussed briefly, seeking to put into context, the work that

has been carried out and the reasoning for doing so. Other research in similar areas will be discussed, placing

the relevance of each project in the scope of other, current, work. The basics of the science behind each piece

of research will then be reiterated, and the outline of the methods and techniques used will be presented. The

main outcomes from each project will then be summarised again, along with the major findings, before finally

assessing the success and shortcomings of each of the projects.

The chapter begins with discussion of the photon time-of-flightmodel, developed for the non-line-of-sight (non-

LOS) LIDAR system. The new techniques developed utilising ray-tracing automation, for the optimisation and

tolerancing methods, are discussed in the next following section. Finally, the gain evolution models for solid-

state laser systems, which consider gain depletion effects such as amplified spontaneous emission(ASE), are then

presented and summarised.

Once each of these summaries are concluded the possibilities for future development, of any of the work in this

thesis, will be discussed. Recommendations for where the most value lies, in the next steps for each project, are

then made. Finally, the thesis as a whole will be discussed and the author’s perceptions of successes and any

limitations relating to the work as a whole will be presented.

6.2 Optimisation and Tolerancing for Laser Manufacturing

This chapter detailed the development of a tool that could aid in the design of optical systems by assisting in the

optimisation of multiple components simultaneously. Some optical design tools already have some optimisation

capability, butwhenmore complex optical components are introduced, such as polarisation retardingwaveplates,
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Figure 6.1: Full ranges of both retardation and rotation modelled, with slice drawn at point where rotation
matched with single rotation value in fig. 3.3

the process becomes difficult or in some cases impossible to model using the conventional packages. The tool

developed here also aids in the analysis of these systems with the use of three techniques which are detailed in

section 3.3 and summarised in section 6.4.

The initial aim of this project was to automate a few measurements in Zemax for a system containing a polari-

sation retarding waveplate.

The effect a waveplate has on transmission is also dependent on the alignment of the waveplate with the polari-

sation of the wavefront. Varying the angle of a single waveplate can greatly affect the performance of an optical

system, as shown in fig. 3.3. Calculating the appropriate Jones Matrix values for each of the retardation values

had to be outside of Zemax, this made comparison of multiple waveplates over large ranges of angles difficult.

This means that finding an optimal combination of waveplate and angle a costly process.

By automating control of Zemax, to allow for adjusting of objects within a model automatically, and the cal-

culating of these Jones matrix values, it becomes possible to search the entire solution space quickly, and with

minimal human interaction. Figure 6.1 shows the surface of transmission percentages for all combinations of

both rotation and retardation for a waveplate in a polarisation sensitive optical system. A blue slice illustrates

the subset of results that correspond to the single retardation value used, prior to automation.

With this new capability to calculate object properties outside of Zemax and to update and automate control

using MATLAB, it became apparent that other, previously difficult, modelling tasks could now be achieved. The

remainder of this project sought to further enhance the laser system designers work process, by enabling new

automated analyses requiringminimal human effort to process. This affords the user new insights that otherwise

might have been foregone due to time or monetary constraints, potentially improving the final design.
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6.2.1 Analyses

Section 3.3.1 details the data collection process utilised by each of the following analyses, enabling all three

to be performed after a single run. The system is first designed in Zemax, then the parameters of interest are

specified in MATLAB, along with their range of potential values. The metric, by which performance is to be

measured, is then also specified in MATLAB. In many systems this is not encompassed by a single metric, but

many. For example, in many laser systems, peak output power and beam-shape can both be of importance and

optimising solely for one and not both will lead to an inferior system design. As MATLAB is being used to

automate and control the models in Zemax, it enables complex, bespoke, merit functions to be considered and

evaluated for each of the potential solutions. The ranges for each of the degrees of freedom are then sampled,

either exhaustively (if discrete values are specified) or via Latin Hypercube Sampling (see section 3.5.2, and the

merit function is evaluated.

The first of the analyses, as presented in section 3.3.2.1, is concerned with finding optimal combinations of com-

ponent parameters to maximise performance. Many optimisation algorithms will seek to merely minimise or

maximise a given metric. Components in physical systems, however, are subject to manufacturing tolerances,

acceptable deviations from the specified measurements on each component’s parameters. The length of a laser

rod, for example, may vary by several microns from one device, of the same design, to the next. Sometimes a so-

lutionmay only be optimal very close to the specifiedmeasurements. Tighter restrictions placed on the tolerance

for, any given component, will increase manufacturing costs.

The optimisation analysis presented here, seeks to address both of the above points. This tool allows the user

to specify tolerance ranges and a performance threshold, and have the tool explore all potential solutions until

a high-performing, stable result is found. Once the optimally performing combination of parameters has been

found,MATLABwill then perturb their values by specified amounts and continue to evaluate themerit function,

finding the highest performing solutions adhering to specified tolerance requirements. It is also possible to find

solutions that offer the required performance over the largest range of parameters, increasing tolerance ranges

will serve to reduce manufacturing costs, both monetary and time.

The second analysis, presented in section 3.3.2.2, seeks to highlight commonalities between parameters, both

individual and combinations of, for high or low performing systems. After all of the results, have been recorded,

this tool searches through subsets of those solutions to highlight parameters of interest. It is possible to take the

worst performing 10%of solutions and then count howoften each value, for each parameter, occurs in that subset.

Values that occur most frequently within that group are likely to be related to the cause of the low performance.

It is also possible to search for other subsets, like the top 10%of performance values or for specificmetrics relating

to the system design. When confronted with many degrees of freedom, it is difficult to isolate the parameter,

or combination of, that most influence a given metric. If the extreme ranges of a parameter’s potential values

occur most frequently in a subset containing the worst performing solutions in the search space, this parameter
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Figure 6.2: The output from the variance dominance analysis outlined in section 3.4.3.2. For each parameter at
each value, all results were collected and the means calculate, displayed here as black crosses. The pink bands
encompass one standard deviation of those results either side of the mean. Tighter bands indicate a parameter
value that has a more significant impact.

is a good candidate for investigation, a smaller range or tighter tolerances might be beneficial to the overall

system performance. This tool aims to guide the user in the process of refining a system design, by highlighting

parameter values of potential interest, that might otherwise be lost amongst all of the other degrees of freedom.

The final analysis, as detailed in section 3.3.2.3, considers each of the parameters individually to determine how

each of them contribute to the overall variance in performance. The analysis begin by taking a single parameter

value and calculating themean performance and confidence intervals, for all solutions containing that particular

parameter value. This is repeated for each of the values of that parameter and graphs such as fig. 6.2 can be drawn.

The mean of all results that include the parameter at a given value is plotted with a black cross, then a band is

drawn which encompass results within one standard deviation of the mean.

6.2.2 Results

To verify the accuracy of this approach, and test out the analyses, an experiment was performed on a polarisation

sensitive optical system, commonly used in defence lasers. Figure 3.1 illustrates the set-up used, a laser is passed

through a polarisation beam splitter and a Pockel’s Cell before interactingwith a polarisation retardingwaveplate,

correcting for the retardation inducing components. After this the polarised beam is reflected by a Porro prism,

making a second pass through the waveplate and Pockel’s Cell and is finally reflected from the beamsplitter

onto a detector. This set-up as it allows fine control of the output coupling onto the detector and folding of

the long cavity dimension so that the system may fit into a smaller package; this set-up is also more resilient to

misalignment from shock when compared to conventional systems.
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Five degrees of freedomwere chosen to investigate, three retardation values for the waveplate and four rotational

alignments of three other, polarisation sensitive, components; the Pockel’s Cell, the Porro prism and the beam-

splitter. In total, 375 combinations of alignments were investigated for each of the retardation values, meaning

1175 solutions searched in total. The system was modelled in Zemax and the automation handled by MATLAB.

In the laboratory, the components weremounted on rotationalmounts and each of themeasurements were taken

at least three times to ensure good agreement. The results from the experimental work closely matched those of

the model, which were slightly higher in also all cases. This was attributed to limited modelling of surface losses,

material absorption of the laser light and imperfect alignment in the experiment.

One major advantage the model has over the phsyical system is the number of possible degrees of freedom that

can be searched simultaneously. For merely five parameters, each with five possible values at most, 1175 results

had to taken, three times. This took a week of lab time which, for a single system and only a few parameters,

can be difficult to justify and very costly. Running this model, however, requires the user to only initiate the

search and interpret the results. To demonstrate this, the optical system was extended with a Corner Cube and

the number of degrees of freedom was greatly increased. In total, 16 parameters were each varied over a range of

5○ . If just five discrete readings were taken for each of the parameters, there would be over 150 billion potential

solutions. This analysis, instead, used Latin Hypercube Sampling to take 20,000 samples from the solution space

and analyse the results.

The parameter frequency analysis highlighted that the tightening of the Pockel’s Cell x and y-axes tolerance

ranges would have a positive effect on the system’s overall stability. A second analysis, incorporating those

tighter tolerance ranges, saw that all remaining parameter values appeared evenly throughout the low perform-

ing results, indicating that no parameter value in particular could be solely responsible for limiting system per-

formance. The variance dominance analysis indicated, again, that the Pockel’s Cell alignment was the dominant

factor in determining the overall transmission through the system. Mean performance reduced greatly as these

parameters were perturbed greater than 0.5○ from the aligned state. Many of the output figures from this analysis

showed that the non-dominant parameters behaved similarly; their more subtle effect on transmission making

little difference when compared to the Pockel’s cell and to a lesser extent the Porro Prism.

Overall, this chapter presents a new set of tools to enable the optical system designer to very quickly assess

key points of interest with little time-cost to themselves. Whereas previously, large search spaces, of complex

optical parameters, were difficult or impossible, this set of tools automates the process and affords the user greater

freedom to assess and optimise their design. The verification shows clearly that the model itself is very close to

the results seen in experiment, for polarisation sensitive optical systems.

The key benefits of this approach though, are quickly realised in the extension of this work to a more com-

plex system. Understanding the interplay between components, and which of them are of particular interest

or importance for key performance measures, can be difficult to process when the system has many degrees of
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freedom. This tool allows the user to include as many parameters as they see fit and will quickly highlight those

that may lead to important improvements when diagnosing or improving a design. Tools like this should not

seek to replace the optical design engineer, but merely ease and enhance their workflow. This tool achieves that

objective to support decision making in the design process and quickly limit the search space by exposing key

parameters.

6.3 Non-Line-of-Sight LIDAR

This project sought to accurately model the processes involved in a novel, non-line-of-sight LIDAR, motion

tracking and positioning system. The details of the method are found in section 4.2; semiconductor photon

avalanche detector (SPAD), operating in time-correlated single-photon counting (TCSPC) mode are used to

track the time of flight for photons emitted by a laser source. The optics that serve these SPAD detectors collect

light from a small point on a scattering surface. The distance from both the laser source to the first scattering

event, and the point at which the light is being collected from, is easily measured. Subtracting these from the

total distance travelled leaves themaximum path length of the intermediary stage of the photon’s flight. With the

points of these two scattering events known it is possible to draw an ellipsoid, with those locations as the focii,

using the distance travelled by a photon, calculated from the remaining time-of-flight.

If it is assumed that only a single other scattering event occurs, then that it must occur on the surface of the

ellipsoid whereby the two known coordinates are the focii.

Whenmultiple photons are scattered in thisway, in a single laser pulse, it becomes possible to drawmanydifferent

ellipsoids in the environment that satisfy these conditions, meaning many possible locations for the scattering

surface. The point at which these many ellipsoids intersect is most likely to be the point from which the photons

are being scattered. This allows the position of objects, even those out of line-of-sight, to be determined.

Many assumptions aremade in the processing of this technique. These assumptions serve to simplify the calcula-

tion of a target’s location but they also limit the precision with which the position of an object can be determined.

Nevertheless, it is still possible to determine the location of a primary scattering event to within several centime-

tres. One simple assumption made using this technique serves to limit the dimensionality of the problem. As

the primary application of this technique is to position a human sized target in scenes that are out of line-of-

sight, it is assumed the vertical distance of the primary scattering event from the floor is 70cm. This is because

the largest surface on a person is the torso and, on average, the middle of the torso is approximately 70cm from

the ground. Another key assumption is that all photons are scattered from the same point on the target; this

limits the number of possible paths making the problem solvable. This is necessary because it is computationally

infeasible to know where on an object a scattering event occurs and, for targets that are out of line-of-sight, how

large the bounds of the scattering surface are. Assumptions such as this directly limit the spatial precision with

which objects can be positioned, but also limit the possible location of the primary scattering object to a single
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point on an ellipse in the horizontal axes, which greatly reduces the possible locations, making the problem far

more easily solvable.

6.3.1 Time-of-Flight Analysis

The aim of this project was to produce a tool capable of modelling the process summarised above and in detail

in section 4.2. The versatility of Zemax meant that producing representations of scenes, using built in geometric

objects, was both quick and simple. It also made it possible to model the optical components used in a system

such as this on vastly smaller scales than the dimensions of the scene, and calculate the ray paths accordingly.

Taking the ray-database output from Zemax and interpreting it with MATLAB meant that any number of trans-

formations could be performed on the initial data.

Zemax was therefore used to build very simple models of scenes, containing flat objects as walls, floors and ceil-

ings, and smaller planes or cylinders to represent the target objects. Although not explored in this project, Zemax

is capable of modelling much more complex geometries and importing objects designed in CAD programs. This

would allow for realistic scenes with accurate models of furniture to be examined if required.

Once the scenes and optics had been designed, ray-paths were then traced. Many different approaches were used

to overcome the computational limitations of this technique. Zemax can only, at most, trace 4e×109 rays, which

formost scenes doesn’t sample a large proportion of the available space. In the physical system, the target position

is calculated from a number of laser pulses over a time-period. Bymakingmultiple ray-traces and concatenating

the resulting ray databases, it was possible to build larger samples of the scene and more accurately model the

process. It is also possible for the user to define which objects and scattering events they are interested in within

the Zemax environment. This greatly reduces the number of rays required to model the scene, as the potential

ray-paths are now limited and Zemax calculates what proportion of the would-be total rays are in the resulting

data. This method, although best for developing understanding the positioning process, directly prohibits the

modelling of one of the more difficult challenges of the technique; background subtraction.

In the physical system light can be scattered from any and all surfaces; there is no way to determine where the

returned photons have been scattered from. This makes it difficult to find the position of stationary targets with

no prior knowledge of the scene. The resulting time-of-flights histogram for each laser pulse will have varying

intensities across the measured time window. To isolate those that were scattered from the target, the other

scattering events must be subtracted from that histogram. This is either done by measurement of the scene

without the target in it, or by comparing the median response for each histogram bucket over many pulses. One

advantage of the model, however, is that perfect subtraction of the background is possible. Because the scene

exists within the model, it is possible to filter out the paths that do not interact with the target. This allows for

far fewer rays to be required before a position can be calculated.

With these concerns inmind, a combination of the abovemethods was used to determine accurate scenemodels.
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Once the rays had been traced their time-of-flights could be calculated and analysed in MATLAB. Having the

results in this format allowed for many interesting transformations to be performed. Automation of Zemax also

allowed for many different scenes to be compared quickly, the results of which are summarised in section 6.3.3

6.3.2 Verification

To ensure that the model could accurately predict the process an experiment was performed to reconstruct the

time-of-flight responses from a target at multiple positions.

Each of the scenes was modelled in Zemax, rays were traced and the resulting ray-database converted to MAT-

LAB.Here the histograms fromboth the experimental data and themodelled data could be compared. Figure 6.3

shows the results from both the experiment, in red, and the scene in Zemax, in blue.

As can be seen form the y-axes, the total count for each of the time windows is far greater for the experimental

results than those of the model. This is due to the computational limitations of the approach, it takes many

hours to trace and analyse enough rays to get the requisite amount of data for this process. The experiment can

collect enough data in seconds. This also accounts for the differences in the response shapes, as far fewer rays

are used in the model the background has been removed by merely filtering it from the results in MATLAB,

meaning that the long small tail of the response can be seen. As this is not possible with the experimental results

a background response was taken, in the absence of the target. The difference in the two scene responses, with

and without target, is then considered to be signal if the result is above a threshold count value. This leads to the

more Gaussian shape of the response signal from the target in experiment.

Four target positions were calculated using the experimental and modelled results and were in good agreement.

Very precise positioning of the target was not the goal of this comparison, as the technique is limited in the

manner discussed above. This comparison illustrated that thismodelling approach is applicable to reconstructing

the time-of-flight response for targets in non-line-of-sight experiments. This means the approach can be used to

test someof the limitations of the approach quickly and easily, whichwas done and is summarised in section 6.3.3.
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Figure 6.3: Histograms of response signal from target in position four. The data collected from experiment is
displayed in red and measured against the right hand y-axis, and data from the model in blue and measured
against the left hand y-axis.

6.3.3 Scene Limitations

The model was then used to initially explore some of the limitations this positioning technique might have in

real applications. Four aspects of the physical setup were investigated in isolation for their potential affect on

performance: range of the detector from the final scattering surface, angle made by the detector plane normal

with the scattering surface normal, size of the target and finally position of the target within a scene.

Firstly, the variation in power on the detector was investigated as the distance from the final scattering event was

varied. The more power that is incident on the detector, from each laser pulse, the faster the time-of-flight re-

sponse from the scene can be built up. Even for scenes where the power on the detector is very low, it is possible

to collect enough data to position the target, it just means the acquisition time is much longer. If the acquisi-

tion time becomes too long, more than a second, this can make positioning difficult or impossible as a human

target could have moved significantly in that time. It was expected that an inverse square law would govern the

relationship, between the detector distance from the final scattering event and the power collected, because of

hemispherical nature of diffuse scattering events. As distance is doubled from the surface, the proportion of the

scattered light collected is quartered. The results agreed with this hypothesis, meaning that acquisition times will

increase proportionally to the square of the distance between the scattering surface and the detector.

Next, the angle of the detector to the scattering surface was investigated. The centre of the detector was placed at

a range of angles, from 0 to 60○ , equidistant from the scattering surface. The target and source were kept equal

throughout. The results confirmed beliefs that compound angles between the detector and the scattering surface

had no effect on the scattered power that was observed. This means that altering angle, when interrogating a

scene, will not directly affect the acquisition time.

The position of the target within the scene was also of great interest. This would develop an understanding of the

relationship between power observed on the detector and the target’s distance and angle to the scattering points.
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Figure 6.4: Map of results from the target position experiment. Black crosses indicate the actual position of
the target’s X-Y centroid. Red cross indicates whereabouts the model predicts the target to be. Finally the grey
area surrounding the red cross indicates the 65% confidence interval for the target’s location, as predicted by the
model.

In this simulation the detector, scene and source were all kept constant and the target moved through the scene.

Distances were increased from 100 to 1000 mm in 100 mm increments and angle from 0 to 60○ , increasing by

5○ . All permutations of these two ranges led to a total of 130 target positions being examined to determine the

power-position relationship. The results for target angle to the scattering surface were similar to those of the

detector angle investigation; there was no significant change in power across the range of angles observed. It

must be noted that if the planar target were to rotate about its own vertical axis, this would change the effective

aperture of the target and could lead to a reduction in power; this was not investigated, however as the three

dimensional nature of real targets would negate this somewhat.

Testing the target’s distance from the scattering surface did, however, confirm that power observed from the

target decreases proportional to the fourth root of the increase in distance. For example, a factor of ten increase

in the distance from the scattering surface would decrease the power reflected by roughly a thousand fold, greatly

increasing acquisition time. It was concluded then, that this distance would be dominant in determining the

possibility of positioning a target within a scene. It was also noted that maximum time-of-flight within the scene

must be taken into consideration. Above a certain distance from the scattering surface, the light from the first

laser pulse would still be in flight after the second fired. This would make it impossible to take meaningful

readings, as the background response of the second pulse would obfuscate the distant target signal from the first.

From these results it was also possible to test the positioning calculation, as performed by MATLAB. Figure 6.4

shows the results of one such calculation, where the true position in red and the predicted in black are bothwithin

the area of highest confidence. Three detectors were used to calculate these positions, with a limited number of

rays traced the confidence bands are quite broad but positioning can still be accomplished to centimetre preci-

sion.
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Finally the effects of varying target size was considered. In the model, the planar objects used as targets were

decreased in size geometrically and kept in the same position. The power response observed at the detector de-

creased proportionally to the size of the target. The target size also limits the precision with which its position

can be determined. Larger targets reflect more of the laser pulse from a greater number of possible locations

within the scene, this serves to give a stronger return signal at the cost of lower spatial precision. Overall, this in-

vestigation demonstrates the importance of target size for this technique and a means of calculating the variance

in acquisition times as this parameter changes.

This project delivered a tool that could closely simulate the response observed by the positioning systemproposed

by Gariepy et al [153, 2, 3]. The benefits of this model allow the user to quickly test and investigate scenarios

that are otherwise difficult, costly or impossible to replicate in the laboratory. It also allows the user to gain a

good understanding of some of the limitations this approach faces. Combined with the more advanced optical

modelling capabilities of Zemax, this would also afford the user ameans of testing different optics configurations

to maximise the system’s performance. The work outlined in this chapter was also presented at the conference

Advanced Optics for Defense Applications: UV through LWIR - Baltimore, United States in 2016 [1].

6.4 Amplified Spontaneous Emission

The goal of this project was to develop a modelling tool capable of predicting the effect of gain limiting phe-

nomena in high energy, solid-state, laser systems. In high gain active media, spontaneous emission can lead to

detrimental effects that serve to deplete the gain available for useful laser action. Spontaneously emitted rays,

that do not couple to the laser cavity mode, can still experience gain when the gain-length product is above a

certain threshold. This effect is known as amplified spontaneous emission, occuring when one spontaneously

emitted photon travels far enough through the active medium to stimulate emission of another photon. This is

a straightforward calculation when considering laser media with homogenous gain profiles and simple photon

paths, where analytical solutions are simple. For the majority of real systems, however, this quickly becomes

non-trivial and only coarse estimates of these effects can be made.

One particular problem with calculating the onset of ASE in real laser systems comes from the complexity of

the pump absorption profile. For many pumping schemes, perfectly homogenous absorption profiles are not

achiveable or desirable. Many absorption profiles can not be accurately represented by an analytical function.

Figure 6.5 shows the transverse pump absorption profile for a typical solid-state laser system. Here the cylindrical

rod is pumped by a 3kW stack of 810 nm diodes, leading to the striped peaks in the absorption profile.

Determining the maximum photon path length within the gain medium also becomes non-trivial, due to the

possibility of total internal reflection within the laser rod. Some spontaneously emitted rays will be reflected at

the surface boundary with the rod, increasing their path length through the gain medium. A proportion of these

reflected rays will end up in closed paths, continuously reflecting around the inside of the laser rod. If these
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Figure 6.5: The pump absorption profile of a typical, solid-state, laser rod.

rays experience enough gain to counteract the losses they see at each reflection, their likelihood of exceeding the

gain-length threshold for ASE is greatly increased. This leads to parasitic lasing wherein stimulated emission, not

coupled to the useful laser output, limits laser performance by depleting the available energy. This is a concern

for high power Q-switched lasers.

Predicting the threshold pump power at which these effects occur for any given system is difficult for all but

the simplest of cases. This project sought to develop, accurate, time-resolved models of the gain evolution, that

considered these gain depleting effects.

6.4.1 Approach

To accurately model the shape of complex pump profiles, such as that shown in fig. 6.5, a finite element method

was used. The gain medium was divided into equally sized voxels, the three-dimensional equivalent of pixels.

Each of these voxels were then treated as separate cells of active media. Their absorption was determined using

the ray-tracing program Zemax. This allows for an accurate representation of the pump absorption profile, by

first tracing pump-rays through a model of the system and then calculating the absoprtion of those rays as they

pass through each of the voxels within the gain medium. As mentioned previously, ray-tracing has been used

throughout this thesis, to numerically model the paths of rays in complex laser systems.

With an accurate absorption profile, it is then possible to calculate the gain distribution throughout the laser rod.

This is achieved utilising the equations set out in section 5.2.5. The pumping period was also split into discrete

time intervals, for each time-step, the pumping input power, cumulative stored energy, and fluoresccence power

could then be calculated.

The fluoresccence output power from each of the voxels was then used to determine the spontaneous emis-
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sion rays from the laser rod. A weighted pseudo-random method was used to determine the fluorescence ray

distribution. Due to the limitations of current computational power, it would not be feasable to trace every

spontaneously emitted photon.

Formost of the work in this project only 1×104 rays were traced, a typical lasermodel, with 51³ voxels and 1×104

rays over 200 time steps, would take approximately 2.5 hours to complete. These numbers were determined

empirically to give a good balance between speed and accuracy.

This, far smaller, number of spontaneously emitted rays were then traced through the laser rod. The total flu-

orescence power, from every voxel in the laser rod, was then totalled and divided evenly between each of the

rays. The rays directions at origin were determined randomly by generating random directional cosines in the

three cardinal axes for the laser system model. Distribution of the ray origin points, though, was determined

using a pseudo-random weighted process. The total fluoresccence power of each voxel was taken into consid-

eration, for each ray voxels were selected at random and their normalised fluoresccence power output was used

as a probability for selection for that rays origin point, selecting a new random voxel until successful. This lead

to a three-dimensional fluoresccence distribution that more closely resembled that of an actual laser rod. The

alternative approach, purely random voxel selection for each ray, resulted in a fluoresccence distribution that

was more spread throughout the rod and disproportionately favoured voxels that saw little or no absorption.

The paths of these spontaneously emitted rays were then traced through the laser model, again using Zemax.

This allows for accurate calculation of their losses as they travel through the system and interact with surface

boundaries.

With these fluoresccence ray-paths it is then possible to caclulate their interactions with the gain in each of the

voxels. Each raywas treated sequentially, the gain interactions along a single ray-pathwere caclulated fromorigin

to termination, before calculating the next ray. Whenever a ray passed through a voxel, the gain experienced by

the ray, according to the path length through that voxel, was calculated. The ray’s energy entering the voxel,

multiplied by the gain was then used to determine the ray’s exit energy (as it left the voxel). The energy extracted

was limited to the voxel’s stored energy to ensure a ray could not exit with more energy than was available. For

example, if a 1 µJ ray saw a gain coefficient of 1.5 passing through a voxel that only had 0.4 µJ of stored energy,

then the ray would exit with only 1.4 µJ, extracting the maxiumum available energy.

After each ray’s interaction with a voxel has occured, the energy remaining stored within the voxel was updated.

This way, if another ray interacted with the same voxel, it would experience lower gain and less energy available

for extraction.

When this process was complete for every ray, the next time-step would be calculated. Another time-step’s

worth of pump energy would be added to the voxels and the gain distribution updated. This time-resolved

approach allows for analysis of the temporal evolution of the gain in the laser medium, highlighting the onset of

gain limiting effects. One advantage of this approach meant that virtual detectors could be used, that recorded
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parameters not easily measured in a physical system, without interaction with the rays. Recording how much

available power was extracted at each time-step, by spontaneously emitted rays, enabled direct comparison of

the energy lost to parasitic effects.

6.4.2 Results

The accuracy of the model was verified by simulating results from the literature [59]. Models of the lasers used

in the 2010 paper by Huß et. al were made, cylindrical core-doped 2% Nd:YAG rods, with different claddings,

YAG and 1% Sm:YAG. The paper demonstrates, experimentally, how the Sm:YAG cladding suppresses the onset

of ASE and parasitic effects, by limiting the path lengths of rays that travel transverse to the rod. This means less

gain is lost to spontaneous emission as gain builds up within the laser rod, during the pumping period.

The pumping and absorption profiles for these two lasers were then simulated using Zemax and used in the

model. The rods were pumped for 200 µs at seven pump powers, including; 11, 77, 145, 276, 394, 500 and 592

W. The model was then set to calculate the change in gain in time-steps of 2.5 µs.

As can be seen in section 5.4, themodel results closely resembled those of the experiment, indicating the accuracy

of this modelling approach. By keeping track of small, discrete volumes of the gain medium, and the processes

by which they absorb or lose energy over time, it becomes possible to model the effect of high gain phenomena,

in complicated laser systems.

This approach also allows the user to analyse these phenomena in any laser capable of being designed in Zemax.

With the diverse modelling capabilities of Zemax, and the ability to import CAD objects into the software, novel

laser pumping schemes can be tested and investigated easily. This was demonstrated by analysing the high-gain

behaviour of two other rod geometries, in the same pumping setup as those tested in the Hußpaper.

A square and a triangular faced rod were pumped for 200 µs at a range of nine pump powers; 0.5, 2, 10, 50,

250, 500, 1000, 2000 and 4000 W. This was to see how they performed over a large range of pumping powers,

all of which would have practical applications, and to investigate the pumping threshold at which high-gain

phenomena, such as ASE, occur. Due to tighter angles between each of the rods edges, when compared to the

square faced rod, the subset of angles that will seemultiple reflections from to total internal reflection, is reduced.

Both pump absorption profiles were compared and show significant differences, as seen in figs. 5.17 and 5.18.

The temporal evolution of fluorescence power on the detector and the gain power extracted by all rays, during the

pump period, was compared for both rods. The fluorescence results in figs. 5.17 and 5.18 show that, at 500W and

above, the rate of fluorescence on the detector, for the square faced rod, begins to climb steeply and then plateau.

As pump power increases this effect becomes more pronounced, the plateau begin reached at approximately

100 and 45 µs for the 500 W and 4000 W models respectively. The maximal fluorescence power achieved at this

plateau does increase with pumping power, but not proportionally to the increased input, with amaximum value

of approximately 8 W seen for the 4000 W pump model.
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The triangular rod does not exhibit this plateau behaviour, at any pumping power. For each of the powers inves-

tigated, the fluorescence from the triangular rod increases steadily throughout the entire pumping period. The

maximum power achieved on the detector is also lower at all pump powers except the 4000 W model, where

the square rod reaches 8 W and the triangular 9 W. This would mean that for longer pumping periods at the

highest pump intensities, anything greater than 160 µs, would mean more pump energy lost when compared

to the square rod. For the 200 µs period examined, however, total fluorescence energy (area under the graph)

for the 4000 W model, is still lower for the triangular rod compared to the square. The latter reaches a value of

approximately 6 W in the first 25 µs, 75 µs earlier than the triangular rod.

It was also possible to track the total gain power extracted from all voxels at each time-step, using virtual de-

tectors, something not directly measurable in the lab. Figures 5.19 and 5.20 show theses results for the 200 µs

pumping period. The square rod, again, appears to reach a plateau as the pumping power increases. The tri-

angular rod also plateaus and does so far more quickly, within the first 20 µs, at all pump powers. This shows

that the rate of gain power extraction reaches a limit quickly and amplified spontaneous rays are not depleting

increasingly larger proportions of the available gain as the pump period goes on. The triangular rod also plateaus

at much lower maximal values than those achieved by the square, rod for the same pumping powers. This in-

dicates that the rate of depletion is much lower for the triangular rod in all cases, except for the shortest pump

periods.

These results highlight the potential advantages of using triangular faced rods in Q-switched systems, where

high-gain is required to build in the laser rod before the onset of lasing action. Less energy is lost to the fluo-

rescence and spontaneous emission during the pumping period, leaving more available for useful lasing. The

innate geometry, limiting long internal path lengths, enables higher energy storage efficiency when compared

to square rods. These results are promising and warrant further physical investigation in a laboratory.

Overall these results highlight the usefulness of the model presented here. A proposed pumping scheme can

be quickly investigated and compared to existing systems without the monetary or time costs associated with

fabricating the physical components. This enables a fail-fast and cheaply, agile, iterative approach to high-gain

laser design that could not otherwise be realised.

6.5 Future Work

Each of the projects presented throughout this thesis present multiple opportunities for continued development.

Outlined below are some recommendations for how best to extract additional value from the work presented

herein. As each of the three project in this thesis exist within their own domains, their potential for extension

will be discuss separately.
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6.5.1 Non-Line-of-Sight LIDAR

The challenges associated with the non-line-of-sight LIDAR system required a tool that could replicate the time-

of-flight response of complex scenes. The model, although able to produce results analogous to those seen in

experiment, samples the sceneswithmany orders ofmagnitude fewer rays thanwould be necessary to thoroughly

interrogate the potential ray-paths. This ismainly due to computational limits associatedwith the underlying ray-

tracing engine, Zemax. Due to the nature of this model, results from multiple ray-traces of the same scene could

be combined to produce a larger, more thorough data set. It would be possible to runmultiple versions of Zemax,

over a cluster of computers in parallel, or possibly automate many samples of the model on a single machine.

Scaling up the sampling size would begin to capture far larger proportions of the potential paths and a more

representative result, from any given scene, would be possible. This could easily be achieved using automation

of both the sampling and processing, using MATLAB and the tools already presented in this thesis. This paper

[145] demonstrates a similar approach used to gather sufficient ray-tracing samples of a complex optical system,

using MATLAB and Zemax in server-client configuration. One of the key problems with collecting much larger

samples would be in the large file sizes that are generated in the intermediate steps of processing, when data is

transferred from MATLAB to Zemax. Careful management of the processing phase could eliminate the need for

these large files to be saved, otherwise large data storage platforms may be necessary.

Another interesting avenue for developmentwith this projectwould include tracking targets as theymove through

a scene. Reconstructing the positions of a target as it moves through a scene would require multiple ray-traces

to be performed at time-intervals. This type of analysis would also allow for the investigation into stationary

background subtraction techniques, isolating the moving target across the time separated ray-traces.

Either of these would serve to enhance the capabilities of this tool and allow the user to gain a more comprehen-

sive understanding of the underlying processes in this positioning technique.

6.5.2 Optimisation and Tolerancing

The optimisation work presented in this thesis offers several opportunities for further development. Much in

the same way that the non-line-of-sight LIDAR modelling could benefit from more computational power, so

could this system. As the individual ray-traces for each of the configurations are entirely independent of one

another, they could all be run in parallel. Again a system whereby the ray-traces to be performed are calculated

and scheduled to run across numerous machines could greatly speed up this process.

Finding patterns in the complex, highly dimensional data can also be quite time-consuming, even for the most

experienced users. Some of this work, searching over large result data sets, could be done automatically using

machine learning techniques. These approaches allow computational models to be formed algorithmically based

on the data at hand, without human intervention. Machine learning is capable of outperforming human experts

in a number of fields. By utilising these techniques, complex patterns could be identified sooner and more
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nuanced questions could be answered about the underlying behaviour of the optical system.

This optimisation model could also greatly benefit from the inclusion of some diffraction modelling. All of

the calculations regarding beam-shape and size are limited to the output of ray-tracing equations. Accurate

diffraction and cavity modelling would give a more detailed understanding of the stable modes that exist within

a laser cavity. This would greatly enhance those metrics and allow the user to better understand the effect that

component changes had on the finalmodel. Beamwaists and stablemodes play an important part in determining

the extraction efficiency of a laser system. Some initial work was carried out using the software GLAD [154]. A

working interface between the diffraction modelling software and MATLAB was created, enabling control and

automation of the diffraction modelling, and transfer of data from Zemax. Although this was a success, there

was not sufficient time to fully understand the program and how to make best use of it for these applications.

Continuing this work could also benefit the ASEmodelling, as any stablemodes within a system could contribute

to parasitic processes, limiting gain.

6.5.3 Amplified Spontaneous Emission

The ASE modelling project was very successful in developing a tool that could predict the onset of gain-limiting

phenomena. One key area for improvement for thismodel would be the speed at which it runs, and the efficiency

of the computations. Greater accuracy and precision can be achieved with shorter time intervals and more

rays, but these both greatly increase the computational time. The existing code base was developed over a long

period by a single person, who did not have a strong background in computer science or programming. Due to

the serial nature of the gain depletion modelling, how the voxel interactions of one ray limit the gain available

to those calculated after it, there are likely many algorithmic improvements that could be made to the code.

These dependent interactions from ray-to-ray also mean the order in which rays gain calculations are done is

significant. Improvements could be made to better handle the ordering of these rays, not just sampling them

randomly at each time-interval. It would be possible to calculate the time at which each of ray-voxel interface

collisions occur, for all rays in a time-step, and calculate each section in chronological order.

Large intermediate file sizes and slow hard-disk reading times also limited the number of rays that could be used

in the model. Being able to trace more rays would greatly increase the likelihood that long, gain limiting, paths

are found for any system. Improvements between the data transfer process between Zemax and MATLAB may

improve this. Tracing a new set of rays for each time-step would also be a possible avenue for development. As

these intermediate files are so large, only a single ray-trace is used for all time-steps. Retracing the rays, with

their distribution recalculated to account for the previous time-step’s depletion, might see a spatial change in the

fluorescence as the pumping period goes on.
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6.6 Final Thoughts

The tools developed throughout this project have had tangible industrial impact. The optimisation and toleranc-

ing tools were used tomake recommendations in the design stages for the systempresented by Lee et al. [99]. The

non-line-of-sigh LIDAR models were used to analyse and understand some of the underlying relationships that

governed this novel technology, and the author of this thesis presented these results at the conference Advanced

Optics for Defense Applications: UV through LWIR - Baltimore, United States in 2016 [1]. The amplified spon-

taneous emission models confrimed expectations around a novel rod geometry for suppression in high-power

solid-state gain medium that could see benefits for passively Q-switched systems. These recommendations are

the first steps to securing further investment to progress these designs into the physical domain and can be used

to explore further, at significantly reduced costs.

Overall this project has produced a number of tools to improve and benefit those developing solid-state laser

systems. It sought to produce software that aligned with existing work-flows and enhance, instead of replace,

tools that were already in use. A key consideration throughout has been the reuse of existing software, so that

minimal time is spent redeveloping capabilities that already exist. It has met these goals and the models have

been utilised, with great success, since their inception.
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